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Chapter 1
Competence Assessment in Education: 
An Introduction

Detlev Leutner, Jens Fleischer, Juliane Grünkorn, and Eckhard Klieme

Abstract  In this chapter, the structure and the specific research areas of the German 
DFG-Priority Program “Competence Models for Assessing Individual Learning 
Outcomes and Evaluating Educational Processes” are briefly described, in order to 
provide a background for the following chapters, which describe various individual 
projects of this Priority Program. The chapters have been organized into six the-
matic parts.

Keywords  Competencies • Assessment • DFG-Priority Program “Competence 
Models for Assessing Individual Learning Outcomes and Evaluating Educational 
Processes”

1.1  �The German DFG-Priority Program “Competence 
Models for Assessing Individual Learning Outcomes 
and Evaluating Educational Processes”

In the past few decades, educational systems worldwide have been moving towards 
evidence-based policy and practice (e.g., Slavin 2002), where “evidence” often 
implies empirical assessment of students’ competencies as the main outcome of 
education at school. Thus, the assessment of competencies plays a key role in opti-
mizing educational processes and improving the effectiveness of educational sys-
tems. However, the theoretically and empirically adequate assessment of 
competencies in educational settings is a challenging endeavor that is often under-
estimated by policy makers and practitioners.
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To cope with these challenges, and to promote and coordinate scientific efforts in 
the field of competence assessment across disciplines in Germany, the German 
Research Foundation (DFG) funded the Priority Program “Competence Models for 
Assessing Individual Learning Outcomes and Evaluating Educational Processes”, 
which started in 2007 and ended in 2013. Over the six-year funding period, the 
Priority Program coordinated the work of a large number of research projects (see 
http://kompetenzmodelle.dipf.de/en/projects) with experts from psychology, educa-
tional science, and subject didactics.

The main point of reference for all projects of the DFG-Priority Program is the 
concept of “competencies”, which are defined as “context-specific cognitive dispo-
sitions that are acquired and needed to successfully cope with certain situations or 
tasks in specific domains” (Koeppen et al. 2008, p. 62; see also Hartig et al. 2008, 
and Shavelson 2010). According to this definition, “competencies” differ from other 
constructs such as “intelligence”, as competencies refer to the mastering of sets of 
specific challenges in specific situations in specific domains, whereas intelligence 
refers to mental abilities that can be used to master challenges in general. In addi-
tion, intelligence is generally not considered to be influenced by school education, 
whereas the development of competencies is at the core of school education. The 
definition of competencies as “cognitive” dispositions is in line with the way in 
which the term “competence” is used in international large-scale assessment studies 
such as PISA, TIMSS, or PIRLS (e.g., OECD 2001), as motivational and volitional 
aspects of competencies–in order to begin with research in this field–are excluded 
from being studied in those studies (Weinert 2001).

1.2  �Research Areas of the DFG-Priority Program

The research addressed by the DFG-Priority Program covers different aspects of 
competence assessment, and is organized into four consecutive main research areas 
(Fig.  1.1): (1) The development and empirical testing of theoretical competence 
models is at the core of the research program. These theoretical models are comple-
mented by (2) psychometric models, which in turn inform the construction of mea-
surement procedures for the empirical assessment of competencies (3). The program 
is finally rounded off by (4) research on how best to use diagnostic information.

The following chapters of this book present the findings of 24 DFG-Priority 
Program projects. All projects have a primary focus on one of these four research 
areas; several projects moved consecutively through several areas. In the following 
sections, the research areas are described briefly, and an overview is given of 
projects within the areas.

D. Leutner et al.
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1.2.1  �Cognitive Modeling and Assessment of Competencies

Research in the area of cognitive modeling asks how competencies can be modeled 
adequately with regard to those situations or tasks where they are needed in specific 
domains. As such, models of competencies are necessarily domain-specific, and the 
research program covers a broad variety of domains.

A first group of domains (Part I: Modeling and assessing student competencies) 
concerns competencies of students at school, ranging from conceptual understand-
ing and scientific reasoning in primary school, through geography and literary lit-
eracy, to self-regulated learning at high school (Chaps. 2, 3, 4, 5 and 6).

A second group of domains (Part II: Modeling and assessing teacher competen-
cies) concerns the competencies of teachers, in areas such as professional vision, 
pedagogical content knowledge, tracking decisions, counseling, and teaching the 
integrative processing of text and pictures (Chaps. 7, 8, 9, 10 and 11).

66

Cognitive
Models of

Competencies
structures, 

(developmental) levels, 
cognitive resources

Fig. 1.1  Research areas of the DFG-Priority Program “Competence Models for Assessing 
Individual Learning Outcomes and Evaluating Educational Processes”

1  Competence Assessment in Education: An Introduction
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http://dx.doi.org/10.1007/978-3-319-50030-0_5
http://dx.doi.org/10.1007/978-3-319-50030-0_6
http://dx.doi.org/10.1007/978-3-319-50030-0_7
http://dx.doi.org/10.1007/978-3-319-50030-0_8
http://dx.doi.org/10.1007/978-3-319-50030-0_9
http://dx.doi.org/10.1007/978-3-319-50030-0_10
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A third group of domains (Part III: Modeling and assessing vocational compe-
tencies and adult learning) concerns vocational competencies and adult learning in 
fields such as car mechatronics, electronics, building trades, and industrial manage-
ment (Chaps. 12, 13 and 14).

Modeling of change and training of competencies represents a fourth, very chal-
lenging area of research (Part IV: Competency development: Modeling of change 
and training of competencies). Projects are concerned with students’ physics com-
petencies, decision making regarding sustainable development, metacognitive com-
petencies, strategies for integrating text and picture information, problem-solving 
competencies, language and mathematics competencies (Chaps. 15, 16, 17, 18, 19 
and 20).

1.2.2  �Innovations in Psychometric Models and Computer-
Based Assessment

Research in the area of psychometric models (Part V: Innovations in psychometric 
models and computer-based assessment) asks how theoretical models of competen-
cies can be linked to psychometric models in order to develop assessment instru-
ments. Innovative approaches are presented concerning multidimensional IRT 
models for English as a foreign language, multidimensional adaptive measurement 
for large-scale assessments, adaptive assessment of competencies regarding multi-
ple representation of mathematical functions, relating product and process data 
from computer-based assessments, and dynamic problem solving (Chaps. 21, 22, 
23, 24 and 25).

1.2.3  �Reception and Usage of Assessment Results

Research in the area of assessment results (Part VI: Feedback from competency 
assessment: Concepts, conditions and consequences) asks what kinds of informa-
tion from competence assessments can be used by practitioners in the educational 
system, and in which ways. A specific focus of the projects is on feedback, such as 
the role of feedback in formative assessment, in arguing validity and standard set-
ting, as well as feedback effects in a dynamic test of reading competence (Chaps. 
26, 27 and 28).
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1.3  �Conclusion

As outlined in this introduction, the assessment of competencies plays a key role in 
optimizing educational processes and improving the effectiveness of educational 
systems. However, to adequately assess competencies in educational settings is a 
challenging endeavor, and the German DFG-Priority Program “Competence Models 
for Assessing Individual Learning Outcomes and Evaluating Educational Processes” 
has been an attempt to move the field onto a broad national footing by funding basic 
scientific research on modeling competencies.

The Priority Program has had significant influence, not only in terms of scientific 
publications (a complete list of publications is provided at http://kompetenzmod-
elle.dipf.de/en/publications/km_literatur_e.html), but also in terms of stimulating 
additional, more-applied large-scale research programs funded by the German 
Federal Ministry of Education and Research (BMBF). One example of these latter 
is the Research Program KoKoHs: “Modeling and Measuring Competencies in 
Higher Education” (Zlatkin-Troitschanskaia et  al. 2014, 2015, 2016). Another 
example is the Research Program ASCOT: “Technology-based Assessment of Skills 
and Competencies in Vocational Education and Training” (BMBF 2012).

As a result of both the more basic research (DFG-Priority Program) and the 
more-applied research (BMBF Programs), a large number of theoretical models, 
psychometric approaches, and assessment instruments are now available. These 
allow practitioners in the educational field to assess competencies in a great variety 
of domains. Furthermore, these models, approaches, and instruments that were 
developed within specific domains, can be used as a blueprint for developing mod-
els, approaches, and instruments in other domains. Thus, there are good grounds for 
optimizing educational processes and improving the effectiveness of the educa-
tional system in Germany through adequately assessing student competencies.

Acknowledgments  The preparation of this chapter was supported by grants KL 1057/9–1 to 9–3 
and LE 645/11–1 to 11–3 from the German Research Foundation (DFG) in the Priority Program 
“Competence Models for Assessing Individual Learning Outcomes and Evaluating Educational 
Processes” (SPP 1293). The chapter is based on papers by Fleischer et al. (2012, 2013), Klieme 
and Leutner (2006), Koeppen et al. (2008), and Leutner et al. (2013).
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Chapter 2
Science-P I: Modeling Conceptual 
Understanding in Primary School

Judith Pollmeier, Steffen Tröbst, Ilonca Hardy, Kornelia Möller, 
Thilo Kleickmann, Astrid Jurecka, and Knut Schwippert

Abstract  In the Science-P project (Science Competency in Primary School), we 
aimed at modeling scientific literacy in two dimensions—scientific reasoning and 
conceptual understanding—to describe science learning in primary school. The 
present chapter focuses on conceptual understanding exemplified by two content 
areas: floating and sinking (FS) and evaporation and condensation (EC). Drawing 
on results from conceptual change research in developmental psychology and sci-
ence education, we devised a model with three hierarchically ordered levels of 
understanding—naïve, intermediate and scientifically advanced—as the foundation 
of item and test construction. The two content areas engendered a two-dimensional 
structure in our test instrument. A validation study underscored that responses to our 
paper-pencil items were systematically related to responses obtained in interviews. 
Our test instrument was used to capture the development of primary school stu-
dents’ conceptual understanding from second to fourth grade, in both a cross-
sectional and a longitudinal study. For cross-sectional data, students’ proficiency in 
scientific reasoning was found to predict their conceptual understanding. In future 
analyses, we will test this finding with our longitudinal data.

Keywords  Conceptual understanding • Science competency • Primary school • 
Development
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2.1  �The Assessment of Science Competency in Primary 
School

In recent years, science learning has been described within the construct of scien-
tific literacy, which has been conceptualized with various facets, distinguishing a 
component of conceptual understanding from a component of procedural under-
standing (Bybee 1997). While there are theoretical and empirically validated mod-
els of science competency for secondary schools, corresponding efforts are rare 
within the growing body of research on competency development for primary 
schools (e.g., Walpuski et al. 2011). Hence, in our project we aimed to model the 
development of science competency in primary school in the two dimensions of 
scientific reasoning (e.g., Koerber et al. 2017, in this volume) and conceptual under-
standing. The latter is the focus of this chapter.

To derive a theoretically plausible and empirically testable competency model of 
conceptual understanding in primary school science, it appears suitable to resort to 
the findings of conceptual change research in developmental psychology and sci-
ence education. This research has revealed that students bring a wide range of indi-
vidual content-specific ideas and conceptions to the science class; these have 
potential to hinder or foster formal science learning. Aside from the nature of stu-
dents’ naïve conceptions, conceptual change research has also explored the path-
ways along which these evolve (e.g., Schneider and Hardy 2013). In this context, we 
pursued three main goals: (a) modeling primary school students’ conceptual under-
standings in the content areas of FS and EC with paper-pencil tests to empirically 
validate a competency model using large groups of students, (b) investigating the 
development of conceptual understanding over the course of primary school and (c) 
examining the relation between students’ conceptual understanding and scientific 
reasoning.

2.2  �Modeling Conceptual Understanding in Primary School 
Science

2.2.1  �Model Specification and Item Construction

In the first place, we hypothesized a competency model with three hierarchical lev-
els of increasing understanding: At the naïve level students hold scientifically inad-
equate conceptions which, through processes of restructuring or enrichment may 
possibly result in intermediate conceptions. These contain partly correct conceptu-
alizations and are applicable in a broader range of situations than are naïve concep-
tions. At the scientifically advanced level, eventually, students hold conceptions in 
accordance with scientifically accepted views (Hardy et  al. 2010). Within this 
framework, we designed a construct map as the foundation for item development 
(Wilson 2005). For each content area, this contained detailed descriptions of 
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possible student conceptions at each level of understanding. These conceptions 
were extracted from conceptual change research (e.g., Hsin and Wu 2011; Tytler 
2000).

The translation of the conceptions identified in conceptual change research into 
a paper-pencil instrument suitable for testing groups of primary school students, 
posed a considerable challenge for item development. Specifically, the test instru-
ment had to incorporate and represent different levels of conceptual understanding 
without inducing artificial response tendencies and preferences. Using the construct 
map, we designed items with mainly closed response formats; response alternatives 
represented varying levels of conceptual understanding. Response formats were 
either forced-choice (select the better of two alternatives), multiple-choice (select 
the best of three to six alternatives) or multiple-select (judge three to six alternatives 
consecutively as true or false). In addition, a few items with open and graphical 
response formats were constructed (Kleickmann et al. 2010).

For all items, the stems consisted of descriptions of physical phenomena relevant 
to the two content areas. Of these phenomena, those which could be presented in a 
classroom, were demonstrated during administration of the test (see Fig. 2.1). After 
presentation of a specific phenomenon, students had to select or, in the rare case of 
open response formats, produce an explanation for that phenomenon. For multiple-
select items, students could select several explanations simultaneously (see Fig. 2.1). 
To minimize the impact of reading ability on students’ performance, descriptions of 
phenomena and response alternatives were read out aloud. Students in participating 
classes proceeded simultaneously through the test within 90 min. The majority of 
items represented explanations on the naïve level, due to the wealth of naïve concep-
tions identified by previous research. In general, primary school students were con-
sidered to demonstrate proficient conceptual understanding by the dismissal of 
naïve explanations and the endorsement of intermediate or scientifically advanced 
explanations.

2.2.2  �Conceptual Understanding: Dimensions and Levels

To examine the dimensionality of our test instrument, we fitted one-parametric 
logistic item response models with varying dimensionality to the data of a cross-
sectional study with 1820 s, third and fourth graders, using ACER Conquest 2.0 
(Wu et al. 2005). A likelihood ratio test of relative model fit demonstrated that a 
model featuring the two content areas as separate dimensions, fitted the data better 
than did a uni-dimensional model (Δχ2(2) = 246.83, p < .001, ΔAIC = 242.88, 
ΔBIC = 231.71; Pollmeier 2015; Pollmeier et al. in prep.). This finding supported 
the notion that competency in certain content areas might develop separately from 
that in other content domains. Thus, further analyses for the cross-sectional data 
were performed separately for each content area. The two-dimensionality estab-
lished for the cross-sectional data set was consistent with the results of preliminary 
studies (Pollmeier et al. 2011).

2  Science-P I: Modeling Conceptual Understanding in Primary School



12

To clarify the influence of the hypothesized levels of understanding and sub-
facets of content areas defined in the construct map on students’ performance, we 
devised explanatory item response models, using the R-package lme4 (De Boeck 
and Wilson 2004; De Boeck et al. 2011). These models explored the impact of spe-
cific person and item characteristics on students’ responses (Pollmeier et al. 2013). 
In particular, the analyses revealed differential proficiency in subgroups of students 
with regard to levels of understanding in the two content areas. We found an overall 
gender effect for the content area of FS, with boys outperforming girls. Furthermore, 
girls exhibited specific weaknesses for items on density and displacement, compared 

The Cold Glass

Instruction:
You fill a glass with cold water and ice cubes. At first the glass is dry on 
the outside. But after a couple of minutes you can see little droplets on 
the outside.
Let’s try this by ourselves.
(Demonstration of phenomenon with corresponding material.)

Why do the droplets appear on the outside of the glass?

Select either “true” or “false” after each explanation!

true false

The water droplets came from inside the glass through 
small pores. naïve

The water droplets condensed in the air, as the air 
cooled. scientific

Water from the air became visible because of the cold. intermediate

The water from the glass is now on the outside. naïve

Fig. 2.1  Sample item: condensation
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to items on buoyancy. They also, relative to boys, had a preference for explanations 
on the intermediate level, whereas they neglected explanations based on scientifi-
cally advanced conceptions. In contrast, for the content area of EC, overall perfor-
mance did not differ between girls and boys. Yet girls also displayed a relative 
preference for items featuring intermediate conceptions in the content area of EC, 
although they did not neglect scientifically advanced conceptions (Pollmeier et al. 
2013).

To explain additional variance in item difficulties, we explored the relevance of 
characteristics derived from the classification of item stems. Again, we employed 
explanatory item response models, both for the cross-sectional data and for one 
further experimental study, in which certain contextual features were varied system-
atically across item stems (Pollmeier 2015). For the content area of FS we identified 
congruence as an important explanatory characteristic for items associated with the 
concepts of density and displacement: With these items, students had to compare 
two objects and decide which was made of the denser material or displaced more 
water. Items featuring congruent objects—that is, the denser object was also the 
heavier object, or the heavier object displaced more water—were easier to solve 
than incongruent items—that is, where the denser object was the lighter object or 
the lighter object displaced more water.

For the content area of EC we obtained no single explanatory characteristic of 
central importance. However, we found that the specific content used in items 
accounted for a large portion of the variance in item difficulties. The most difficult 
content for the facet of evaporation was a naïve conception: the anthropomorphic 
interpretation of the physical phenomena to be explained. Items with scientifically 
advanced content—that is, with the correct explanation for phenomena of evapora-
tion in age-appropriate language—were not as difficult to solve as these items, or 
items proposing a mere change of matter as the explanation for evaporation phe-
nomena. Items conveying a false description of the change of matter, a description 
of change of location, and non-conservation of matter as explanations for evapora-
tion phenomena, were comparatively easy to solve. For the facet of condensation, 
items featuring a faulty description of a cause, a change of location, a change of 
matter and a scientifically advanced explanation for condensation phenomena, con-
stituted an order of decreasing difficulty of content (Pollmeier 2015).

2.2.3  �Validity

To assess the convergent and discriminant validity of our instrument, we conducted 
a validation study with four third grade classes (FS: N = 41, EC: N = 32). For each 
content area we presented two classes with 13 item stems, both as paper-pencil 
items with closed response format and as interview items with open response format 
(Pollmeier et al. 2011). Students were randomly assigned to an order of presentation 
of the two forms of item. Additionally, reading ability (Lenhard and Schneider 
2006) and cognitive ability (Weiß 2006) were measured. We found substantial 

2  Science-P I: Modeling Conceptual Understanding in Primary School



14

correlations between the two modes of assessment for each content area, but also 
systematic differences in the responses: Students produced a wider range of answers 
on the naïve and intermediate levels, and fewer answers on the scientifically 
advanced level for interview items than for paper-pencil items. As expected, the 
production of explanations was more demanding than merely endorsing correct 
response alternatives. Apart from that, knowledge in the content area of FS, as 
assessed with the interviews, appeared to be more fragmented and context depen-
dent than corresponding knowledge in the content area of EC; a discrepancy not 
evident in the paper-pencil items.

Moreover, for the content area of EC, performance on paper-pencil items was 
independent of reading ability and cognitive ability. This finding supports the claim 
that our instrument measured a form of science competency that was more specific 
than those general abilities. The substantial relation found between the test of cogni-
tive ability and performance on the paper-pencil items for the content area of FS 
probably was induced by the similarity between items covering the facet of density 
and items assessing cognitive ability. The impact of socio-economic status on profi-
ciency in the content of FS was evident both for interview and for paper-pencil 
items.

In sum, there was a systematic difference between responses to interview and 
paper-pencil items that can be readily explained by the discrepancy between free 
retrieval and recognition and that thus was not caused by a difference in the con-
structs assessed by the items. In other words, the positive associations between 
responses to interview and paper-pencil items indicate that our test instrument for 
assessment of conceptual understanding captured a form of science competency 
that is plausibly parallel to the conceptual understanding found in classic conceptual 
change research.

2.3  �The Development of Conceptual Understanding 
in Primary School Science

Analyses of the cross-sectional data set (see Sect. 2.2.2 above) by means of explana-
tory item response models also yielded insights into the differences in average con-
ceptual understanding between grade levels: Third and fourth graders outperformed 
students from second grade in terms of conceptual understanding, and we further 
unveiled the specific strengths of third and fourth graders. Within the content area of 
FS, third and fourth graders performed particularly well on items covering the facets 
of density and displacement and on items featuring scientifically advanced concep-
tions. In the content area of EC, students from third and fourth grade displayed a 
specific strength in items concerned with the facet of evaporation.

A longitudinal study with a total of 1578 students in 75 classes from primary 
schools in two federal states of Germany (Baden-Wuerttemberg, North Rhine-
Westphalia) concluded our project. Students completed our tests on science 
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competency at the end of third and fourth grade. For the preliminary analyses we 
used 48 individual items from 23 anchoring item stems, of the total 27 stems that 
were used in this study.

For both content areas, on average, the solution rates of anchor items increased 
in fourth grade and were accompanied by relatively large standard deviations (see 
Table 2.1, item statistics); a first hint that our instrument covered a sensible amount 
of variety. Also, the number of correctly solved items reveals that students on aver-
age solved more items at posttest than at pretest (see Table 2.1, person statistics). In 
relation to the number of anchor items assigned to each content area, this implies a 
relatively smaller gain in conceptual understanding for the content area of EC.

In sum, our preliminary explorations suggest that we succeeded in assessing 
naturally occurring growth in conceptual understanding in this longitudinal study. 
In future analyses based on all items, we will examine whether the small growth in 
the content area of EC is attributable to the general difficulty of this content or rather 
to deficiencies in the amount and quality of formal instruction. Furthermore, we will 
investigate students’ performance with regard to the various characteristics of items 
and item stems (e.g., the assigned level of conceptual understanding). Finally, future 
analyses will focus on investigating the conjoint development of conceptual under-
standing and scientific reasoning.

2.4  �Conceptual Understanding and Scientific Reasoning

The issue of the relation between conceptual understanding and scientific reasoning 
was also tackled with the cross-sectional study data (for detailed analyses of pri-
mary school students’ competency in scientific reasoning see Koerber et al. 2017, in 
this volume). After calibrating our tests by the use of simple Rasch models, we 
retrieved weighted likelihood estimates of person ability for subsequent analyses. 
Multilevel analyses revealed substantial associations between scientific reasoning 
and conceptual understanding in both content areas that were not readily explained 
by relevant covariates like fluid intelligence, reading ability, interest in science, 
socioeconomic status, and immigrant status. Furthermore, in the content area FS, 
the predictive effect of scientific reasoning on conceptual knowledge slightly 

Table 2.1  Descriptive statistics for the longitudinal study

Grade 3, end of school year Grade 4, end of school year
Content area M(SD) Min Max M(SD) Min Max

Descriptive item statistics
Floating and sinking .50(.43) .16 .96 .56(.45) .30 .90
Evaporation and condensation .52(.47) .30 .86 .59(.47) .33 .92
Descriptive person statistics
Floating and sinking 11.40(4.48) 2 23 14.39(4.87) 0 23
Evaporation and condensation 24.63(5.53) 10 42 27.92(6.30) 2 46

2  Science-P I: Modeling Conceptual Understanding in Primary School
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increased with grade, even after controlling for fluid ability. These findings hint at 
the possibility that proficient scientific reasoning facilitates the acquisition of con-
ceptual understanding. Specifically, having a command of the processes of scientific 
reasoning could enhance the evaluation of evidence with respect to existing concep-
tions, which could take the role of hypotheses or even theories. This could also 
account for the possibly cumulative effect of proficient scientific reasoning on con-
ceptual understanding, suggested by its interaction with the content area FS in the 
cross-sectional data. Future analyses of the longitudinal data will yield deeper 
insights into this issue.
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Chapter 3
Science-P II: Modeling Scientific Reasoning 
in Primary School

Susanne Koerber, Beate Sodian, Christopher Osterhaus, Daniela Mayer, 
Nicola Kropf, and Knut Schwippert

Abstract  Basic scientific reasoning abilities in primary-school children have been 
documented in numerous studies. However, an empirically tested competence-
structure model has not been developed, most likely due to the difficulty of captur-
ing conceptual understanding in paper-and-pencil tasks. The Science-P project 
contributes to this research area by constructing and testing a theoretical model of 
the development of scientific reasoning in primary school. Based on our own 
competence-structure model, derived from developmental research, we constructed 
a comprehensive inventory of paper-and-pencil tasks that can be used in whole-
class testing. This chapter provides an overview of the development of our inven-
tory, and reports three central findings: (1) the convergent validity of our inventory, 
(2) the significant development of scientific reasoning in primary school from 
Grades 2 to 4, and (3) empirical proof of our competence-structure model.

Keywords  Scientific reasoning • Primary school • Competence modeling

3.1  �Science-P

The Science-P project (Science competencies in Primary school) investigated the 
development of two central dimensions of science understanding: general scientific 
reasoning, and conceptual understanding in physics in primary school. This chapter 
focuses on the dimension “scientific reasoning” and reports central findings 
regarding the development of this form of reasoning from Grades 2 to 4. The 
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development of conceptual understanding in physics is described in the chapter by 
Pollmeier et al. (2017) in this volume.

Whereas early studies of scientific reasoning focused primarily on secondary-
school students, modern developmental research indicates the presence of basic sci-
entific reasoning abilities in primary-school children (Zimmerman 2007) and even 
of beginning skills and understanding in preschool children (e.g., Koerber et  al. 
2005). The literature contains descriptions of two research approaches: (1) theory-
oriented research focused on the developmental function and on qualitative change, 
mainly using interview-based studies (e.g., Carey et al. 1989; Kuhn 2010; Lederman 
2007) and (2) research focusing on the psychometric modeling of science under-
standing (e.g., TIMSS, PISA), which usually involves large-scale assessments and 
complex models based on post-hoc-determined hierarchical levels of competence. 
Science-P aimed to bridge the gap between these two approaches by developing and 
empirically testing a theory-based model of scientific reasoning competence.

In line with the common conceptualization (e.g., Zimmerman 2007), we regard 
scientific reasoning as intentional knowledge seeking (Kuhn 2010) involving the 
generation, testing, and evaluation of hypotheses and theories, and reflecting on this 
process (e.g., Bullock et al. 2009). The resulting wide range of scientific reasoning 
tasks includes those related to experimentation strategies (e.g., control of variables 
[COV]), data interpretation and the evaluation of evidence (e.g., Kuhn et al. 1988), 
and the process of scientific knowledge construction (i.e., understanding the nature 
of science [NOS]). Despite the apparent variety of tasks, it is commonly assumed 
that understanding the hypothesis-evidence relation is fundamental to these diverse 
scientific reasoning tasks (Kuhn 2010; Zimmerman 2007); this assertion however 
has not been tested empirically.

3.2  �Development of Our Inventory

Our inventory was constructed in three project phases (see Fig. 3.1). Based on an 
extensive literature review of interview-based and experimental studies, Phase 1 
developed a series of paper-and-pencil tasks (see e.g., Koerber et  al. 2011) that 
could be used in whole-class testing. In Phase 1a, we conducted several studies, 

Fig. 3.1  Phases of the project Science-P
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using multiple-choice (MC), forced-choice (FC), multiple-select (MS), and short 
open-answer tasks in one-on-one sessions. Each closed response format entailed 
answer options that corresponded to two or three hierarchical levels of competence, 
as postulated by the model (for an example of an MS task, see Fig. 3.2 from Koerber 
et  al. 2015b). After designing and iteratively refining the tasks in several small 
studies, the first large-scale rotated-design study, involving 379 second and fourth 

Fig. 3.2  Example of an item assessing NOS (understanding theories) (Reprinted from Koerber 
et al. (2015b) with permission from Wiley & Sons. (C) The British Psychological Society)

3  Science-P II: Modeling Scientific Reasoning in Primary School
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graders, was conducted in order to test the fit of tasks (N = 47) and the applicability 
of the inventory in whole-class testing procedures (item pre-pilot). Phase 1b fin-
ished with a validation study of representative items of the inventory (see Kropf 
2010, and below, Sect. 3.3). After constant improvement and extension of the item 
pool, Phase 2 comprised a large item pilot study involving 996 third and fourth 
graders. Based on item fits, biserial correlations, difficulty, and discrimination, 13 
out of 83 tasks were excluded. The resulting item pool formed the basis for the fur-
ther optimization and selection of tasks for the cross-sectional study (see below, 
Sect. 3.4), which also took place in Phase 2 and which tested more than 1500 sec-
ond, third, and fourth graders. Phase 3 of the project was a longitudinal study (with 
two measurement series to date) that began with testing more than 1500 third grad-
ers (see below, Sect. 3.5).

Taking into account the diverse aspects of scientific reasoning, we aimed to pro-
vide a comprehensive inventory of scientific reasoning competence comprising five 
components: (1) a knowledge of experimentation strategies (e.g., the COV strat-
egy), (2) an understanding of conclusive experimental designs for hypothesis test-
ing, and (3) the ability to test hypotheses by interpreting data and evidence, and—on 
a more general level—to assess the understanding of NOS concerning (4) the goals 
of science and (5) how sociocultural frameworks influence theory development.

3.3  �Convergent Validity of Paper-and-Pencil Inventory 
and Interviews

Whether the designed tasks adequately captured children’s scientific reasoning 
competence was tested in a validation study comparing performance in a set of tasks 
with performance in an established interview (cf. Carey et al. 1989). The evidence 
for convergent validity is crucial, since a potential criticism of the use of paper-and-
pencil tests is that they increase the probability of responding correctly by guessing 
(Lederman 2007). Indeed, paper-and-pencil tests might lead to arbitrary responses, 
and significant relations between children’s answers in interviews and parallel MC 
tests are not always found. Whereas a slightly better performance might be expected 
in paper-and-pencil tests rather than interviews, due to the lower cognitive and lan-
guage demands in the former, interindividual differences should be stable across the 
two methods when testing convergent validity. Because standardized interviews do 
not exist for all aspects of scientific reasoning, we exemplarily chose understanding 
NOS to establish the instrument’s validity (see also Kropf 2010 for a related analy-
sis of the instruments’ validity, incorporating the component experimentation 
strategies).

S. Koerber et al.



23

3.3.1  �Method

3.3.1.1  �Participants

The participants comprised 23 third graders (M = 8.10 years, SD = 5 months) 
recruited from two primary schools in a rural part of Germany.

3.3.1.2  �Material

Interview  The Nature of Science Interview (NOSI; Carey et al. 1989; Sodian et al. 
2002) focuses on the hypothesis-evidence relation: that is, the metaconceptual 
understanding of ideas (i.e., hypotheses, theories) underlying scientific activities 
and their differentiation from evidence. NOSI consists of several questions investi-
gating children’s understanding of science in general (e.g., “What do you think 
science is all about?”) and of its central elements (e.g., ideas, hypotheses, experi-
ments) as well as their relations (e.g., “What happens when scientists are testing 
their ideas, and obtain a different result from the one they expected?”). Based on 
prior research (Kropf 2010), the present study used a reduced version of NOSI, 
(nine of the 18 questions).

A three-level coding scheme was adapted from Carey et  al. (1989, see also 
Bullock et al. 2009; Sodian et al. 2006) and further differentiated into the lowest 
level due to the youth of our participants and our focus on beginning abilities. The 
answers at Level 0 (the lowest naïve level, Level 1a, according to Sodian et  al.) 
reflect a naïve understanding in which science is understood in terms of activities 
and without reference to ideas as formative instances of knowledge (e.g., “the goal 
of science is to make things work”). At Level 0.3, again a naïve level (Level 1b 
according to Sodian et al.), children regard science as information-seeking, but do 
not yet display an understanding of the hypothesis-evidence relation. Answers at 
Level 1 (the intermediate level) reflect a basic but not yet elaborated understanding 
of the differentiation between ideas and activities (e.g., “scientists consider things 
and think about why things are as they are; then they do research, perhaps they read 
what others have done, and then they probably ask a question why something is as 
it is, and they just do science”). Answers at Level 2 (the scientifically advanced 
level) indicate a beginning understanding of the relations between theories, hypoth-
eses, and experiments, sometimes including an implicit notion of the role of a theo-
retical framework (e.g., “scientists have a certain belief or hypothesis, and then they 
try to confirm it by doing experiments or tests”).

Paper-and-Pencil Tasks  This study used five paper-and-pencil tasks presented in 
the format of FC, MC, or MS questions.

3  Science-P II: Modeling Scientific Reasoning in Primary School
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Control Variables  Textual understanding was assessed using the ELFE 1–6 
German reading proficiency test (Lenhard and Schneider 2006). Intelligence was 
assessed using the working-memory, logical-reasoning, and processing-speed 
subtests of HAWIK-IV, which is the German version of the WISC intelligence test 
(Petermann and Petermann 2008).

3.3.1.3  �Procedure

Each child was tested twice. Half of the participants received the paper-and-pencil 
tasks first (whole-class testing) followed by the individual interview, with the order 
reversed for the other half. In the whole-group session, each child completed an 
individual test booklet under step-by-step guidance from an administrator using a 
PowerPoint presentation. Furthermore, a test assistant helped in the answering of 
comprehension questions.

3.3.2  �Results

3.3.2.1  �Pre-analyses

Pre-analyses revealed no significant effect either of order of presentation (inter-
views before paper-and-pencil tasks or vice versa), F(1, 21) = 0.22, ns, for the 
paper-and-pencil test, F(1, 21) = 0.07, ns, for the interview, or of gender, F(1, 21) = 
0.60, ns and F(1, 21) = 0.15, ns.

3.3.2.2  �Convergent Validity

We found a significant correlation between the scores for the paper-and-pencil test 
and NOSI (r = .78, p < .01). Whereas NOSI especially differentiated lower compe-
tencies (i.e., naïve conceptions at Level 0 or 0.3), the spread in the paper-and-pencil 
test was much larger (see Fig. 3.3). When partialing out intelligence and reading 
ability, the correlation between scores for NOSI and the paper-and-pencil test 
remained strong (pr = .70, p < .01; partial correlation).

We also found that the level of difficulty differed significantly between NOSI 
and the paper-and-pencil test, in that children showed a significantly lower score in 
NOSI (M = 0.22, SD = 0.14) than in the paper-and-pencil test (M = 0.95, SD = 0.43; 
t(22) = 10.20, p < .001).

S. Koerber et al.
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3.3.3  �Discussion

This study aimed to test the validity of paper-and-pencil tasks. The strong correla-
tion between the scores for the paper-and-pencil test and for NOSI supports our 
hypothesis that children seriously reflected on the choice of answers before select-
ing the best one, rather than simply guessing.

The performance was lower when interview questions had to be answered, but 
even in this format there was individual variation between two naïve levels of under-
standing, which was correlated with the level of understanding attained in the paper-
and-pencil test. Our finding that children perform better in the paper-and-pencil test 
than in NOSI is consistent with previous research (e.g., Bullock et  al. 2009; 
Pollmeier et al. 2011). Two factors facilitating children’s performance might account 
for this finding: (1) the questions included in NOSI were embedded in our paper-
and-pencil test in a contextual format, and (2) presenting children with a choice of 
answers and asking them to select the best one (MC tasks), or alternatively requiring 
them to reflect on each proposition (at different levels) and to accept or reject it (MS 
tasks), helped them to structure their ideas and elicited answers that they might not 
have given had they been required to answer spontaneously. We consider this format 
a suitable framework for helping them to express their ideas and to compensate for 
their restricted eloquence. Primary-school children are not yet used to verbally 
reflecting on certain issues, and so a paper-and-pencil test might be more suitable 
than an interview for research studies aiming at detecting basic competence.
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3.4  �Scientific Reasoning: Development from Grades 2 to 4

After constructing a reliable scale and establishing its validity, we used the instru-
ment (1) to systematically investigate the development of scientific reasoning from 
Grades 2 to 4, and (2) to investigate whether components of scientific reasoning are 
conceptually connected (for a more detailed description see Koerber et al. 2015a; 
Mayer 2012; Mayer et al. 2014).

In a rotated design, we presented more than 1500 children from Grades 2 to 4 
with 66 paper-and-pencil tasks comprising several components of scientific reason-
ing. The children were also presented with an intelligence test (CFT) and a test of 
text comprehension (see Sect. 3.2). Furthermore, the parents completed a question-
naire about their socioeducational status (SES).

A unidimensional Rasch model revealed a good fit to our data, with only six 
items being excluded due to undesirable item fit statistics. The reliability was found 
to be good (EAP/PV = .68). Several multidimensional model comparisons sup-
ported the divergent validity of scientific reasoning, intelligence, problem-solving, 
and textual understanding, although these constructs are closely related to scientific 
reasoning, as indicated by strong correlations (between .63 and .74). Furthermore, 
different components of scientific reasoning (see Sect. 3.2) could be scaled together, 
indicating that they constituted a unitary construct. The results for the entire sample 
were the same as those for each grade separately. Identifying scientific reasoning as 
a unitary construct is especially impressive, given that the children were only sec-
ond graders and that we used a comprehensive test with tasks involving different 
scientific-reasoning components in a single test.

Significant development was observed from Grades 2 to 3 and from Grades 3 to 
4: this was independent of intelligence, textual understanding, and parental educa-
tional level. Previous studies of scientific reasoning in primary schools have 
employed single tasks from only one or two scientific-reasoning components, and 
the present study is the first to trace the development of scientific reasoning across 
different components using multiple tasks. The use of this inventory revealed devel-
opment from Grades 2 to 4, despite scientific-reasoning competence not being 
explicitly and continuously addressed in the curricula.

Similarly to intelligence and textual understanding, the parental educational 
level and the time of schooling significantly impacted the children’s scientific rea-
soning competence. However, since the obtained data are purely correlational, the 
direction and possible causation of these variables should be addressed in a future 
longitudinal study.

S. Koerber et al.
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3.5  �Competence-Structure Model of Scientific Reasoning: 
Hierarchical Levels of Competence

A central aim of the Science-P project was to develop and empirically test a 
competence-structure model. More specifically, our model is based on accounts of 
scientific reasoning that posit distinct hierarchical levels of naïve and intermediate 
understanding that children pass through before developing more advanced concep-
tions of science and the scientific method (Carey et al. 1989). Up to this point, test-
ing such models has posed methodological difficulties, since these levels had not 
been implemented a priori in the tasks used in any previous large-scale study.

This was the first longitudinal study to test the competence structure described 
herein. In our refined inventory, the answer options for each item included all three 
hierarchical levels (naïve, intermediate, advanced), and the children were asked to 
consider each answer option individually (MS format) and also to choose the best 
answer option (MC format). From the resulting eight possible patterns of rejection 
and acceptance of each of the three answer options, the lowest level answer was 
identified as the final level. That is, an answer was coded as being naïve whenever 
the child endorsed a naïve level (regardless of the other answer options) and perfor-
mance was coded as advanced only when the child accepted the advanced answer 
option and simultaneously refuted the naïve and intermediate options. An interme-
diate score was given in the case of acceptance of the intermediate and rejection of 
the naïve option, regardless of the acceptance of the advanced option. This form of 
MS assessment reduces the probability of correctly answering the items by guess-
ing, which is a known problem of MC assessment.

The first measurement series of the longitudinal study (see Osterhaus et al. 2013) 
included a sample of more than 1300 third graders—a different sample from that in 
the cross-sectional study (reported in Sect. 3.3)—who answered 23 MS tasks on 
scientific reasoning (see Fig.  3.2). Again, intelligence and textual understanding 
were assessed.

A partial-credit model revealed a good fit to the data, supporting the hypothe-
sized competence-structure model, which postulated that the three distinct levels 
represent the theorized hierarchical difficulties. For all but eight tasks, this assump-
tion was supported by three indicators: (1) higher point-biserial correlations for 
higher categories (e.g., intermediate and advanced conceptions), (2) increasing abil-
ity level per category (naïve < intermediate < advanced conception), and (3) ordered 
delta parameters. This instrument, which includes hierarchical levels, exhibited 
acceptable reliability, and its divergent validity with respect to intelligence and tex-
tual understanding confirmed the results of the cross-sectional study presented in 
Sect. 3.3. The items differentiated sufficiently between children, although changing 
the item format to an MS format, and the stricter coding, made the items generally 
more difficult than in the cross-sectional study.
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Together, these results confirm the validity of our competence-structure model, 
which posits three hierarchical levels. Therefore, we have succeeded in combining 
the methodological scrutiny of competence modeling with developmental accounts 
of the conceptual development of scientific reasoning (Carey et al. 1989).

3.6  �Outlook

Future studies will include the results of the second measurement series, and will 
use multilevel analyses and structural models to determine competence gains and 
conceptual development, taking into account multiple factors of different levels of 
influence (e.g., intelligence, socio-economic status, teacher competence). Analyses 
of the developmental paths with respect to the hierarchical levels are currently 
underway.

An important future next step is to investigate the assumed mutual influence of 
content-specific science understanding (Pollmeier et al. 2017, in this volume) and 
scientific reasoning in development. The cross-sectional study of Pollmeier et al. 
found a close relation between both dimensions, and the results obtained in the pres-
ent longitudinal study will facilitate identifying the direction of the influences.

In summary, the Science-P project contributes to our understanding of the rela-
tion between scientific reasoning and content-specific science understanding and its 
development in primary school. In addition, it has produced a competence-structure 
model of scientific reasoning in primary school and shed light on many of the 
important factors influencing the development of scientific reasoning, including 
intelligence, parental educational level, and school.
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Chapter 4
The Heidelberg Inventory of Geographic 
System Competency Model

Kathrin Viehrig, Alexander Siegmund, Joachim Funke, Sascha Wüstenberg, 
and Samuel Greiff

Abstract  The concept “system” is fundamental to many disciplines. It has an espe-
cially prominent place in geography education, in which additionally, the spatial 
perspective is central. Empirically validated competency models dealing specifi-
cally with geographic systems—as well as adequate measurement instruments—are 
still lacking. Therefore, based on the theoretically-guided development of a 
Geographic System Competency (GSC) model, the aim was to build and evaluate 
such a measurement instrument, with the help of probabilistic measurement models. 
The competency model had three dimensions: (1) “comprehend and analyze sys-
tems”, (2) “act towards systems” and (3) “spatial thinking”, whereby dimension (2) 
was changed to “evaluating possibilities to act towards systems” after a thinking-
aloud study. A Cognitive Lab (CogLab) and two quantitative studies (Q1 n = 110, 
Q2 n = 324) showed divergent results. Dimension (2) could not be identified in both 
quantitative studies. Whereas Dimensions (1) and (3) constituted separate dimen-
sions in Q1, in Q2 the two-dimensional model did not fit significantly better than the 
one-dimensional model. Besides showing the close relationship between spatial and 
systemic thinking in geographic contexts, which are thus both needed in modeling 
GSC, the project highlights the need for more research in this central area of geog-
raphy education.
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4.1  �The Role of Geographic System Competency 
in Geography Education

Geography often deals with complex human-environment systems that are seen as 
important to society and business. Whether it is a matter of extreme weather events, 
transformations in the energy sector or resource conflicts, learning to understand 
(geographic) systems has been a central part of the overall objective of geographic 
education for decades (e.g., DGfG 2010; Köck 1993).

Because the concept “system” is regarded as one of the most important cognitive 
constructs of science (e.g., Klaus 1985; Smithson et al. 2002), research looking at 
how learners and/or experts understand systems is undertaken in different subjects 
(e.g., physics: Bell 2004; mathematics: Ossimitz 2000; biology: Sommer 2005; eco-
nomics: Sweeney and Sterman 2000), in interdisciplinary areas such as education 
for sustainable development (e.g., Rieß and Mischo 2008) and in the area of com-
plex problem solving (e.g., Funke 1990). Thus, the research spans a wide age range 
from kindergarten to adults/university.

Geographic inquiry deals with “[…] the whys of where […]” (Kerski 2013, 11). 
Consequently, to understand geographic systems, both systemic (why) and spatial 
thinking skills (where) seem necessary.

In general, systemic and spatial thinking would appear to be researched mostly 
independently of each other. Moreover, despite their longstanding importance in the 
German geography education discourse, the specific geographic competencies nec-
essary to understand geographic systems seem not to have been empirically identi-
fied as yet, especially with regard to the relationship of systemic and spatial thinking. 
Additionally, there seem to be only few validated, psychometrically and geographi-
cally adequate, assessment instruments.

Consequently, in recent years, two DFG-funded projects have started to test 
competency models empirically for geographic system competency. The model by 
Rempfler and Uphues (see e.g., 2010, 2011, 2012) is based on a socio-ecological 
approach and focuses on systemic thinking. In contrast, the Heidelberg Inventory of 
Geographic System Competency (HEIGIS) model explicitly includes both systemic 
and spatial thinking (Table 4.1).

Hence, in line with the general competency definition in the Priority Program 
(SPP 1293), and based on existing works (see overview in Viehrig et  al. 2011; 
Viehrig et  al. 2012), geographic system competency (GSC) has been defined as 
“[…] the cognitive achievement dispositions […] that are necessary to analyze, 
comprehend geographic systems in specific contexts and act adequately towards 
them” (Viehrig et al. 2011, p. 50, translated).

K. Viehrig et al.
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The original model (Table 4.1) comprised three dimensions: comprehend and 
analyze systems, act towards systems and spatial thinking, with differentiation 
between Dimensions 1 and 2 based both on geographic education theory (e.g., Köck 
1993, p.  18, translated, speaks of “thinking and acting in geo-ecosystems”) and 
empirical results in problem solving (e.g., Greiff 2010). An overview of the basis for 
development can be found, for example, in Viehrig et al. (2011) and Viehrig et al. 
(2012). The spatial thinking skills in Dimension 3 refer to those identified by 
Gersmehl and Gersmehl (2006), namely: “Defining a Location […]” (p.  12), 
“Describing Conditions […]” (p. 13), “Tracing Spatial Connections […]” (p. 14), 
“Making a Spatial Comparison […]” (p. 14), “Inferring a Spatial Aura […]” (p. 15), 
“Delimiting a Region […]” (p. 15), “Fitting a Place into a Spatial Hierarchy […]” 
(p. 16), “Graphing a Spatial Transition […]” (p. 17), “Identifying a Spatial Analog 
[…]” (p. 18), “Discerning Spatial Patterns […]” (p. 19) and “Assessing a Spatial 
Association […]” (p. 20) (partly bold-enhanced in the original).

To test the HEIGIS model empirically, three different studies were conducted. 
The studies were targeted at university students in subjects including geography, 
geography education and other subjects, such as psychology. However, the first one 
in particular was constructed with thought to its applicability to high school in mind.

4.2  �Study Overview

The three studies conducted within the project (2009–2011) consisted of a video-
graphed thinking-aloud cognitive lab study (CogLab) split into two rounds, and two 
quantitative studies (labeled Q1 and Q2). An overview over the samples used for 
analysis can be seen in Table 4.2.

The CogLab aimed at further developing the competency model as well as 
exploring possible similarities in domain-general problem solving. The CogLab 

Table 4.1  Original HEIGIS modela

Dimension 1: Comprehend 
and analyze systems

Dimension 2: Act towards 
systems

Dimension 3: Spatial 
thinking

Level 3 Identification and 
understanding of the 
complex network of 
relationships

Also take into account side 
effects and autoregressive 
processes

Use several spatial 
thinking skills in a 
structured way

Level 2 Identify and understand 
relationships between the 
system elements

Take into account multiple 
effects

Use several spatial 
thinking skills in an 
unstructured way

Level 1 Identify and understand 
system elements

Take into account main 
effects

Use only one spatial 
thinking skill in an 
unstructured way

Largely based on Ben-Zvi Assaraf and Orion (2005), Gersmehl and Gersmehl (2006), Greiff and 
Funke (2009), and Hammann et al. (2008)
aViehrig et al. (2011, p. 51, translated)

4  The Heidelberg Inventory of Geographic System Competency Model



34

was conducted in two rounds. The first round (n = 5) used fictitious examples, while 
the second round (n = 5) used real world examples. Moreover, the two rounds dif-
fered in the items used.

Q1 aimed at a first quantitative exploration of the modified model and the rela-
tionship between GSC and problem solving. Thus, the study consisted of two parts: 
a questionnaire containing background variables, and including the geographic sys-
tem competency items, and a MicroDYN to measure problem solving (for an intro-
duction to the MicroDYN testing environment see the chapter by Funke and Greiff 
(2017, in this volume)). The GSC used real world examples. In Q1, 137 participants 
filled out the questionnaire, of which 110 were included in the analysis because they 
filled out at least one of the GSC items (only 81 returned complete questionnaires). 
In the MicroDYN part, there were 81 participants, of which 67 could be included in 
the analysis. The rest were excluded either because data was not saved properly or, 
for more than 25 % of the items, questions were not answered.

Q2 aimed at further exploring the structure of GSC, with the help of a revised 
questionnaire and a larger sample. In Q2, there were over 600 participants, of which 
324 were included in the analysis. Excluded participants included those who returned 
incomplete answers, and those reporting a below-B11 language level in German.

1 Using a simplified self-report scale (A1 to C2 plus an option for native speaker), based on the 
“Common European Framework of Reference for Languages“ (CEFR, see e.g. Council of Europe 
2001)

Table 4.2  Sample overview used for analysisa

CogLab Round 1 & 2 Q1 Q2

n 10 110 (questionnaire) 324
67 (MicroDYN)

Students 100 % 98.2 % 96.6 %
Type of 
students

Pre-service teacher 
geography 90.0 %

Psychology 33.6 % psychology 17.9 %

Pre-service teacher 
other 10.0 %

Pre-service teacher 
geography 60.9 %

Pre-service teacher 
geography 37.0 %

Geography 2.7 % Geography 34.9 %
Other 0.9 % Other geo-sciences  

4.9 %
Pre-service teacher other 
0.6 %
Other 1.2 %

Male 50.0 % 32.7 % (1 missing) 39.2 %
M age (SD) 23.8 (2.3) 23.2 (7.2) (1 missing) 23.9 (6.1)
M GPA 2.1 (0.8) (8 missing) 2.3 (0.7)
GPA better 
than 2.5

55.5 % (8 missing) 53.4 %

GPA grade point average (school leaving certificate, with 1.0 considered the best and 4.0 consid-
ered passed)
aThe description for Q1 refers to the 110 participants of the questionnaire
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This chapter focuses on the results related to the structure of GSC. The relation-
ship of achievement to various variables included in the studies will be reported 
elsewhere.

4.3  �CogLabs

4.3.1  �Description of the Measurement Instruments

The CogLabs contained different item formats, especially MicroDYN, concept 
maps and short answer tasks in the first round, and MicroDYN, multiple-choice and 
“add to a started concept map” tasks in the second round (see details in Viehrig et al. 
2011; Viehrig et  al. 2012). Based on the national educational standards (DGfG 
2010), items were generated in three areas, that is: physical and human geography, 
and human-environment interactions.

Concept maps are frequently used to measure domain-specific systemic think-
ing, both in the geo-sciences (e.g., Ben-Zvi Assaraf and Orion 2005) and in other 
subjects, such as biology (e.g., Sommer 2005). Short answer questions are often 
used in educational courses and have also been used in systemic thinking research 
(e.g., Sommer 2005). MicroDYN items have been used to measure problem solving 
and have shown good psychometric properties. They consist of minimally complex 
systems, with students first having three minutes to find out the structure of the 
system and then one and a half minutes to achieve a specified aim by manipulating 
system variables (e.g., Greiff 2010). A brief discussion of the advantages and disad-
vantages of some item formats can be found, for example, in Viehrig et al. (2011). 
In both rounds the systems used were very simple, in order to fit with the minimally 
complex structure of MicroDYN.

The first CogLab round started with a general introduction by the respective 
interviewer, the signing of a consent form and a short questionnaire collecting basic 
demographic data. Then the measurement instrument proper began with an example 
and explanation of the MicroDYN format for the students to explore. Afterwards, 
the students had to respond to six MicroDYN items, to measure their problem solv-
ing skills. This part was followed by three MicroDYN items using geographic con-
texts to measure Dimension 1 (part: model building) and Dimension 2 (part: 
prognosis). The geographic system competency and the problem solving items had 
identical structures. The second part started with an example and explanation of 
CMapTools, software that can be used to create concept maps (available from http://
cmap.ihmc.us/). The three tasks created consisted of a short informational text, a 
Dimension 1 item, which asked students to create a concept map, and a short answer 
item, approximating Dimension 2. This was followed by three tasks to measure 
Dimension 3. Students were presented with a number of simple thematic maps and 
had to use a concept map to describe their answers to a spatial question. Besides 
being asked to think aloud while responding to the items, there were specific ques-
tions, for example regarding their problems with a task, or what procedure they used 
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to solve the task during the CogLab. Furthermore, there were some general ques-
tions after all tasks were completed: for example, what kind of similarities and dif-
ferences they noticed in their thinking processes, between explicitly spatial and not 
explicitly spatial tasks. At the end, formalities regarding the participant’s payment 
were taken care of. Sample items can be seen in Fig. 4.1.

The second CogLab round also started with a general introduction by the respec-
tive interviewer, the signing of a consent form and a short questionnaire collecting 
some basic demographic data. Afterwards, after a brief introduction, there were 
three tasks, with three items each for Dimension 1. After reading an informational 
text, the students had to answer two multiple-choice tasks (one correct answer) and 

Fig. 4.1  Sample items from the CogLab Round 1: Concept map and short answer (Dimensions 1 
and 2, translated)
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one “add to a started concept map” task (concepts, relationship descriptions and 
structure provided). Then came the MicroDYN part, consisting of three geographic 
items to measure Dimensions 1 (part: model building) and 2 (part: prognosis). This 
was followed by three tasks, each consisting of a short informational text and two 
maps with three multiple-choice items (one correct answer), to measure the stu-
dents’ spatial thinking skills. Because these items dealt with real-world examples, 
the students had to locate 19 countries on a world map and indicate that two were 
not a country, as a basic indicator of geographic pre-knowledge (spatial framework 
of reference). The last part consisted of four MicroDYN items to measure problem 
solving. The CogLab ended with some general questions and again, taking care of 
the formalities. A sample item can be seen in Fig. 4.2.

4.3.2  �Selected Results

In the first CogLab, fictitious places were used as examples to reduce the influence 
of pre-acquaintance with a specific location (similar to e.g., Ossimitz 1996). In the 
second round, real places were used as examples. In summary, the CogLabs indi-
cated a better suitability of real world examples to assess GSC, in terms of item 
generation and processing. Moreover, some of the participants emphasized the 
importance of the authenticity/real world relevance of the tasks. Participants also 

Fig. 4.2  Sample item from the CogLab Round 2: Item group stem and “add to a started concept 
map ” task (Dimension 1, translated)
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indicated, however, that the country example used in a task makes a difference, even 
if the essential information is given.

In general, the CogLabs hinted at the separability of Dimensions 1 and 3. 
However, the CogLabs resulted in two key changes to the competency model (see 
Table 4.3 and Viehrig et al. 2012). Firstly, the CogLabs indicated that MicroDYN is 
well suited to measuring general dynamic problem solving but not to content- spe-
cific systemic thinking. One example is Participant 9, who stated for instance 
(excerpt, translated):

[…] I really don’t need my pre-knowledge and I also don’t need to think about anything. 
[…] So, I can simply try out. Then I see what happens there. That means I don’t need to 
supply pre-considerations. I can try out as much as I want. That means I’m not forced at all 
to think for myself. […] Because I can, well, execute. I can simply look, how, with what 
controller moves […] the value. That means, I don’t need to at all, eh, that could also be 
Chinese now, which I don’t understand. I still would know which value has an effect on it. 
And I wouldn’t know what’s behind it. […] Without that I’ve understood it. Solely through 
the technicality. I put the controller up and that one changes and this one doesn’t change, 
thus it’s that one […].

Without MicroDYN, acting towards systems was no longer possible as an item 
format. This made it necessary to change Dimension 2 to proximal estimation, via 
the evaluation of several possibilities for acting towards systems.

Secondly, the CogLabs indicated that the levels of spatial thinking (assumptions 
based on Hammann et  al. 2008) could not be observed in the concept maps. 
Moreover, while multiple choice items seemed to work for Dimension 1, the levels 
of Dimension 3 would hardly be representable by multiple choice tasks. 
Consequently, the levels were replaced by a preliminary quantitative graduation: 
that is, how many spatial thinking skills could be used, based on rounded 50 % and 
75 % cutoffs. Gersmehl and Gersmehl (2007) state that “[t]he human brain appears 
to have several ‘regions’ that are structured to do different kinds of spatial thinking” 
(p. 181) and that “[p]arallel research by child psychologists and educational special-
ists tends to reinforce one main conclusion of the neuroscientists: the brain areas 

Table 4.3  HEIGIS model after the CogLabs (translated)

Dimension 1: Comprehend and 
analyze systems

Dimension 2: Evaluate 
possibilities to act towards 
systems

Dimension 3: 
Spatial thinking

Level 3 Identification and understanding 
of the complex network of 
relationships

Also take into account side 
effects and autoregressive 
processes

Can use 8 or more 
spatial thinking 
skills

Level 2 Identify and understand 
relationships between the 
system elements

Take into account multiple 
effects

Can use 6 or 7 
spatial thinking 
skills

Level 1 Identify and understand system 
elements

Take into account main 
effects

Can use up to 5 
spatial thinking 
skills

Largely based on Ben-Zvi Assaraf and Orion (2005), Gersmehl and Gersmehl (2006), Greiff and 
Funke (2009), and CogLab results
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that are devoted to different kinds of spatial thinking seem to develop in very early 
childhood” (p. 188). Thus, there was no basis for assuming a systematic ranking in 
difficulty of the spatial thinking skills that could have been used for a more qualita-
tive description of the levels.

4.4  �First Quantitative Study (Q1)

4.4.1  �Description of the Measurement Instruments

The first quantitative study (Q1) comprised two parts, namely, MicroDYN and a 
limesurvey questionnaire. The MicroDYN part consisted of six items and used geo-
graphic contexts. The limesurvey questionnaire contained background variables, 
eight items measuring interest in various aspects of geography on a five-point scale, 
as well as a geographic pre-knowledge task asking students to write the names of 
twelve countries marked on a world map, and three geographic pre-knowledge 
items asking students to choose one of five places (or none) where they would 
expect a specified condition to be fulfilled. This was followed by four GSC tasks for 
Dimensions 1–2 and six tasks for Dimension 3. Thus, the tasks contained 12 items 
to measure Dimension 1, 4 items to measure Dimension 2, and 14 items to measure 
Dimension 3. To get a credit, respondents had to check several correct and zero 
incorrect answers, bring answers into the correct sequence, etc. At the end, the par-
ticipants were asked for their feedback, both in an open comment field and with the 
help of specific questions that they had to rate on a four point scale (e.g., regarding 
how much reading literacy the questionnaire requires). A sample item for the lime-
survey questionnaire can be seen in Fig. 4.3.

4.4.2  �Dimensions of the Competency Model

Firstly, each of the dimensions was tested separately for one-dimensionality using a 
CFA (confirmatory factor analysis) in Mplus (Muthén and Muthén 2007; Table 4.4) 
and a Rasch Analysis in Conquest (Wu et al. 2007). Thereby, for the analysis in 
Mplus, items with a small factor loading (rit < 0.40) were excluded. The analysis in 
Mplus showed a good model fit in Dimension 1. There was a bad model fit for 
Dimension 3, which might have been caused by having only one item for each spa-
tial thinking skill (except for “condition”; see overview of all skills in Gersmehl and 
Gersmehl 2006), due to test time considerations (see Table 4.4).
Because Dimension 2 was not identifiable/did not converge, it had to be excluded in 
further analyses of the data. The Rasch Analysis of the remaining items in Conquest 
showed acceptable WMNSQ (weighted mean square)- and t-values.
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Secondly, a two- and a one-dimensional model were tested for the remaining 
dimension 1 and 3 items. As assumed, the two-dimensional model was to be 
preferred, both based on an analysis in Mplus and an IRT analysis in Conquest 
(Table 4.5) The χ2 -test of difference for the Mplus analysis was calculated accord-
ing to Muthén and Muthén (2007). The separability of the two dimensions is sup-
ported by a latent correlation of r = 0.776. This is fairly high. However, in PISA for 
example, even constructs with latent correlations >0.90 have been seen as separable 
(see Klieme et al. 2005).

Fig. 4.3  Sample item from Q1: Limesurvey—Spatial thinking item stem and one of the associated 
items, namely, the one for the skill “Aura” (translated)
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4.4.3  �Levels of the Competency Model

The GSC levels could only be examined on the basis of the remaining items of 
Dimensions 1 and 3. The item map, showing the difficulty of the items based on a 
two-dimensional Rasch model, can be seen in Fig. 4.5. “Condition” was the only 
spatial thinking skill for which more than one item was included, with “Condition 
1” being assumed the easiest and “Condition 4” the hardest.

Table 4.4  Results of the separate tests for one-dimensionality for each dimension in Q1 (Mplus)

Dimension 1: 
Comprehend and 
analyze systems

Dimension 2: Evaluate 
possibilities to act 
towards systems

Dimension 3: Spatial 
thinking

Number of items 12 4 14
Number of items 
without excluded 
items

8 – 12

χ2 15.138 42.093
df 13 26
p >0.10 0.024
CFI .98 .87
RMSEA .04 .08
Conclusion Remaining items fit 

one-dimensional 
model well

Model did not converge 
with all 4 items; model 
was not identifiable when 
excluding items

remaining items fit 
one-dimensional model 
barely acceptable

CFI Comparative Fit Index, RMSEA Root Mean Square Error of Approximation

Table 4.5  Results of the test for dimensionality (Dimensions 1 and 3) for the remaining items in Q1

Mplus Two-dimensional 
model

One-dimensional 
model

χ2 test of 
difference

χ2 53.727 56.915 χ2 7.814
df 41 41 df 1
p 0.088 0.050 p 0.005
CFI .92 .90
RMSEA .05 .06
Conclusion Two-dimensional to be preferred
Conquest Two-dimensional 

model
One-dimensional 
model

χ2 test of 
difference

Final deviance 1932.69 1945.51 χ2 12.82
Number of estimated 
parameters

23 21 df 2

p 0.002
Conclusion Two-dimensional to be preferred
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For Dimension 1, levels could not be confirmed, with the Level 1 items being 
unexpectedly difficult. There are several possible explanations (see also discussion 
in Viehrig 2015). Firstly, this could have been caused by the items used. Secondly, 
the empirically derived levels of Ben-Zvi Assaraf and Orion (2005) could possibly 
hold only in the context of recall tasks, and not in tasks in which information is 
provided in the item stem. Thirdly, item difficulty might be influenced by differ-
ences in terms of the sample’s (German vs. Israeli, university vs. school students) 
prior educational experiences.

For Dimension 3, an analysis of the raw data sum score of the remaining Level 3 
items indicated the possibility for using the number of spatial thinking skills as a 
graduation. Thereby, “condition” was counted if any of the tasks were solved. It 
must be kept in mind that one spatial thinking skill had to be excluded and that only 
81 respondents could be included in the analysis. Level 1 was reached by 76.5 % of 
the sample, Level 2 by 18.5 % and Level 3 by the remaining 5 %. The item map 
(Fig. 4.4) shows differences in difficulty between the spatial thinking skill items. 
Moreover, the spatial thinking skill “condition” showed a graduation in difficulty 

Fig. 4.4  Item map for Q1 without the excluded items
Dimension 1: the letter indicates the item stem, the number the assumed level
Items for “condition” in Dimension 3: a greater number indicates greater assumed complexity
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according to complexity in the item map, as expected. These both point to future 
possibilities of a more qualitative graduation.

4.5  �Second Quantitative Study (Q2)

4.5.1  �Description of the Measurement Instruments

The second quantitative study used revised items. Q1 had shown that having to 
check several answers to get a credit was problematic. Consequently, in Q2, partici-
pants only had to choose one option to get full credit. Moreover, in contrast to ear-
lier studies, the items were only drawn from one of the three areas of geography 
education specified by the national educational standards (DGfG 2010): that is, 
human-environment interaction. The items focused on the topic agriculture. 
Individual students, as well as a small number of experts were provided with draft 
versions of (some of) the items to get feedback and further improve the assessment 
instrument.

The questionnaire was implemented in Limesurvey. It contained background 
variables, a geographic pre-knowledge task asking students to write the names of 
seven countries marked on a world map, 13 items asking students to rate their own 
knowledge of different geographic aspects on a four-point scale, 13 items measuring 
their interest in these aspects on a five-point scale, and three items measuring inter-
est in working with different media, on a five-point scale. This was followed by nine 
GSC tasks. Five tasks contained only Dimension 3 items, the other four tasks com-
prised both Dimensions 1–2 and Dimension 3 items. All in all, there were seven 
items for Dimension 1, five items for Dimension 2 and 11 items for Dimension 3. 
At the end, there was an open feedback field, as well as four statements (e.g., “The 
example countries were well chosen”) that the students had to state their (dis)agree-
ment to, on a five-point scale. A sample item can be seen in Fig. 4.5.

4.5.2  �Dimensions of the Competency Model

Similarly to Q1, the three dimensions were first tested individually for one-
dimensionality, with the help of a CFA in Mplus (Table 4.6) and a Rasch Analysis 
in Conquest. In the CFA, the Dimension 1 items fitted well to a one-dimensional 
model and also showed acceptable WMNSQ and t-values in the Rasch analysis. The 
Dimension 2 model did not converge in the CFA and thus had to be excluded from 
further analyses. For Dimension 3, the CFA showed that the 11 items had a bad 
model fit based on the CFI (comparative fit index), and an acceptable fit according 
to the RMSEA (root mean square error of approximation), but that the model fit 
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Fig. 4.5  Sample item from Q2: Item stem and one of the associated items (Dimension 1; English 
version)
Sources: images: (D) CIA World Factbook, (E) Open Street Map, text: (4) MFA: http://www.mfa.
gov.il/MFA/InnovativeIsrael/Negev_high-tech_haven-Jan_2011.htm?DisplayMode=print 
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could be greatly improved by excluding five items. The remaining items showed 
acceptable WMNSQ (weighted mean square) and t-values in the Rasch analysis.

Afterwards, a two- and a one-dimensional model were tested for the remaining 
Dimension 1 and 3 items. Both a one- and a two-dimensional model showed good 
fit values in the CFAs. The models did not differ significantly; thus, the 
one-dimensional model was preferred, due to parsimony. The Rasch Analysis in 
Conquest showed similar results (Table 4.7).

A possible reason for the differences from Q1 could be sample characteristics. In 
Q1, the sample had a slightly larger share of participants who had a very good GPA 
(grade point average) in the high school certificate (Abitur; Table 4.2). To test this 
hypothesis, the Q2 sample was split into a group with a GPA better than 2.5 (on a 
scale from 1 to 6, with 1 being the best and a 4 being considered a pass, n = 173) and 
a group with a GPA worse than 2.5 (n = 151).

The better than 2.5 GPA group did not show good model fit for both one- and 
two-dimensional models (Table 4.8). This seems to be caused by the items of 
Dimension 3 having very low communalities (h2 = 0.02–0.10) and thus not consti-
tuting one factor. In contrast, the worse than 2.5 GPA group showed acceptable fit 
values for both models. The items of Dimension 3 constitute one factor (h2 = 0.10–
0.76). In the Rasch analysis, while for both groups the one-dimensional model was 

Table 4.6  Results of the separate tests for one-dimensionality for each dimension in Q2 (Mplus)

Dimension 1: 
Comprehend and 
analyze systems

Dimension 2: Evaluate 
possibilities to act towards 
systems

Dimension 3: Spatial 
thinking

Number of items 7 5 11
Number of items 
without excluded 
items

7 – 6

χ2 6.032 3.988
df 11 8
p >0.10 >0.10
CFI .99 .99
RMSEA .00 .00
Conclusion Items fit one-

dimensional model 
well

Model did not converge; 
very low communalities 
(h2 > 0.02–0.07)

Remaining items fit 
one-dimensional item 
well

Fig. 4.5  (continued) (5) http://www.ynetnews.com/articles/07340L-340392700.html, rest of the text 
based on: http://www.raymondcook.net/blog/index.php/2010/07/14/go-toisrael-drink-the-sea-israel-
world-leader-on-desalination/, http://www.worldwatch.org/node/6544, http://tourguides0607.
blogspot.com/2011/03/northern-negevtour.html, http://site.jnf.ca/projects/projectswater_reservoirs.
html, http://www.jewishvirtuallibrary.org/jsource/judaica/ejud_0002_0015_0_14862.html, http://
www.israelyoudidntknow.com/south-meansdesert/london-fires-negev-water/, http://site.jnf.ca/
EDUCATIONSITE/jnf/negev3.html, http://mapsomething.com/demo/waterusage/usage.php, http://
www.haaretz.com/news/low-rainfall-threatens-negev-wheat-and-golan-cattleranchers-1.207708
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Table 4.8  Results of the tests for dimensionality (Dimensions 1 and 3) for the remaining items in 
Q2 by GPA higher (better) or lower (worse) than 2.5

Mplus Two-dimensional 
model

One-dimensional 
model

χ2 test of difference

High GPA Low GPA High GPA Low GPA High 
GPA

Low 
GPA

χ2 35.360 18.810 39.065 18.475 χ2 0.478 0.098
df 20 28 22 28 df 1 1
p <0.05 >0.10 <0.05 >0.10 p >0.10 >0.10
CFI .38 .99 .31 .99
RMSEA .07 .00 .07 .00
Conclusion One-dimensional to be preferred
Conquest Two-dimensional 

model
One-dimensional 
model

χ2 test of difference

High GPA Low GPA High GPA Low GPA High 
GPA

Low 
GPA

Final deviance 1763.79 1705.26 1766.40 1705.29 χ2 2.61 0.03
Number of 
estimated 
parameters

16 16 14 14 df 2 2

p 0.271 0.986
Conclusion One-dimensional to be preferred

Table 4.7  Results of the tests for dimensionality (Dimensions 1 and 3) for the remaining items in Q2

Mplus Two-dimensional 
model

One-dimensional 
model

χ2 test of 
difference

χ2 21.644 21.392 χ2 0.190
df 36 36 df 1
p >0.10 >0.10 p >0.10
CFI .99 .99
RMSEA .00 .00
Conclusion One-dimensional to be preferred
Conquest Two-dimensional 

model
One-dimensional 
model

χ2 test of 
difference

Final deviance 3500.79 3502.75 χ2 1.97
Number of estimated 
parameters

16 14 df 2

p 0.374
Conclusion One-dimensional to be preferred

to be preferred, there was a larger difference between the models for the better than 
2.5 GPA group. Thus, while in both groups, the one-dimensional model had to be 
preferred, the results hint at some differences, especially with regard to Dimension 
3. Therefore, the influence of GPA on competency structure should be further 
explored with a greater number of items for each spatial thinking skill.
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Moreover, the sample also differed—to a much greater extent—with regard to 
the students’ course of study (see Table 4.2). However, due to small cell sizes (e.g., 
for psychology students n = 37 in Q1 and n = 58 in Q2), separate models for psy-
chology vs. geography education/geography students did not appear to be feasible.

4.5.3  �Levels of the Competency Model

The GSC levels could only be examined on the basis of the remaining items of 
Dimensions 1 and 3. The item map, showing the difficulty of the items based on a 
one-dimensional Rasch model, can be seen in Fig. 4.6, which shows that the test 
was very easy for the sample.

For Dimension 1, similarly to Q1, levels could not be confirmed, because the 
Level 1 items were unexpectedly difficult. It is notable, however, that within the “N” 
item stem, dealing with New Zealand, the assumed levels were shown. Not every 
item stem had every level; thus, it cannot be confirmed whether there were system-
atic variations in difficulty between content areas or example countries.

For Dimension 3, an analysis of the raw data sum score of the remaining Level 3 
items indicated the possibility of using the number of spatial thinking skills as a 
graduation. However, because of the exclusion of items, Level 3 could not be mea-
sured, with Level 1 being reached by 83.6 % of the respondents and Level 2 by 16.4 
%. The item map (Fig. 4.6) shows differences in difficulty between the spatial think-
ing skills, pointing to future possibilities for a more qualitative graduation. However, 
a comparison with the item map from Q1 shows that item difficulty is not consis-
tent, for instance, with hierarchy—the hardest spatial thinking item in Q1 and the 
easiest in Q2.

4.6  �Discussion

The main aim of the studies was to explore the structure of GSC, especially with 
regard to the relationship between systemic and spatial thinking. The studies showed 
common results in part, but also differences.

4.6.1  �Dimensions of GSC

Firstly, Dimension 2 could not be measured in the originally intended form of “act-
ing towards systems”, and had to be changed to “evaluating possibilities to act 
towards systems”. Originally it had been planned to approximate the “acting” with 
MicroDYN items, which have proven useful in the assessment of interactive prob-
lem solving skills (see e.g., Greiff et al. 2013; Wüstenberg et al. 2012). However, the 
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Fig. 4.6  Item map for Q2 without the excluded items
Dimension 1: the letter indicates the item stem, the number, the assumed level

CogLabs showed that MicroDYN items seem to be content-unspecific, making 
them not well suited to measuring geography-specific competencies. Even for sys-
temic thinking as a general competency, however, there might be better-suited 
instruments than MicroDYN items, because systemic thinking means more than 
applying a VOTAT (“vary one thing at a time”) strategy for exploration and drawing 
causal diagrams. For instance, the stock-flow failure reported by Sweeney and 
Sterman (2000) taps important issues in systems thinking that are not addressed by 
linear structural equation systems.
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The revised Dimension 2 was not identifiable in both quantitative studies. This 
could be due to the small number of items or to the existing conception of this com-
petency area. While learning to act adequately towards systems is a central part of 
geography education in Germany (e.g., DGfG 2010; Köck 1993), including compe-
tencies like being able to “[…] assess the natural and social spatial consequences of 
selected individual actions and think of alternatives” (DGfG 2007, p. 26), the stud-
ies showed some difficulties in measuring this dimension. Due to test time consid-
erations, Dimension 2 should be removed from the competency model in further 
studies and rather treated separately, until a measurement scale for this dimension 
has been empirically validated, or the conception of that competency area is further 
developed.

Secondly, with regard to the other two dimensions, the studies showed differ-
ences. While Dimensions 1 and 3 fit a two-dimensional model in Q1, they fit both a 
two- and a one-dimensional model in Q2, leading to the preference of a one-
dimensional model, due to parsimony. To further explore the reasons for these dif-
ferences, several measures could be taken. Despite an item overhaul after Q1, 
several items for Dimension 3 had to be excluded in Q2. Further studies should 
employ a greater number of items for Dimension 3, including more than one item 
for each spatial thinking skill. This would lead to a longer test-time, however. 
Moreover, further analyses in Q2 hinted at a possible influence of GPA on compe-
tency structure, especially with regard to the fit of the Dimension 3 items. 
Consequently, a thinking-aloud study (CogLab) that comprised only spatial think-
ing items could be conducted with high and low GPA students, to investigate why 
for low GPA but not for high GPA students, the spatial thinking items constitute a 
homogenous factor. Additionally, the sample differed also with regard to other sam-
ple characteristics, such as the percentage of geography (higher in Q2), geography 
education (lower in Q2) and psychology students (lower in Q2). The items were 
designed to focus either on systemic thinking or on spatial thinking separately. 
However, in geographic inquiry, both are often interlinked, and thus might become 
more inseparable for students with a more extensive background in geography edu-
cation. This could be further explored in expert-novice studies for instance. 
Furthermore, it might be helpful to have a third category of items that explicitly 
requires both spatial and systemic thinking skills.

Overall, the studies showed that in geographic contexts, systemic and spatial 
thinking are highly correlated or even inseparable. Thus, while studies focusing on 
just one of the two aspects are necessary for specific questions, they might only 
show a fragmented picture when it comes to understanding many geographic issues.

4.6.2  �GSC Levels

Overall, the results of the levels are tentative till the structure of GSC is further 
explored. In general, Q1 was more difficult for the sample than was Q2, an effect 
possibly caused at least partly by the item formats used. Moreover, Q2 only used 
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one broad topic area (“agriculture”), while in Q1, students had to switch between 
different topic areas.

In both quantitative studies, for Dimension 1, the remaining Level 2 items were 
consistently easier than the remaining Level 3 items. Level 1 items were shown to be 
more difficult than expected on the basis of the research literature (Ben-Zvi Assaraf 
and Orion 2005; Orion and Basis 2008). The reasons for this need to be explored. In 
general, there are recall items, for which students have to draw on their own pre-
knowledge, or largely pre-knowledge-free tasks in which some or all information is 
given in the item stem. HEIGIS items belong to the second category. Thus, one ave-
nue would be to compare both item types for the same topic and degree of complex-
ity, to look at possible differences in level order. For recall tasks, it might be easiest 
to be able to name a concept as belonging to a sub-system (e.g., fertilizer has some-
thing to do with the topic “soil”), without remembering what exactly is the connec-
tion. In contrast, for item-stem-given information, to some degree participants might 
need to understand the information, before being able to decide whether a concept 
mentioned in the stem belongs to a sub-system or not. An alternative option would be 
to test one sample with both a translated version of the measurement instrument used 
by Ben-Zvi Assaraf and Orion (2005), and with the HEIGIS one. Another avenue 
could be, for instance, to have a substantial number of experts classify the items into 
the respective competency model components before the next study.

Additionally, new items and item formats could be tested and more control 
variables introduced, to explore potential effects of the kind of item, reading literacy 
or testwiseness. One promising item format seems to be multiple-select items, for 
which students have to check “right” or “wrong” for each choice (e.g., Pollmeier 
et al. 2011). This item format would ensure that students had to evaluate every sin-
gle choice. It also could provide a closer link to pre-concepts, which is another 
option to improve the items.

For Dimension 3, quantitative graduation is one possibility. However, a more 
qualitative graduation would be preferable. In both studies, there is variation in dif-
ficulty between the items. However, as expected on the basis of Gersmehl and 
Gersmehl (2006), no general graduation can be observed. For instance, the spatial 
thinking skill “hierarchy” is very easy in Q2 but is among the most difficult spatial 
thinking skills in Q1. A greater number of items for each spatial thinking skill 
should be included, to find possible qualitative graduations and to test whether a 
one-dimensional scale comprising all spatial thinking skills is possible, as in both 
studies, some items had to be excluded. One possible graduation is complexity, as 
could be observed for the spatial thinking skill “condition” in Q1.

4.7  �Conclusions

As outlined at the beginning, both systemic and spatial thinking are important aims 
of geographic education, but their relationship has not to any great extent yet been 
explicitly explored empirically. Hitherto, systemic and spatial thinking have often 
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been studied separately (e.g., Battersby et  al. 2006; Ben-Zvi Assaraf and Orion 
2005; Lee 2005; Rempfler and Uphues 2012). The HEIGIS studies, however, show 
a close connection between systemic and spatial thinking when dealing with geo-
graphic systems. Consequently, while for some questions, focusing on either skill is 
necessary, both skills are needed in modeling GSC.

The studies also hint at some difficulties in measuring systemic and spatial think-
ing in geographic contexts. Thus, the model and associated items need to be further 
improved, to examine the relationship between both skills.

The HEIGIS studies were conducted predominantly with university students. 
The studies hinted at a potential influence of GPA on competency structure. A study 
by Orion and Basis (2008) showed an influence of grade on level order. In general, 
systemic thinking has been studied from kindergarten (see e.g., the project “Shaping 
the future” at the Heidelberg University of Education, http://www.rgeo.de/cms/p/
pzukunft/) to postgraduate level. Ultimately, it would be helpful to have one model 
that can cover a person’s whole learning history from beginner to expert, similar to 
what already exists in the area of foreign language learning (Council of Europe 
2001). It should also comprise different interconnected versions, so that both a gen-
eral competency overview and a more detailed picture for specific areas are possible 
within the same framework (see Viehrig 2015). This seems to be especially neces-
sary in the light of current changes to the school system (e.g., the so-called 
Gemeinschaftsschule in Baden-Wurttemberg). Consequently, further studies should 
investigate the effect of grade level and GPA on both the structure and levels of 
geographic system competency to differentiate and improve the model. The HEIGIS 
studies showed that test time is a major constraining factor; this could be alleviated 
by using multi-matrix-designs for instance.

In summary, the project highlights the need for more research in this central area 
of geography education.
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Chapter 5
An Extended Model of Literary Literacy
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Abstract  Empirical findings on the question whether the competencies of under-
standing literary and non-literary (expository) texts are distinct, have been lacking 
for a long time. In our research we have made an attempt to resolve this issue. Our 
aim was to develop and evaluate a model of literary literacy, based on the theory of 
aesthetic semiotics, that includes a content-related and a form-related understanding 
of literary texts. We conducted several studies to test whether comprehending liter-
ary and expository texts represents partly distinct facets of reading literacy. This 
chapter presents an extended model of literary literacy that expands the range of 
competence facets of literary understanding. Our findings indicate that the compe-
tence of comprehending literary texts encompasses—in addition to content and 
form-related understanding—the ability to apply specific literary knowledge, to rec-
ognize foregrounded passages and to recognize emotions that are intended by the 
text.
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5.1  �The Comprehension of Literary and Expository Texts

In current research on discourse comprehension it is a controversial issue whether 
the understanding of literary and expository texts represents distinct aspects of read-
ing comprehension (e.g., Graesser et al. 1997; Meutsch 1987; Zwaan 1993). In con-
trast, concepts of literary education suggest that understanding literary texts requires 
additional (cognitive, motivational, and affective) processes that are less relevant for 
expository texts (e.g., Spinner 2006; Levine 2014).

Although all types of texts theoretically can be read as literary or non-literary, 
readers usually recognize a text as either more literary or non-literary based on text-
internal factors, such as ambiguity, fictionality, content- and style-related features 
(Hoffstaedter 1986; van Peer 1986) or text-external factors (e.g., reading instruc-
tions; Meutsch 1987; Zwaan 1993). Both sources can affect the applied reading 
mode. Zwaan (1993), like Vipond and Hunt (1984), has shown that reading texts in 
a literary mode increases attention to linguistic features. Moreover, in contrast to an 
expository (information-driven) reading mode, the construction of a situational rep-
resentation is delayed when reading a text in a literary mode. Such results are sup-
ported by psycholinguistic (Meutsch 1987; Zwaan 1993) and neurocognitive studies 
(e.g., Altmann et  al. 2014) suggesting that the same levels of representation are 
involved in constructing a mental model (surface, propositional textbase, and situa-
tion model; Graesser et al. 1997) when reading texts in a literary or non-literary 
(expository) mode. However, the applied reading mode seems to trigger qualita-
tively and quantitatively different processing on these levels (e.g., more bottom-up 
or top-down processing, different types of elaboration; Meutsch 1987; Zwaan 
1993). While previous research on literary reading comprehension has focused pri-
marily on cognitive processes and products, research on a competence model and 
the internal structure of literary literacy is lacking.

5.2  �Current Research on Literary Literacy and Further 
Directions

In our research project, we defined, assessed, and validated the competence of 
understanding literary texts, which we refer to as literary literacy (Frederking et al. 
2012). The findings of our project provide empirical evidence for the theoretical 
assumption that understanding literary and expository texts entails partly distinct 
competences (Roick et al. 2013; Roick and Henschel 2015). The two-faceted view 
of reading comprehension was further supported by the identification of specific 
cognitive (Meier et  al. 2012), motivational (Henschel et  al. 2013; Henschel and 
Schaffner 2014), and affective factors (Henschel and Roick 2013) that contribute 
significantly more strongly to the comprehension of literary than of expository 
texts.
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Although we were able to generate initial insights into the internal competence 
structure of literary literacy, some issues are still unsettled. Starting with an illustra-
tion of the two core facets of literary literacy on the basis of a literary text, we will 
describe these insights and unresolved issues below. Subsequently, we will intro-
duce an expansion of our initial model and submit it to an empirical test.

5.2.1  �The Internal Structure of Literary Literacy

Mr. Keuner and the helpless boy
Mr. Keuner asked a boy who was crying to himself why he was so unhappy. I had saved 

two dimes for the movies, said the lad, then a boy came and grabbed one from my hand, and 
he pointed at a boy who could be seen in some distance. Didn’t you shout for help? asked 
Mr. Keuner. Yes I did, said the boy and sobbed a little harder. Didn’t anyone hear you? Mr. 
Keuner went on asking, stroking him affectionately. No, sobbed the boy. Can’t you shout 
any louder? asked Mr. Keuner. No, said the boy and looked at him with new hope. Because 
Mr. Keuner was smiling. Then hand over the other one as well, he said to the boy, took the 
last dime out of his hand and walked on unconcerned. (Brecht 1995, p. 19; translation by 
the authors).

Which aspects are typically required to understand a literary text shall be illustrated 
with Brecht’s Mr. Keuner and the helpless boy. First of all, the “openness” of the 
work has to be considered when interpreting a literary text (Eco 1989). Brecht’s text 
is a good example of this openness, which is particularly caused by the semantically 
irritating last sentence. Similarly to the boy, the reader is likely to expect that Mr. 
Keuner would help. Mr. Keuner, however, does the contrary: He takes the money 
and leaves. This unexpected turn could lead to multiple plausible semantic mean-
ings: Should we feel sorry for the boy? Is the text an expression of social criticism? 
Or is the boy himself guilty because he does not shout loud enough? This openness 
is due not only to the content but also to formal aspects of the text, such as the struc-
ture (the unexpected turn) and the objective mode of narration. The third person 
narrator tells the story from an unbiased point of view and does not give any hints 
as to how it should be understood (Nutz 2002).

According to Eco, “describing and explaining for which formal reasons a given 
text produces a given response” goes beyond a mere content-related semantic inter-
pretation. Eco calls this semiotic mode of reading “critical” and defines it as “a 
metalinguistic activity” (Eco 1990, p. 54f). A critical reader is interested in form-
related aspects of the text, the so called “aesthetic idiolect” (Eco 1976, p. 272) and 
tries to understand how the structure and the narration mode of Brecht’s text stimu-
late his semantic interpretation.

Referring to the specific requirements illustrated above, we theoretically derived 
two core facets of literary literacy from Eco’s semiotic aesthetics (Frederking et al. 
2012): Content-related semantic literary literacy is the ability to construct a coher-
ent meaning of a literary text. Form-related idiolectal literary literacy refers to the 
ability to understand and analyze the function and effects of stylistic features (see 
Sect. 5.2 for item samples).
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Although semantic and idiolectal literary literacy are strongly associated, empir-
ical analyses support differentiation between the two facets as well as between 
semantic and idiolectal literary literacy on the one hand, and expository reading 
comprehension on the other hand (Frederking et al. 2012; Roick et al. 2013). The 
strong correlation between semantic and idiolectal literary literacy seems partly due 
to differences in expository reading comprehension, as shown in a nested factor 
model (Frederking et al. 2012), and the correlation varies as a function of school 
track. The less advanced the students were, the more clearly could the two facets of 
literary literacy be distinguished (Roick et al. 2013).

5.2.2  �The Need for an Extended Model of Literary Literacy

Our model of literary literacy is in accordance with general assumptions of cogni-
tive theories on reading comprehension. Consequently, we consider reading as a 
cognitive process with different levels of representation and inferences that are con-
strained by characteristics of text, reader, and context. However, our model differs 
on two points from most other models in reading comprehension research. First, it 
is explicitly derived from literary theory and includes two core facets of understand-
ing literature that are usually not the subject of text comprehension research, nor are 
specifically assessed in large-scale assessments such as PISA (OECD 2009). 
Second, our model refers to key aspects of literary education that are also specified 
in the standards for German language learning (KMK 2004).

Despite this however, our initial model includes only two core facets of the com-
prehension aspects that are regarded as important in literary education. Spinner 
(2006) developed a detailed list of 11 aspects that are assumed to be relevant for 
teaching and learning in the field of literature. Some of them are covered by our 
initial competence model (understanding the plot, dealing with the openness of the 
work, understanding stylistic features). Others, however, are not yet included, such 
as the ability to apply specific literary knowledge (e.g., about genres or historical 
aspects) or to recognize striking linguistic features that in empirical studies of litera-
ture are usually referred to as “foregrounded passages” (Miall and Kuiken 1994). In 
addition, it is widely discussed whether cognitive processes related to emotional 
inferences might be important in understanding a literary text adequately (Frederking 
and Brüggemann 2012; Kneepkens and Zwaan 1994; Levine 2014; Mar et al. 2011). 
Other aspects, such as imagination, involvement, or perspective-taking, might rep-
resent necessary cognitive (and affective) prerequisites, rather than distinct struc-
tural facets of literary literacy. In expanding our initial two-faceted competence 
model, which is based on Eco’s semiotics, we theoretically derived, assessed, and 
modeled three new comprehension facets, including the ability to recognize fore-
grounded passages, the ability to apply specific literary knowledge, and the ability 
to recognize emotions intended by the text.

The ability to recognize foregrounded passages is an important aim of literary 
education (KMK 2004; Spinner 2006). It requires the reader to scan the surface 
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level of the text for striking linguistic patterns which then are selected and focused 
on for further interpretation (Hanauer 1999). Being aware of these features is 
regarded as an important precondition for higher-order processing (e.g., construct-
ing elaborations, integrating specific knowledge) in order to develop a sophisticated 
interpretation of a literary text (Miall and Kuiken 1994). Eco points out that “artistic 
devices [...] seem to work exactly as self-focusing appeals […] to attract the atten-
tion of a critical reader” (1990, p. 55). Empirical studies suggest that the ability to 
recognize foregrounded passages might be less dependent on expertise than the 
ability to interpret the meaning of a stylistic device (idiolectal literary literacy), but 
both seem to contribute positively to the comprehension process (Miall and Kuiken 
1994). We therefore differentiate these two competence facets in our extended 
model of literary literacy.

The ability to apply specific literary knowledge is regarded as important for infer-
ence making in text comprehension. Usually the situation model integrates informa-
tion given in the text with prior knowledge, to develop an advanced mental 
representation (Kintsch 1988). However, this ability is also considered to be crucial 
for detecting linguistic patterns on the surface level of literary texts (Hanauer 1999). 
The ability to apply specific literary knowledge, such as knowledge about different 
genres, historical contexts of literature, or technical terms for stylistic devices, is 
also mentioned in the educational standards (KMK 2004).

The relevance of specific literary knowledge to understanding a literary text was 
shown in a study by Meier et al. (2012), who found that students who were given 
specific literary knowledge in the task instruction (e.g., explanations of technical 
terms, such as “dialogue”) performed significantly better than students who com-
pleted the task without additional explanations. The effects remained, even after 
controlling for several cognitive (e.g., general cognitive ability), motivational (e.g., 
reading motivation), and background characteristics (e.g., gender, school track). 
The results suggest that students were able to integrate the additional literary knowl-
edge presented in the task instruction to derive a coherent meaning of the text. 
According to these findings, it seems worthwhile to disentangle task processing and 
the availability of specific literary knowledge. Therefore, the availability of specific 
literary knowledge was assessed by means of a separate test, while the required 
specific literary knowledge in the test of literary literacy was provided in the task 
instruction.

The ability to recognize emotions intended by a literary text refers to inferences 
about text-encoded emotions. On the one hand, emotions can be described or articu-
lated as part of the plot of a literary text (Winko 2003). On the other hand, a literary 
text can “intend” to evoke a non-arbitrary spectrum of emotional reactions (Frederking 
and Brüggemann 2012). It is important to distinguish between emotions intended by 
the text and emotions actually evoked by a literary text. While the latter are emotional 
phenomena that accompany the reader before, during and after the comprehension 
process, intended emotions are not necessarily felt by the reader, but are cognitively 
demanding, since they have to be identified and integrated into the situational repre-
sentation of the text. In the case of Mr. Keuner and the helpless boy, outrage, aston-
ishment, or pity (for the boy) can be regarded as intended emotions, as these three 
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emotions are plausible emotional reactions, according to the content and structure of 
Brecht’s story (see Sect. 5.4.2.5 for further explanation).

5.3  �Research Objectives

Our theoretical considerations point to five distinct aspects of literary literacy. They 
describe competence facets that we regard to be crucial for understanding a literary 
text. These facets should be empirically distinguishable from each other and—as 
previous findings suggest—also with respect to understanding expository texts. The 
purpose of the present study, therefore, was to examine the internal structure of 
reading literacy and to develop an extended and ecologically valid competence 
model that refers to the demands of literary education according to best practice 
recommendations (Spinner 2006) and educational standards for German language 
learning in secondary school (KMK 2004).

5.4  �Method

5.4.1  �Sample

A sample of 964 tenth grade students (50 % girls, mean age 16.71 years, SD = 0.73) 
participated in our study. The students attended 42 secondary classrooms in the 
upper track (German Gymnasium, 32 classes) and in the intermediate track (German 
Realschule, 10 classes) of the German school system. The sample was drawn from 
rural and urban areas in Bavaria. The number of classrooms in the upper track was 
higher because the students of the intermediate track had already passed their final 
exams when the assessments took place. Since participation was voluntary, stu-
dents, or whole classes, dropped out after the exams.

The students completed tests of literary and expository reading comprehension. 
Information on school track and self-reported gender was also obtained and included 
as control variables in all analyses. The study had a cross-sectional design, with two 
testing sessions of 90 min each, which were conducted about seven days apart. Data 
were collected by trained research assistants in the summer of 2012.

5.4.2  �Measures

In order to assess the five facets of literary literacy, items were constructed for each 
of the theoretically derived facets described above. A multi-stage approach was 
used in which items were developed and revised after a cognitive laboratory 
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procedure and again after a pilot study before they were used in the main study. 
Determinants of item difficulty had been examined in a former study, which revealed 
that open-ended response tasks tend to be more difficult than closed-ended items 
(Meier et al. 2013). Overall, 61 % of the test items were presented in a closed-ended 
format.

The tasks were administered as eight testlets, consisting of a stimulus text and 
semantic (overall 41 items, 54 % closed-ended, rtt = .80) as well as idiolectal items 
(overall 30 items, 60 % closed-ended, rtt = .78), and questions assessing the ability 
to recognize emotions that are intended by the text (10 items, all closed-ended, rtt = 
.59). To assess the availability of specific literary knowledge, a new test was devel-
oped (53 items, 66 % closed-ended, rtt = .84). Students’ ability to apply specific 
literary knowledge was connected to the test of literary literacy by administering 
two knowledge-based items in each of the eight testlets. The ability to recognize 
foregrounded passages (hereafter referred to as “foregrounding”) was assessed with 
a newly developed test, consisting of 11 items (18 % closed-ended, rtt = .75).

In addition, expository reading comprehension was assessed with six testlets (IQ 
2009; IQB 2012). The six testlets comprised a total of 50 items (64 % closed-ended, 
rtt = .81).

All measures were presented in a multi-matrix design: that is, every student 
answered only a subset of the 195 test items. In the first session, the test of literary 
literacy and a questionnaire were administered. In the second session, students com-
pleted the tests of expository reading comprehension, specific literary knowledge, 
and foregrounding. Open-ended tasks were initially scored independently by two 
trained masters students, in the fields of educational science and German studies 
respectively. Initial interrater reliability was, on average, κ = .79 (SD = 0.03, κmin = 
.75, κmax = .83). Ratings that diverged between the first two raters were subsequently 
recoded by a third trained rater.

The following item samples, which refer to the stimulus text Mr. Keuner and the 
helpless boy, illustrate the operationalization of the five dimensions of literary 
literacy.

5.4.2.1  �Semantic Literary Literacy

Assessing semantic literary literacy involves different aspects. Items can, for exam-
ple, focus on (several) plausible global meanings of a text as well as on the construc-
tion of local coherence, on the extraction of specific information, or on the ability to 
provide text-based evidence for one’s interpretation, as illustrated below:

Cite three pieces of textual evidence which make the reader think that the man will help the 
boy.

Seven passages of the text can be quoted here, including “stroking him affection-
ately”, “with new hope”, or “because Mr. Keuner was smiling”. Three pieces of 
evidence resulted in full credit (two points), and two pieces of evidence in partial 
credit (one point).
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5.4.2.2  �Idiolectal Literary Literacy

Items assessing idiolectal literary literacy address phonetic, grammatical, syntacti-
cal, and structural elements, as well as stylistic devices. These items require stu-
dents not only to recognize stylistic features of the text, but also to analyze their 
structure, in order to explain their function within the text or their effect on the 
reader. What is crucial here is to draw parallels between form-related and semantic 
aspects of the text. The cognitive procedures associated with those items are often 
demanding, because they require drawing inferences between abstract formal phe-
nomena and semantic information (Meier et al. 2013). The following item example 
illustrates this:

The helpless boy in contrast to Mr. Keuner is nameless. Explain the effect of this stylistic 
feature.

Possible right answers are: “the boy’s fate seems more anonymous”, “the boy is 
only an example for a certain kind of behaviour”, and “one can identify better with 
the boy because it could be any boy”. Examples of incorrect answers are that “Mr. 
Keuner does not know the boy’s name” (which is not convincing, because Mr. 
Keuner does not tell the story), or stating that “the name of the boy is not impor-
tant”, without explaining why.

5.4.2.3  �The Ability to Recognize Foregrounded Passages (Foregrounding)

Foregrounding was assessed with items that focus on all linguistic levels, such as 
phonemes and morphemes, as well as semantic stylistic devices such as metaphors 
or syntactical changes (e.g., from ellipses to complex hypotaxes; van Peer 1986). 
These items require students to focus on the linguistic patterns of a text. In contrast 
to knowledge-based tasks or genuine idiolectal tasks, students are neither expected 
to give an accurate technical term nor to describe the effect or function of the stylis-
tic device. To identify a foregrounded passage by quoting it, or by describing the 
style of a text, is a typical task, as illustrated by the following item:

Describe three characteristics of the language that is used in the text Mr Keuner and the 
helpless boy in your own words.

To solve this item, students have to recognize, for example, that the story is writ-
ten in a very simple language as a dialogue, which—and this might be the most 
irritating fact—is not indicated by quotation marks.

5.4.2.4  �Specific Literary Knowledge

Some of the items assessing the ability to apply specific literary knowledge accord-
ing to the educational standards for German language learning (KMK 2004) pertain 
to common motifs (e.g., typical motifs in fairy tales), symbols (e.g., symbolic 
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meanings of colors) or famous books or authors. Other knowledge-based items 
require students to detect and name stylistic devices, different literary genres, or 
narrative modes, as the following example demonstrates:

How would you name the narrative mode that is used in Mr. Keuner and the helpless boy? 
Please state the exact technical term.

This item requires the students to provide a technical term such as “third person 
objective narration”.

5.4.2.5  �The Ability to Recognize Emotions Intended by a Literary Text

The ability to recognize emotions intended by a literary text was assessed solely 
with items using a forced-choice format (response format: rather agree vs. dis-
agree). This is due to the fact that multiple meanings of a text might be plausible and 
that one text might trigger a whole set of emotions simultaneously. The ability to 
deal with ambiguity is necessary in deciding which emotions are textually intended. 
The following example demonstrates this type of item:

Which different moods or emotions does the text want to evoke in the reader (regardless of 
what you are actually feeling right now)? Several emotions may be plausible. Please indi-
cate with a tick if you rather agree or disagree.

The emotions “shame”, “astonishment”, “outrage” and “envy” were presented. 
The unexpected end of the text is surprising and quite clearly intends to cause aston-
ishment or outrage. These two emotions had to be marked as plausible (rather 
agree) for full credit. In contrast, neither content-related nor stylistic-related fea-
tures suggest that shame or envy may be textually intended (cf. Frederking et al. 
2016).

5.4.3  �Statistical Analyses

For scaling purposes, and to explore the internal structure of literary literacy, we 
applied two-parameter logistic models (2PL; see Yen and Fitzpatrick 2006) in con-
junction with a Bayesian approach, with the MCMC method. By separating item 
difficulty and item discrimination, the 2PL model takes into account variation across 
items in the relationship between students’ item performance and ability. Item dis-
crimination parameters varied between −.04 and .59. Given these variations, it is 
appropriate to apply the 2PL model.

A Bayesian approach with the MCMC method was applied because maximum or 
weighted likelihood estimation becomes computationally unwieldy with data for 
195 categorical items and up to six different facets of reading literacy. Moreover, 
Bayesian estimates can effectively address drift and unusual response patterns, and 
are more appropriate for smaller sample sizes (Rupp et al. 2004).
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All analyses were conducted with Mplus 7.2 (Muthén and Muthén 1998–2012). 
We specified all constructs as latent variables and used categorical items as indica-
tors. First, we estimated a six first-order factor model using the total number of 195 
items to identify poorly fitting items. Seven items with small or negative discrimina-
tion (i.e., the lower limit of a 95 % confidence interval of item slope is at or below 
zero) were excluded from further analyses. In a second step, the remaining 188 
items were used to estimate various first- and second-order factor models, including 
both gender and school track simultaneously as control variables. Higher-order fac-
tor models are more parsimonious than first-order factor models if it is theoretically 
sensible to assume higher-order factors.

Our baseline model is a two first-order factor model, proposing that item perfor-
mances are due to literary literacy on the one hand and expository reading compre-
hension on the other hand. This two-faceted model of reading literacy is empirically 
well supported (e.g., Frederking et al. 2012; Roick and Henschel 2015). We com-
pared this model with alternative plausible models in which we gradually expand 
the number of facets of literary literacy. Because we assume that the five theoreti-
cally derived facets describe the complex competence of understanding a literary 
text, it seems appropriate to estimate a second-order factor model of literary literacy 
with the facets originating from the higher-order factor.

Considerations related to the cognitive processes that pertain to different levels 
of mental text representation guided the order of our model extension. We started by 
distinguishing foregrounding, as this requires the reader to focus on the surface 
level of the text. Applying specifically literary knowledge should be primarily rele-
vant with higher-order levels of the comprehension process (Graesser et al. 1997), 
and seems to be useful in developing a complex mental model when reading literary 
texts (Meier et al. 2012). In addition, specific knowledge might guide the detection 
of foregrounded passages at the surface level (Hanauer 1999). For this reason, spe-
cific knowledge was considered as another facet of our competence model. Since 
recognizing textually intended emotions requires the reader to reflect and identify 
which emotions might be intended, and to integrate them at the level of situational 
text representation, we distinguished this ability in a further model. In the final 
model, we additionally distinguished between the two core facets: semantic and 
idiolectal literary literacy. The models and their corresponding facets, as examined 
in our study, are summarized in Table 5.1. To capture the local dependence of test 
items on the availability of specific literary knowledge, recognizing textually 
intended emotions, semantic and idiolectal literary literacy—all of which were 
assessed within common testlets—all models included testlet factors (Huang and 
Wang 2013).

In evaluating alternative 2PL models, we used the Bayesian Information Criterion 
(BIC; Schwarz 1978), the Deviance Information Criterion (DIC; Spiegelhalter et al. 
2002), and the Posterior Predictive p-value (PPP; Scheines et al. 1999). The PPP 
reflects the discrepancy between the replicated data of the model and the observed 
data. A PPP substantially above zero indicates a well-fitting model.

In addition to the BIC, the DIC can be used to compare two different models. 
Models with small BIC or DIC values should be preferred, whereas it has to be 
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noted that the DIC under-penalizes complex models (Plummer 2008). According to 
Raftery (1995), differences in BIC scores of more than five units indicate strong 
evidence for differences in model appropriateness.

Missing data in test results is a practically unavoidable occurrence in educational 
research. Items that students failed to complete (4 % of the items were omitted or not 
reached) were coded 0 in our scaling process. Due to the applied multi-matrix design 
in our study, about 59 % of data were missing by design. The Bayes estimator in Mplus 
is capable of handling this and uses all available data for parameter estimation.

5.5  �Results

Zero-order correlation coefficients among the variables are reported in Table 5.2. 
The literary facets that are assumed to be located on higher levels of the comprehen-
sion process (recognizing textual intended emotions, specific literary knowledge, 

Table 5.1  Description of the estimated factor models

Models Factorial structure

Model A (1) Expository reading comprehension
(2) Literary literacy (including semantic and idiolectal literary literacy, recognizing 
textually intended emotions, specific literary knowledge, and foregrounding)

Model B (1) Expository reading comprehension
(2) Literary literacy with two facets:
 � Facet I: Foregrounding
 � Facet II: Residual factor including semantic and idiolectal literary literacy, 

recognizing textually intended emotions, and specific literary knowledge
Model C (1) Expository reading comprehension

(2) Literary literacy with three facets:
 � Facet I: Foregrounding
 � Facet II: Specific literary knowledge
 � Facet III: Residual factor including semantic and idiolectal literary literacy, and 

recognizing textually intended emotions
Model D (1) Expository reading comprehension

(2) Literary literacy with four facets:
 � Facet I: Foregrounding
 � Facet II: Specific literary knowledge
 � Facet III: Recognizing textually intended emotions
 � Facet IV: Residual factor including semantic and idiolectal literary literacy

Model E (1) Expository reading comprehension
(2) Literary literacy with five facets:
 � Facet I: Foregrounding
 � Facet II: Specific literary knowledge
 � Facet III: Recognizing textually intended emotions
 � Facet IV: Semantic literary literacy
 � Facet V: Idiolectal literary literacy
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semantic and idiolectal literary literacy) are somewhat more strongly correlated 
with each other than with foregrounding or expository reading comprehension.

Comparing the correlations between gender and school track shows that gender 
is slightly stronger associated with the ability to recognize textually intended emo-
tions, as well as semantic and idiolectal literary literacy, than is school track. School 
track shows a stronger relationship to specific literary knowledge and expository 
reading comprehension than gender. To a certain extent these results support the 
sequence of models to be estimated and the consideration of gender and school 
track as control variables.

Table 5.3 contains information on the model fit of the five estimated 2PL models. 
According to the BIC, DIC, and PPP, all second-order factor models (Models B to 
E) fit the data better than the two first-order factor model (Model A). Comparing the 
Models B to E reveals an increasing improvement in model fit up to Model 
C. According to the BIC and PPP, Model D shows a slight decrease in model fit. 
This does not apply for the DIC of Model D, but it is known that the DIC tends to 
favour the more complex model (Plummer 2008). For Model E, in contrast, all fit 
measures point to a decrease in the goodness of fit.

Table 5.4 provides further information about our five models. In Model A, we 
find the lowest correlation between literary literacy and expository reading compre-
hension, as well as the lowest regression coefficients of both measures on gender 
and school track. But literary literacy is modeled as a heterogeneous construct with-
out taking into account its different facets. Considering the multifaceted structure 
(Models B to E), all facets show substantial loadings on the second-order factor of 
literary literacy. In Models D and E, it is clearly evident that the ability to recognize 
textual intended emotions has the smallest loading on the second-order factor of 

Table 5.2  Correlations among literary literacy facets, expository reading comprehension, gender, 
and school track

Variable (1) (2) (3) (4) (5) (6) (7)

(1) Semantic literary literacy 
(SL)a

(2) Idiolectal literary literacy 
(IL)a

.89*

(3) Recognizing textually 
intended emotions (IE)a

.71* .70*

(4) Specific literary knowledge 
(LK)a

.72* .72* .53*

(5) Foregrounding (FG)a .66* .68* .54* .72*
(6) Expository reading 
comprehension (ER)a

.65* .67* .52* .66* .67*

(7) Gender (GE, 1 = male)b −.36* −.33* −.20* −.24* −.29* −.22*
(8) School track (ST, 1 = upper)b .24* .28* .15* .35* .30* .28* .04

N = 964
*p < .01
aModeled as a latent variable
bManifest control variable
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literary literacy. Finally, in Model E, we found a significant decrease in model fit 
after differentiating between semantic and idiolectal literary literacy. One reason 
might be that both facets are highly correlated (see Table 5.2), as shown in previous 
studies (e.g., Frederking et al. 2012; Roick et al. 2013).

Overall, as shown in Table 5.3, Model C seems to fit the data best. The latent 
correlation between literary literacy as a second-order factor and expository reading 
comprehension of .76 (see Table 5.4), suggests that the competence of literary lit-
eracy, operationalized by three facets—the ability to recognize foregrounding pas-
sages, the ability to apply specific literary knowledge, and a common factor 
consisting of the ability to recognize textual intended emotions as well as semantic 
and idiolectal literary literacy—is well separable from expository reading compre-
hension. For the covariates included in our model, two typical results of research on 
general reading comprehension are evident: Girls, as well as students from upper 
secondary schools, reach higher performances in reading literacy for both literary 
and expository texts than do boys and students from intermediate secondary schools.

5.6  �Discussion

The aim of this chapter was to propose a competence structure model that captures 
the abilities of secondary school students in understanding literary texts. Several 
results of our study are relevant for discourse comprehension research. Furthermore, 
a competence structure model of literary literacy with distinguishable facets may 
serve as a starting point for instructional research and for developing teaching 
approaches to fostering this competence.

Table 5.3  Comparisons of the estimated models

Modelsa BICb Δ BICc DICb Δ DICc PPPd Δ PPPc

Model A 123,908 120,625 .10
Model B 123,809 99 120,514 111 .14 .04
Model C 123,650 258 120,331 294 .17 .07
Model D 123,655 253 120,331 294 .16 .06
Model E 123,684 224 120,366 259 .14 .04

All models used Bayesian estimation with MCMC method. The analyses conducted controlled for 
gender and school track simultaneously
aSee Table 5.1 for further descriptions
bBayesian (BIC) resp. Deviance (DIC) Information Criteria were estimated defining items as con-
tinuous
cDifference score to Model A
dPosterior predictive p-value (PPP) was estimated, defining items as categorical. N = 964
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5.6.1  �The Structure of Literary Literacy

According to our findings, the internal structure of literary literacy accounts for at 
least three main facets: First, the content- and form-related ability of understanding 
(including semantic and idiolectal literary literacy, and recognizing textually 
intended emotions); second, the ability to apply specific literary knowledge, and 
third, the ability to recognize foregrounded passages. Interestingly, we found sub-
stantial and very similar correlations between the availability of specific literary 
knowledge and semantic and idiolectal literary literacy, as well as foregrounding 
(see Table 5.2). This result suggests that specific literary knowledge can be crucial 
for both: drawing appropriate inferences while constructing the meaning of a liter-
ary text and detecting foregrounded passages in literary texts (Hanauer 1999).

Referring to the students’ competence to understand literary texts at the end of 
secondary school, it seems not appropriate to differentiate between semantic and 
idiolectal literary literacy and the ability to recognize textually intended emotions. 
That does not necessarily contradict the assumptions of Eco’s semiotic theory (Eco 
1976), because both facets interact closely in the critical reading mode of advanced 
readers (Eco 1990). However, it remains unclear whether recognizing textually 
intended emotions should be considered as a distinct facet of literary literacy or not. 
Although the model fit indices did not clearly indicate this conclusion, the factor 
loadings (see Table 5.4) as well as the correlations with other facets of literary lit-
eracy (see Table 5.2) were comparatively low. Yet, the underlying cognitive and—
perhaps—affective processes that are required to recognize and identify textually 
intended emotions are still unclear. This is surprising, because both emotional expe-
riences during reading a literary text and their potential impact on comprehension 
are discussed and examined in discourse processing research (Kneepkens and 
Zwaan 1994; Mar et al. 2011). It is conceivable that consistency between recogniz-
ing textually intended emotions and evoked emotions in the reader would facilitate 
or moderate the understanding of a literary text. Further research is needed, to fully 
understand how the different facets of our model of literary literacy interact and to 
examine the validity of the proposed model and its relevance for research in dis-
course comprehension. For example, it could be possible that several facets show 
differential courses of development. Based on the theoretical assumptions, addi-
tional analyses are needed that take into account specific external criteria (individ-
ual, contextual, and institutional) that might contribute differentially to the proposed 
facets of literary literacy (see also Roick and Henschel 2015).

5.6.2  �Some Considerations on Teaching Literary Literacy

Although the students’ competence in literary literacy seems to consist of three 
main facets, it might be useful to apply a more complex model for teaching pur-
poses, in order to address different, important aspects of understanding literary texts 
sufficiently.

5  An Extended Model of Literary Literacy



70

First of all, our findings clearly indicate that the ability to apply specific literary 
knowledge might be relevant for differences in processing on various levels of the 
textual representation. Therefore, more efforts have to be made to develop methods 
of fostering specific literary knowledge. For instance, Hanauer (1999) points out 
that explicit as well as implicit methods (e.g., extensive reading) may contribute to 
the acquisition of literary knowledge and to an increase in the readers’ sensitivity to 
literary patterns.

Second, being aware of striking stylistic features seems to be crucial for analyz-
ing the meaning and function of aesthetic elements on higher-order levels of the 
comprehension process (idiolectal and semantic literary literacy). In addition to 
specific literary knowledge, emotional reactions might be relevant in recognizing 
stylistic features (Miall and Kuiken 1994), and they are important aspects of teach-
ing literature (Spinner, 2006). Further research is needed, however, to examine 
which teaching methods are effective in raising students’ abilities to identify fore-
grounded passages. In addition to teaching specific knowledge, exercises in poetry 
writing might improve competencies in this field (Zyngier et al. 2007).

Third, the ability to recognize textually intended emotions seems to be an area 
that should be examined more carefully. The good fit of Model C, in which this facet 
was included with content- and form-related demands, indicates that semantic and 
idiolectal literary literacy seem to be relevant in recognizing textually intended 
emotions, and vice versa. Thus, strategies for finding out which emotions a text 
most likely intends, based on its content and its form, may be important for compre-
hending the meaning of a text (Frederking and Brüggeman 2012). Furthermore, it 
seems especially worthwhile to address and reflect the feelings students experience 
while reading, as previous studies found positive effects of cognitive and affective 
activation on the complexity of literary interpretations (e.g., Levine 2014).

Further research is needed to examine the interdependence of the facets of liter-
ary literacy for teaching purposes, as well as to develop effective concepts that 
improve literature classes. These teaching applications need to satisfy two require-
ments: First, they have to be empirically evaluated, and second, they have to address, 
in particular, struggling readers at lower academic tracks, and boys (Henschel et al. 
2016). Both groups seem to be highly disadvantaged, since girls and students from 
higher school tracks performed better in almost all facets of literary literacy (see 
Tables 5.2 and 5.4; see also Roick et al. 2013). This might be due to girls’ higher 
interest in literary reading (e.g., Lehmann 1994), which seems to have positive 
effects on their performance in literary reading tasks. Differences between school 
tracks are also plausible, because literary literacy is less prominent in lower school 
tracks (e.g., Hertel et al. 2010). Ideally, an evidence based approach to fostering 
literary literacy should compensate for the disadvantages of boys and students at 
lower academic tracks, in the long term.
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5.6.3  �Limitations of the Study

Some limitations of our study should be noted when interpreting the results. First of 
all, we did not measure expository reading comprehension, as differentiated as liter-
ary literacy, because we focused on the understanding of literary texts. It is evident 
that knowledge-based processes play an important role in understanding expository 
texts also (e.g., Kintsch 1988). Likewise, metalinguistic reflection might be impor-
tant when dealing with these texts. However, in our study we did not assess stu-
dents’ prior knowledge or specific metalinguistic reflections in response to 
expository texts.

Furthermore, it has to be noted that we only included students of intermediate 
and upper secondary school tracks at the end of compulsory schooling. Therefore, 
our findings are only valid for this subgroup of students, and further research is 
needed to investigate literary literacy and its facets in other student groups.

In sum, this paper has proposed the theoretical background, the assessment and 
the results of an extended model of literary literacy, with at least three facets that can 
be differentiated from expository reading competence. This model could serve as a 
starting point for the evidence-based development of an approach to teaching liter-
ary literacy in secondary school.
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Chapter 6
Self-Regulated Learning with Expository Texts 
as a Competence: Competence Structure 
and Competence Training

Joachim Wirth, Melanie Schütte, Jessica Wixfort, and Detlev Leutner

Abstract  Three studies are presented that take a look at self-regulated learning as a 
competence (assessed on the basis of achievement tests) rather than a self-reported 
learning experience (assessed on the basis of questionnaires). In the first step, in two 
correlational studies with N = 559 and N = 795 9th graders, sub-competencies of 
self-regulated learning were identified that are predictive of successful learning with 
expository texts. In the second step, in an experimental study with N = 647 9th grad-
ers, students were assessed with regard to these sub-competencies and were adap-
tively allocated to training programs that were designed to improve those two 
sub-competencies that had been shown to be weak in the assessment. The results are 
in line with a model that integrates component and process models of self-regulated 
learning. Specifically, it emerged that self-regulated learning as a competence can be 
broken down into sub-competencies that, in turn, can be taught, in order to improve 
students’ overall learning achievement when learning with expository texts.

Keywords  Self-regulated learning • Competence • Structure • Process • Training

6.1  �Theoretical Background

The competence of self-regulated learning is regarded as a prerequisite of life-long 
learning (e.g., Commission of the European Community 2000). It enables learners 
to initiate, plan, control, and regulate their learning process, and it facilitates learn-
ing in multiple contexts and domains. Wirth and Leutner (2008) defined the compe-
tence of self-regulated learning as “a learner’s competence to autonomously plan, 
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execute, and evaluate learning processes, which involves continuous decisions on 
cognitive, motivational, and behavioral aspects of the cyclic process of learning” 
(p. 103). However, the notion of “a learner’s competence” does not mean that the 
competence of self-regulated learning is unidimensional. Researchers emphasize 
rather that learners need a whole set of competencies that are more or less domain- 
or task-specific, and that are needed within different phases of the learning process 
(Winne and Perry 2000; Wirth and Leutner 2008). Consequently, there is no single 
model of self-regulated learning competence that integrates all relevant competen-
cies for all learning domains in all learning phases. Models differ concerning learn-
ing domains and concerning their focus on either the different competencies 
(“component models”; e.g., Boekaerts 1997; Schreiber 1998) or the different phases 
of self-regulated learning (“process models”; e.g., Winne and Hadwin 1998; 
Zimmerman 2000).

The purpose of our research was to develop and evaluate a model of self-regulated 
learning for the domain of learning with expository texts. Thus, our model is 
restricted to this specific domain. However, the core aspect of our model is that we 
aimed to overcome the distinction between competencies and phases (Winne and 
Perry 2000; Wirth and Leutner 2008). Instead, we wanted to develop an integrated 
model describing all relevant competencies and the structure of their relationships, 
as well as their occurrence and relevance in the different phases of a learning pro-
cess (for a similar approach see Dresel et al. 2015). As a result, this model aims to 
integrate different kinds of models of self-regulated learning. Additionally, this 
model provides an integrated theoretical foundation for developing trainings in self-
regulated learning that could in turn validate the integrated model.

In the current paper, we first describe our integrated model of self-regulated learn-
ing. Second, we report two studies analyzing the factorial structure of the different 
competencies described in the model. Third, we present data from a training study, 
which shows how the different competencies contribute to successful learning.

6.1.1  �Integrated Model of Self-Regulated Learning

Our model integrates aspects of process models and also component models of self-
regulated learning (Fig. 6.1). Process models (e.g., Pressley et al. 1987, 1989; Winne 
and Hadwin 1998; Zimmerman 2000) describe self-regulated learning in terms of 
phases or stages. Each phase is defined by the specific demands posed to learners 
within that phase. For example, in a first phase (“forethought phase”; Zimmerman 
2000) learners need (among other considerations) to define their learning task. 
Based on this learning-task definition they have to set up one or more learning goals, 
and then have to plan how to achieve these learning goal(s). In the next, “perfor-
mance phase” (Zimmerman 2000), learners need to execute their plan. In addition, 
while executing the plan, they need to observe themselves and their learning as 
neutrally as possible, and from a bird’s-eye perspective. In the “self-reflection 
phase” (Zimmerman 2000), learners need to evaluate whether what they have 
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observed is in line with their learning goal(s) and plan. This evaluation can lead 
either to changes within any of the learning phases, or—if learners recognize that 
they have reached their goal(s)—to the end of the learning process.

Although process models describe the different phases in a linear manner, they 
all emphasize that the process of self-regulated learning is not a linear but a cyclic 
sequence of phases. Whenever learners end up with self-reflection, this is the start-
ing point for a new cycle of self-regulation. For example, results of the self-reflection 
phase can lead to the need to change learning goal(s), which in turn can result in the 
need to adjust the learning plan, as well as the criteria used in the self-reflection 
phase. Winne and Hadwin (1998) even assume that learners do not always have to 
finish the whole cycle with a fixed sequence of phases, but can go back and forth 
whenever they realize that they need to change their learning activities to accom-
plish the different demands of self-regulated learning.

Of course, the different process models of self-regulated learning differ accord-
ing to the number of phases they assume, the specific demands they assign to the 
different phases, and many other aspects. However, they share some common fea-
tures: (a) All process models describe three kinds of phases. First, they include 
phases that prepare the actual learning activities. Second, they describe phases in 
which the actual learning activities are performed, and third, they emphasize phases 
of self-reflection. Therefore, we have included a planning phase, a performance 
phase, and a self-reflection phase (cf., Dresel et al. 2015; Zimmerman 2000) in our 
model of self-regulated learning (Fig. 6.1). (b) All process models describe self-
regulated learning as a goal-directed process (Weinert 1982). Learners have to 
develop a plan to reach self-established learning goals, and they have to monitor 
whether the execution of their plan leads to the desired goal. Many researchers con-
sider monitoring as one of the keys to successful self-regulated learning (e.g., Butler 

Fig. 6.1  Integrated model of self-regulated learning (Adapted from Schütte et al. 2010, 2012)
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and Winne 1995). Monitoring consists of observing and evaluating the learning 
process, as well as regulating in the sense of adjusting learning activities so that 
learners reach their learning goal(s) (Schreiber 1998). Summing up, goal setting, 
planning, observing, evaluating, and regulating are demands on self-regulated learn-
ers that all process models address in one way or another. Therefore, we included 
these five demands in our model (Fig. 6.1). (c) All process models emphasize the 
cyclic nature of the process of self-regulated learning. The core assumption is that 
meeting the demands in one phase is dependent on the learner’s success in meeting 
the demands of previous phases. For example, in order to plan their learning process 
successfully, learners need to have successfully set up their learning goals in 
advance. If learners come to realize that they have not sufficiently defined their 
learning goals, they need to go back and define their goals before they can again 
start with planning. Therefore, we arranged the different phases and demands in 
cycles, describing that the learners can go back and forth, and even if learners 
approach the end of the current learning process cycle, this end will be the starting 
point of the next learning process.

Process models describe phases and demands of self-regulated learning, but they 
usually fail in describing the competencies learners need to meet these demands. 
Competencies are usually a part of component models of self-regulated learning, 
and are often described in terms of strategy knowledge (e.g., Boekaerts 1997). 
Dresel et al. (2015) point out that component models have a broad understanding of 
knowledge that relates strategy knowledge to the task and the self, and that is not 
restricted to declarative knowledge. Additionally, they include procedural strategy 
knowledge (Anderson 1983), in the sense of being able to execute a specific strategy 
successfully, as well as conditional knowledge (Paris et al. 1983), which means that 
learners know under which situational and personal conditions a certain strategy is 
suitable to meet a specific demand. Describing competencies of self-regulated 
learning as knowledge in this broad sense highlights three key aspects of self-
regulated learning competencies: (a) Both declarative and procedural strategy 
knowledge do not guarantee that learners really use their strategy knowledge in a 
specific learning situation. Several conditions (e.g., motivational problems) can pre-
vent learners from using what they know and what they could do. This is in line with 
the common notion that competencies are dispositions rather than performances 
(Hartig et al. 2008). (b) Competencies of self-regulated learning include knowledge 
about personal characteristics (e.g., content-specific prior knowledge), task charac-
teristics (e.g., structural features of a text that has to be read), and strategies (e.g., a 
concept-mapping strategy; Flavell 1979). (c) These competencies have to interact, 
in order to meet the demands of self-regulated learning.

We included a set of competencies in our model that enable learners to activate, 
apply, acquire, or evaluate their knowledge about personal characteristics, task char-
acteristics, or strategies (Fig. 6.1). Each of the competencies relates to a demand 
(Wirth and Leutner 2008), which in turn links the competencies described in com-
ponent models to the phases proposed by process models. During the forethought 
phase, learners need to set learning goal(s) and plan how to reach these goal(s). Goal 
setting requires that learners decide what they have to learn. It is therefore necessary 
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that they are able to identify the task demands (e.g., task characteristics that make 
the task easy or hard to process) and to activate and evaluate their content-specific 
(prior) knowledge (e.g., to evaluate what they already know and what they do not 
know so far). Based on these evaluations, learners must be able to set learning goals 
and define standards to be used later in the self-reflection phase, when they need to 
be able to decide whether they have reached their learning goal(s) or not. Planning 
requires learners to be able to activate their declarative strategy knowledge and to 
evaluate whether they are able to execute the activated strategies successfully. 
Referring to the task demands and learning goals, learners then must have the com-
petence to plan which strategy they want to apply, and when.

During the performance phase, learners execute the learning strategies. Thereby, 
they have to be able to keep track continuously and as objectively as possible of 
what they are doing, how they do it, and what they achieve by doing what they do 
(Schreiber 1998). During the self-reflection phase, learners have to evaluate their 
learning process. Therefore, they again have to be able to estimate their content-
specific knowledge and to evaluate which knowledge they have gained by their 
learning activities. Furthermore, they need to be able to evaluate whether they have 
reached their learning goal(s) using the standards defined during goal setting. In the 
case of not achieving their goal(s), learners need to be able to analyze the reasons 
for non-achievement.

Regulating means that learners have to be able to adjust and modify their learn-
ing according to the results of their evaluation. These adjustments and modifications 
can be necessary for each of the phases, depending on which demand(s) the learners 
have not yet met. Thus, the competencies needed for regulating include all the com-
petencies needed so far.

Figure 6.1 presents our integrated model of self-regulated learning. We derived 
the model by analyzing the core characteristics of process models and component 
models, with a specific focus on the demands defined by process models as links 
between competencies and phases. Based on these theoretical considerations, we 
now present three empirical studies investigating the structure of the so-defined 
competence of self-regulated learning, in the following sections.

6.2  �Research Questions and Hypotheses

In Studies 1a and 1b, we explored the structure of self-regulated learning competence 
from a “component perspective”. We were interested in how the different (sub-) com-
petencies proposed by our model are related to each other. Therefore, we assessed 
the different competencies independently of each other, and ran explorative factor 
analyses. We assumed that the competencies would be positively correlated, but had 
no a priori hypotheses about the underlying competence structure.

In Study 2, we took a “process perspective”. We investigated whether single 
competencies being fostered and improved by specific training would enhance the 
overall effect of competencies employed in later steps of the process of learning. 
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The study is based on two assumptions: (a) We assumed that the effect of a certain 
competence on learning outcomes would be dependent on the accomplishment of 
demands learners have to deal with in earlier steps of the learning process. That is, 
if learners, due to weak competencies, fail to accomplish earlier demands in a spe-
cific learning process, it can be expected that they will not be effective in applying 
their competencies in later demands of the same learning process. For example, the 
competence of planning can lead to an appropriate learning plan only if learners had 
earlier been able to set up appropriate learning goals. If they lack at least one of the 
competencies needed for setting up learning goals, they will not be able to develop 
a plan that leads to appropriate learning goals (and, thus, to the desired learning 
outcome) even if their competence in planning is high. (b) We assume that learners 
have individual strengths and weaknesses in respect of the different competencies. 
This means that the different (sub-) competencies may develop independently of 
each other, so that learners may be strong in some competencies but weak in others. 
Combining the two assumptions leads to the hypothesis that it should be sufficient 
to train an individual only in those competencies in which they are weak. In effect, 
all the (sub-) competencies of self-regulated learning should together deploy their 
full potential, which should, in turn, result in successful learning.

6.3  �Studies 1a and 1b: A “Component Perspective” 
on the Structure of Self-Regulated Learning Competence

We investigated the structure of the competence of self-regulated learning. We were 
interested in how the (sub-) competencies proposed by our model correlate, and 
whether we could identify an underlying factorial structure. We had no a priori 
hypotheses about the factorial structure. However, at least two kinds of structures 
seemed to be reasonable: (a) One structure could emerge based on the demands of 
self-regulated learning. Within such a five-factorial structure, all competencies 
needed to accomplish one of the five demands would load on one common factor, 
representing the respective demand. For example, all competencies needed to set up 
goals would load on the factor “goal setting”, whereas all competencies needed for 
planning would load on the factor “planning”, and so forth. (b) Another structure 
could emerge based on the three kinds of knowledge: about task characteristics, 
personal characteristics, and learning strategies (Flavell 1979). Within such a three-
factorial structure, all competencies needed to identify and use knowledge about the 
task, the learner, or the strategies, would load on common factors representing the 
respective kind of knowledge. Since we had no theoretical reason to prefer one of 
the described (or any other conceivable) factorial structures, we used an explorative 
approach to identify the structure of the competence of self-regulated learning.

In Study 1a, with a sample of N = 559 9th graders, we assessed all competencies 
proposed by our model of self-regulated learning with expository texts (Fig. 6.1; 
Schütte 2012; Schütte et al. 2012). Concerning the competence of identifying task 
demands, we differentiated between the competencies of identifying text features 
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that either increase or decrease text difficulty. Similarly, we divided the competence 
of activating/evaluating (prior) knowledge into activating/evaluating existing 
knowledge or knowledge gaps. Regarding the competence of applying learning 
strategies, we chose the competencies that apply to strategies of text highlighting 
and concept mapping. Finally, the competence of evaluating the achievement of 
learning goals was assessed according to learning goals achieved or not achieved 
(see Schütte 2012 for details on test instruments, sample, and procedure).

We conducted an exploratory factor analysis (main component analysis, 
VARIMAX rotation) that proposed a two-factorial solution that accounted for  
23.9 % of the variance (Table 6.1).

Competencies needed to activate and evaluate content-specific (prior) knowl-
edge, as well as competencies needed for evaluating goal achievement, defined the 
first factor. We interpreted this first factor as competencies needed for activating and 
evaluating personal characteristics. The second factor built on the competencies of 
evaluating task demands, of activating strategy knowledge, and of evaluating rea-
sons for not achieving goals. We interpreted this second factor as competencies 
needed for evaluating task characteristics. Note that our test of the competence of 
activating strategy knowledge assessed mainly conditional knowledge (Paris et al. 
1983), where conditions are determined by task demands. In the same way, the test 
of the competence of evaluating reasons for not achieving goals had a focus on rea-
sons attributed to the task (e.g., task difficulty).

Table 6.1  Factor loadings 
(rotated solution) of Study 1a

Competencies 1 2

Evaluating task demands
 � Text features increasing text difficulty .047 .429
 � Text features decreasing text difficulty −.193 .522
Activating/Evaluating prior knowledge
 � Existing knowledge .426 −.250
 � Knowledge gaps −.385 .240
Setting goals and standards .156 .159
Activating strategy knowledge .038 .588
Applying learning strategies
 � Text highlighting .208 −.061
 � Concept mapping .110 .205
Planning −.002 .114
Evaluating knowledge gain
 � Existing knowledge .636 .227
 � Knowledge gaps −.643 −.020
Evaluating achievement of learning goals
 � Goals achieved .532 .206
 � Goals not achieved −.637 .082
Evaluating reasons for not achieving 
learning goals

−.201 .441
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The competencies of setting goals and standards, applying learning strategies and 
planning, did not clearly load on one of the two factors. Additionally, as regression 
analyses showed, the competencies of setting goals and standards, and planning, did 
not contribute to learning (Schütte 2012). The same is true for all competencies 
needed for evaluating (competencies h–j in Fig. 6.1). Thus, we were not able to iden-
tify a clear factorial structure in Study 1a. However, we found first hints that the 
competence structure of self-regulated learning might reflect Flavell’s (1979) distinc-
tion of person, task, and strategy knowledge rather than the different demands.

In Study 1b, with N = 795 9th graders (Schütte and Wirth 2013), we again 
assessed the competencies of self-regulated learning. However, differently from 
Study 1a, we included neither the competence of setting goals and standards nor the 
competence of planning. We revised our test of the competence of applying learning 
strategies and added a third strategy (summarizing). Finally, we relinquished assess-
ing the competencies needed for evaluating during the self-reflection phase, since 
they had proved to be non-predictive of learning outcomes in Study 1a.

Again we conducted an exploratory factor analysis (main component analysis, 
VARIMAX rotation), which proposed a three-factorial solution that accounted for 
50.8 % of the variance (Table 6.2).

The three-factorial solution clearly supported Flavell’s (1979) distinction 
between task characteristics (Factor 1), person characteristics (Factor 2), and learn-
ing strategies (Factor 3). By conducting a confirmatory factor analysis we modeled 
the relations between the three factors (Fig. 6.2; χ2

(17) = 11.870; p = .808; RMSEA 
= .000). We found a strong correlation between the competence of identifying task 
demands and that of activating and applying learning strategies. The competence of 
activating and evaluating (content-specific) knowledge was not related to other 
competencies.

The component perspective on the competence of self-regulated learning 
revealed that the underlying competence structure fitted best to Flavell’s (1979) 
distinction of task characteristics, person characteristics, and learning strategies. We 
didn’t find any hints that the different demands or the different phases may form 

Table 6.2  Factor loadings (rotated solution) of Study 1b.

Competencies 1 2 3

Evaluating task demands
 � Text features increasing text difficulty .868 −.028 .008
 � Text features decreasing text difficulty .807 −.020 .214
Activating/Evaluating knowledge
 � Existing knowledge .055 −.715 −.154
 � Knowledge gaps .015 .780 −.069
Activating strategy knowledge .203 -.126 .482
Applying learning strategies
 � Text highlighting .036 .025 .616
 � Concept mapping .157 .036 .580
 � Summarizing .037 .163 .650
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underlying factors. This result may be due to the cyclic nature of self-regulated 
learning: Learners often go back and forth, and do not work through the phases in a 
linear manner. Thus, the phases have less value for building an underlying compe-
tence structure.

Regression analyses, however, indicated that only some of the competencies pro-
posed by our model (Fig. 6.1) proved to be relevant to learning. None of the compe-
tencies needed for self-reflection, nor the competence of setting goals and standards, 
nor the competence of planning, contributed to learning. From a theoretical point of 
view, this is surprising. However, from a methodological point of view, we assume 
that the competencies in question could not contribute to learning because our learn-
ing task was difficult for the learners, and learning time was short. Thus, in the 
specific learning task there was probably not enough time for careful goal setting 
and planning. The same is true for self-reflection. Additionally, we assume that we 
were not able to find effects of the competencies of self-reflection on learning 
because we had used only one learning task. Perhaps self-reflection would have had 
an effect on succeeding learning tasks. But due to time constraints we were not able 
to administer additional texts and tests to capture these possible effects.

Fig. 6.2  Competence structure of self-regulated learning with expository texts (bold text = signifi-
cant at α = .05)
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6.4  �Study 2: A “Process Perspective” on the Structure 
of Self-Regulated Learning Competence

Study 2 was designed as a training study. In this study, we investigated whether 
single competencies of self-regulated learning (SRL) after being fostered and 
improved by specific training, would enhance the overall effect on learning out-
comes of SRL competencies needed in later steps of the process of learning. We 
assumed that it should be sufficient to train in only the few SRL competencies in 
which an individual learner is rather weak, so that, in effect, all the (sub-) compe-
tences of self-regulated learning can together deploy their full potential for success-
ful learning.

We conducted the study with N = 647 9th graders. In a pre-test session we 
assessed their competencies of identifying task demands, of activating/evaluating 
knowledge, of activating strategy knowledge, and of applying the learning strategies 
of text highlighting, concept mapping, and summarizing (Table 6.2). We used tests 
that we had normalized in a preceding study, with N = 2215 9th graders from two 
German school types (“Gymnasium”, as a higher track of secondary education and 
“Gesamtschule” as a lower track of secondary education). For all tests, separate 
norm references exist for both school types.

For each single student we identified those two competencies on which the stu-
dent achieved the lowest norm reference scores. On the basis of these two compe-
tencies, we adaptively assigned two respective training modules to each student.

The training modules were administered as web-based trainings, as part of the 
students’ homework assignments. Each of the two modules took 4 weeks. Whereas 
students had to work with the module at home, their teachers at school were respon-
sible for ensuring that students really worked continuously with the modules.

After 8 weeks, we again assessed the students’ competencies of identifying task 
demands, activating/evaluating knowledge, activating strategy knowledge, and 
applying the three learning strategies. Additionally, we gave students an expository 
text, and tested their respective content-specific prior knowledge. Students then had 
to study a text (in a completely self-regulated way) within 1 week as part of their 
homework assignments. After this week, students worked on a content-specific 
knowledge test on the information provided in the text.

As a first result, we had to deduce that only n = 146 students had worked suffi-
ciently with the web-based training modules and had participated in all test ses-
sions. Obviously, we had not been able to motivate all students (and teachers) to 
participate in the study conscientiously. However, in a first step, we analyzed 
whether working with one of the two training modules increased the respective SRL 
competence. We conducted repeated-measures analyses of variance with the norm 
reference scores on the respective competence tests before and after the training as 
a within-subject factor. For each module/competence, we compared students who 
were assigned to the module and worked with the module sufficiently, with those 
who refused to work with the module, as a between-subject factor. Additionally, we 
controlled for school type, since norm reference scores were assigned within school 
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types. It turned out that most of our training modules increased the respective com-
petence (Table 6.3). Only the modules fostering the SRL competencies of applying 
the text highlighting strategy and applying the concept mapping strategy, did not 
show any effect.

In a second step, we analyzed whether working with the modules not only 
increased the respective SRL competence but also enhanced overall self-regulated 
learning, leading to better learning outcomes when reading the expository text. For 
that reason, we compared the scores in the content-specific knowledge test between 
students who sufficiently processed no, one, or two modules of the two modules they 
had been allocated to. As an additional between-subject factor, we controlled for 
school type (“Gymnasium”/“Gesamtschule”) in our analysis of variance (Fig. 6.3). 

Table 6.3  Interaction of time (pre-test/post-test) and training module processing (yes/no) for each 
training module/competence; p-values one-tailed

Module/Competence F df p d

Identifying task demands 4.019 1,56 .025 0.54
Activating/Evaluating knowledge 6.546 1,66 .007 0.63
Activating strategy knowledge 3.881 1,100 .026 0.39
Applying text highlighting strategy < 1 1,81
Applying concept-mapping strategy < 1 1,149
Applying summarizing strategy 1.914 1,24 .090 0.57

Fig. 6.3  Learning outcomes as a function of school type and number of sufficiently processed 
training modules. “Gymnasium” represents a higher, “Gesamtschule” a lower track of German 
secondary education
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The results revealed a main effect for school type (F(1,140) = 44.66; p < .001; η2 = .243) 
and a main effect for number of modules sufficiently processed (F(2,140) = 4.92; p = 
.009; η2 = .066), but no interaction of the two factors (F(2,140) = 1.04; p = .358). Thus, 
working on the training modules seriously improved students’ learning outcomes, in 
what might be attributed to an increased overall competence of self-regulated learn-
ing with expository text—an effect that was independent of the specific type of 
school in which students were learning. We interpret this result as a first hint of the 
effectiveness of our adaptive training, where only weak SRL competencies were 
taught, rather than training in all self-regulated learning competencies. It seems that 
strengthening weak competencies helps learners to accomplish specific demands that 
are in turn a prerequisite for other (stronger) competencies: to unfold their learning 
potential in subsequent phases of the self-regulated learning process.

However, the results have to be interpreted carefully. Of course, the effects could 
be due to the large dropout rate in our sample. For example, it could be that very 
conscientious students worked with our training modules, while less-conscientious 
students refused to train in their competencies. If so, then the results presented in 
Fig. 6.3 could be attributable to the extent of conscientiousness, rather than to the 
number of modules sufficiently processed. However, since we were able to show 
that our training modules indeed increased the respective (sub-) competence of self-
regulated learning (Table 6.3), it seems reasonable that the increase from no, to one, 
and two modules (Fig. 6.3) is responsible for the respective increases in learning 
outcomes.

6.5  �Discussion

In three studies we investigated self-regulated learning as a competence, with a 
focus on those (sub-) competencies that are necessary for successful self-regulated 
learning. According to previous studies, and an integrated model of self-regulated 
learning (Schütte et al. 2010), the following (sub-) competencies enable students to 
meet the challenges of learning in a self-regulated way: In order to set their goals for 
learning, students have to be able to identify task demands, to activate and to evalu-
ate their prior knowledge, and finally, to set goals and standards for their learning. 
In order to plan their learning, students have to be able to activate knowledge about 
learning strategies, to apply learning strategies and, finally, to plan the specific pro-
cedure in a given learning situation. While learning, students have to be able to 
observe their learning activities neutrally. In order to evaluate their learning, stu-
dents have to be able to evaluate their knowledge gain, their achievement of learning 
goals, and reasons for not having achieved any learning goals. Finally, in order to 
regulate their learning, students have to be able to adjust their learning activities.

In Studies 1a and 1b, we explored the correlational structure of these (sub-) com-
petencies from a “component perspective”. The results indicate that competencies 
of activating and applying learning strategies can be differentiated from those of 
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identifying task demands and activating and evaluating content-specific knowledge; 
this is in line with Flavell’s (1979) distinction of learning strategies, task character-
istics, and person characteristics.

In Study 2, we had a look at self-regulated learning from a “process perspective”. 
The focus was on those sub-competencies that, in Studies 1a and 1b, turned out to 
be especially predictive of learning achievement. In a training study, we first 
assessed students on these sub-competencies and then adaptively trained them in 
relation to those two sub-competencies on which they were weak. The results indi-
cate that this adaptive training in weak sub-competencies increased students’ over-
all competence in self-regulated learning, as indicated by increased learning 
outcomes when learning with an expository text.

Of course, the present studies have limitations. First of all, the underlying model 
of self-regulated learning (Schütte et al. 2010) is restricted to the domain of learning 
with expository texts. This is due to the fact that the (sub-) competencies needed to 
meet the different demands differ between domains. For example, the learning strat-
egies of text highlighting, concept mapping or summarizing are appropriate for 
learning with expository texts, but probably less helpful for learning how to drive a 
car. Thus, in line with Klieme and Leutner (2006), (sub-) competencies of self-
regulated learning are domain-specific or even context-specific. However, on a more 
abstract level, the model can serve as a framework for the competence of self-
regulated learning in almost all domains. The process of self-regulated learning 
includes phases of forethought, performance, and self-reflection that are indepen-
dent of domain. The same is true for the demands of goal setting, planning, observ-
ing, evaluating, and regulating. Thus, only the competencies must be adapted to the 
specific domain.

A further limitation results from the use of Klieme and Leutner’s (2006) defini-
tion of competence. They define competencies as context-specific cognitive disposi-
tions that are acquired by learning and that are needed to successfully cope with 
certain situations or tasks in specific domains (p. 879). Thus, our model is limited to 
cognitive dispositions. This focus on cognitive dispositions excludes any non-
cognitive aspects of competencies, such as for example, motivation. However, per-
formance is low when motivation is low, even if the cognitive competence is high. 
Thus, we assume that our model would strongly benefit from including strategies of 
motivation regulation (Wolters 2003).

Taking these limitations into account, the present results have theoretical as well 
as practical implications. On the theoretical side, the results are in line with both 
component (e.g., Boekaerts 1997; Schreiber 1998) and process models (e.g., Winne 
and Hadwin 1998; Zimmerman 2000) of self-regulated learning, insofar as the 
underlying model (Schütte et al. 2010) integrates the two approaches to the study of 
self-regulated learning (Wirth and Leutner 2008). Note that in the present studies, 
we focused on self-regulated learning as a competence (that is composed of sub-
competencies), rather than on self-regulated learning as a learning experience. 
Consequently, we developed a battery of achievement tests for assessing students’ 
sub-competencies of self-regulated learning, rather than a questionnaire for assess-
ing students’ self-reported strategic learning behaviors (such as, e.g., the well-known 
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MSLQ; Pintrich et al. 1993). The results of our training study indicate that the sub-
competencies of self-regulated learning can be regarded as links of a chain: If one 
of the links is weak, the whole chain will be weak. Or, in other words, if students are 
adaptively trained on those links of the chain that are weak, the whole chain will 
become stronger. This notion is completely in line with process theories of self-
regulated learning which state that each step of a learning strategy has to be per-
formed on a qualitatively high level in order to achieve high learning results (e.g., 
Leutner et al. 2007).

On the practical side, the results of the present studies indicate that self-regulated 
learning with expository texts is a multi-faceted competence that can be broken 
down into sub-competencies that are, to a varying degree, predictive of successful 
learning. The sub-competencies of self-regulated learning can be assessed, and 
weak sub-competencies can be taught adaptively, in order to improve students’ 
learning outcomes when they are asked to learn from an expository text.
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Chapter 7
Investigating Pre-service Teachers’ 
Professional Vision Within University-Based 
Teacher Education

Tina Seidel, Kathleen Stürmer, Manfred Prenzel, Gloria Jahn, 
and Stefanie Schäfer

Abstract  The development of generic pedagogical competencies is regarded as a 
key element of university-based teacher education. In the Observe project, the pro-
fessional vision of pre-service teachers is investigated as an indicator of the acquisi-
tion of applicable generic pedagogical knowledge with regard to important teaching 
and learning components. With the aim of bridging the research gap regarding the 
relationship between professional knowledge acquisition and professional practice, 
the structure of pre-service teachers’ professional vision was modeled and then 
empirically tested using the Observer, a standardized yet contextualized instrument. 
Changes in the professional vision of pre-service teachers within university-based 
teacher education were measured, and approaches were developed to connect pro-
fessional vision with teaching action in the classroom. In this chapter, we present a 
project overview and the most important findings of our research activities during 
the last 6 years.

Keywords  Teacher competencies • Teacher education • Professional vision • 
Competence measurement

7.1  �Introduction

The way teachers design and create learning opportunities in their classrooms 
strongly influences student learning (Darling-Hammond and Bransford 2005). 
Thus, defining and measuring the competencies that teachers require to create learn-
ing opportunities is particularly important in university-based teacher education 
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(Brouwer 2010; Cochran-Smith 2003; Koster et al. 2005). In this regard, generic 
pedagogical competencies, including several aspects, such as the knowledge of 
important teaching and learning components in classrooms, are stressed as impor-
tant requisites (Kunter et al. 2013; Shulman 1987). Generic pedagogical knowledge 
is essential for creating learning environments across a wide variety of subjects 
(Voss et al. 2011) in a domain-general manner (Blomberg et al. 2011). In recent 
years, significant advances have been achieved in assessing the competencies of 
teachers by using standardized assessment of teachers declarative-conceptual 
knowledge (Baumert et al. 2010; Blömeke et al. 2006; Loewenberg and Cohen 1999 
etc.). However, when it comes to targeting the transfer of knowledge about what 
constitutes effective teaching and learning, to teaching practice, context-dependent 
approaches and measures are required (Shavelson 2012). To bridge the gap regard-
ing the relationship between professional knowledge and professional practice, 
those approaches have to focus on the assessment of integrated, flexible knowledge 
connected to multiple contexts of practice (Seidel et al. 2013).

Focusing on the investigation of generic pedagogical competencies, in the 6-year 
Observe project, we developed methodological constitutive approaches, which 
increase in their approximation to practice. Therefore, we draw on the concept of 
professional vision (Goodwin 1994) to investigate pre-service teachers’ initial inte-
grated knowledge acquisition processes. The concept describes the ability to use 
conceptual knowledge about teaching and learning to notice and interpret signifi-
cant features of classroom situations (van Es and Sherin 2002). Taking the contex-
tualized and situated nature of teacher knowledge into account (Borko 2004), 
pre-service teachers’ professional vision represents how theory and practice are 
integrated into well-defined and differentiated knowledge structures (Seidel et al. 
2013). Overcoming the traditional paper pencil tests in competence assessment, in 
this chapter we outline (1) how we modeled the structure of pre-service teachers’ 
professional vision, and (2) how we tested it empirically by developing the stan-
dardized, yet contextualized instrument Observer. Regarding the formative assess-
ments purpose of the instrument, we illustrate (3) findings of changes in pre-service 
teachers’ professional vision within university-based teacher education, as mea-
sured by the Observer. Finally, we present (4) how we built a bridge from profes-
sional vision to teaching action by developing decomposed teaching events, in 
which pre-service teachers’ teaching skills on generic pedagogical components 
were assessed and linked to their real teaching action in classroom.

7.2  �Modeling the Structure of Professional Vision

Until now, teachers’ professional vision has mainly been studied by using qualita-
tive approaches (Santagata and Angelici 2010; van Es and Sherin 2002). These find-
ings have provided a valid basis for describing the quality of teacher knowledge and 
learning. In order to investigate learning processes within university-based teacher 
education and to provide standardized instruments for formative assessment 
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purposes, we based our model of the structure of pre-service teachers’ professional 
vision on the findings of the qualitative research.

This research highlights the key relevance of knowledge-based perceptual pro-
cesses for teachers’ professional vision (Goodwin 1994), a term that is used to 
describe the ability to notice and interpret relevant features of classroom events for 
student learning (Sherin 2007), as an important prerequisite for effective teaching 
practice (Grossman et al. 2009). Professional vision is informed by knowledge of 
what constitutes effective teaching and learning (Palmeri et al. 2004). It requires not 
only conceptual knowledge but also the ability to apply this knowledge to the 
observed situation (Seidel and Stürmer 2014). Research shows that the ability to 
make sense of an observed situation that is relevant for student learning, is related 
to teaching quality (Kersting et al., 2010). Regarding pre-service teachers’ learning, 
the concept constitutes a promising approach for capturing knowledge acquisition 
that is relevant for future teaching practice (Wiens et al. 2013). Professional vision 
entails two interconnected knowledge-based subcomponents (see Fig.  7.1): (1) 
noticing, and (2) reasoning (van Es and Sherin 2008).

7.2.1  �Noticing: Selective Attention to Important Classroom 
Events

Noticing involves identifying classroom situations that, from a professional per-
spective, are decisive in effective instructional practice (Seidel and Stürmer 2014). 
Pre-service teachers need to develop the ability to recognize the components of 
effective classroom teaching that support students’ learning processes. In classroom 
teaching, numerous teaching and learning acts occur. Some are particularly impor-
tant for student learning, others are not. In this vein, the situations to which 

Fig. 7.1  The structure of reasoning, regarding noticed situations (Seidel and Stürmer 2014, p. 6)
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pre-service teachers direct their attention while observing a classroom action serve 
as the first indicators of underlying knowledge (Sherin et al. 2011). When it comes 
to defining situations that are relevant for teaching and learning, different knowl-
edge foci can be used that provide a frame for capturing pre-service teachers’ appli-
cation of knowledge. In our research, we focus on knowledge of the principles of 
teaching and learning as an aspect of generic pedagogical knowledge (Shulman 
1987), which represents a basic component of initial university-based teacher edu-
cation (Hammerness et al. 2002). Research on teaching effectiveness is based on 
knowledge about teaching and learning as an element of generic pedagogical 
knowledge. In this research, a number of teaching components have been repeatedly 
shown as relevant for students’ learning (Fraser et al. 1987; Seidel and Shavelson 
2007). We focus on three important components: goal clarity, teacher support and 
learning climate (Seidel and Stürmer 2014). The component of goal clarity (i.e., 
clarifying teaching and learning goals, structuring the lesson) is relevant in the cog-
nitive and motivational aspects of student learning because students should activate 
their knowledge and be motivated to learn. Teacher support positively affects stu-
dent learning, particularly in terms of motivational-affective aspects. Teachers’ 
questions, as well as their reactions to student responses in the form of feedback, are 
the core elements of research in this area. The learning climate in a classroom is 
relevant for student learning because the climate provides the motivational and 
affective background in which learning takes place.

7.2.2  �Reasoning: Interpretation of Important Classroom 
Events

The second subcomponent of professional vision describes teachers’ reasoning 
about classroom events. This subcomponent captures the ability to process and 
interpret the situations noticed, based on knowledge of the principles of teaching 
and learning (Borko 2004; Sherin 2007; van Es and Sherin 2002). The ability to take 
a reasoned approach to noticed situations in the classroom provides insights into the 
quality of the pre-service teachers’ mental representations of generic pedagogical 
knowledge (Borko et al. 2008). In conceptualizing teachers’ reasoning, researchers 
distinguish among qualitatively different aspects (Berliner 2001; van Es and Sherin 
2008), which we have termed as follows: (1) description, (2) explanation, and (3) 
prediction (Seidel and Stürmer 2014). Description reflects the ability to differentiate 
the relevant aspects of a noticed teaching and learning component (i.e., goal clarity: 
the teacher refers to what the students should learn), without making any additional 
judgments. Explanation refers to the ability to use conceptual knowledge about 
effective teaching to reason about a situation. This means classifying and account-
ing for the situations according to the terms and concepts of the teaching component 
involved. Prediction refers to the ability to predict the consequences of observed 
events in terms of student learning. It draws on broad knowledge about teaching and 
student learning, as well as their application to classroom practice.
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Because knowledge-based reasoning is an indicator of the quality of the knowl-
edge representation, we focus on assessing pre-service teachers’ reasoning ability in 
regard to noticed teaching and learning components. Previous research has shown 
that pre-service teachers are capable of describing classroom situations. In contrast, 
their ability to explain and predict the consequences and outcomes of those situa-
tions lags behind that of experienced in-service teachers (Oser et al. 2010; Seidel 
and Prenzel 2007). However, little empirical research has systematically explored 
the interrelation of the three aspects of reasoning. For example, reasoning ability 
might be regarded as one-dimensional, so that the three aspects cannot clearly be 
separated; it might also be that the three aspects have to be seen as distinctive abili-
ties but highly interrelated. Taking into account the higher-order knowledge appli-
cation processes involved, and the results of previous studies (e.g., van Es and 
Sherin 2008), it also seems possible that explaining and predicting are so closely 
related that they can be treated as one aspect (i.e., as integration). Knowledge about 
the structure of reasoning, however, serves to advance the field, especially when it 
comes to designing learning environments in university-based teacher education. If 
the three aspects of reasoning are highly interrelated and represent distinctive 
dimensions of increasing difficulty, teacher educators could draw on this knowledge 
in order to structure and sequence courses on teaching and learning (Brouwer 2010).

7.3  �Testing the Structure of Professional Vision

Based on the model derived from qualitative research, in the first 2 years of the 
project, the aim was to develop an instrument that would capture pre-service teach-
ers’ professional vision in a valid and reliable way (Seidel and Stürmer 2014). The 
use of video has been shown to be a suitable methodological approach to describing 
and investigating the phenomenon of professional vision, and has been applied to 
groups of teachers with diverse kinds of expertise, ranging from pre-service teach-
ers in the early years of their university-based teacher education (van Es and Sherin 
2002; Seidel and Stürmer 2014) to experienced in-service teachers (Borko et  al. 
2008; Kersting 2008). Video is typically used as item prompt to elicit the applica-
tion of professional knowledge. Noticing and reasoning abilities are then assessed 
by open questions that are analyzed qualitatively. These approaches are prominent 
in professional vision research and have helped identify sub-processes and dimen-
sions of professional vision. However, they are limited with regard to investigating 
larger samples. To test the structure of professional vision and to evaluate the devel-
opments of pre-service teachers over time, standardized measures that are suitable 
for formative assessment in the long term are helpful. They provide a valid and 
reliable indicator of the major achievement of objectives in teacher education pro-
grams (e.g., applicable and integrated knowledge about teaching and learning).
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7.3.1  �The Assessment Tool Observer

In the project, the Observer instrument was developed as the first video-based mea-
surement tool to assess pre-service teachers’ professional vision in a standardized 
yet contextualized way (Seidel et al. 2010a), with videotaped classroom recordings 
being combined with rating items (see Fig. 7.2). Each video represents two teaching 
and learning components (e.g., teacher support and learning climate). The videos 
were selected on the basis of the following criteria: authenticity of the selected 
classroom situations, activation of teacher knowledge, and particular relevance for 
student learning. Based on the application of these criteria, twelve videos were 
selected. A pilot study with N = 40 pre-service teachers showed that all twelve vid-
eos were perceived as authentic and cognitively activating (Seidel et al. 2010b).

We also investigated the extent to which the twelve selected videos represent the 
three focused teaching and learning components (i.e., goal clarity, teacher support, 
and learning climate) and serve as “prompts” to elicit pre-service teachers’ knowl-
edge. In a study with N = 119 participants, two test versions were implemented, in 
which videos were systematically rotated and varied with respect to the subject 

Fig. 7.2  The observer tool (Seidel and Stürmer 2014, p. 15)
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shown and the teaching and learning components represented (Seidel and Stürmer 
2014). The mean agreements between participants and the judgments of the research 
team were 66.9 % for goal clarity, 80.4 % for teacher support, and 75.8 % for learn-
ing climate. Consequently, the twelve videos can be regarded as valid examples of 
the three teaching and learning components.

The videos were embedded in rating items with a four-point Likert-scale ranging 
from 1 (disagree) to 4 (agree). Rating items were developed to target the three rea-
soning aspects equally: describe (e.g., the teacher clarifies what the students are 
supposed to learn); explain (e.g., the students have the opportunity to activate their 
prior knowledge of the topic); and predict (e.g., the students will be able to align 
their learning process to the learning objective). Using the rating items, the mea-
surement of pre-service teachers’ professional vision was compared to a measure-
ment that used a qualitative approach with open questions (Schäfer and Seidel 
2015). The positive correlation between the quantitative and qualitative approaches 
implies that the rating items do capture the process of professional vision 
adequately.

Because the research on teaching effectiveness does not provide right or wrong 
answers regarding the quality of videos, we used an expert norm as a reference. To 
establish this norm, three expert researchers—each with 100–400 h of experience in 
observing classroom situations—independently rated all developed rating items in 
connection with the selected videos (Seidel et al. 2010b). The data were recoded 
according to their agreement with the expert rating: 1 (hit expert rating) and 0 (miss 
expert rating). This strict recoding proved to be superior to a less strict version that 
takes tendency into account (Seidel and Stürmer 2014).

The Observer tool is presented as a series of HTML pages. It starts with general 
instructions and short introductions to the three teaching and learning components: 
goal clarity, teacher support and learning climate. Brief contextual information 
about the class is provided before each video is presented. Participants have the 
opportunity to watch the videos a second time before responding to the rating items. 
In order to limit the completion time and to reach a balanced ratio between the rep-
resented subjects and the teaching and learning components, we created a final ver-
sion of the Observer tool, which comprised six videos showing secondary classroom 
instruction in physics, math, French, and history. In this form, the completion time 
of the instrument is about 90 min. In order to investigate learning processes within 
university-based teacher education and to use the tool for the purpose of formative 
assessment, we investigated whether the measurement was stable over time. 
Evidence for this re-test reliability can be provided (Seidel and Stürmer 2014). 
Furthermore, the Observer tool was processed under different conditions (“online” 
versus “on-site” processing and “voluntary” versus “compulsory” participation). 
Thus, we ensured that assessment of pre-service teachers’ professional vision was 
not affected by different assessment conditions (Jahn et al. 2011). Regarding the 
assessment of generic pedagogical knowledge application, a third study shows no 
dependencies between the subject background of pre-service teachers (e.g., math) 
and the subject shown in the videos (Blomberg et al. 2011).
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7.3.2  �Interrelation Between the Three Reasoning Dimensions

In scrutinizing the assumptions of different models regarding the structure of pro-
fessional vision, we conducted two scaling studies, the second of which was built on 
the results of the first. We followed the requirements of item response theory and 
used different Rasch models for scaling. We assumed that the ratings of the videos 
were indicators of the latent variable of professional vision. In a study with N = 152 
pre-service teachers enrolled in a teacher education program at a German university, 
we tested a one-dimensional (reasoning as one overall ability) and a two-dimensional 
model (describe, and integrating explain and predict) against the theoretically pos-
tulated three-dimensional model (describe, explain, and predict; Seidel and Stürmer 
2014). The three models were compared using scale indices, BICs (Bayesian 
Information Criterion), and Likelihood-Ratio-Tests. Additionally, bivariate 
(Pearson) latent correlations of personal ability scores among the three aspects, and 
the total score for reasoning, were calculated. All three models reliably assessed 
reasoning, but the three-dimensional model explained the most variance.

Moreover, the three-dimensional model fitted the data best (significant 
Likelihood-Ratio-Test and smallest BIC). However, bivariate latent correlations of 
the personal ability scores of pre-service teachers showed that the components 
describe, explain, and predict were interrelated and highly correlated with the over-
all reasoning score. Taking into account the heterogeneity of teacher education in 
Germany, we conducted a second scaling-up study to replicate the findings (Jahn 
et al. 2014). The sample used consisted of N = 1029 pre-service teachers from 16 
German universities with different teacher education programs and teacher educa-
tion tracks. The model comparisons and the bivariate latent correlations revealed 
results similar to those in the first scaling study. Moreover, the structure of reason-
ing proved to be comparable to that of pre-service teachers in different teacher edu-
cation tracks (primary, secondary, and vocational education). Thus, the Observer 
tool provided a reliable and valid measure of pre-service teachers’ professional 
vision and their sub-abilities of describing, explaining, and predicting classroom 
situations in university-based teacher education.

7.4  �Investigating Changes in Professional Vision 
Within University-Based Teacher Education

Based on the results achieved in the first two project years, the second phase (Years 
3 and 4) focused on using the Observer tool as a formative assessment measure. In 
this vein, the measure should be sensitive to changes in professional vision within 
university-based teacher education. For this reason, the following sections present 
studies focusing on the investigation of pre-service teachers’ professional vision 
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within formal and informal learning opportunities (OTL), which are pointed out as 
important sources for knowledge acquisition. Based on the findings we are able to 
discuss features of supportive OTL designs.

7.4.1  �The Role of Formal and Informal OTL

Regarding pre-service teachers’ formal learning, first findings indicated that 
university-based teacher education in general fostered a continuous and accumula-
tive acquisition of conceptual professional knowledge (see Kleickmann et al. 2013). 
In this vein, in one study we investigated the relationship between important student 
capacities, such as interest in topics of teaching and learning, pre-experience in 
university courses on teaching and learning, and practical pre-experience and level 
of professional vision (Stürmer et al. 2014). It was shown that the number of univer-
sity courses attended, on teaching and learning, and the level of interest in this field, 
were systematically related to higher levels of professional vision. In particular, 
these two factors were positively associated with the subscales explanation and pre-
diction, which indicate higher order learning and knowledge integration.

In a second study, the Observer tool was used as a pre- and post-test measure to 
study changes in the professional vision of pre-service teachers during their partici-
pation in three courses on the subject of teaching and learning principles (Stürmer 
et  al. 2013a). The three courses included (1) a very specific video-based course 
directly targeting effective teaching and learning components, (2) a course focusing 
on important principles of learning and learner characteristics connected to princi-
ples of teaching, and (3) a broad course on “hot topics in instruction”, partly dealing 
with teaching and learning components, but accompanied by other topics, such as 
the relevance of homework or assessment. For all three courses, positive changes in 
professional vision were shown. Regarding the three subcomponents, differential 
effects occurred. The two content-specific courses on teaching and learning compo-
nents showed the highest increases in explaining and predicting, and seem to sup-
port the integration of knowledge about teaching and learning components and 
student learning. The general course showed the highest increases in describing. 
The introduction of the teaching and learning components without broaching the 
issue of specific effects on student learning seems to advance more preservice teach-
ers’ ability to differentiate observed situations according to relevant components. 
These findings indicate that the Observer tool is sensitive to specific learning effects 
that might occur because of different course objectives and learning goals in univer-
sity courses.

In addition to formal OTL, informal learning, such as practical experiences in 
teaching, is seen as essential in acquiring integrated knowledge structures. It has 
been argued that well-defined and integrated knowledge can only be developed 
when it is applied to practice through contextualized generalization over long 

7  Investigating Pre-service Teachers’ Professional Vision Within University-Based…



102

periods of time (Darling-Hammond and Bransford 2005). Consequently, different 
forms of internship and praxis elements have been implemented in initial, university-
based, teacher education programs (Bauer et al. 2012). Positive effects of practical 
experiences on pre-service teachers’ reported self-efficacy and teaching skills have 
been demonstrated so far (Gröschner et al. 2013). In this context, a third project 
study (Stürmer et al. 2013b) examined the impact of practical experience (in form 
of a praxis semester) accompanied by video-based courses at university, on pre-
service teachers’ changes in professional vision. The findings revealed overall posi-
tive changes, with a special benefit for low entry-level students at the beginning of 
the semester. Because the students’ practical experiences were guided by video-
based courses at university, the study underlines the attempt to combine formal and 
informal OTL in order to foster the development of integrated knowledge in the 
domain of generic pedagogical knowledge.

7.4.2  �The Design of Formal and Informal OTL

Research to date has strengthened the assumption that formal and informal OTL 
within university-based teacher education are sources of knowledge acquisition that 
constitute a baseline for initial professional development processes. Nevertheless, to 
support pre-service teachers in acquiring knowledge and applying it to real class-
room situations, the constant monitoring of course instruction and activities is nec-
essary for creating effective university-based OTLs (Hiebert et al. 2007). Research 
on the design of OTLs has outlined the advantage of videos as a learning tool that 
guides the acquisition, activation and application of pre-service teachers’ knowl-
edge in a meaningful way (Seago 2003). However, videos must be implemented 
with clear objectives in mind. Because relatively little research has empirically 
investigated the effect of different video-based designs, using different instructional 
strategies, on pre-service teachers’ learning, Seidel et  al. (2013) examined the 
impact of two instructional strategies (rule-example vs. example-rule) embedded in 
video-based courses, on pre-service teachers’ learning. The results revealed that 
pre-service teachers who were taught by the rule-example strategy scored higher on 
reproducing declarative knowledge about relevant teaching and learning compo-
nents and on professional vision, whereas pre-service teachers in the example-rule 
group scored higher on lesson planning, particularly in identifying possible occur-
ring challenges in a situated way.

Furthermore, distinct differences in the capacities of pre-service teachers to 
reflect about teaching were shown (Blomberg et  al. 2014). The rule-example 
approach facilitated reasoning abilities in observing videotaped classroom situa-
tions, whereas the example-rule teaching approach fostered pre-service teachers’ 
long-term reflection skills about own learning in a learning journal. These findings 
underline the importance of choosing an appropriate instructional approach in the 
design of video-based formal OTLs, depending on specific learning goals (Blomberg 
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et al. 2013, 2014). In addition, OTLs in teacher education should have clear learning 
goals, and they should take into account the heterogeneity of the target group 
(Stürmer et al. 2013a).

7.5  �Building the Bridge from Professional Vision to Teaching 
Action

Despite advances in measuring pre-service teachers’ theory-practice integrated 
generic pedagogical knowledge in a standardized yet contextualized way, one major 
question still has to be answered: How is the acquired knowledge linked to perfor-
mance in teaching? Therefore, a central objective of the third phase of our project 
was to investigate the relationship between professional knowledge and profes-
sional action. Initial findings revealed a positive relation between in-service teach-
ers’ professional vision and their effectiveness, measured by student achievement 
(Kersting et al. 2010). Current research approaches investigate variations in teach-
ers’ professional knowledge in direct relation to variations in their teaching quality 
(Grossman et al. 2013; Kersting et al. 2012). Thereby, many contextual factors (e.g., 
students, school, and classroom) have to be taken into consideration in interpreting 
these findings.

In addition, this approach is limited with regard to the disposable teaching oppor-
tunities that enable the systematic and standardized assessment of teaching perfor-
mance in initial teacher education. In comparison with other professional fields, in 
which simulations and performance assessments have been established in system-
atic ways (i.e., Shavelson 1991), teacher education greatly lags behind. Therefore, 
based on the Approximation-of-Practice (AoP) framework (Grossman et al. 2009), 
we developed standardized teaching events (M-teach events) to assess the teaching 
performance of pre-service teachers within university-based teacher education 
(Seidel et al. 2015). This framework provides a model for the integration of profes-
sional knowledge and professional practice (Grossman et al. 2009). It demonstrates 
that the acquisition of professional practice requires more than teaching practice in 
classrooms. Because classroom teaching is a highly complex, dynamic process, 
myriad factors must be considered in the initial experience of teaching.

Thus, the acquisition of professional practice is not characterized by simply 
increasing the quantity of classroom teaching practice but by building up a series of 
approximations to practice, which increase in complexity and allow for the 
systematic linking of elements of professional knowledge to corresponding ele-
ments in professional practice (Seidel et al. 2015). In order to assess the extent to 
which pre-service teachers had acquired teaching skills based on generic pedagogi-
cal knowledge, we provided “training” settings. Given the current state of the art, 
we characterize the settings as teaching events (Grossman et al. 2009). In contrast 
to traditional micro teaching approaches (Garvey 1978), such events do not focus on 
the training of teaching skills in a procedural manner. Instead, the events represent 
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a “decomposed” component of practice (e.g., structuring a short teaching sequence) 
and allow the participants to experience the authentic nature of teaching (Shavelson 
2012).

7.5.1  �M-Teach Events as Assessment of Teaching Action

The designing of M-Teach events focused on the standardized assessment of pre-
service teachers’ actions, including planning, performing, and self-reflection with 
regard to structuring and supporting learning as relevant teaching and learning com-
ponents. In order to provide events with reduced complexity, two forms in which 
pre-service teachers often have experience were developed: tutoring and the teach-
ing of small groups (Bauer et  al. 2012). In the tutoring situation, the preservice 
teachers were asked to teach one preservice teacher acting as a student (1:1), 
whereas in the small group situation, they were asked to teach four students (1:4). 
Both M-Teach events had a reduced instruction time of 20 min; 40 min were allotted 
for planning, and 10 min for reflection afterwards. To ensure that the pre-service 
teachers’ prior knowledge was comparable and that the events could be imple-
mented in a variety of teacher education programs, we decided to focus on two 
instructional topics: (1) teaching strategies for a tactical game (Monopoly); (2) find-
ing the best ticket in Munich’s public transport system.

The topics were generic in nature and unrelated to school subjects, but we 
assumed them to be relevant to pre-service teachers’ personal lives. Because one 
aim was to assess the implementation of important teaching and learning compo-
nents the pre-service teachers received a standardized instruction task, which 
encouraged them to focus on goal clarity and teacher support in their teaching. 
Furthermore, they received an introduction to the teaching event, and information 
regarding their learner group. Information was also provided on the available teach-
ing material. In order to ensure authentic and comparable conditions for all pre-
service teachers, the participants were simulated students. Therefore, we developed 
acting scripts based on student profiles, as identified in the IPN video study (Seidel 
2006), which take into account differences in student characteristics with regard to 
cognitive and motivational-affective competencies. We adapted four different stu-
dent profiles to the 1:4 M-Teach event, focusing on the two teaching topics: a strong 
profile (high pre-requisites with regard to cognitive abilities, prior knowledge, self-
concept, and interest); an underestimated profile (high cognitive abilities and knowl-
edge, low self-concept, intermediate level of interest); an uninterested profile (mixed 
cognitive abilities, low interest); and a struggling profile (low cognitive ability, 
knowledge, and self-concept).

The struggling profile was also used for the 1:1 M-Teach event, because it is the 
profile most often encountered in authentic tutoring situations. To ensure the fidelity 
of the events, as authentic teaching experiences (Shavelson 2012), we conducted a 
pilot study in which the pre-service teachers acted as teachers (8), as simulated 
learners (6), and as experts (6) who observed videotapes of the pre-service teachers 
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teaching in the M-Teach events. The experts had at least 5 years of experience in 
teacher education and the analysis of classroom instruction. The participants rated 
the authenticity of the instruction and the acting script (e.g., “I experienced the 
instruction as authentic”), as well as the authenticity of the M-Teach events (e.g., 
“The situation seemed to me like a real teaching situation”). The standardized 
instructions and acting scripts were generally rated as authentic. With regard to the 
M-Teach topic, no differences were found t(14) = .06, p = .96 d = 0.29 (see 
Table 7.1). With regard to the M-Teach form, the tutor situation was perceived as 
more authentic than the small group situations, which nevertheless showed a high 
level of authenticity t(23) = 2.32, p = .03, d = 0.45.

7.5.2  �Pre-service Teachers’ Teaching Skills in M-Teach Events

In order to assess the teaching actions of pre-service teachers, we conducted a study 
with a full cohort of N = 89 pre-service teachers who planned, performed, and 
reflected upon the M-Teach events (Seidel et al. 2015). The participants were ran-
domly assigned to a combination of topic and form (tactical game/tutoring; tactical 
game/small group; public transport/tutoring; public transport/small group). After 2 
weeks, they performed this task a second time and switched to a different combina-
tion of format and topic. We collected pre-service teachers’ written instruction plans 
and self-reflections about their teaching. To record teaching skills, the performances 
of the pre-service teachers in M-Teach events were videotaped. Furthermore, to 
investigate whether the performance of important teaching and learning compo-
nents in M-Teach events was valid for performance on teaching subject content in 
school classrooms, a subsample of n = 23 pre-service teachers was drawn from the 
main sample (i.e., pre-service teachers with low and high abilities in professional 
vision). High inference rating items were developed to code the videotaped M-Teach 
events, as well as the classroom teaching (Seidel et al. 2015).

Regarding teaching performance, the results showed that the performances of 
pre-service teachers were distributed from a mainly low/medium skill level to a high 
skill level in some students. This result indicates that pre-service teachers were 
partly able to show good practice in structuring and supporting learning within the 
M-Teach events. Furthermore, the results showed that the skills of pre-service 

Table 7.1  Perceived authenticity depending on instruction topic and form of micro-teaching event

Instruction Acting script Teaching situation

Topic

Transport system 3.27 (0.71) 3.40 (0.66) 3.26 (0.70)
Tactical game 3.22 (0.44) 3.38 (0.50) 3.27 (0.51)
Format

Tutor (1:1) 3.28 (0.75) 3.38 (0.88) 3.36 (0.53)
Small group (1:4) 3.39 (0.42) 3.38 (0.56) 3.30 (0.59)

Scale: ‘1’ totally disagree to ‘4’ totally agree; mean values (standard deviation in parentheses)
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teachers in supporting student learning were highly correlated with tutoring and 
small group teaching, as well as with teaching in a classroom (Seidel and Stürmer 
2014). Structuring skills were also related to small group and classroom teaching, 
but less so to tutoring. Thus, the fact that the performance in the M-Teach events 
was highly and systematically related to classroom teaching performance is an 
important indication of the fidelity of these events (Shavelson 2012).

7.6  �Conclusion and Outlook

Given the aim of bridging the research gap regarding the relationship between pro-
fessional knowledge acquisition and learning for professional practice, the measure 
and investigation of pre-service teachers’ professional vision is a promising and 
practical approach. Based on mainly qualitative descriptions, we modeled the struc-
ture of pre-service teachers’ professional vision with regard to generic pedagogical 
aspects of teaching. By developing the contextualized yet standardized tool, 
Observer, we were able to measure professional vision reliably and provide evi-
dence for the proposed structure. Furthermore, across different studies, the Observer 
proved to be a valid instrument that can be used for formative assessment in teacher 
education. The measurements achieved by using this tool showed that the profes-
sional vision of pre-service teachers can change positively within university-based 
teacher education, including formal and informal OTL. However, the abilities and 
capacities of pre-service teachers to acquire integrated knowledge were affected by 
individual prerequisites and instruction design principles. With the aim of building 
a bridge from professional vision to teaching action, we were successful in develop-
ing standardized teaching events. With regard to the use of the acquired teaching 
skills of pre-service teachers as indicators of the development of professional prac-
tice, the results of the first study indicate the validity of such events as authentic 
teaching experiences. The next steps in our research will take into account the 
teaching actions of pre-service teachers in relation to their acquired generic peda-
gogical knowledge.
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Chapter 8
Teacher Knowledge Experiment: Conditions 
of the Development of Pedagogical Content 
Knowledge

Thilo Kleickmann, Steffen Tröbst, Aiso Heinze, Andrea Bernholt, 
Roland Rink, and Mareike Kunter

Abstract  Pedagogical content knowledge (PCK)—that is, knowledge necessary to 
make subject matter accessible to students—is considered to be a key component of 
teacher competence. Thus, how teachers develop PCK is an important issue for 
educational research and practice. Our study aimed at investigating the conditions 
of development of PCK, and especially at testing competing assumptions about the 
role of prior content knowledge (CK) and prior pedagogical knowledge (PK) for 
PCK development. We targeted three assumptions: (1) CK and PK amalgamate, (2) 
CK is a necessary condition and facilitates PCK development, and (3) CK is a suf-
ficient condition for teachers’ PCK development. One hundred German pre-service 
elementary teachers participated in a randomized controlled trial. Participants’ prior 
knowledge was manipulated through five courses, constituting three experimental 
conditions and two controls. In this chapter, we report on the conceptualization of 
the treatments, and provide a detailed analysis of our knowledge measures. We fur-
ther give an overview of the initial, preliminary results of the experiment. The find-
ings of our study may have important implications for the discussion of how PCK 
can best be fostered in teacher education.

Keywords  Teachers’ professional knowledge • Pedagogical content knowledge • 
Mathematics • Elementary school • Development
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8.1  �Introduction

Teachers substantially differ in their capability to foster student learning and prog-
ress (Nye et al. 2004). Consequently, extensive research has examined what features 
characterize competent teachers. These features comprise professional knowledge, 
beliefs, motivational orientations, and self-regulation. Professional knowledge, 
including content knowledge (CK), pedagogical content knowledge (PCK), and 
pedagogical knowledge (PK) are all considered important cognitive components of 
teacher competence (Baumert and Kunter 2013). Inspired by the work of Lee 
Shulman (1987), pedagogical content knowledge (PCK)—that is, knowledge 
needed to make concrete subject matter accessible to students—has become a 
promising construct that has been widely investigated (Depaepe et al. 2013). PCK 
is therefore “per definition” considered a core component of teacher competence, 
which has been substantiated in recent research on its impact on quality of instruc-
tion and student progress (Baumert et al. 2010; Hill et al. 2005; Sadler et al. 2013).

However, research has just started to investigate how and under which conditions 
teachers develop PCK (Friedrichsen et al. 2009). In the research literature, three 
assumptions prevail, concerning the role of prior PK and CK for the development of 
PCK: (1) CK and PK amalgamate, (2) CK is a necessary condition and facilitates 
PCK development, and (3) CK is a sufficient condition for teachers’ PCK develop-
ment. From these as yet unsatisfactorily tested assumptions, strong implications for 
teacher education arise. In this chapter, we first elaborate on these theoretical 
assumptions and then present detailed information about the experimental study we 
conducted to test these hypotheses. This study was situated in the domain of math-
ematics (fractions: concept and computations). As our project was funded in the 
third phase of the priority program (Leutner et al. 2017, in this volume), only pre-
liminary results can be reported. However, we present detailed information on the 
construction of courses and the tests of PCK, CK, and PK used in this study.

8.1.1  �The Construct of Pedagogical Content Knowledge

Besides CK and PK, PCK is considered to be a unique domain of teacher knowl-
edge. Although conceptualizations of PCK differ, two components are included in 
most PCK conceptualizations: (1) Knowledge of student understanding and learn-
ing, and (2) knowledge of teaching in a concrete content domain (Depaepe et al. 
2013). The fact that these categories refer to concrete subject matter distinguishes 
PCK from general PK about learners, learning and teaching.

A major issue in research on PCK is the proper assessment of this knowledge. 
Much research has relied on distal measures for teachers’ PCK: for instance, course-
work, certifications, or participation in professional development programs. 
However, in most studies, these measures were poor predictors of classroom practice 
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or student learning (e.g., Kennedy et al. 2008). It was only recently that research 
made progress in the more direct assessment of PCK (Krauss et al. 2008; Hill et al. 
2005; Sadler et  al. 2013). These measures have allowed for further testing the 
assumption of PCK as a unique dimension of teacher knowledge. Several studies 
provided factor analytical evidence that PCK may indeed be considered a separate 
dimension in teachers’ knowledge base for teaching (Blömeke et al. 2014; Hill et al. 
2004; Krauss et al. 2008). Further, recent studies show that compared to CK, for 
instance, PCK possesses differential and unique properties concerning the predic-
tion of classroom practice and student learning (Baumert et al. 2010; Sadler et al. 
2013). From all these results, at least two PCK conceptualizations are called into 
question. First, some authors judged the concept of PCK to be redundant, contained 
within subject-matter knowledge (McEwan and Bull 1991). Second, in the integra-
tive model of PCK (Gess-Newsome 1999), CK, PK and context knowledge consti-
tute unique dimensions of teacher knowledge, and PCK must be formed from these 
resources in the concrete and situated act of teaching. In this conception, PCK is 
considered an elusive cognition. Gess-Newsome (1999) contrasts this model with 
the transformative model, in which PCK is conceptualized as a unique knowledge 
category. In the present study, we follow the idea of PCK as a unique dimension in 
teachers’ professional knowledge.

8.1.2  �Conditions for the Development of Pedagogical Content 
Knowledge: The Role of Prior Content Knowledge 
and Pedagogical Knowledge

Given the educational impact of PCK, the state of research on PCK development in 
pre- and in-service teachers is unsatisfactory (Depaepe et al. 2013; Schneider and 
Plasman 2011; Seymour and Lehrer 2006). Although research has started to inves-
tigate the conditions for PCK development, the factors fostering teachers’ PCK con-
struction remain obscure (Seymour and Lehrer 2006). In the literature, a major 
concern is the role of teachers’ prior CK and PK as individual resources for the 
development of PCK (Magnusson et al. 1999; Schneider and Plasman 2011; Van 
Driel et al. 1998).

Again it was Shulman who substantially influenced the fundamental ideas on the 
formation of PCK. He claimed that PCK represents the “blending of content and 
pedagogy” into an amalgam he called PCK (1987, p. 8). Consequently, CK and PK 
were considered important individual resources for PCK development (Grossman 
1990; Krauss et al. 2008; Magnusson et al. 1999). However, what is more important: 
Is it the amalgamation of PK and CK that constitutes PCK construction? Is the 
formation of PCK mainly based on teachers’ CK resources? Or are there different 
routes or pathways to PCK development? These questions have broad implications 
for teacher education and professional development.
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Amalgamation of CK and PK  Concerning PCK as an amalgam of content and 
pedagogy, a subtle differentiation has to be made: Is it a description of the process 
of PCK development, or is it a description of the properties of PCK? Ball, Thames 
and Phelps, for instance, displayed examples of mathematical knowledge of teach-
ing and content, one of their components of PCK. They summarized that in all these 
examples, PCK “is an amalgam, involving a particular mathematical idea or proce-
dure and familiarity with pedagogical principles for teaching that particular con-
tent” (Ball et al. 2008, p. 402). In this sense, the term amalgam refers to a property 
of PCK, and the authors do not infer that PCK necessarily needs to be developed 
from PK and CK. By contrast, in their review of science teacher PCK, Schneider 
and Plasman state that in order to develop PCK “science teachers need an under-
standing of science, general pedagogy, and the context (students and schools) in 
which they are teaching” (2011, p. 534). From these individual resources PCK is 
constructed in a process of “amalgamation or transformation” (Schneider and 
Plasman 2011, p.  533). This notion of amalgamation—that is, the process of 
constructing PCK from PK and CK as individual resources—is widespread 
(e.g., Krauss et al. 2008; Schneider and Plasman 2011). As Gess-Newsome points 
out, the assumption that PCK develops through an amalgamation of CK and PK 
is also reflected in traditional patterns of pre-service teacher education, with 
spatial and temporal separation of subject matter and pedagogical issues 
(Gess-Newsome 1999).

CK as the Main Resource  In the literature on teacher knowledge, there is some 
agreement that CK represents a main resource for PCK development (e.g., Depaepe 
et al. 2013; Friedrichsen et al. 2009; Krauss et al. 2008; Sadler et al. 2013). This 
assumption is often justified with the claim that it is CK that needs to be trans-
formed into PCK (Shulman 1987). Further, this assumption is based on the observa-
tion that pre- and in-service teachers fail to develop proper PCK when CK is missing 
or deficient. Several qualitative studies have found that CK constraint the scope for 
PCK construction: Pre- and in-service teachers themselves often have misconcep-
tions or fragmented content knowledge that limit, for example, their knowledge of 
student conceptions, or their knowledge of cognitively challenging learning situa-
tions (e.g., Friedrichsen et al. 2009; Van Driel et al. 1998).

Quantitative research also provides supportive evidence for the assumption that 
CK is a necessary or facilitating condition for PCK development (Hill et al. 2004; 
Krauss et al. 2008; Sadler et al. 2013). For instance, factor analyses of CK and PCK 
measures show that both constructs represent unique dimensions, but are often 
highly correlated (Krauss et al. 2008; Hill et al. 2004). In contrast, PK seems to be 
more loosely associated with PCK (Voss et  al. 2011). Sadler and colleagues 
inspected constellations in teachers’ levels of CK and PCK. In their sample of 181 
secondary physics teachers, they found teachers with high CK and PCK, teachers 
with high CK and low PCK, but almost no teachers showing high PCK levels and 
low levels of CK. They inferred that CK must be a necessary condition of PCK 
development (Sadler et al. 2013).
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CK may even be considered a sufficient condition of PCK development. On the 
one hand, there is some evidence that higher levels of CK are not necessarily linked 
with higher levels of PCK (Lee et  al. 2007; Sadler et  al. 2013; Schneider and 
Plasman 2011). However, on the other hand, studies with German mathematics 
teachers showed that teachers teaching at academic track schools (Gymnasien) 
exhibited consistently higher levels of PCK than teachers from nonacademic track 
schools (Baumert et al. 2010; Kleickmann et al. 2013). This result is contrary to 
expectations, as teachers from academic track schools received broader and deeper 
learning opportunities for CK, but less for PCK. Profound CK may therefore even 
represent a sufficient condition for PCK development. A good example of how this 
assumption is reflected in education is the university teaching system: University 
professors and lecturers are usually appointed on account of their presumed knowl-
edge in their field of study, and it is assumed that they will be able to teach these 
topics thanks to their CK; explicit instruction in PCK is not deemed necessary. 
Another example is the practice of lateral entry into teaching. Lateral entry allows 
content specialists to obtain a teaching position in schools without previous partici-
pation in a teacher education program.

Multiple Pathways  Some authors have assumed that there might be multiple path-
ways or routes to teachers’ PCK development (Gess-Newsome 1999; Magnusson 
et al. 1999; Schneider and Plasman 2011). Gess-Newsome, for instance, has sug-
gested that teachers’ PCK construction may primarily be based on or facilitated by 
teachers’ CK resources, but, when CK is deficient, teachers may rely on their PK 
(1999). This assumption was also proposed by Krauss et al. (2008). In a sample of 
biology and chemistry physics teachers, they found low levels of mathematical CK, 
but comparably high levels of PCK. The authors suggested that these teachers may 
have drawn on their general PK when constructing PCK. However, this notion is 
challenged by results from a quasi-experimental field study by Strawhecker (2005). 
She found that a method course for pre-service mathematics teachers addressing 
general PK did not substantially contribute to PCK development (Strawhecker 2005).

8.1.3  �The Present Study

The present study was concerned with the role of prior PK and CK as individual 
resources for the development of teachers’ PCK. In teacher education, the balancing 
of learning opportunities for CK, PK and PCK is a matter of great concern (Gess-
Newsome 1999; Strawhecker 2005). Providing evidence on the role of prior CK and 
PK for the development of PCK is therefore an important issue for educational 
research, as it may inform this debate.

In previous research on the role of CK and PK for PCK development, three main 
assumptions may be differentiated: (1) teachers construct PCK from their prior CK 
and PK in a process of amalgamation, (2) CK is a necessary condition and facilitates 
PCK development, and (3) CK is sufficient for teachers’ PCK development. Finally, 
some authors suggest that there might be multiple pathways to PCK development. 

8  Teacher Knowledge Experiment: Conditions of the Development of Pedagogical…



116

Up to now, these assumptions have mainly been based on case studies, with some of 
them including longitudinal designs and/or cross-sectional field studies. Quasi-
experimental studies are rare and, as far as we know, no experimental studies have 
yet been conducted. Thus, causal inferences on the validity of the aforementioned 
assumptions are not yet warranted.

In the present study, we aimed to complement existing research by a randomized 
controlled trial on the role of prior CK and PK for pre-service mathematics teach-
ers’ PCK in the domain of fractions and computations with fractions. We thereby 
aimed at providing causal evidence on the validity of the aforementioned assump-
tions concerning the development of PCK. To this end, we experimentally manipu-
lated pre-service teachers’ CK, PK, and PCK and inspected effects on their PCK 
development. We chose the domain of fractions as it is well researched with regard 
to student conceptions and instructional strategies fostering student understanding.

The focus of this chapter is (1) to describe the treatments implemented to experi-
mentally manipulate participants’ professional knowledge, (2) to introduce our 
measures of PCK, CK, and PK, and (3) to present findings on the quality of our 
measures, as well as to provide a summary of preliminary results of tests of the three 
aforementioned assumptions.

8.2  �Methods

Participants attended intensive two-day workshops featuring various combinations 
of lessons on CK, PCK and PK that are potentially relevant for teaching fractions 
and fractional arithmetic in sixth-grade mathematics. The experimental design fea-
tured three experimental and two control groups. Each experimental group was 
devised to represent one hypothesis about the development of PCK. The experimen-
tal group representing the amalgamation hypothesis received lessons on CK on the 
first day and lessons on PK on the second day (EG amalg). The experimental group 
representing the hypothesis that CK is a necessary condition and facilitates PCK 
development received lessons on CK on the first day and lessons on PCK on the 
second day (EG facil). The experimental group representing the hypothesis that CK 
is sufficient for the development of PCK received lessons on CK on both days (EG 
suffi). The control groups were further divided into a weak and a strong control 
group; participants in the weak control group received only instruction on PK (CG 
weak), while participants in the strong control group received only instruction on 
PCK (CG strong).

The experimental design contained four measurement occasions: a pretest at the 
beginning of the first workshop day, an intermediate test at the beginning of the 
second day, a posttest at the end of the second day and a follow-up test approxi-
mately 6 weeks after the workshops. The current chapter reports on the first three 
measurement occasions (see Fig. 8.1).

Relations between PCK, CK, and PK depend to a great extent on the definitions 
of these constructs. Knowledge of classroom management, for instance, which is 
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often included in PK definitions, should be more distal to PCK than general PK on 
student conceptions and conceptual change. In our study, we tried to closely attune 
tests and treatments on PCK, CK, and PK.

8.2.1  �Participants

One hundred pre-service teachers who were enrolled in undergraduate programs 
that prepared them for teaching both at the elementary and at the lower secondary 
levels, participated in the study. Twelve participants were male. Participants’ ages 
ranged from 19 to 46 years; most participants were in their early twenties (M = 22.9 
years, SD = 5.0). Ninety-five percent were in the first year of their academic studies. 
Participants received a payment of 200 Euro. This payment was reduced to 160 
Euro where participants missed the follow-up assessment. We recruited participants 
from universities in Potsdam and Berlin. We randomly assigned persons from the 
pool of 165 applicants seeking to participate in our study, to each of the five groups 
of our experimental design. This procedure resulted in moderately unequal group 
sizes, ranging from 16 participants for CG weak to 23 participants for EG suffi.

8.2.2  �Treatments

The two-day workshops followed a common time schedule: Each day began with a 
testing session (120 min on the first and 60 min on the second day), followed by a 
half hour break. After this, two 105-min instruction blocks followed, divided by a 
one hour lunch break. The end of second day additionally included a half hour break 
and another testing session (90 min). In sum, the two-day workshops included seven 

Fig. 8.1  Experimental design with groups, tests, and measurement occasions. Additional covari-
ates not included
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hours of treatment in the respective domains, equaling four to five regular seminar 
sessions of 90 min. The treatments were conducted by an experienced lecturer in 
elementary mathematics education who, when teaching the courses, was unaware of 
the precise content of the tests on PCK, CK, and PK.

The implementation of the treatments followed instructional storyline provided 
by lesson plans and presentation slides. Participants were equipped with corre-
sponding handouts. Naturally, we aimed for a constant level of participant activity 
and involvement across treatments. Thus, treatments were interspersed with various 
tasks for participants, ranging from short questions to role play. Treatment blocks 
concluded with writing assignments prompting participants to recapitulate the 
major contents of the respective treatment blocks. When participants asked for 
information not intended by the treatment at hand—for instance, when participants 
during a treatment on CK asked for information on PCK—these questions were left 
unanswered, with a cursory reference to the rationale of the study. However, after 
the follow-up test, all participants were provided with the complete course material. 
Preliminary versions of the treatments had been piloted with a total of 100 pre-
service teachers.

Both the treatment on PK and the treatment on CK, possessed specific overlap 
with the treatment on PCK, while they had no overlap with each other. For instance, 
the treatment on PK generically covered the hierarchy of enactive, iconic and sym-
bolic representations. In contrast, the treatment on PCK introduced instructional 
representations for specific aspects of the area of fractions and fractional arithmetic, 
such as enactive and iconic representations for expanding and reducing fractions. 
The treatment on CK, finally, covered the topic of expanding and reducing fractions 
without reference to instructional representations.

In the experimental design, three of the five groups (EG suffi, CG weak and CG 
strong), featured repeated instruction in the same area of professional knowledge on 
both days of the workshops. In these groups, we devised a basic and an advanced 
course for each area of professional knowledge. Beyond repetition of some con-
tents, advanced courses added further perspectives to basic courses, without extend-
ing the scope delimited by previous basic courses.

Treatment on Content Knowledge  The basic course on CK started with convey-
ing very simple facts, such as clarification of the terms numerator, vinculum and 
denominator. After that, the set of positive rational numbers was constructed from 
the set of natural numbers as equivalence classes of simple linear equations (a = b ⋅ 
x, a, b ∈ N, b ≠ 0). In this context, a fraction corresponded with the desirable solu-
tion of an equation that has no solution in the set of natural numbers. Accordingly, 
a “new” set of numbers was constructed that is closed under division. Moreover, the 
equivalence of fractions representing the same rational number was highlighted. 
The procedures of expanding and reducing were introduced as techniques for con-
verting equivalent fractions into each other. This concluded the first block of the 
basic course. The second block of the basic course was reserved for defining and 
exercising arithmetic operations with fractions. This included addition, multiplica-
tion and division. Participants examined these operations with respect to the defini-
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tion of fractions by linear equations. The aspect of closure was discussed in this 
context. Moreover, participants practiced the ordering of fractions. Here, partici-
pants discovered the density of rational numbers.

The advanced course was mostly a straightforward repetition of the basic course. 
In particular, the first block included constructing the set of positive rational num-
bers from the set of natural numbers, differentiating fractions and rational numbers, 
expanding and reducing fractions, as well as discussing the density and the cardinal-
ity of the set of positive rational numbers. Apart from repetition, the second block 
featured demonstrations of the validity of the commutative, distributive and associa-
tive laws for the set of rational numbers.

Treatment on Pedagogical Knowledge  At the beginning of the basic course on 
PK, participants were introduced to the conception of classroom instruction as the 
provision of opportunities to learn; the teacher was presented as an influential 
orchestrator of these opportunities. Apart from that, the first block of the basic 
course covered general principles of learning. Participants were familiarized with 
the central role of student conceptions and learned about the idea of learning as 
conceptual change. The second block of the basic course was concerned with 
generic principles of teaching. Specifically, this covered tolerance for errors, the use 
of misunderstandings for learning, the provision of adequate scaffolding and the use 
of representations for fostering understanding.

The advanced course mirrored the arrangement of the basic course; the first 
block focused on learning, the second block on teaching. Beyond repetition, the first 
block expanded participants’ capabilities with respect to the diagnosis of student 
conceptions, for example. Similarly, the second block concentrated on structuring 
content and reducing complexity of content as vehicles for facilitating understand-
ing within a repetition of the basic principles of teaching.

Treatment on Pedagogical Content Knowledge  The basic course on PCK began 
with a general introduction to the relevance of student conceptions and conceptual 
understanding for teaching mathematics. The following first block of the basic 
course was concerned primarily with conceptual aspects of fractions. For instance, 
participants were introduced to the part-whole and the operator concepts of frac-
tions; they discussed advantages and disadvantages of these concepts with regard to 
several aspects of teaching fractions in elementary school. Furthermore, partici-
pants were provided with methods for explicating the density of rational numbers 
and the fact that a rational number can be represented by varying fractions. The 
second block covered the topic of teaching operations with fractions. Specifically, 
participants learned about strategies elementary school students might use for 
comparing fractions, and how to foster the flexible use of these strategies. Moreover, 
the second block presented information on typical errors with respect to the addition 
and division of fractions; participants were instructed how to introduce these opera-
tions to elementary school students—for instance, by the use of appropriate repre-
sentations. The second block concluded with discussing the fundamental changes 
student conceptions have to undergo when transcending from the set of natural 
numbers to the realm of fractions.

8  Teacher Knowledge Experiment: Conditions of the Development of Pedagogical…



120

The advanced course on PCK started with a repetition of the necessary funda-
mental changes in student conceptions in face of the introduction of fractions. The 
rest of the first block tapped teaching operations with fractions. This included mul-
tiplication and division as well as comparing fractions; participants were confronted 
with typical errors committed in elementary school and with different approaches 
for introducing these operations with fractions into the elementary school class-
rooms. The second block covered representations. This included enactive, iconic 
and symbolic representations for expanding and reducing fractions, for addition 
with fractions and for multiplication with fractions.

8.2.3  �Measures

Test of Content Knowledge  Measurement of participants’ CK was based on an 
item pool of 27 items. For economy of assessment, the item design was incomplete. 
Participants completed 20, 19 and 24 items on pretest, intermediate test and post-
test, respectively. A set of 11 anchor items appeared in all three assessments; 15 
items were utilized on two measurement occasions, while one item was presented 
exclusively on a single measurement occasion. The item pool comprised 6 closed-
response and 21 free-response items. The CK item pool covered the correspondence 
of fractions and linear equations, the conversion of fractions into decimals (and vice 
versa), the ordering and comparison of fractions, calculations with fractions (includ-
ing word problems), and specific properties of the set of rational numbers (see 
Fig. 8.2 for a sample item).

Test of Pedagogical Knowledge  Assessment of participants’ PK was based on a 
pool of 40 items. In correspondence to the other measures of participants’ knowl-
edge, items were partially rotated across measurement occasions. Particularly, par-
ticipants worked on 29, 27 and 34 items on pretest, intermediate test and posttest, 
respectively. There were 16 anchor items appearing in all three assessments. Of the 
other items, 16 items were presented twice and eight items were presented once. 
The item pool was divided in 11 closed-response and 29 free-response items.

The PK item pool covered the relevance of student conceptions and prior knowl-
edge for subsequent learning, the basic principles of conceptual change, the han-
dling of errors, the role of representations, scaffolding and various methods for 
fostering understanding. Naturally, this categorization of items was only tentative. 
It was possible, for instance, to solve some items on scaffolding with knowledge 
about representations (see Fig. 8.2 for a sample item).

Test of Pedagogical Content Knowledge  Assessment of participants’ PCK was 
based on a pool of 41 items. In part, items were rotated across measurement occa-
sions. On pretest, intermediate test, posttest and follow-up test, participants com-
pleted 36, 29, 38 and 41 items, respectively. A set of 23 anchor items was used on 
all measurement occasions, whereas 17 items were presented twice. One item was 
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presented exclusively on the follow-up test. While 24 items had a closed response 
format, 17 items called for free responses.

The PCK item pool covered the use of enactive and iconic representations for 
facilitating understanding of fractions and operations with fractions, knowledge of 
typical errors and command of approaches for introducing the operations into the 
elementary school classroom, and knowledge about students’ conceptual under-
standing of fractions. Obviously, items regularly touched on the aforementioned 
item characteristics simultaneously. So, the presented classification of items is only 
conjectural (see Fig. 8.2 for a sample item).

8.2.4  �Baseline Equivalence and Treatment Implementation 
Checks

We checked whether our random assignment procedure resulted in baseline equiva-
lence of the three experimental and two control groups with regard to their profes-
sional knowledge and with regard to covariates, such as motivational characteristics, 
epistemological beliefs, and beliefs on teaching mathematics. We found only minor 
and insignificant group differences in the PCK, CK, and PK pretest scores, as well 
as in the covariates, indicating that randomization was successful.

We further checked whether our PCK, CK, and PK courses succeeded in manip-
ulating participants’ professional knowledge as intended. An inspection of PCK, 
CK, and PK growth for each treatment day and each of the groups featured in our 

Fig. 8.2  Sample items from the tests on PCK, CK, and PK
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design, exhibited the desired significant gains in participants’ professional knowl-
edge. Moreover, we videotaped all courses in order to check whether only the 
intended knowledge domain was taught; these analyses are not yet completed.

8.3  �Results

In this section, we present findings on the quality of our measures of PCK, CK, and 
PK, and then give a short summary of preliminary results on the tests of the three 
assumptions on PCK formation.

8.3.1  �Measurement of Pre-service Teachers’ Knowledge

Test of Content Knowledge  For descriptive purposes—that is, to map item con-
tent on person ability—we submitted pre-service teachers’ responses on the test of 
CK to a concurrent calibration of pretest, intermediate test, and posttest, according 
to the simple Rasch model. Item difficulties ranged from −3.26 logits to 2.60 logits. 
The easiest item called for the subtraction of a proper fraction from another proper 
fraction, whereas the most difficult item required the production of all fractions with 
a denominator of three between a given proper fraction and a given mixed numeral. 
On average, items aiming at calculations with fractions were comparatively easy (M 
= −0.86 logits) though, with a range from −3.26 logits to 0.83 logits, they varied 
considerably in difficulty (SD = 1.72 logits). Relative to this, items covering the 
conversion of fractions into decimals (M = −0.34 logits, SD = 0.38 logits) and items 
affording the comparison or ordering of fractions (M = −0.34 logits, SD = 1.43 
logits) exhibited intermediate average item difficulties. Finally, items involving the 
expression of fractions as classes of equivalent eqs. (M = 0.66 logits, SD = 0.32 
logits) and items asking for general properties of the set of rational numbers (M = 
1.21 logits, SD = 0.49 logits) possessed the highest average difficulties of all items 
of the test of content knowledge. In addition, items featuring improper fractions or 
mixed numerals (M = 0.01 logits, SD = 1.63 logits) outstripped items presenting 
exclusively proper fractions (M = −0.79 logits, SD = 1.14 logits) in terms of average 
difficulty. Infit values varied between 0.83 and 1.26, indicating reasonable fit to the 
simple Rasch model.

For model identification, the distribution of item difficulties possessed a pre-
defined mean of 0.00 logits (SD = 1.33). In comparison, the mean of the distribution 
of person ability for pretest equaled −0.65 logits (SD = 1.11). On the intermediate 
test, mean person ability was .19 logits (SD = 1.38). Finally, on the posttest, the 
mean person ability equaled 0.50 logits (SD = 1.27). In other words, on average, 
participants started the workshops with the ability to solve simple calculations with 
fractions, mastered the conversion of fractions into decimals, as well as the com-
parison and ordering of fractions in the intermediate test, and approached the ability 
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to handle fractions in the form of equations at posttest. Cronbach’s alphas were .80, 
.80 and .84 for pretest, intermediate test and posttest, respectively. The person sepa-
ration reliability for the weighted likelihood estimates of ability obtained from the 
concurrent calibration of the three measurement occasions was .82.

Test of Pedagogical Knowledge  A calibration following the simple Rasch model 
was performed on pre-service teachers’ responses on the test of PK. A range of item 
difficulties from −5.06 logits to 3.23 logits was obtained. The easiest item requested 
participants to recognize mistakes in the classroom as opportunities to learn. The 
most difficult item asked for brief definitions of the notions of enactive, iconic and 
symbolic representations. The average difficulty of items focusing on learning (M = 
−0.06 logits, SD = 1.31 logits) did not differ considerably from the average diffi-
culty of items centering on teaching (M = 0.07 logits, SD = 1.72 logits). Specifically, 
items concerned with the proper handling of mistakes in classroom instruction con-
stituted a relatively easy set of items with a remarkable variation in difficulty (M = 
−1.58 logits, SD = 3.12 logits). In comparison, knowledge about the importance of 
student conceptions and prior knowledge for successful learning represented a more 
advanced step in proficiency on the test of PK (M = −0.56 logits, SD = 1.32 logits). 
Items probing participants’ capabilities with respect to the concept of scaffolding, 
denoted even further advanced proficiency (M = 0.31 logits, SD = 1.09 logits). 
Finally, on average, command of the basic principles of conceptual change theory 
(M = 0.65 logits, SD = 0.96 logits) and of the notions of enactive, iconic and sym-
bolic representations (M = 0.69 logits, SD = 1.70 logits) constituted the apex of 
proficiency in PK. Infit values ranged from 0.81–1.14, reflecting adequate fit to the 
simple Rasch model.

The distribution of item difficulties of the test of PK had a predefined mean of 
0.00 logits (SD = 1.49). In relation to this, on the pretest the mean of the ability 
distribution was −1.59 logits (SD = 0.66). On the intermediate test, average person 
ability equaled −1.61 logits (SD = 0.78 logits). Eventually, on the posttest, the mean 
of the ability distribution amounted to −0.85 logits (SD = 0.85). In essence, on aver-
age, the test of PK was very difficult. Most participants mastered merely the easiest 
items of the test. In fact, only in eight cases did item difficulty fall below average 
person ability on posttest. Internal consistency, in terms of Cronbach’s alphas, was 
.48, .68 and .78, for pretest, intermediate test and posttest, respectively. The person 
separation reliability of the weighted likelihood estimates of ability was .67.

Test of Pedagogical Content Knowledge  Calibration according to the simple 
Rasch model based on pre-service teachers’ responses on the test of PCK for the 
first three measurement occasions, yielded item difficulties that varied between 
−3.53 logits and 2.33 logits. The easiest item was concerned with the shortcomings 
of introducing fractions initially via equations. On the other hand, the most difficult 
item afforded participants the opportunity to provide an intuitively accessible expla-
nation for the use of the reciprocal of a fraction in division involving fractions. On 
average, items aiming for knowledge about elementary school students’ conceptual 
understanding of fractions per se, were comparatively easy to solve (M = −0.34 
logits, SD = 1.48 logits). Items probing for participants’ proficiency with regard to 
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the use of representations for fostering understanding were somewhat more difficult 
(M = −0.09 logits, SD = 1.31 logits). Finally, items centering on the teaching of 
operations constituted the set of items with highest average difficulty (M = 0.42 
logits, SD = 1.07 logits). However, disparities in mean difficulty between the three 
tentative groups of items tended to be moderate. Infit values varied between 0.89 
and 1.09 indicating excellent fit to the simple Rasch model.

The distribution of item difficulties for the test of PCK was predefined with a 
mean of 0.00 logits (SD = 1.30). On the pretest, the mean of the ability distribution 
was −0.31 logits (SD = 0.61). On the intermediate test, the average person ability 
was −0.01 logits (SD = 0.68). Eventually, on the posttest, the mean of the ability 
distribution equaled 0.31 logits (SD = 0.73). This indicates a steady increase of 
participants’ average ability with regard to pedagogical content knowledge, across 
the three measurement occasions, without floor or ceiling effects. Cronbach’s alphas 
amounted to .61, .60, and .72, for pretest, intermediate test and posttest, respec-
tively. The weighted likelihood estimates of person ability displayed a separation 
reliability of .68.

Exploration of Dimensionality and External Validity  To assess the dimensional-
ity of professional knowledge captured with our instruments, we submitted partici-
pants’ responses on the three tests to a unidimensional, to two two-dimensional, and 
to a three-dimensional calibration, according to the simple Rasch model; in each 
case the measurement occasions of pretest, intermediate test and posttest were cali-
brated concurrently. In each of the two-dimensional calibrations, two domains of 
professional knowledge with partially overlapping content formed a single dimen-
sion: that is, CK and PCK, or PK and PCK, were combined. Subsequent likelihood 
ratio tests uncovered that the three-dimensional model possessed better relative 
model fit than did the unidimensional model, χ2(5) = 746.98, p < .001, the two-
dimensional model featuring a combination of CK and PCK, χ2(3) = 285.94, p < 
.001, and the two-dimensional model featuring a combination of PK and PCK, χ2(3) 
= 281.29, p < .001. Latent correlations retrieved from the three-dimensional calibra-
tion, between the test of CK and the test of PCK, between the test of CK and the test 
of PK, and between the test of PK and the test of PCK, amounted to .61, .05 and .25, 
respectively. In sum, it appears completely justified to view the three tests as assess-
ments of distinct dimensions of professional knowledge.

To explore the external validity of the tests of PCK, CK, and PK, we investigated 
correlations with participants’ motivational characteristics, epistemological beliefs 
and beliefs about teaching. As expected the test of CK was significantly related to 
interest in math, math self-concept and the epistemological belief of math as a pro-
cess. PCK was also significantly related to these math-specific measures, but to a 
smaller degree. However, it correlated to a higher degree than CK with a transmis-
sion belief about teaching math. PK was not significantly related to these math-
specific measures.
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8.3.2  �Testing the Assumptions on PCK Development

In this section, we summarize the first findings of the experimental tests of the 
assumptions on PCK development. Please note that these are preliminary results 
that will need to be substantiated with more elaborative analyses (Troebst et al. in 
prep.). The control group, which exclusively received instruction on PK (CG weak) 
did not display significant PCK development either on the first or on the second day. 
The EG amalg group, which participated in lessons on CK on the first day and les-
sons on PK on the second day, yielded significantly larger PCK development than 
did CG weak. The EG suffi group, which was provided with lessons on CK on both 
days, also showed significantly larger PCK growth than did CG weak. EG facil, 
which featured lessons on CK on the first day and lessons on PCK on the second 
day, as well as CG strong, which participated in lessons on PCK on both days, dem-
onstrated the largest PCK gains. Our design allowed further testing of the assump-
tion that CK facilitates PCK development. Two groups, on one of the two treatment 
days, received exactly the same lessons on PCK, but differed in their prior CK: CG 
strong received the same lessons on PCK on their first day as did EG facil on their 
second day, after their participation in CK lessons on the first day. In our present, 
preliminary analyses, both groups exhibited the same gains in PCK in the course of 
their lessons on PCK.

8.4  �Discussion

In the debate as to how to best prepare teachers, there are many speculations on the 
role of CK and PK in teacher education. However, these speculations are often not 
based on evidence. Our study is one of the first to address these questions in a ran-
domized controlled trial (RCT). For the purpose of experimentally testing the afore-
mentioned assumptions on PCK development, we designed courses for pre-service 
teachers that were aimed at manipulating teachers’ prior professional knowledge. 
Further, we constructed tests to assess participants’ PCK, CK, and PK. The courses 
and tests on CK and PK were closely attuned to those for PCK. Preliminary results 
indicate the high internal validity of our RCT. Our randomized assignment of par-
ticipants to treatments resulted in baseline equivalence in our three measures of 
teacher knowledge. Moreover, treatment implementation checks revealed that par-
ticipants’ PCK, CK, and PK were manipulated through our courses as intended. 
Video-based analyses will allow us to further probe the intended implementation of 
our courses. As our courses on PCK, CK, and PK resembled those courses ordinar-
ily implemented in university-based teacher education, we also consider the exter-
nal validity to be high. Our block courses could quite readily have been part of 
regular teacher education programs.
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Concerning the measurement of pre-service mathematics teachers’ knowledge, 
our analyses yielded the following results. In the pretest, the tests of PCK, CK, and 
particularly PK, were comparably difficult for the participating pre-service teach-
ers. Concerning PCK, tasks on teaching strategies and representations facilitating 
student understanding of fractions, appeared to be particularly difficult. With regard 
to CK, even some of the tasks on the computation of fractions were difficult for the 
pre-service teachers. However, all three tests proved to be sensitive with regard to 
our treatments. In the posttest, participants had substantially higher probabilities of 
solving the items. With regard to PCK, our main dependent variable, we observed a 
steady increase of participants’ average ability across the three measurement occa-
sions, without floor or ceiling effects.

Multidimensional Rasch Analyses supported the three-dimensional structure of 
pre-service mathematics teachers’ professional knowledge. The three factors repre-
sented were PCK, CK, and PK. PCK and CK were more highly correlated than were 
PCK and PK whereas CK and PK were the least correlated. These findings support 
the notion of closely related subject matter knowledge: that is CK and PCK on the 
one hand, and general PK on the other hand (Ball et al. 2008; Shulman 1987). PK 
was substantially more weakly related to PCK than CK, although our PK test only 
included knowledge of learning and teaching that was closely attuned to the PCK 
construct. For this purpose, the PK test also featured knowledge of student concep-
tions, conceptual change theories, and teaching strategies to overcome student mis-
conceptions, from a general perspective however. Correlations to external variables 
like interest in math and beliefs about the teaching of math provided evidence for 
external validity of our measures of teacher knowledge.

Preliminary tests of the three assumptions about PCK development pointed to 
the following results. Our control group, which received lessons on general PK only 
(CG weak), did not develop any PCK.  As often assumed in the literature, we 
found—at least to a certain degree—evidence of an amalgamation of CK and 
PK. Further, CK seemed to be—also at least to a certain degree—sufficient for PCK 
development. However, two other routes to the development of PCK proved to be 
far more effective. The first route consists of explicitly addressing PCK: that is, 
knowledge of students, learning and teaching in concrete content domains (CG 
strong). The second route featured a combination of CK and PCK (EG facil). In all, 
these preliminary results indicated that there are different pathways to PCK devel-
opment. The notion that CK and/or PK need to be transformed, seems to be not the 
only route to PCK construction. Actually, explicitly addressing the knowledge of 
students, learning and teaching in concrete content domains, whether with or with-
out antecedent CK instruction, appeared to be the most effective pathway.

Evidence for the role of prior PK for the development of PCK appeared to be 
flimsy although our measures and treatments of PK and PCK were closely attuned. 
The control group receiving only PK instruction (CG weak) did not show any 
growth in PCK, and in the EG amalg we only detected comparably weak effects on 
PCK development. Moreover, the overall amalgamation effect was partly due to 
PCK development from CK only. These results call into question the role of general 
PK for the development of PCK. However, beyond the target of PCK development, 
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PK should be considered an important dimension of teacher knowledge: for instance, 
with regard to effective classroom management (Voss et al. 2014). Moreover, condi-
tions that improve the transformation of PK into PCK, and the applicability of PK 
in classroom teaching, should be examined in future research. Our previous results 
show the advantages of teacher-specific versus polyvalent traditional teacher educa-
tion, respectively. Fostering CK and PK separately, as realized in polyvalent or tra-
ditional teacher education (Gess-Newsome 1999) appeared to be comparably the 
least effective, in terms of PCK development. Other routes to PCK development, as 
realized in EG facil and CG strong, seem to be far more effective.

However, our study investigated the development of pre-service teachers’ PCK 
in just one content area. Our results need therefore to be replicated in other subjects 
and with other groups of teachers: for instance, with secondary school teachers and 
with in-service teachers. Future studies could also consider the role of teaching 
experience in the process of PCK development and include measures of teachers’ 
actions. In the present study, we embedded a lesson preparation task into the follow-
up assessment. These data will be considered in a subsequent publication. Finally, 
whereas we inspected the effects of separate CK and PCK courses, an investigation 
of integrated CK and PCK instruction would also be worthwhile.
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Chapter 9
Teachers’ School Tracking Decisions

Ines Böhmer, Cornelia Gräsel, Sabine Krolak-Schwerdt, 
Thomas Hörstermann, and Sabine Glock

Abstract  Teachers’ tracking decisions strongly influence students’ future aca-
demic and professional careers, and are assumed to contribute to social inequalities 
in the German school system. Drawing on dual process models, we focused on the 
cognitive processes underlying teachers’ tracking decisions and developed a two-
component model of teachers’ adaptive diagnostic competence. This model involves 
a cognitive component that refers to the ability to process information in either 
heuristic or rule-based ways in making a decision. The situation-specific component 
refers to the ability to switch flexibly between the different strategies, according to 
situational demands: case consistency and accountability for the decision. Teachers’ 
expertise is a necessary precondition for both components. Employing student case 
vignettes that were developed and tested in two pre-studies, two (quasi) experiments 
supported the assumptions of the model: Teachers adapted their processing strate-
gies according to the situational demands. Pre-service teachers, as novices, lacked 
this competency as yet. Therefore, we designed a training program to help pre-
service teachers develop the ability to optimize their decision making. Preliminary 
results indicate that as the quality of pre-service teachers’ tracking decisions 
improved, the influence of social background variables was reduced. The results 
may prove helpful for reducing the social inequalities that are intensified by biased 
tracking decisions.

Keywords  School tracking • Dual process theories • Student case vignettes • 
Adaptive diagnostic competency model • Teacher education
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9.1  �Introduction

In the German school system, students begin their educational careers in primary 
school at about the age of six. After 4 or 6 years of primary school (depending on 
the state), teachers make important tracking decisions by recommending students to 
appropriate secondary school tracks. In general, there are different achievement-
based hierarchical tracks. The explicit between-school tracking system (Maaz et al. 
2008) is designed to produce homogenous ability groups as a way of providing 
adequate classroom instruction to students with different learning prerequisites. 
Each track involves different achievement requirements and learning environments, 
and thus offers different opportunities for students’ future academic careers. 
Although flexibility for corrective changes between the tracks does exist in theory, 
changes—especially from lower to higher tracks, and therefore for better future 
opportunities—seldom occur in reality (Ditton 2013). In making the actual choice 
of a secondary school track, parents often follow teachers’ tracking decisions, even 
when they are non-mandatory (e.g., Bos et al. 2004). Thus, teachers’ tracking deci-
sions play a pivotal role in students’ future academic and professional careers. 
Hence, research on teachers’ tracking decisions and possible sources of biases 
within those decisions, is vital. In this vein, several studies on teachers’ tracking 
decisions have been conducted in different countries (e.g., Bos et al. 2004; Driessen 
1993; Klapproth et al. 2012). Such studies have consistently shown that teachers’ 
tracking decisions are primarily influenced by achievement-related information 
such as students’ grades or working behavior. Yet, the school grades themselves 
may be influenced by achievement-unrelated variables, such as social background. 
Students from families with lower socio-economic status (SES) achieve lower 
grades even when they show the same standardized test results as high SES students 
(Maaz and Nagy 2009). In addition to this indirect effect, studies on teachers’ track-
ing decisions have provided evidence that students’ social backgrounds affect teach-
ers’ tracking decisions directly. This influence disadvantages low SES students, as 
they are more frequently recommended to the lowest school track, even after aca-
demic achievement is controlled for (e.g., Bos et al. 2004). Thus, direct and indirect 
influences of social background information on teachers’ tracking decisions might 
contribute to social inequalities in the German tracking system.

In general, previous tracking studies have investigated the correlational relation 
between different students’ or parents’ characteristics on the one hand, and teach-
ers’ decisions on the other. Thereby, students’ or parents’ characteristics are usually 
measured by students’ or parents’ questionnaires or achievement tests, and analyzed 
for their ability to predict teachers’ actual tracking decisions. Hence, the question of 
how teachers make their decisions has yet to be considered. Thus, the goal of the 
present research was to gain deeper insights into teachers’ decision-making pro-
cesses by (quasi) experimentally investigating the underlying cognitive processes. 
Drawing on dual process models of decision making (e.g., Ferreira et  al. 2006; 
Fiske and Neuberg 1990) we developed an adaptive diagnostic competency model 
(ADCM) specifically with regard to school tracking decisions.
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The model specifies how expert teachers process students’ information to derive 
their tracking decisions. Thereby, we assumed that teachers are able to use different 
processing strategies and that they flexibly switch between these strategies depend-
ing on different situational demands, such as case consistency and accountability 
for the decision. To investigate tracking decision processes using the adaptive diag-
nostic competency model, we conducted two studies. Employing student case 
vignettes in these studies, two pre-studies analyzed whether the vignettes can be 
used to investigate real tracking decisions. We also developed a training program to 
help pre-service teachers practice adequate decision making. An evidence-based 
training that allows reflection and improving upon tracking decisions can, in turn, 
be implemented in pre-service teacher education, as well as in teacher training. This 
might be an important option for reducing social inequalities caused or intensified 
by biased tracking decisions made by teachers. The training program was evaluated 
in one further study.

9.2  �Dual Process Models of Decision Making

In general, dual process models suggest that people can use different types of infor-
mation processing strategies when they make decisions about people: controlled or 
automatic strategies. Controlled strategies such as information-integrative (Fiske 
and Neuberg 1990) or rule-based strategies (Ferreira et al. 2006) are effortful, sys-
tematic, and consciously accessible. People using information-integrative strategies 
tend to search all available information and integrate it into a decision as a whole 
(Fiske and Neuberg 1990). People applying rule-based strategies formulate an 
explicit rule about what kind of information is relevant for the decision. This rule 
determines what information people search for and integrate into their decision 
(Ferreira et al. 2006). By contrast, automatic strategies such as heuristic strategies 
require less cognitive effort (Ferreira et al. 2006). Only some of the available infor-
mation, and often just one “good” piece of information, such as students’ grades, is 
searched for and automatically processed using simplifying rules of thumb or social 
categories such as “No. 1 student in class” in making a decision (Fiske and Neuberg 
1990).

Dual process models further suggest a flexible use of the different information 
processing strategies, depending on different context factors or situational demands. 
One context factor is information or case consistency: the extent to which person 
information is contradictory. Consistent information (i.e. no piece of information 
contradicts other pieces) results in more heuristic strategies, while inconsistent 
information (i.e., different pieces of information contradict each other) should lead 
to more rule-based or information-integrative strategies (Fiske and Neuberg 1990). 
Another context factor is the person’s accountability for the decision. People who 
feel highly accountable for their decision employ more rule-based or integrative 
strategies, whereas people who feel less accountable rely on more heuristic strate-
gies (e.g., Lerner and Tetlock 1999).
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Besides these two context factors, the decision-makers’ expertise is a necessary 
precondition for use of the different strategies (Böhmer et al. 2012; Findell 2007; 
van Ophuysen 2006). Due to their long-term experience in their professional 
domain, experts develop a rich and elaborated professional knowledge base that 
enables them to show adaptive decision making. They possess the ability to process 
information in different ways and can flexibly switch between the different process-
ing strategies, depending on the contextual factors present in a particular situation 
(e.g., Krolak-Schwerdt et al. 2009, 2013; Showers and Cantor 1985). By contrast, 
novices have not yet developed this broad knowledge base and thus are not yet able 
to process the information in different ways. Hence, they do not show such situation-
specific adaptive processing. Previous studies in the school context have shown that 
novices generally tend to use information-integrative processing strategies to assess 
students (Krolak-Schwerdt et al. 2009; Böhmer et al. 2012).

9.3  �The Adaptive Diagnostic Competency Model (ADCM)

Drawing on the assumptions of dual process models, we developed a process-based 
model of teachers’ diagnostic competencies specifically with regard to school track-
ing decisions. This model considers experienced teachers’ ability to adapt their infor-
mation processing strategies flexibly to situational demands, and thus involves 
cognitive and situation-specific components. The cognitive component refers to the 
ability to process information using different strategies, while the situation-specific 
component refers to the ability to switch flexibly between these strategies according 
to situational demands. For both components, teachers’ expertise is a necessary pre-
requisite. The ability to process information and assess students in different ways is 
a necessary precondition for the ability to flexibly switch between such strategies – 
an ability that novices tend to lack. That teachers’ competency is characterized by 
cognitive components, situational factors and acquisition through learning is also in 
line with the competency definition, stated in the priority program “models of com-
petencies” (Klieme et al. 2008), in which the present research is embedded.

The ADCM assumes that teachers, due to their domain-specific knowledge of 
tracking-relevant information, mainly rely either on rule-based or on heuristic pro-
cessing strategies for making their tracking decisions. The usage of both strategies 
depends on case consistency and accountability (Fig. 9.1). We further assumed that 
teachers rarely rely on information-integrative strategies because in this processing 
mode, all information, even irrelevant information, would be integrated into the 
decision.

Teachers rely on rule-based strategies when they follow the German tracking 
regulations. The official rules specify that tracking decisions should be based on 
achievement-related variables such as grades and working behavior, whereas social 
background information should not be taken into account (KMK 2015). Thus, using 
rule-based strategies should result in less-biased decisions. In particular, in highly 
accountable situations, or given inconsistent student information (e.g. both above- 
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and below-average grades in the main subjects), teachers should primarily follow 
rule-based strategies, in addition to grades, as the most important tracking informa-
tion (Bos et al. 2004; Nölle et al. 2009), teachers should search for more achievement-
related information and integrate it into their decision. By contrast, in less 
accountable situations, or given consistent information about a student (e.g., above-
average grades in all main subjects), teachers can adapt their processing to heuristic 
strategies. For instance, teachers might make their decisions by relying on “one 
good reason”, such as consistently above-average grades. Heuristic strategies might 
also lead to less-biased judgments when the one or the few pieces of information 
teachers rely on is adequate for the decision (Gigerenzer and Goldstein 1996).

However, when teachers rely on social background information instead of 
achievement-related information to make tracking decisions, thereby applying heu-
ristic strategies, their decisions are biased, as they might reflect the students’ social 
background. Hence, the application of heuristic strategies might be a moderator of 
social inequalities in tracking systems. In contrast to experts, we assumed, pre-
service teachers tend to use more information-integrative strategies. Due to the fact 
that all information, even information irrelevant to a tracking decision, is integrated 
into the decision, this may also lead to biased decisions, as nondiagnostic informa-
tion can dilute the power of relevant information (Nisbett et al. 1981).

9.4  �Testing the ADCM

As empirical support for the ADCM, we conducted two studies. Study 1 investi-
gated the ability to switch flexibly between the processing strategies according to 
the decision-makers’ expertise and case consistency. Study 2 analyzed the influence 

Fig. 9.1  Adaptive diagnostic competency model (ADCM)
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of accountability on adaptive decision making. Since these studies employed stu-
dent case vignettes, two pre-studies were conducted beforehand to develop and test 
the vignettes.

9.4.1  �Student Case Vignettes (Pre-studies 1 and 2)

Pre-study 1 was designed to develop the student case vignettes. We investigated the 
kinds of student information teachers subjectively considered relevant for tracking, 
as teachers’ points of view have been neglected in previous research (Nölle et al. 
2009). In a half-standardized interview, we asked 52 German primary school teach-
ers to freely mention student information that they considered diagnostically rele-
vant for tracking decisions. A frequency analysis showed that, besides grades in the 
main subjects (German, mathematics, and sciences), 85 % of the teachers men-
tioned the development of students’ achievement. Moreover, 85 % of the teachers 
mentioned information about students’ working behavior, and 47 % referred to 
social behavior. Students’ SES and immigrant background were not considered rel-
evant. This inconsistency with previous research findings, which showed that family 
SES influenced teachers’ tracking decisions (e.g., Bos et al. 2004), could stem from 
social desirability considerations (Nölle et al. 2009). From the teachers’ perspec-
tive, parental support was found to play a vital role in tracking decisions, as 65 % of 
the teachers considered it to be relevant. The information that was considered rele-
vant by at least 20 % of the teachers was categorized and included in the student 
case vignettes. Although teachers avoided explicitly citing social background infor-
mation as being important in their tracking decisions, research on tracking decisions 
has provided evidence for the influence of such variables. Thus, we included infor-
mation about students’ background in the vignette as well. Beside demographic 
variables such as gender and age, the vignettes contained information about the 
students’ grades, working and social behaviors, and social background (Fig. 9.2). 
Furthermore, information on the school track preferred by the parents was also 
included.

Pre-study 2 tested whether the student case vignettes we developed were useful 
for investigating teachers’ actual tracking decisions. Only if the vignettes led to 
decision processes that were comparable to real tracking decisions should they be 
employed in further research. Hence, we examined whether teachers relied on the 
same student information with the same weighting, when making decisions about 
their actual students as they did about students described in the vignettes. Fifty-six 
German fourth grade teachers participated in the study. First, we provided them 
with templates of the student case vignettes (Fig. 9.2).

Teachers were asked to fill in the information about their real students in the 
templates and to indicate which secondary school track they had actually recom-
mended for each of their students.

Second, we asked the same teachers to make tracking decisions for 24 fictitious 
students described in the vignettes. To construct the fictitious students, we filled in 
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Fig. 9.2  Student case vignette template (first side)
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the student information derived from the first part of the study, into the templates of 
the student vignettes. To reflect differences between teachers’ decision making for 
real and for the fictitious students described in the vignettes, we computed a hierar-
chical logistic multilevel analysis. After a Bonferoni correction, the analysis 
revealed no significant differences between the two decision settings (all ps > .05). 
The analysis showed similar influences of grades, working behavior, and parental 
support, independent of whether the tracking decisions were for real or fictitious 
students. In the two decision settings, grades in German in particular, exhibited a 
great influence on tracking decisions, OR (odds ratio) = 13.8. Students with higher 
German grades had about a 14 times higher chance of getting recommended to a 
higher track than students with average grades. Higher grades in Math, OR = 6.9, 
Science, OR = 6.4, and better working behavior, OR = 3.1, increased the chance of 
being recommended to a higher track and decreased the chance of being recom-
mended to a lower track. In addition, the results showed that students with a higher 
level of parental support had a higher chance of a higher track recommendation 
even after grades were controlled for, OR = 2. Social background information such 
as immigrant background did not significantly alter the decisions in the two settings. 
These results support previous findings that demonstrated a large impact of 
achievement-related information on tracking decisions (e.g., Bos et al. 2004; Nölle 
et al. 2009). Furthermore, the available level of parental support seemed to influence 
teachers’ tracking decisions. Because the two decision settings led to comparable 
decision processes, the student case vignettes were employed in the studies to test 
the assumptions of the competency model.

9.4.2  �The ADCM: Case Consistency and Expertise (Study 1)

Study I was conducted to provide empirical support for the ADCM by investigating 
the information search processes using the computer-based mouselab method 
(Payne et al. 1993). As the use of heuristic or rule-based strategies determines—
even in the early stages of the decision process—which information is attended to 
and is actively searched for (Fiske and Neuberg 1990), the information search pro-
cess might provide deeper insights into the cognitive processes that underlie track-
ing decisions and the assumed components of the model. To investigate the two 
model components, and in particular the situation-specific component, according to 
case consistency, we presented two consistent and two inconsistent student case 
vignettes in this study. According to the assumption of teachers’ adaptive competen-
cies, we expected consistent student information to result in more heuristic pro-
cesses, whereas inconsistent information should lead to more rule-based strategies. 
Since our model assumes that both components involve expertise, we asked 62 
German primary school teachers as experts and 68 pre-service teachers as novices, 
to make tracking decisions for the four different vignettes. Participants were asked 
to search for the kinds of student information they required to make the decisions. 
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Thereby, the different pieces of information about the students were presented as 
uncoverable information fields on the computer screen.

By clicking on a field (e.g., school interest) with the computer mouse, partici-
pants could uncover the hidden information (e.g., the student follows school lessons 
with high interest). By clicking on the field again, participants could hide this infor-
mation and continue their search. The presented fields referred to the categories 
grades, working- and social-behavior and social background (for a detailed descrip-
tion see Böhmer et al. 2012). To systematically vary case consistency, we presented 
the students’ fourth year grades in the main subjects prior to teachers’ information 
search. The consistent case vignettes described students whose achievement infor-
mation was non-contradictory; students who were easy to recommend. The students 
had consistent grades (above vs. below average) in the main subjects and consis-
tently excellent versus poor working behavior. The inconsistent students showed 
contradictory grades and working behavior. The information search frequency was 
used as a process indicator, as research has shown that confronting people with 
inconsistent cases leads to a higher search frequency, in contrast to a lower search 
frequency when information is consistent (Fiske et al. 1987).

The search frequency was submitted to a mixed 2 × 2 MANOVA with expertise 
as a between-subjects factor and case consistency as a within-subjects factor. The 
results also showed that pre-service teachers, as well as teachers, search for more 
information when confronted with inconsistent cases. But in contrast to teachers, 
pre-service teachers generally search for more, and somewhat different kinds of 
information. Both pre-service teachers and teachers mainly search for grades and 
information on students’ working behavior as achievement-related information. But 
in contrast to teachers, pre-service teachers additionally tended to search for more 
irrelevant information, such as parental profession or immigrant background as 
social background information. This implies more information-integrative process-
ing, whereby all available information, even if irrelevant, is searched for decision 
making.

Teachers’ adaptive competency in switching between heuristic and rule-based 
strategies was indicated by the finding that teachers searched for more achievement-
related information when confronted with inconsistent rather than consistent cases. 
This higher search frequency for achievement-related information suggests more 
rule-based strategies, as teachers mainly searched for all available diagnostically 
relevant information. The reductions in information search for consistent cases 
imply the use of more heuristic strategies. The findings support the assumption that 
teachers can switch between the different processing strategies according to case 
consistency. Further, the results show that teachers generally considered social 
background variables less, with the exception of parental support. Consistently with 
our previous findings, parental support proved to be important information teachers 
considered in their tracking decisions, particularly when the achievement informa-
tion did not allow for a clear decision (i.e., in inconsistent student cases). With 
regard to students’ equivalent opportunities, the influence of parental support in 
tracking decisions should be discussed critically. Figure 9.3 gives a summary of the 
main results of the separate ANOVAs for different information categories.
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These findings support the two components of the model and additionally indi-
cate that novices lack the ability to switch between heuristic and rule-based infor-
mation processing strategies.

9.4.3  �The ADCM: Case Consistency and Accountability 
(Study 2)

To provide further empirical support for the competency model, we investigated the 
influence of accountability, as another situation-specific component, on teachers’ 
decision processes. Previous research has not examined the situational switch from 
rule-based to heuristic strategies in relation to accountability for the decision. As 
our findings provided evidence that case consistency is an important moderator of 
the use of information processing strategies, we also included case consistency in 
this study. We expected that high accountability would lead to rule-based strategies, 
independent of case consistency, whereas low accountability would lead to heuristic 
processing when the vignettes were consistent, and to rule-based processing when 
the vignettes were inconsistent (Krolak-Schwerdt et al. 2009).

We designed a computer-based experimental study to test these predictions. As 
we investigated 37 experienced teachers, we ensured that the participants possessed 
the competency to process information about students in both heuristic and rule-
based ways. The teachers were asked to make tracking decisions for three consistent 
and three inconsistent vignettes (see Fig. 9.2). To manipulate accountability, differ-
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ent instructions sets were compiled. The high accountability instructions informed 
teachers that the decisions they were required to make were of high importance and 
that they were solely responsible. The other instructions asked teachers to give brief 
advice to a colleague concerning tracking decisions for some of the colleague’s 
students (Krolak-Schwerdt et al. 2013). First, teachers worked under the high and 
afterwards under the low accountability instructions. Reading times for each 
vignette were recorded as a process indicator, as research has shown that rule-based 
processes are more time-consuming than heuristic processes (Sherman et al. 1998) 
and lead to increases in memory for person information (Glock et  al. 2011). To 
analyze person memory as another process indicator, we asked the teachers to per-
form an error correction task. After teachers made tracking decisions for the 
vignettes, they were presented with the vignettes again. Thereby, errors were imple-
mented into the vignettes and presented as a memory task by asking teachers to 
detect and correct the errors in the vignettes. Errors consisted of wrong information 
(e.g., the grades deviated from the grades presented in the original vignettes). As 
indicators of person memory, we used the error correction rate and the non-detected 
error rate and submitted them to a 2 × 2 repeated-measures ANOVA, with the fac-
tors being accountability and case consistency. The results provided further evi-
dence for the situation-specific component of the model; teachers were able to 
switch their processing strategy in order to respond adequately to the different situ-
ational demands. Under high accountability, no differences in processing times and 
person memory occurred between consistent and inconsistent profiles, whereas 
under low accountability, consistent profiles led to faster reading times, a lower cor-
rect correction rate, and a higher non-detected error rate than inconsistent profiles 
(Fig. 9.4).
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However, in order for flexible switching between processing strategies to occur, 
people are required to possess the ability to process information in either a heuristic 
or rule-based way. In contrast to experienced teachers, pre-service teachers have not 
yet developed this ability. Thus, fostering pre-service teachers to develop the cogni-
tive component of the model seems important. We designed a training study to 
foster the ability to use different processing strategies, and thus to practice the cog-
nitive component.

9.5  �Training Study

The training study consisted of two main parts: (1) acquiring theoretical knowledge 
about tracking decisions and (2) training participants to optimize their tracking 
decisions based on case vignettes and feedback. Thirty-six pre-service teachers par-
ticipated in a regular university course. They were asked to make tracking decisions 
for student case vignettes (see Fig. 9.2). These student cases were chosen out of the 
database of “real” students created during our pre-studies. Thus, the real teacher 
tracking decision for each student was known.

Part 1: To acquire theoretical knowledge about tracking decisions, the partici-
pants were introduced to the regulatory framework of the German tracking system 
and the importance of teachers’ tracking decisions. The research findings on track-
ing were discussed critically. Moreover, participants were introduced to social cog-
nitive theories of decision making and the implications for educational practice.

Part 2: To teach pre-service teachers to optimize their decisions, they first worked 
on 30 student case vignettes as baseline measures, and were asked to make tracking 
decisions for each student. Based on statistical prediction rules (Swets et al. 2000), 
the observed decision rule of each participant was estimated by analyzing the 
weighting of each piece of student information presented in the cases. Next, partici-
pants were asked to indicate their desired decision rule: that is, the extent to which 
they would take the different pieces of student information into account for their 
tracking decisions. Thus, the participants weighted the relevance of single pieces of 
information for their tracking decisions in percentages, from no to high relevance. 
In the training session afterwards, the participants worked on further case vignettes 
and received feedback for each of their tracking decisions, including the actual 
tracking decision made for these cases, and the probability with which a particular 
secondary school track decision corresponded to their desired rule. After working 
on the training vignettes, participants were given overall feedback on the correspon-
dence between their desired and observed decision rule, as well as the teachers’ 
rule. For the posttest measure, another 30 student cases were used. The control 
group worked on the student vignettes without receiving any theoretical instructions 
and no training.

First, we compared pre-service teachers’ tracking decisions before and after the 
training session, with the experts’ actual decisions. Results revealed that, compared 
with the baseline measure, the accordance of the pre-service teachers’ and expert 
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teachers’ tracking decisions improved more in the training group. Second, we inves-
tigated how participants weighted the different pieces of student information in their 
tracking decisions before and after the training. Preliminary results showed that, 
after the training, participants weighted school grades and parental support more 
strongly, whereas the weights of immigrant background and parental educational 
level were reduced. Compared with the control group, participants in the training 
group relied more on achievement-related variables and parental support. Hence, 
the training was successful in that respect: pre-service teachers’ decisions approxi-
mated to those of the experts and hence, the influence of immigrant background and 
parental educational level was reduced. This indicates that the cognitive component 
of the model, as a requirement of the situational component, can be taught.

9.6  �Discussion

This research focused on teachers’ tracking decisions, including their underlying 
cognitive processes. Drawing on dual process models (e.g., Ferreira et  al. 2006; 
Fiske and Neuberg 1990), we specified different information processing strategies 
teachers might rely on when making their tracking decisions. Heuristic strategies 
are based on social categories or simple rules of thumb and exclusively selected 
pieces of information. Heuristic strategies can lead to adequate decisions if the 
selected information pieces are relevant. Applying heuristic strategies might also 
contribute to social inequalities when teachers rely on inadequate information, such 
as social background information. Rule-based strategies are more effortful and 
should result in less-biased decisions. By applying these strategies, teachers follow 
the official German regulations for making tracking decisions. The different strate-
gies were included in our teachers’ adaptive diagnostic competency model (ADCM), 
which involves a cognitive and a situation-specific component: Teachers as experts 
are able to process information using different strategies (cognitive component) and 
they flexibly switch between these strategies to make their decision, depending on 
case consistency and accountability (situational component). In the presented 
(quasi) experimental studies we found that teachers, in contrast to pre-service teach-
ers, adapted their information search and processing to the situational demands of 
case consistency and accountability as they flexibly switched between more rule-
based and more heuristic processing strategies. Teachers’ expertise in switching 
between these strategies was indicated by the finding that inducing high account-
ability for the decision, in contrast to a lower accountability, led to higher process-
ing effort. Teachers showed a more elaborate person memory, a higher error 
correction rate and a lower error non-detection rate.

In respect of information searching, teachers searched for more information 
when they were confronted with inconsistent student cases that were difficult to 
recommend, than with consistent cases. This generally higher search frequency for 
inconsistent cases implies rather rule-based strategies, as teachers search more for 
achievement-related information to make their decision. The reduced information 
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search for consistent cases indicates more heuristic strategies. Furthermore, the 
results show that pre-service teachers generally search for more information than do 
teachers. Besides achievement-related information, they search for more irrelevant 
social background information, such as parental SES. This indicates that pre-service 
teachers rather used information-integrative strategies as they search through all 
information, even that which is irrelevant. Relying on such information might lead 
to the dilution effect (Nisbett et al. 1981), as irrelevant information dilutes the power 
of relevant information. Hence, it might contribute to biased tracking decisions.

Across all studies, besides school grades and working behavior, parental support 
turned out to be one important piece of information for teachers’ tracking decisions, 
particularly, when the achievement information does not allow for a clear decision 
(i.e., for inconsistent student cases). The results indicate that teachers rather did not 
directly rely on social background information such as immigrant background or 
SES. Instead, they focused more on “indirect” information, such as parental sup-
port. Although parental support has an essential impact on students’ future aca-
demic achievement (Jeynes 2005), one should keep in mind that relying on parental 
support is also an important factor that contributes to social inequalities, as it is 
positively related to a family’s SES (e.g., Rumberger et al. 1990) and negatively 
related to immigrant background (Aldous 2006). Students for whom teachers have 
trouble making secondary school track decisions might be at higher risk of experi-
encing social inequalities, as teachers might rely more on parental support, with 
potential to thereby derive a socially biased decision.

Further studies should disentangle the influences that are actually derived from 
parental support from those that stem from SES. The separation of these variables 
might not only provide a deeper understanding of teachers’ tracking decisions but 
could also shed light on social inequality.

Parental support includes different facets, and future research should focus on the 
facets that are the most important for teachers. Research has shown that checking 
student homework or attending school functions is not strongly related to the aca-
demic success of the students (Jeynes 2005). As in our research, parental support was 
not divided into facets, future research should investigate whether, for instance, finan-
cial support and emotional support might differentially affect teachers’ tracking deci-
sions. The question also arises whether teachers could validly assess the “real” level 
of parental support or whether they—perhaps by trend—use stereotypes to infer the 
level of parental support. This could be a further source of social disparities.

To foster pre-service teachers’ expertise in making tracking decisions, we devel-
oped a training program that was based on acquiring theoretical knowledge and 
training in how to make an adequate tracking decision. In response to the feedback, 
participants could reflect on their own decision behavior and hence could adapt their 
behavior towards adequate decision making. The training program turned out to be 
effective, since pre-service teachers learned to generate and follow decision rules 
that were similar to the experts’ rules. Therefore, the influence of social background 
variables on pre-service teachers’ tracking decisions was reduced, and accordance 
with the experts’ decisions was increased. However, we cannot draw stringent con-
clusions about whether the experts’ decisions were adequate. Further research is 
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needed to investigate the predictive validity of the tracking decisions experts made 
for real students described in the case vignettes. Thereby, it might prove valuable to 
find different indicators of correct tracking decisions. Besides indicators such as 
changes of track or repeating a class, an alternative indicator was formulated by 
comparing a student’s achievement profile in school with typical profiles of students 
in different school tracks. Validating those profiles among experts, and investigating 
the predictive validity of the decisions based on the identified student profiles, sup-
ported the accuracy indicator (Glock et al. 2015). However, adequate tracking deci-
sions might be indicated not only by achievement-related variables but also by 
socioemotional variables, such as school attitudes, classmate acceptance, or aca-
demic self-concept. To formulate such accuracy indicators might help to answer the 
question of whether the training program can also lead to more adequate tracking 
decisions.

The current research provides empirically based knowledge about the cognitive 
processes of primary school teachers in making tracking decisions. This knowledge 
can be used in pre-service teacher education and in the professionalization of teach-
ers to reflect on and improve their tracking decisions. This might be an option for 
reducing social inequalities that are intensified by biased tracking decisions.

In addition, teachers’ adaptive diagnostic competency plays a pivotal role, not 
only in school tracking decisions. Teachers also face different decision tasks and 
situational demands in their school environment, such as making adequate “micro 
decisions” during school lessons, to adapt classroom instructions in response to the 
students’ actual performance level (Schrader and Helmke 2001). The ability to flex-
ibly switch between different processing strategies enables teachers to deal with 
them. Further research based on the ADCM should investigate the teachers’ diag-
nostic competency in different school-related decision tasks and therefore focus in 
particular on the situational component of diagnostic competency. In this vein, fur-
ther studies focusing on decisions’ accuracy in combination with decision process-
ing, might provide more empirical knowledge about the adequacy of teachers’ 
adaptive decision making, and might shed light on differences in the decisions’ 
accuracy as it is affected by situational factors.

Acknowledgements  The research reported in this chapter was funded by grants GR 1863/5-1, 
5-2 and 5-3; KR 2162/4-1, 4-2 and 4-3 from the German Research Foundation (DFG) in the 
Priority Program “Competence Models for Assessing Individual Learning Outcomes and 
Evaluating Educational Processes” (SPP 1293) and grants INTER/DFG/09/01 and INTER/
DFG/11/03 from the Fonds Nationale de la Recherche Luxembourg.

References

Aldous, J. (2006). Family, ethnicity, and immigrant youths’ educational achievements. Journal of 
Family Issues, 27, 1633–1667. doi:10.1177/0192513X06292419.

Böhmer, I., Hörstermann, T., Krolak-Schwerdt, S., & Gräsel, C. (2012). Die Informationssuche bei 
der Erstellung der Übergangsempfehlung: die Rolle von Fallkonsistenz und Expertise 

9  Teachers’ School Tracking Decisions

http://dx.doi.org/10.1177/0192513X06292419


146

[Information search in making a transition recommendation]. Unterrichtswissenschaft, 40, 
140–155.

Bos, W., Voss, A., Lankes, E.-M., Schwippert, K., Thiel, O., & Valtin, R. (2004). 
Schullaufbahnempfehlungen von Lehrkräften für Kinder am Ende der vierten Jahrgangsstufe 
[Teachers’ tracking decisions at the end of primary school]. In W.  Bos, E.-M.  Lankes, 
M.  Prenzel, K.  Schwippert, R.  Valtin, & G.  Walther (Eds.), IGLU:Einige Länder der 
Bundesrepublik Deutschland im nationalen und internationalen Vergleich (pp.  191–228). 
Münster: Waxmann.

Ditton, H. (2013). Bildungsverläufe in der Sekundarstufe: Ergebnisse einer Längsschnittstudie zu 
Wechseln der Schulform und des Bildungszugangs [Educational careers in secondary educa-
tion]. Zeitschrift für Pädagogik, 59, 887–911.

Driessen, G. W. J. M. (1993). Social or ethnic determinants of educational opportunities? Results 
from the evaluation of the education priority policy programme in the Netherlands. Studies in 
Educational Evaluation, 19, 265–280. doi:10.1016/S0191-491X(05)80010-0.

Ferreira, M. B., Garcia-Marques, L., Sherman, S.  J., & Sherman, J. W. (2006). Automatic and 
controlled components of judgment and decision making. Journal of Personality and Social 
Psychology, 91, 797–813. doi:10.1037/0022-3514.91.5.797.

Findell, C. R. (2007). What differentiates expert teachers from others? Journal of Education, 188, 
11–23.

Fiske, S. T., & Neuberg, S. L. (1990). A continuum of impression formation from category-based 
to individuating processes: Influences of information and motivation on attention and interpre-
tation. In M. P. Zanna (Ed.), Advances in experimental social psychology (Vol. 23, pp. 1–74). 
New York: Academic Press.

Fiske, S. T., Neuberg, S. L., Beattie, A. E., & Milberg, S. J. (1987). Category-based and attribute-based 
reactions to others: Some informational conditions of stereotyping and individuating processes. 
Journal of Experimental Social Psychology, 23, 399–427. doi:10.1016/0022-1031(87)90038-2.

Gigerenzer, G., & Goldstein, D. G. (1996). Reasoning the fast and frugal way: Models of bounded 
rationality. Psychological Review, 103, 650–669. doi:10.1037/0033-295X.103.4.650.

Glock, S., Kneer, J., & Krolak-Schwerdt, S. (2011). Impression formation or prediction? Category 
fit and task influence forensic person memory. Journal of Forensic Psychology Practice, 11, 
391–405. doi:10.1080/15228932.2011.588529.

Glock, S., Krolak-Schwerdt, S., & Pit-Ten Cate, I. (2015). Are school placement recommendations 
accurate? The effect of students’ ethnicity on teachers’ judgments and recognition memory. 
European Journal of Psychology of Education, 30, 169–188. doi:10.1007/s10212-014-0237-2.

Jeynes, W. H. (2005). A meta-analysis of the relation of parental involvement to urban elementary 
school student academic achievement. Urban Education, 40, 237–269.

Klapproth, F., Glock, S., Böhmer, M., Krolak-Schwerdt, S., & Martin, R. (2012). School place-
ment decisions in Luxembourg: Do teachers meet the Education Ministry’s standards? The 
Literacy Information and Computer Education Journal, 1, 765–771.

Klieme, E., Hartig, J., & Rauch, D. (2008). The concept of competence in educational contexts. In 
J. Hartig, E. Klieme, & D. Leutner (Eds.), Assessment of competencies in educational contexts 
(pp. 3–22). Göttingen: Hogrefe.

KMK (Standing Conference of the Ministers of Education and Cultural Affairs of the States in the 
Federal Republic of Germany). (Ed.). (2015). Übergang von der Grundschule in Schulen des 
Sekundarbereichs I und Förderung, Beobachtung und Orientierung in den Jahrgangsstufen 5 
und 6 (sog. Orientierungsstufe). Beschluss vom 19.02.2015 [Transition from primary to sec-
ondary schools. Resolution approved by the Standing Conference on 19 February 2015]. http://
www.kmk.org/fileadmin/Dateien/veroeffentlichungen_beschluesse/2015/2015_02_19-
Uebergang_Grundschule-SI-Orientierungsstufe.pdf. Accessed 23 Aug 2015.

Krolak-Schwerdt, S., Böhmer, M., & Gräsel, C. (2009). Verarbeitung von schülerbezogener 
Information als zielgeleiteter Prozess. Der Lehrer als “flexibler Denker” [Processing students’ 
information as goal-oriented process]. Zeitschrift für Pädagogische Psychologie, 23, 175–186.

I. Böhmer et al.

http://dx.doi.org/10.1016/S0191-491X(05)80010-0
http://dx.doi.org/10.1037/0022-3514.91.5.797
http://dx.doi.org/10.1016/0022-1031(87)90038-2
http://dx.doi.org/10.1037/0033-295X.103.4.650
http://dx.doi.org/10.1080/15228932.2011.588529
http://dx.doi.org/10.1007/s10212-014-0237-2
http://www.kmk.org/fileadmin/Dateien/veroeffentlichungen_beschluesse/2015/2015_02_19-Uebergang_Grundschule-SI-Orientierungsstufe.pdf
http://www.kmk.org/fileadmin/Dateien/veroeffentlichungen_beschluesse/2015/2015_02_19-Uebergang_Grundschule-SI-Orientierungsstufe.pdf
http://www.kmk.org/fileadmin/Dateien/veroeffentlichungen_beschluesse/2015/2015_02_19-Uebergang_Grundschule-SI-Orientierungsstufe.pdf


147

Krolak-Schwerdt, S., Böhmer, M., & Gräsel, C. (2013). The impact of accountability on teachers’ 
assessments of student performance: A social cognitive analysis. Social Psychology of 
Education, 16, 215–239. doi:10.1007/s11218-013-9215-9.

Lerner, J.  S., & Tetlock, P.  E. (1999). Accounting for effects of accountability. Psychological 
Bulletin, 125, 255–275.

Maaz, K., & Nagy, G. (2009). Der Übergang von der Grundschule in die weiterführenden Schulen des 
Sekundarschulsystems: Definition, Spezifikation und Quantifizierung primärer und sekundärer 
Herkunftseffekte [The transition from elementary to secondary education in Germany]. Zeitschrift 
für Erziehungswissenschaft, 12, 153–182. doi:10.1007/978-3-531-92216-4_7.

Maaz, K., Trautwein, U., Lüdtke, O., & Baumert, J. (2008). Educational transitions and differential 
learning environments: How explicit between-school tracking contributes to social inequality 
in educational outcomes. Child Development Perspectives, 2, 99–106. 
doi:10.1111/j.1750-8606.2008.00048.x.

Nisbett, R. E., Zukier, H., & Lemley, R. E. (1981). The dilution effect: Nondiagnostic information 
weakens the implications of diagnostic information. Cognitive Psychology, 13, 248–277. 
doi:10.1016/0010-0285(81)90010-4.

Nölle, I., Hörstermann, T., Krolak-Schwerdt, S., & Gräsel, C. (2009). Relevante diagnostische 
Informationen bei der Übergangsempfehlung: Die Perspektive der Lehrkräfte [Diagnostic rel-
evant information for school tracking decisions: Teachers’ perspectives]. Unterrichtswissenschaft, 
37, 294–310.

Payne, J. W., Bettman, J. R., & Johnson, E. J. (1993). The adaptive decision maker. Cambridge: 
Cambridge University Press.

Rumberger, R. W., Ghatak, R., Poulos, G., Ritter, P. L., & Dornbusch, S. M. (1990). Family influ-
ences on dropout behavior in one California high school. Sociology of Education, 63, 283–299. 
doi:10.2307/2112876.

Schrader, F.-W., & Helmke, A. (2001). Alltägliche Leistungsbeurteilung durch Lehrer [Teachers’ 
assessment of school performance]. In F.  E. Weinert (Ed.), Leistungsmessungen in Schulen 
(pp. 45–58). Weinheim: Beltz.

Sherman, J. W., Lee, A. Y., Bessenoff, G. R., & Frost, L. A. (1998). Stereotype efficiency recon-
sidered: Encoding flexibility under cognitive load. Journal of Personality and Social 
Psychology, 75, 589–606.

Showers, C., & Cantor, N. (1985). Social cognition: A look at motivated strategies. Annual Review 
of Psychology, 36, 275–305. doi:10.1146/annurev.ps.36.020185.001423.

Swets, J. A., Dawes, R. M., & Monahan, J. (2000). Better decisions through science. Scientific 
American, 283, 82–87.

Van Ophuysen, S. (2006). Vergleich diagnostischer Entscheidungen von Novizen und Experten am 
Beispiel der Schullaufbahnempfehlung [Comparison of diagnostic decisions between novices 
and experts: The example of school career recommendation]. Zeitschrift für 
Entwicklungspsychologie und Pädagogische Psychologie, 38, 154–161.

9  Teachers’ School Tracking Decisions

http://dx.doi.org/10.1007/s11218-013-9215-9
http://dx.doi.org/10.1007/978-3-531-92216-4_7
http://dx.doi.org/10.1111/j.1750-8606.2008.00048.x
http://dx.doi.org/10.1016/0010-0285(81)90010-4
http://dx.doi.org/10.2307/2112876
http://dx.doi.org/10.1146/annurev.ps.36.020185.001423


149© Springer International Publishing AG 2017 
D. Leutner et al. (eds.), Competence Assessment in Education, Methodology of 
Educational Measurement and Assessment, DOI 10.1007/978-3-319-50030-0_10

Chapter 10
Modeling, Measuring, and Training Teachers’ 
Counseling and Diagnostic Competencies

Mara Gerich, Monika Trittel, Simone Bruder, Julia Klug, Silke Hertel, 
Regina Bruder, and Bernhard Schmitz

Abstract  In their professional routines, teachers must perform highly complex and 
demanding tasks that require extensive counseling and diagnostic competence. 
There is a growing request for programs that foster these important teacher compe-
tencies in educational practice (e.g., German Society for Psychology, Psychologie 
in den Lehramtsstudiengängen: Ein Rahmencurriculum [Psychology in teacher 
education: A framework curriculum]. Retrieved from http://www.dgps.de/_down-
load/2008/Psychologie_Lehramt_Curriculum.pdf, 2008) as well as a call for the 
theoretical modeling of competencies and approaches for their assessment in educa-
tional research (Koeppen et al., J Psychol 216:61–73, 2008). In the current research 
project we theoretically conceptualized and empirically validated specific models of 
teachers’ counseling and diagnostic competence for the domain of student learning 
behavior, and constructed several instruments for their assessment. Subsequently, 
we developed specific training programs on counseling and diagnostics for prospec-
tive and in-service teachers based on the models, and evaluated them by means of 
the specified instruments. We describe the results of the research project in this 
chapter and discuss future prospects for educational research and teacher training.
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10.1  �Introduction

Counseling students and their parents is specified as a central pedagogical task in 
government recommendations and standards for teacher education all over the 
world (e.g., NCTAF 1997; KMK 2004). Accordingly, counseling competence has 
been included in concepts of teachers’ professional competencies (e.g., Baumert 
and Kunter 2006).

Against the background of international education studies (TIMSS, PISA) parent 
counseling concerning students’ learning difficulties and strategies, especially, has 
become increasingly important. As research on parental involvement shows, paren-
tal support in doing homework and learning activities plays an important role in 
students’ learning processes (Cox 2005). However, parents often feel insecure in 
supporting their children in homework and learning activities and, therefore, 
increasingly request guidance from teachers (Hoover-Dempsey et al. 2002). Within 
the context of counseling talks, teachers and parents can come together to jointly 
identify possible learning difficulties that need to be addressed and determine spe-
cific intervention strategies in the school and home contexts (Keys et al. 1998).

It is clear that teachers must be well educated in counseling in order to meet the 
high demands concerning the participation of parents in their children’s academic 
development. This is becoming particularly important in light of the challenges 
associated with the increasing diversity of the parent and student population, in 
terms of family circumstances, socioeconomic status, cultural norms, academic 
abilities, and learning conditions (Boethel 2003).

Although the importance of counseling parents in supporting their children’s 
educational progress has been noted in current research, there are still few studies 
that explicitly address the specific counseling skills that teachers must possess in 
order to be competent counselors. Thus, clear definitions and models of teachers’ 
counseling competence are lacking. In fact, there is an explicit need for a detailed 
definition of teachers’ counseling competence, as well as for the specification of 
individual competence dimensions on the basis of sophisticated psychometric mod-
els (e.g., Strasser and Gruber 2003). There is an absence of theoretical and empirical 
models, and also, suitable instruments for a reliable assessment of teachers’ coun-
seling competence are not available. Furthermore, counseling competence has not 
received sufficient consideration in the context of practical teacher education 
(Walker and Dotger 2012). As a consequence, teachers do not feel well prepared to 
meet job demands concerning cooperation with parents (Mandel 2006). This, in 
turn, leads to diminished willingness of teachers to offer counseling talks (Wild 
2003), as well as decreased job satisfaction, increased occupational stress, and a 
greater risk of burnout (Pas et  al. 2012). Consequently, improved integration of 
counseling in teacher preparation and continuing education is needed urgently.

Teachers’ counseling competence is not unrelated to other competencies; in par-
ticular, it is enmeshed in the competence of assessing student learning (Klug et al. 
2012), wherein adequate intervention becomes a possibility. The measurement of 
student learning achievement is, perhaps, the most prominent example of educational 
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diagnostics. This primarily summative type of assessment suits the purpose of sur-
veying the effectiveness of instruction units in achieving gains in school perfor-
mance. Students’ results on such measures determine their subsequent educational 
opportunities, for which teachers’ adequate judgments are vital. According to 
Weinert (2001), diagnostic competence is one of the key competencies for teachers. 
Vogt and Rogalla (2009) have specified the meaning of teachers’ diagnostic compe-
tence in creating effective instruction as follows: “Teachers are challenged to meet 
diverse learning needs and adapt their teaching to heterogeneous academic ability as 
well as multiple interests and motivations” (p. 1051). First and foremost, empirical 
educational research concerning the diagnostic competence of teachers addresses 
summative assessment; definitions of diagnostic competence vary but are typically 
operationalized as a teacher’s ability to judge student achievement and/or task dif-
ficulties accurately. Here, accuracy is measured by correlating teachers’ judgments 
with the results of standardized tests (Südkamp et al. 2012). Nevertheless, there is 
an increasing call to shift the focus from summative to formative diagnostics in 
order to facilitate didactic intervention (cf. Abs 2007). This means that accurate 
judgments of student achievement are important as ever, but that teachers’ diagnos-
tic actions should also include the assessment of learning processes. The aim is to 
foster students on an individual basis, support their learning, and adapt instruction 
to the divergent needs of students. A contemporary model of teachers’ diagnostic 
competence must account for the specific qualities in educational action that these 
tasks necessitate. Indeed, such a model of teachers’ diagnostic competence that 
focuses explicitly on student learning behavior, does not yet exist. Furthermore, 
appropriate domain-specific instruments for its assessment are lacking. Just as in 
the case of teachers’ counseling competence, few early university and continuing 
teacher education programs include training in diagnostic competence in regard to 
student learning behavior.

10.2  �Project Goals

Against this background of the absence of theoretical and psychometric models of 
teachers’ counseling and diagnostic competencies, of appropriate approaches for 
their measurement, and the growing demand for programs to foster teachers’ coun-
seling and diagnostic competencies, the central goals of the current research project 
consisted in the development of: (1) domain-specific competence models of teach-
ers’ counseling and diagnostic competencies concerning student learning behavior,1 
(2) instruments for their assessment, and (3) comprehensive training programs to 
foster these important teacher competencies.

1 Henceforth, we use the abbreviated terms ‘counseling competence’ and ‘diagnostic competence’.
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10.3  �Modeling Teachers’ Counseling and Diagnostic 
Competencies

The central purpose of the current research project was to develop detailed compe-
tence models for teachers’ counseling and diagnostic competencies. As competen-
cies are considered to be precisely defined in specific domains (Koeppen et  al. 
2008), the models were conceptualized for the domain of student learning behavior. 
In a first step, we identified theoretical components of teachers’ counseling and 
diagnostic competencies in relation to learning behaviors, by summarizing the mul-
tiple demands identified in the current literature. In a second step, the hypothesized 
models were tested on the basis of empirical data, with the help of structural equa-
tion modeling.

Throughout the project period, we continually optimized the models in several 
studies, using different samples of prospective and in-service teachers (Bruder 
2011; Bruder et  al. 2010; Gerich et  al. 2015; Klug 2011; Klug et  al. 2013). 
Furthermore, we investigated the relationship between these two competence areas, 
of counseling and diagnosis.

10.3.1  �Theoretical Background

Counseling Competence  The identification of theoretical components of teacher’s 
competence in counseling parents was based on a predecessor model established by 
Hertel (2009), as well as literature on counseling in general, counseling in schools, 
and short-term therapy (McLaughlin 1999; McLeod 2003; Reid 1990; Strasser and 
Gruber 2003; Schwarzer and Buchwald 2006; West and Cannon 1988). In a prelimi-
nary study with a sample of German grammar school teachers, these components 
were divided into four central dimensions (Bruder 2011).

The first dimension, counseling skills, includes the elementary counseling proce-
dures of active listening and paraphrasing, which are known to signalize under-
standing and acceptance. Furthermore, this dimension implies the ability to structure 
a counseling talk, which has been identified in the literature as an important aspect 
of successful counseling. The second dimension, diagnostic and pedagogical 
knowledge, contains aspects that are necessary to finding appropriate and custom-
ized solutions for student learning difficulties. To do so, teachers must first clearly 
define the existing problem and search for possible causes. In order to successfully 
provide appropriate solutions or advice, teachers must possess knowledge of strate-
gies regarding the support of children in their learning processes, and apply this 
knowledge with a particular goal orientation. The third dimension, collaboration 
and perspective taking, includes cooperative actions, perspective taking, and 
resource and solution orientation. These competencies suggest that counseling 
should be a cooperative act that encourages collaboration between teachers and 
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parents. Beyond that, the teachers should hold a certain resource and solution 
orientation, in order to determine which student and/or parent competencies can be 
used to support the problem-solving process. Finally, the fourth dimension, coping, 
includes strategies for professionally coping with criticism from parents and 
appropriately dealing with difficult situations that may arise in the course of the 
counseling talk.

Given that this factorial structure had been confirmed on the sole basis of a sam-
ple of grammar school teachers, so far, the first aim of the main study was to test its 
validity for the entire population of primary and secondary school teachers.

As counseling is frequently conceptualized as a process in the literature (e.g., 
McLeod 2003; Strasser and Gruber 2003), we secondly sought to test an alternative 
model structure that provides more consideration to the counseling talk as a process 
comprising two central phases (e.g., Thiel 2003): (1) a diagnostic phase, including 
the analysis of the existing problem and the identification of possible explanatory 
factors; and (2) a problem-solving phase, comprising the development of appropri-
ate solution strategies (for further theoretical remarks, see Gerich et al. 2015). On 
this basis, we reassigned the manifest variables related to Bruder’s (2011) dimen-
sions, “diagnostic and pedagogical knowledge” and “collaboration and perspective 
taking”, to the two new dimensions diagnostic-skills and problem-solving-skills. 
Consequently, in the re-specified model the variables “problem definition”, “search 
for possible causes”, and “perspective taking” comprised the diagnostic skills 
dimension, whereas the variables “strategy application”, “goal orientation”, “solu-
tion and resource orientation”, and “cooperative actions” formed the problem-
solving skills dimension. For purposes of clarity, we renamed the counseling skills 
dimension communication-skills and the coping dimension coping-skills.

Diagnostic Competence  We also identified theoretical components of diagnostic 
competence by summarizing the multiple demands mentioned in the literature (Abs 
2007; Hattie and Timperley 2007; Helmke et al. 2004; Jäger 2007; van Ophuysen 
2006; Strasser and Gruber 2003). On this basis we postulated a three-dimensional 
process model (Klug et al. 2013) as follows.

The first dimension consists of the preactional phase, in which the teacher sets 
the aim of the diagnosis, to watch the individual student’s learning process and pro-
vide support based on the diagnosis. In this dimension, basic diagnostic skills 
(knowledge about methods for gathering information, psychological quality criteria 
of tests, and judgment formation) that the teacher possesses are activated. The sec-
ond dimension of the model consists of the actional phase, in which the actual 
diagnostic action takes place. Most important in this phase is acting systematically 
to make a prediction about the student’s development and possible underlying learn-
ing difficulties, as well as gathering information from different sources. The third 
and final dimension consists of the postactional phase, in which pedagogical actions 
that follow from the diagnosis are implemented in terms of giving feedback to the 
student and his or her parents, writing down plans for the student’s advancement, 
and teaching self-regulated learning in class.
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Because of the assumed cyclical nature of the model, the three dimensions were 
expected to influence each other. We also postulated a connection between the 
postactional phase in a diagnostic situation and the preactional phase in the con-
secutive diagnostic situation.

10.3.2  �Method

The empirical validation of the proposed models of teachers’ counseling and diag-
nostic competence was carried out as part of cross-sectional studies (Gerich et al. 
2015; Klug et al. 2013) based on samples of N = 357 German in-service teachers 
(counseling competence) and N = 293 German prospective and in-service teachers 
(diagnostic competence).

For the measurement of teachers’ counseling and diagnostic competence we 
used specific scenario tests that were also developed as part of the research project 
(for a detailed description of the scenario tests, see Sect. 10.4.1). We analyzed all 
data using a latent-variable approach with structural equation modeling.

10.3.3  �Results

Counseling Competence  To test the generalizability of the factorial structure of 
teachers’ counseling competence observed in the preparatory study with grammar 
school teachers (Bruder 2011), to the broader population of teachers working in 
primary and secondary education, we conducted a confirmatory factor analysis 
(CFA) on the basis of the current sample, which resulted in an unsatisfactory model 
fit (χ2(48) = 109.354, p < .001; χ2/df = 2.278; CFI (comparative fit index) = .801; 
TLI (Tucker-Lewis index) = .727; RMSEA (root mean square error of approxima-
tion) = .060; SRMR (standardized root mean square residual) = .049). An additional 
CFA based on the re-specified process-oriented model structure revealed a very 
good fit to the empirical data (χ2(44) = 48.417, p = .299; χ2/df = 1.100; CFI = .986; 
TLI = .979; SRMR = .033; RMSEA = .071). Moreover, by means of comparative 
analyses, we demonstrated that the four-dimensional model fitted the data signifi-
cantly better than a g-factor model.

In order to examine the existence of a second-order factor representing overall 
counseling competence, we conducted a second-order CFA, which revealed a very 
good model fit (χ2(47) = 53.572, p = .237; χ2/df = 1.140; CFI = .978; TLI = .969; 
RMSEA = .020; SRMR = .036; for detailed results see Gerich et  al. 2015). 
Figure 10.1 depicts the final model of teachers’ counseling competence.

Diagnostic Competence  To test the factorial validity of the proposed three-
dimensional model of teachers’ diagnostic competence, we also conducted a confir-
matory factor analysis. The results showed that the model fitted the data very well 
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(χ2(36) = 47.704, p = .092; χ2/df = 1.325; CFI = .954; RMSEA = .033; SRMR = 
.045). Comparative analyses also revealed that the three-dimensional model fitted 
the data significantly better than a g-factor structure and a two-factor structure. 
According to the model’s proposed process structure, the dimensions are substan-
tially inter-correlated (for detailed results, see Klug et al. 2013). Figure 10.2 dis-
plays the three-dimensional model of teachers’ diagnostic competence.

10.3.4  �Relationship Between Teachers’ Counseling 
and Diagnostic Competence

In the context of developing and validating the outlined competence models, diag-
nostic skills have been shown to be an important dimension in the model of teach-
ers’ counseling competence, whereas counseling also plays an important role in the 
postactional phase of the process model of teachers’ diagnostic competence. These 
results are in line with theoretical considerations, in which a relationship between 
these important teacher competencies is described. Particularly, the professional 
diagnosing of students’ learning behavior is characterized as the essential basis for 
counseling parents concerning support for their children’s learning processes (e.g., 
McLeod 2003). However, few approaches have empirically examined this postu-
lated relationship, so far.

Thus, we aimed to investigate the correlative association of teachers’ counseling 
and diagnostic competence, on the basis of a sample of N = 293 prospective and 
in-service teachers (Klug et al. 2012). Participants’ diagnostic and counseling com-
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petence were measured by means of specific scenario tests (see Sect. 10.4.1). We 
found a statistically significant correlation at the level of the overall scores for 
counseling and diagnostic competence (r = .21, p < .01). Consequently, our data 
demonstrate empirically that the postulated relationship between both competence 
areas does exist.

10.4  �Measuring Teachers’ Counseling and Diagnostic 
Competence

10.4.1  �Scenario Tests

Empirical validation of the models outlined above was realized by means of specific 
scenario tests (one for each competence area). Scenario tests are considered to be an 
appropriate and effective method to measure competencies in a standardized man-
ner that is context specific and closely related to behavior. Such tests have frequently 
been applied to assess competencies, even in the field of teacher education (e.g., 
Rivard et al. 2007).

Each scenario test contains a case study of a student with learning difficulties, 
followed by 12 open-ended questions relating to the information provided in the 
case study, which includes the contents of the competence models. Here, the sce-
nario test for the assessment of teachers’ counseling competence comprises ques-
tions concerning a potential counseling talk with the characterized student’s mother, 
such as “How do you structure the counseling talk?” (structuring) or “What learning 
aids or changes can you think of that you would recommend to Kristina’s mother?” 
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Fig. 10.2  Three-dimensional model of teachers’ diagnostic competence (Klug et al. 2013)
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(strategy application). The questions presented in the scenario test for assessing 
teachers’ diagnostic competence refer to general diagnostic proceedings in the case 
of student learning difficulties. For example, “If you want to assess Marco’s learn-
ing and achievement, with what do you compare his performance level?” (aim to 
watch process) or “After you have detected the causes of Marco’s learning difficul-
ties, what do you do next?” (plan promotion).

In order to transform the qualitative statements to these open-ended questions 
into quantitative data, we developed detailed rating systems. The rating systems 
proved to be objective within the scope of our studies, as the calculation of inter-
rater reliabilities for each question resulted in satisfactory intra-class-correlations 
between ICC = .72 and ICC = 1.00 for counseling (Gerich et al. 2015) and ICC = 
.67 and ICC = .95 for diagnostic competence (Klug et al. 2013).2

10.4.2  �Situational Judgment Test

To assess teachers’ counseling competence, we furthermore developed a situational 
judgment test (SJT; Bruder 2011; Bruder et al. 2011). In several studies, SJTs have 
been shown to have substantial criterion-related validities for the criterion of job 
performance (McDaniel et al. 2001). The SJT for measuring teachers’ counseling 
competence consists of 13 items referring to the four dimensions. Each item 
describes a short realistic counseling situation in which a particular behavior is 
requested, followed by four multiple-choice answer options. The participant is 
asked to choose the best and worst possible activities. Item difficulties were calcu-
lated on a sample of 78 grammar school teachers and ranged from .20 to .80, except 
for items of structuring, problem definition, and searching for reasons. The middle 
item difficulty for the SJT was .70. In a comparative study with N = 296 prospective 
and in-service teachers, analyses on the basis of a short test form of the SJT (six 
items) resulted in a significant correlation of the measured overall score of the SJT 
with the overall score of the scenario test (Bruder et al. 2011).

10.4.3  �Knowledge Tests and Self-Assessment Questionnaires

In addition to the scenario tests and the SJT, we developed instruments for the 
assessment of several variables related to teachers’ counseling and diagnostic com-
petence (see Bruder 2011; Klug 2011).

For this purpose, we firstly constructed specific multiple-choice knowledge tests 
for the measurement of teachers’ theoretical knowledge of counseling and diagnos-
tics. The knowledge test on counseling consists of a set of nine closed-ended ques-

2 A detailed description of the situational judgment test (SJT) and the results of further analyses are 
published in Bruder (2011) and Bruder et al. (2011).
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tions, each with several possible correct answers. For example: “Which advantages 
are associated with the technique of active listening? (1) The listener can make sure 
that he or she has accurately understood how the speaker is feeling. (2) It makes it 
easier for the listener to identify with the speaker. (3) The speaker feels understood. 
(4) It makes it easy to structure the conversation.”The multiple-choice tests on 
knowledge of diagnostics consisted of eleven closed-ended questions. For example: 
“Which quality criteria should diagnostic information correspond to? (1) Accuracy, 
representativeness, independency. (2) Completeness, stability, economy. (3) 
Objectivity, validity, reliability. (4) Objectivity, valence, relevance.” Participants 
were asked to choose the best answer or answers (the latter in cases where multiple 
answers were allowed. In such cases this was clearly marked next to the respective 
item). Item difficulties of the knowledge tests were between .35 and .89 for counsel-
ing and .33 and .82 for diagnostics, thus allowing for differentiation in a broad range 
of characteristics.

Secondly, we developed specific self-assessment questionnaires for both compe-
tence areas, measuring teacher’s professional self-concept (counseling: 17 items, α 
= .87; diagnosing: 12 items, α = .77) and reflected experience (counseling: eight 
items, α = .75; diagnosing: four items, α = .75). The scales on professional self-
concept comprise items on teachers’ motivation, self-efficacy, and attitude towards 
counseling or diagnosing, respectively. For example, “I am motivated to look into 
reasons for the learning problems of my students.” The professional self-concept for 
counseling scale additionally includes items on teachers’ sense of self as a coun-
selor. For example, “I believe that, as a teacher, part of my job is to counsel parents.” 
The reflected experience scales comprise items on teachers’ counseling or diagnos-
ing experiences and their subsequent reflection. For example, “After finishing a 
counseling talk, I think about whether I am satisfied with my performance as a 
counselor.” Participants were asked to respond to those items on a six-point rating 
scale, ranging from 1 (I completely disagree) to 6 (I completely agree).3

10.5  �Training Teachers’ Counseling and Diagnostic 
Competence

As several sources of teacher professionalization report inadequate consideration of 
counseling and diagnostic competencies in the context of early and continuing 
teacher education, we developed specific training programs for prospective and in-
service teachers (Gerich et al. 2012; Klug 2011; Trittel et al. 2014). Here, the train-
ing programs developed and evaluated within the framework of the research project 
initially focused either on counseling or on diagnostic competence however, with 
the aim of creating a solid basis for the subsequent development of training pro-
grams that focus on both competence areas. Nevertheless, due to the outlined 

3 For a detailed description of the multiple-choice knowledge tests and the self-assessment ques-
tionnaires see Bruder (2011) and Klug (2011).
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relationship between teachers’ counseling and diagnostic competence, the training 
programs overlapped in certain contents. Within the framework of intervention 
studies, we investigated the effects of the training programs as well as several addi-
tional interventions on participants’ counseling competence and diagnostic compe-
tence, respectively.

10.5.1  �Training Program in Diagnostic Competence 
for In-Service Teachers

As part of the first intervention study within the current research project (Klug 
2011), we studied the effects of participating in a training program on educational 
diagnostics and working on a standardized diary about teachers’ diagnostic compe-
tence. The development of the training program was based on the three-dimensional 
process model (Klug et al. 2013) and, consequently, covered all the contents of the 
three phases of the diagnostic process. It consisted of three weekly sessions, with a 
high degree of activity and reflection. In order to ensure the transfer of the theoreti-
cally acquired knowledge to teachers’ professional routines, participants worked on 
a specific diagnostically relevant case of one of their own students, describing each 
step in the diagnostic process, from setting the goal of the diagnostic process to the 
development of individual educational plans. After every session participants com-
pleted weekly homework assignments that encouraged them to revise and reflect 
further on the latest training content.

The standardized diary was intended to consolidate the transfer of the learned 
content by means of self-monitoring. It was likewise constructed with reference to 
the three phases of the process model, and contained questions on diagnostic action 
in teachers’ professional routines. For example, “Today I explicitly cared about spe-
cial judgment errors so that they do not bias my assessment” (judgment formation), 
or “Today, to judge my pupils’ learning behavior adequately, I compared their cur-
rent learning behavior with their earlier learning behavior” (aim to watch process).

N = 47 grammar school teachers voluntarily participated in the training program. 
Based on a longitudinal quasi-experimental design, we combined pre- and posttest 
assessment with time-series measures. The first experimental group completed the 
pretest, then received three weekly training sessions, and subsequently completed 
the posttest. The second experimental group additionally completed the standard-
ized diary, starting one week before the first training session and finishing one week 
after the last training session. Control group participants completed the pretest and 
posttest and were offered the opportunity to enroll in a shortened training program 
afterwards. For the pre- and the post-test, we used the scenario test for the assess-
ment of teachers’ diagnostic competence, outlined in Sect. 10.4.1. The acquisition 
of time series data was realized by means of the standardized diary.

A multivariate one-way ANOVA showed that participation in the training pro-
gram enhanced teachers’ diagnostic skills in both the preactional (F(2, 44) = 5.48, 
p < .01, η2 = .199) and the actional phases (F(2, 44) = 6.37, p < .01, η2 = .224) of the 
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diagnostic process, as both experimental groups showed significantly larger 
increases than the control group. Completing the diary had no additional interven-
tion effect on the values of experimental group 2. However, time series analyses on 
the basis of the diary data showed significant linear trends for most of the assessed 
variables. In the course of the training program and the completion of the diary, 
teachers applied the learned strategies in class increasingly often.

10.5.2  �Training Programs in Counseling and Diagnostic 
Competence for Prospective Teachers

As part of our longitudinal intervention studies, we furthermore aimed to investigate 
the effectiveness of specific training programs as well as additional feedback inter-
ventions on prospective teachers’ counseling competence and diagnostic compe-
tence, respectively.4

Each study took place at a university in Germany in compulsory optional courses 
on educational psychology. A total of N = 71 prospective teachers participated in the 
study on counseling competence. The sample in the study on diagnostic competence 
consisted of N = 73 prospective teachers. In each study, there were two experimental 
groups and one control group. After completing a pretest, experimental groups one 
(training condition) and two (training and feedback condition) participated in a 
training program on either counseling or diagnostic competence. The control groups 
participated in an alternative compulsory course. Participants in each experimental 
group additionally received individual feedback on their competence development 
on two occasions during the course of the training period (after the pretest and the 
posttest). In order to test the long-term effects of the realized interventions, partici-
pants in the experimental groups completed a follow-up test eight weeks after the 
posttest. To assess participants’ counseling competence and diagnostic competence, 
respectively, at all three measurement time points, we applied the scenario tests 
outlined in Sect. 10.4.1.5

The training program consisted of either 9 (counseling competence) or 10 (diag-
nostic competence) weekly sessions. The learning contents of the particular ses-
sions were selected on the basis of the outlined competence models of Gerich et al. 
(2015) and Klug et al. (2013). The training programs were particularly character-
ized by their focus on the development of practical competencies with actual 
relevance for participants’ future professional work. For that purpose, the training 

4 In the training study on diagnostic competence, we additionally examined the effects of working 
on a portfolio of educational diagnostics. Attention will be drawn here especially to the effects of 
the interventions training and feedback. A description of the portfolio can be found in Trittel et al. 
(in prep. a).
5 In the study on counseling competence, we additionally implemented simulated parent-teacher 
conversations to assess prospective teachers’ counseling competence. These were video recorded 
and rated by means of a detailed rating system. A specific description of the video-instrument, as 
well as the results gained from the simulated parent-teacher conversations, can be found in Gerich 
and Schmitz (submitted).
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programs comprised large sequences of situated learning. By means of working on 
specific cases, participants were able to apply their new theoretical knowledge in 
practical situations, as well as to continually reflect on their own professional prac-
tice in realistic problem contexts. After every session, participants completed 
weekly homework assignments that encouraged them to revise and reflect further on 
the latest training content.

As feedback is known to have a positive impact on learning (Kluger and DeNisi 
1996), we additionally aimed at testing its effects on the development of teachers’ 
competencies in counseling and diagnostics. For this, participants in each experi-
mental group received individual written feedback concerning their actual counsel-
ing or diagnostic competence, after the pretest and the posttest, on the basis of their 
individual measurement results. In special consideration of process-orientation, the 
feedback comprised information on participants’ individual strengths and weak-
nesses as well as individual areas of improvement. This so-called formative feed-
back (cf. Shute 2008) was itemized according to the dimensions of the outlined 
competence models (Gerich et al. 2015; Klug et al. 2013). In order to investigate the 
short and long-term effects of participation in the training programs and feedback 
interventions, we performed mixed-model MANOVAs with the between-subjects 
factor group and within-subjects factor time (pretest, posttest, follow-up test).

Within the scope of the intervention study on counseling competence, the pre-
post comparison by means of a mixed-model MANOVA, revealed a significant 
interaction effect of group and time (F(2, 68) = 175.69, p < .001, η2 = .84). The two 
experimental groups showed a significantly greater improvement in counseling 
competence than did the control group, which did not demonstrate increases on any 
dependent variables during the training period. Furthermore, the participants who 
received individual feedback on their pretest results (experimental group 2) showed 
a significantly higher competence increase than those who only participated in the 
training program (experimental group 1). The post-follow-up comparison revealed 
no significant decrease in participants’ counseling competence, thereby indicating 
the long-term stability of the intervention effects.

Mixed-model MANOVAs in the context of the intervention study on diagnostic 
competence also revealed a significant interaction of group and time in the develop-
ment of participants’ diagnostic competence from pretest to posttest (F(2, 72) = 
152.30, p = .001, η2 = .81), indicating an advantage for the experimental groups over 
the control group. The examination of long-term effects by means of the post-
follow-up comparison revealed a significant interaction of group and time (F(1, 46) 
= 32.86, p < .001, η2 = .42). In the space of time from the posttest to the follow-up 
test, experimental group 1 showed a decrease of measured diagnostic competence, 
whereas the experimental group 2, which received individual feedback on posttest 
results, showed an increase.6

Results of the intervention studies on the overall level of teachers’ counseling 
and diagnostic competence are displayed in Fig. 10.3.

6 A detailed description of the interventions and their effects on the particular competence dimen-
sions can be found in Gerich et al. (under review) and Trittel et al. (in prep. b).
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10.6  �Conclusions and Outlook

Over the course of the research project, we were able to establish a second-order four-
dimensional model of teachers’ counseling competence, as well as a three-dimensional 
process model of teachers’ diagnostic competence, in the specific domain of stu-
dents’ learning behavior. With regard to further research, a central objective should be 
the development of a common model that emphasizes the interrelationship of both 
competence areas, as well as their particular dimensions. As our research on the rela-
tionship of teachers’ diagnostic and counseling competence is based only on cross-
sectional data, so far, further longitudinal studies should focus especially on the 
examination of causal relationships between both competence areas.

The scenario tests turned out to be objective and efficient strategies for the item-
ized measurement of teachers’ practical counseling and diagnostic competencies, 
with simultaneous consideration of the required economy, especially in studies with 
large sample sizes. Using the scenario tests, we were able to obtain both an assess-
ment of general competence and a detailed measurement, itemized according to the 
specific competence dimensions. Certainly, scenario tests are not able to measure 
actual behavior; however, for studies with large sample sizes, they are the method of 
choice (Hedlund et al. 2006). Especially in early teacher education, case scenarios 
prove to be beneficial for measuring competencies, given that observation in real 
practice contexts is not possible. Nevertheless, future research should focus on fur-
ther improvement of the scenario tests. To do so, data obtained from the outlined 
scenario tests should first be compared to data obtained from other case scenarios 
measuring teachers’ counseling and diagnostic competence. Then, with a view to 
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validation in the field, data may be compared to video recordings of counseling talks 
or classroom observations of teachers’ actual professional routines. This also applies 
to the outlined situational judgment test for measuring counseling competence.

The specified competence models and the instruments for their assessment pro-
vide a profound empirical basis for the targeting of contents and skills to be acquired 
during teacher education programs, as well as the differentiated and competence-
based measurement of participating teachers’ learning outcomes. The demonstrated 
appropriateness of the multi-dimensional models indicates that teacher training pro-
grams are not limited to a focus on the development of general counseling and 
diagnostic competencies, but may also be used for the advancement of specific sub-
sidiary skills. On the other hand, the outlined instruments allow for assessment of 
the specific needs of individual and groups in terms of continuing education, as well 
as the designing of precisely tailored training programs and their systematic 
evaluation.

From this initial position, based on these models, we developed specific training 
programs on counseling and diagnostics for prospective and in-service teachers. 
Utilization of the specified instruments allowed for the comprehensive monitoring 
of participants’ individual learning processes, as well as providing detailed indi-
vidual feedback. Within the framework of our intervention studies, we were able to 
show that it is possible to enhance prospective and in-service teachers’ counseling 
and diagnostic competence in the long term through training. Moreover, in our stud-
ies with prospective teachers, formative feedback additionally proved beneficial in 
the context of participants’ competence development. As we only developed and 
evaluated interventions on either counseling or diagnostic competence over the 
course of the research project, the outlined training programs could serve as a blue-
print for corresponding programs that focus on both competence areas. Given the 
currently insufficient consideration of counseling and diagnostic skills in the con-
text of teacher education, appropriate curricula should become a fixed component in 
early teacher preparation as well as in continuing education.
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Chapter 11
Development and Evaluation of a Competence 
Model for Teaching Integrative Processing 
of Texts and Pictures (BiTe)

Annika Ohle, Nele McElvany, Britta Oerke, Wolfgang Schnotz, Inga Wagner, 
Holger Horz, Mark Ullrich, and Jürgen Baumert

Abstract  Teaching and learning from texts with integrated pictures are challenging 
tasks for teachers and students. Nevertheless, this kind of material is universal in 
secondary school as well as in elementary school and holds huge potential for stu-
dent learning, if instruction and presentation are appropriate. The project “BiTe” 
investigates teachers’ and students’ competencies in secondary and elementary 
school. This chapter focuses on components of teachers’ competence in the specific 
field of Picture-Text-Integration (PTI), embracing teachers’ knowledge as well as 
their attitudes, motivation, and self-related cognitions. Also, teachers’ judgment 
accuracy is investigated, as especially relevant for judging students’ competencies 
and the level of difficulty of teaching materials. Regarding the outcomes of teach-
ers’ competencies, instructional quality and students’ engagement are described.
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11.1  �The “BiTe-Project”

The German acronym “BiTe” stands for “Bild-Text-Integration” (Picture-Text-
Integration); the aim of this project is to investigate teachers’ and students’ compe-
tencies in teaching and learning with multi-representational material—more 
precisely, material consisting of texts with instructional pictures. Within this proj-
ect, teachers and students from secondary schools (funding phases 1 and 2) and 
elementary schools (funding phase 3) participated. The first funding phase was 
dedicated to the development of competence models and instruments for evaluating 
those models. The following chapter presents results from the first, second and third 
phase of funding, focusing on teacher competencies. Results regarding students’ 
competencies are reported in Schnotz et al. (2017, in this volume).

11.2  �Theoretical Background

11.2.1  �Challenges of Picture-Text-Integration (PTI)

Multi-representational learning material is omnipresent in secondary and elemen-
tary school classrooms. Such material—as it is understood in this project—refers to 
material consisting of texts and instructional pictures, like diagrams, maps or simi-
lar illustrations (Mayer 2001). Whenever information is presented by different rep-
resentations, the recipient needs to make use of different channels (here: verbal and 
pictorial) in order to extract information from both sources and to construct a mental 
model of the given information (Ayres and Sweller 2005; Schnotz and Bannert 
2003). Although integrating information from pictures and texts is cognitively chal-
lenging for students, learning with this kind of material can be very effective when 
material is offered adequately (e.g., Ainsworth 2006). Information from different 
sources can work complementarily, but usually there is little redundancy between 
text and pictures in learning materials; for students, this increases the difficulty of 
integrating information from both sources.

11.2.2  �Teachers’ Competencies for Teaching the Integrative 
Processing of Pictures and Texts

Teachers play an essential role in student learning (e.g., Good, 1979; Hattie and 
Anderman, 2013), as they are responsible for offering high quality instruction. 
Models of classroom interactions between teachers and students describe teachers’ 
competencies as a multi-dimensional construct including professional knowledge, 
attitudes, motivation, and self-related cognitions, such as emotional distance, self-
efficacy beliefs, self-regulation or self-reflection (e.g., Kunter et al. 2013). There is 
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empirical evidence that these dimensions are relevant for teachers’ performance in 
the classroom and therefore also impact student learning (e.g., Hattie and Anderman 
2013; Pajares 1992; Tschannen-Moran et al. 1998). It seems reasonable that these 
dimensions of teachers’ competence are also relevant for teaching with texts and 
integrated pictures. Especially in cognitively demanding learning situations—such 
as the integrative processing of texts and pictures—teachers’ judgment accuracy in 
respect of students’ competencies and the difficulty of learning material (e.g., Vogt 
and Rogalla 2009) is essential for providing adequate learning and adaptive support 
for students.

It is widely assumed that teachers’ competencies are gained during their educa-
tion and further developed through experience (e.g., Blömeke 2011; Klassen and 
Chiu 2010). Furthermore, teachers’ expertise in a certain domain can be fostered by 
teacher training (e.g., Lipowsky 2004).

11.2.3  �Quality of Instruction

There is a consensus that quality of instruction is essential for student learning (e.g., 
Helmke 2009). Common models of classroom interaction describe instructional 
quality as a mediating factor between teachers’ competencies and students’ learning 
outcomes. It seems reasonable that those models can also be applied to describing 
teaching and learning with picture-text-material. Hence, teachers’ competencies in 
PTI are regarded as an essential prerequisite for students’ learning processes with 
this kind of material. In the literature a variety of descriptions for quality of instruc-
tion can be found, but in general, three basic dimensions can be distinguished 
(Klieme and Rakoczy 2008): Classroom management (e.g., prevention of disrup-
tions) is the basis of successful learning processes, which include teaching and 
learning with picture-text-material. Cognitive activation (e.g., through challenging 
tasks) is a more content-related aspect of instructional quality and is probably espe-
cially relevant for learning with cognitively challenging PTI-material. A supportive 
and student-oriented environment (e.g., adaptive explanations) builds the third 
dimension of instructional quality. Adequate teacher explanations are supposed to 
be essential for learning with difficult material such as PTI-material. Aspects of 
instructional quality, which can be summarized in those three dimensions, are sup-
posed to ensure fluent learning processes, cognitive challenges, and adequate 
teacher support for students.

11.3  �Research Questions and Hypotheses

Based on the challenges of picture-text-integration (Sect. 11.2.1) as well as theoreti-
cal models and empirical evidence of teacher competencies (Sect. 11.2.2) and 
instructional quality (Sect. 11.2.3) four major research questions were derived for 
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the area of picture-text-integration. These have regard to professional knowledge, 
attitudes, motivation, and self-related cognitions as dimensions of teacher compe-
tence (adapted for PTI):

(1)	 (a) What do teachers know about Picture-Text-Integration (PTI)?
(b) Can this knowledge be fostered by systematic intervention?

(2)	 What are teachers’ attitudes, motivations, and self-related cognitions in the 
field of PTI and PTI-diagnostics?

(3)	 (a) How accurate are teachers’ judgments with regard to student achievement 
and the difficulty of picture-text-material?
(b) Is the accuracy of teacher judgments related to their knowledge of PTI and 
the duration of contact between teacher and students?

(4)	 Are teachers’ competencies in the field of PTI related to
(a) instructional quantity and quality, and
(b) students’ engagement?

Since PTI is not an integral part of teacher education we expected to find rather 
low expertise in this field, while an interventional teacher training (Lipowsky 2004) 
should be suitable for fostering teachers’ knowledge about PTI (Hypotheses 1a + b). 
It is expected that teachers’ attitudes, motivation and self-related cognitions are 
distinct, but correlated components of teachers’ PTI-competencies (Hypothesis 2). 
For teachers’ accuracy of judgment, we presume secondary teachers to be more 
accurate, due to their education and the amount of PTI in secondary school books. 
Furthermore, positive relations between accuracy and teachers’ knowledge and 
duration of contact to students are assumed (Hypotheses 3a + b). Based on general 
models of classroom interaction we presume positive relations between teachers’ 
competencies in the field of PTI and instructional quality, as well as students’ 
engagement (Hypotheses 4 a + b).

11.4  �Methods

11.4.1  �Sample and Study Design

Here, the overall samples and descriptive results from secondary and elementary 
school are presented; subsamples for specific analyses are described in the corre-
sponding results section.

The pilot study in funding phase 1 took place in 2008 with N = 48 randomly 
drawn schools of all tracks in Rhineland-Palatinate, Germany. From each school 
one class from Grades 5, 6, 7, or 8 was drawn randomly, and that class’ biology, 
geography, and German teachers were invited to participate in the study. The main 
study in funding phase 2 in secondary schools was a longitudinal study with a simi-
lar design. N = 48 classes from Grades 5 and 6 and their biology, geography, and 
German teachers, participated from 2009–2011. The science subjects were chosen 
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because of the importance of PTI-material, in contrast to German as a subject, 
which mainly demands text-reading competence. Data was assessed in two cohorts 
on three measurement points in Grades 5–6–7, and 6–7–8 respectively. Parallel to 
this main study, a video-based teacher training on fostering PTI-knowledge was 
conducted, with N = 58 biology teachers providing different levels of in-depth 
knowledge about PTI.

Data collection in elementary school (funding phase 3) was similarly designed to 
the main study in secondary school. In a longitudinal study with two measurement 
points, data was collected in Grade 4 classes in two cohorts in Rhineland-Palatinate 
(2011–2012) and in North Rhine-Westphalia (2012–2013), Germany. Altogether, N 
= 78 classes and their science and German teachers participated (in Germany, natu-
ral and social science are taught in one comprehensive subject in elementary school). 
Again, these subjects were chosen because of the relevance of PTI-material.

11.4.2  �Measures

Teacher Competencies  Teacher competencies: knowledge about picture-text-
integration, attitudes, motivation, and self-related cognitions, in (a) the general field 
of PTI and (b) specifically in diagnostics in PTI, were assessed with paper-pencil-
instruments. Teachers’ knowledge about PTI was assessed by 23 items about PTI-
instruction, materials and necessary students’ skills. Table 11.1 provides an overview 

Table 11.1  Prompts and items of the PTI-knowledge scales

Prompt in secondary school Prompt in elementary school
PTI-scales (Item 
examples)

Please mark the following 
suggestions with grades from 
1 = very good to 6 = 
insufficient on how to instruct 
students to read texts with 
instructional pictures.

There are several options of 
guiding students to read texts with 
instructional pictures. Please think 
about your subjects practice and 
state how often the following 
approaches occur in your lessons.

Instruction (e.g., I 
recommend that students 
identify central concepts 
in text and picture)

Please mark the following 
suggestions with grades from 
1 = very good to 6 = 
insufficient on how to simplify 
texts with instructional 
pictures for students.

There are several options of 
simplifying texts with instructional 
pictures. Please think about your 
subjects practice and state how 
often the following approaches 
occur in your lessons.

Material (e.g., I reduce 
the picture’s complexity)

Please rate the relevance of 
students’ skills for integrated 
reading of texts and pictures 
with grades from 1 = very 
good to 6 = insufficient.

There are several options for 
training student skills in reading 
texts with instructional pictures. 
Please think about your subjects 
practice and state how often the 
following approaches occur in your 
lessons.

Student skills (e.g., 
Relating information 
from two different 
sources)
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of item examples and the corresponding prompts for secondary and elementary 
school teachers.

In secondary school teachers were asked to rate the adequacy of items, while 
teachers in elementary school had to report their instructional behavior, which is 
regarded as an indicator of professional knowledge. Based on comparisons of two 
items among each other, teachers were scored from 0–2 points: Teachers’ relative 
estimation of adequacy between two items was (a) contrary to the expert rating (0 
points), (b) not the reverse of the expert rating (the better option was not rated worse 
by teachers) (1 point), or c) equal to the expert rating (2 points). Teachers’ total score 
was divided by the number of comparisons, resulting in a maximum score of 2 and a 
minimum of 0 points. The item comparisons for the whole test showed satisfying 
quality criteria for both school forms (Cronbach’s αsecondary school = .79; Cronbach’s 
αelementary school = .70). Due to the different prompts in this test, the results are reported 
separately for both school levels. In the intervention study, teachers’ knowledge 
about PTI was assessed by multiple-choice (MC) items consisting of 19 items about 
instructional pictures and the related reading and instruction processes, showing a 
reliability of Cronbach’s Alpha α = .66 in the pilot study (McElvany et al. 2009).

Teachers’ attitudes, motivation, emotional distance, and self-regulation in the 
field of text picture integration were assessed by questionnaire items and a 4-step 
Likert scale, ranging from 1 = I totally disagree to 4 = I totally agree. All scales 
reached satisfying reliabilities. Table  11.2 provides an overview of descriptive 
statistics for N = 339 secondary and elementary school teachers (Mage = 42.8 years, 
SD = 12.4; 76.4 % female). In Table 11.3 intercorrelations are reported.

Accuracy of Judgments  In order to estimate the accuracy of judgments, teachers 
filled in a questionnaire depicting items from a PTI-test that had been administered 
to the teachers’ classes to assess students’ PTI-competencies. Teachers were asked 
to rate students’ competence, and item difficulty aspects. The following measures 
were used to describe teachers’ accuracy of judgment (see McElvany et al. 2012):

•	 Absolute judgment accuracy for individual items: percentage of students, who 
solved each of the six items correctly (average difference between teachers’ esti-
mation and empirical solution rate);

•	 Absolute judgment accuracy for overall test: number of items solved correctly by 
class (difference between teachers’ estimation and empirical solution rate);

•	 Diagnostic sensitivity regarding item difficulty: correlation between teachers’ 
estimated difficulty ranking of six items and the empirical difficulty order;

•	 Diagnostic sensitivity regarding student competence: correlation between teach-
ers’ estimated ranking of seven (randomly drawn) students and the empirical 
competence order

Quantity and Quality of Instruction  Instructional quantity and quality were 
assessed in a multi-perspective way: teacher and student questionnaires with 4-point 
Likert scales, ranging from 1 = I totally disagree to 4 = I totally agree in the case of 
instructional quantity, and assessing discussion time on a range from 1 = never to 6 
= very often. The presented results in secondary school are based on teachers’ 
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Table 11.2  Descriptive statistics for facets of teachers’ competencies

Scale (item example)
No. of 
Items

Reliability 
Cronbachs’ α M (SD)

For picture-text-material (PTM) in general
Attitudes towards the utility of PTM 3 .67 3.37 (0.39)
(Texts with integrated pictures support students’ 
understanding.)
Attitudes towards the importance of support 5 .73 3.21 (0.46)
(Fostering stud. PTM-competence is one of the most 
important tasks.)
Attitudes towards the importance of practice 4 .83 3.38 (0.48)
(Reading and understanding of PTM has to be practiced 
repeatedly.)
Attitudes towards strategy use 4 .83 3.13 (0.52)
(Stud. gain PTM-understanding especially when shown 
clear routines.)
Attitudes towards independent learning 4 .78 3.51 (0.46)
(Teachers should encourage stud. For finding own 
PTM-interpretations.)
Emotional distance towards PTMa 4 .84 3.52 (0.50)
(I feel insecure when I see pictures, “integrated” in texts, 
in schoolbooks.)
Intrinsic motivation towards usage of PTM 3 .86 3.32 (0.49)
(I enjoy teaching with PTM.)
Self-efficacy beliefs towards PTM 4 .78 3.27 (0.41)
(I am sure to be able to integrate PTI-material into lessons 
meaningfully.)
Engagement in teaching with PTM 4 .85 3.18 (0.51)
(When a picture is integrated in a text, I ensure that all  
stud. Understand the picture and its relation to the text)
Avoidance in teaching with PTMa 4 .70 3.43 (0.42)
(When a picture is integrated in a text, I avoid discussing 
the picture)
For diagnostics for teaching with picture-text-material
Attitudes towards the importance of diagnostics (It is 
important for teaching and learning processes, to 
meticulously analyze the difficulty of PTM for students  
in advance.)

4 .78 3.17 (0.49)

Motivation towards diagnostics 4 .82 2.74 (0.53)
(I enjoy estimating the adequacy of text-picture-material 
for my class.)
Diagnostic self-efficacy beliefs 4 .77 2.98 (0.38)
(When teaching with PTM, I usually scrutinize the adequacy 
of text-picture-material that I selected for my class.)
Self-reflection in diagnostics 5 .83 3.21 (0.50)
(I spend time on estimating the challenges of PTM  
during lesson prep.)

Note: aRecoded scales; items are formulated negatively

11  Development and Evaluation of a Competence Model for Teaching Integrative…



174

Ta
bl

e 
11

.3
 

In
te

rc
or

re
la

tio
ns

 o
f 

Te
ac

he
rs

’ 
co

m
pe

te
nc

e 
fa

ce
ts

M
ea

su
re

1.
2.

3.
4.

5.
6.

7.
8.

9.
10

.
11

.
12

.
13

.
14

.
15

.

1.
 U

til
ity

.3
5*

*
.2

7*
*

.1
2*

.2
0*

*
.3

0*
*

.4
2*

*
.3

1*
*

.2
3*

*
.2

8*
*

.2
5*

*
.2

2*
*

.0
6

.0
7

.0
5

2.
 S

up
po

rt
.4

7*
*

.2
6*

*
.2

1*
*

.2
0*

*
.2

6*
*

.2
2*

*
.3

1*
*

.3
0*

*
.3

3*
*

.3
3*

*
.0

7
.1

6*
.0

3
3.

 P
ra

ct
ic

e
.4

5*
*

.1
8*

.0
8

.2
0*

*
.2

2*
*

.3
0*

*
.2

7*
*

.2
0*

*
.1

9*
.0

8
.1

9*
*

.0
9

4.
 S

tr
at

eg
y

.1
9*

*
−

.0
1

.1
4*

.0
5

.3
1*

*
.1

2*
.3

6*
*

.1
8*

.0
8

.3
0*

*
−

.0
5

5.
 I

nd
ep

en
de

nc
e

.1
5*

*
.3

0*
*

.2
4*

*
.3

2*
*

.2
6*

*
.2

6*
*

.1
3

.0
5

.1
3

.0
3

6.
 E

m
o.

 d
is

ta
nc

e
.3

6*
*

.3
9*

*
.2

3*
*

.4
0*

*
.2

8*
*

.1
4

.1
9*

.0
6

.1
7*

7.
 M

ot
iv

at
io

n
.3

7*
*

.3
8*

*
.2

4*
*

.2
7*

*
.4

2*
*

.1
7*

.0
6

.1
3*

8.
 S

E
B

: P
T

I
.3

8*
*

.3
0*

*
.3

0*
*

.2
8*

*
.3

4*
*

.2
7*

*
−

.0
1

9.
 E

ng
ag

em
en

t
.2

5*
*

.4
2*

*
.3

7*
*

.2
6*

*
.2

5*
*

.0
0

10
. A

vo
id

an
ce

.2
9*

*
.1

6*
.0

3
−

.0
5

.1
4*

11
. D

: I
m

po
rt

an
ce

.4
4*

*
.3

5*
*

.3
5*

*
−

.0
1

12
. D

: M
ot

iv
at

io
n

.3
2*

*
.3

4*
*

.0
1

13
. D

: S
E

B
.3

8*
*

.0
4

14
. D

: R
efl

ec
tio

n
−

.0
9

15
. K

no
w

le
dg

e

N
ot

e:
 A

na
ly

se
s 

ar
e 

ba
se

d 
on

 w
ho

le
 s

am
pl

e 
(N

 =
 3

39
).

 T
he

 “
em

ot
io

na
l d

is
ta

nc
e”

 a
nd

 “
A

vo
id

an
ce

” 
sc

al
es

 w
er

e 
re

co
rd

ed
 (

se
e 

Ta
bl

e 
11

.3
)

*p
 <

 .0
5 

tw
o-

ta
ile

d.
 *

*p
 <

 .0
1,

 tw
o-

ta
ile

d

A. Ohle et al.



175

self-reported instructional quantity (frequency of use of picture-text-material; M = 
4.15; SD = 0.77; α = .82) and quality (teachers’ engagement; M = 3.23, SD = 0.48; 
α = .86) (McElvany et  al. 2012). Furthermore, students’ perception of teachers’ 
instructional behavior was assessed: classroom management (M = 2.45; SD = 0.57; 
α = .96), discussion time (M = 3.11; SD = 0.39; α = .90), and adaptive explanations 
(M = 2.89; SD = 0.42; α = .91) (Schroeder et al. 2011).

In elementary school, students’ perception of classroom management (5 items; α 
= .88), challenging tasks (5 items; α = .87), and adaptive explanations (5 items; α = 
.82) were utilized as indicators of instructional quality.

Students’ Engagement  Students’ engagement was assessed with a newly devel-
oped scale of four items (α = .79; M = 2.34, SD = 0.73) covering students’ general 
engagement in learning activities, including PTI. On a 4-point Likert scale (1 = I 
totally disagree to 4 = I totally agree) students rated statements such as “We are very 
enthusiastic when reading texts with integrated pictures in our biology classes” 
(Schroeder et al. 2011).

11.5  �Results

11.5.1  �Research Question (1): Knowledge About PTI

For the elementary and secondary school teachers the main study-test showed a dif-
ficulty of Melementary school = 0.93 (SD = 0.16) and Msecondary school = 1.20 (SD = 0.18) 
indicating the potential for optimization of teachers’ PTI-knowledge base. In a 
video-based teacher training in secondary school, teachers received different levels 
of in-depth knowledge about PTI: Group A received advanced detailed information 
about PTI, while group B was provided with broader orientation knowledge about 
PTI. Results from the MC test showed that teachers who received detailed in-depth 
information gained more knowledge of PTI than did teachers who received merely 
a broad overview of the topic (McElvany and Willems 2012).

11.5.2  �Research Question (2): Teachers’ Attitudes, Motivation, 
and Self-Related Cognitions Towards PTI 
and Diagnostics in PTI

Teachers from both school types were convinced that picture-text-material was valu-
able for their teaching, and that students need to practice integrative processing of 
texts and pictures (see Table 11.2). Compared to the utility of mere text-material (M 
= 3.6; SD = 0.43), teachers reported a slightly higher value (M = 3.7; SD = 0.39) for 
the utility of PTI (t(333) = −1.94, p = .05). They also reported few negative emotions 
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regarding PTI and seldom felt insecure when teaching with picture-text-material. 
Teachers were motivated, showed positive self-efficacy beliefs, and did not tend to 
avoid discussing PTI in their lessons.

Regarding teachers’ attitudes, motivation and self-related cognitions for diag-
nostics in the field of PTI, confirmatory factor analyses with item parcels revealed 
that the four aspects (see Table 11.2) were distinct but correlated constructs for the 
whole sample. The four-factor model showed satisfying model fit criteria: (χ2 = 
25.50, df = 14, p = .03; comparative fit index [CFI] = 0.97). Chi-square-difference 
tests revealed that the model fit of a hierarchical model (χ2 = 26.60, df = 16, p = .05; 
CFI = 0.98) was not significantly better than the four-factor model, while the global-
factor model (χ2 = 164.54, df = 20, p < .001; CFI = 0.67) had a significant poorer 
model fit. Teachers also scored rather high on attitudes, motivation and self-related 
cognitions for diagnostics in the specific field of PTI.

11.5.3  �Research Question (3a): Teachers’ Accuracy 
of Judgment

Analyses from the second and third project phases provided a diverse picture of 
judgment accuracy of secondary and elementary school teachers. Since teachers 
from elementary school worked on different tasks than did secondary school teach-
ers, the results are presented separately. The level of accuracy differed among the 
four measures, as illustrated in Table 11.4.

Table 11.4  Overview of teachers’ judgment accuracy measures

Secondary 
School (N = 
116)

Elementary 
School (N = 133)

Measure Definition M (SD) M (SD)

Absolute judgment 
accuracy (individual 
items)a

Difference between 
teachers’ estimation and 
empirical solution rate

17 % (13 %) 19 % (9 %)

Absolute judgment 
accuracy (overall test)b

7 (6) tasks 8 (6) tasks

Diagnostic sensitivity 
(item difficulty)c

Correlation between 
teachers’ estimation and 
empirical order

r = .50 (.31) r = .79 (.25)

Diagnostic sensitivity 
(student competencies)c

r = .34 (.49) r  = .43

aPerfect judgment = 0 %
bPerfect judgment = 0 tasks
cPerfect judgment r  = 1.00
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11.5.4  �Research Question (3b): Teachers’ Accuracy 
of Judgment, Knowledge, and Duration of Contact

In secondary school, inconsistent relations were found between teachers’ knowl-
edge about PTI, the accuracy of their judgments regarding students’ competencies, 
and the difficulty of picture-text-material (McElvany et  al. 2009). Furthermore, 
whether the duration of teacher-student contact improved the judgment accuracy of 
teachers was tested. There was very little support in favor of teachers’ correct judg-
ment of students’ overall test performance, or the ranking of students and test items 
(Oerke et al. 2015). The tendency towards a reduced overestimation of students’ 
achievement in the total test by teachers with longer contact with the class (1.5 
years) compared to teachers with shorter contact (0.5 years), was not statistically 
significant in cross-sectional comparisons and was only marginally significant in a 
longitudinal test. One reason for the non-significant outcomes was the high variance 
between teachers (for example: after 1.5 years of contact: M = 0.0 (SD = 1.0) over-
estimation of tasks in cross-sectional comparisons; M = 0.2 (SD = 1.2 overestima-
tion of tasks in longitudinal comparisons). Not all teachers overestimated their 
students—about one third underestimated them. Another reason may be that teach-
ers do not get the feedback needed to evaluate the correctness of their estimations. 
The evidence found for this was weak however, indicating a learning effect in teach-
ers, concerning their ability to properly judge students’ performance in specific 
tasks. It is yet to be analyzed how this learning effect can be used in further 
education.

11.5.5  �Research Question (4a): Relations Between Teachers’ 
Competencies and Instruction

Results from the second phase of the BiTe-project showed that secondary school 
teachers’ attitudes towards the importance of practice and self-efficacy beliefs were 
positively related to their self-reported engagement (βimportance = .34; p < .05; βself-

efficacy = .26; p < .05). Teachers’ self-reported use of picture-text-material was pre-
dicted primarily by their intrinsic motivation and negatively related to teachers’ 
attitudes towards strategy use (βmotivation = .23; p < .05; βstrategy use = −.23; p < .05). 
These relations between constructs were independent from teachers’ educational 
background (McElvany et al. 2012).

Multilevel results from elementary school are not yet available, but students per-
ceived classroom management in PTI-lessons as quite good (M = 2.65; SD = 0.81) 
and considered PTI-tasks to be rather challenging (M = 2.30; SD = 0.80). They also 
reported that teachers’ adaptive explanations were helpful (M = 3.21; SD = 0.61).
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11.5.6  �Research Question (4b): Relations Between Teachers’ 
Competencies and Students’ Competence 
and Engagement

Focusing on students’ self-reported engagement, positive relations to teachers’ atti-
tudes towards strategy use (β = .13, p = .05) could be found for the secondary school 
sample. In contrast, teachers’ attitude towards independent learning was negatively 
related to students’ engagement (β = .14, p = .05). As multilevel analyses revealed, 
these relations were completely mediated by instructional quality measures: class-
room management, discussion time, and adaptive explanations (Schroeder et  al. 
2011).

11.6  �Discussion

Teaching the integrative processing of texts and pictures is an everyday task for 
teachers in secondary schools as well as in elementary schools. Describing teachers’ 
competencies in the field of PTI (Research Questions 1 and 2), are aware of the 
importance of picture-text-material for their daily work, but they have a rather low 
level of knowledge about it, especially in elementary school.

Since learning with this kind of material is challenging for students, teachers 
need to possess certain skills and competencies to enable successful learning pro-
cesses when teaching with PTI-material. Being able to accurately judge students’ 
competencies and the difficulty of tasks is a prerequisite skill for adaptive teaching 
(Research Question 3a). Although teachers from elementary and secondary school 
rated different items, it is surprising that elementary school teachers judged their 
students’ competencies more correctly than did their colleagues from secondary 
schools. Addressing our research questions for elementary and secondary school 
teachers separately, is the next step. Results from secondary school show that teach-
ers with longer contact with the class show a tendency towards a reduced overesti-
mation of students’ achievement (Research question 3b).

Research questions 4a + b address the impact of teachers’ competencies on 
teaching and learning processes. Results from both school levels provide some evi-
dence that teachers’ attitudes, motivation, and self-related cognitions are related to 
classroom activities. The negative relations between quantity of PTI and teachers’ 
attitudes towards strategy use might be an indicator that teachers are aware of the 
complexity of PTI-material. Therefore, they might believe that they need to teach 
explicit strategies and be more careful in their use of PTI-material in their class-
rooms. On the other hand, teachers’ attitudes towards strategy use are positively 
related to students’ engagement when teachers show high classroom management 
skills and provide adaptive explanations; these results strengthen the importance of 
instructional quality.
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Teaching and learning processes were assessed by teacher and student question-
naires, which might have provided biased views on classroom interactions. 
Therefore, a video-study was conducted in the third funding phase in elementary 
school, regarding surface- and deep-structure aspects of instructional quality, such 
as duration and structure of lessons, motivational quality, and cognitive activation. 
Further insights can be expected from analyzing these videos, informing us further 
on instructional quality and its relation to teacher competencies and student 
outcomes.

So far, results from the BiTe project provide some preliminary insights into 
teachers’ competencies in the field of PTI and their relevance for teaching. As dis-
cussed earlier, research on teaching and learning with picture-text-material is rare, 
and the project provides results for both elementary and secondary school. Since 
working with picture-text-material is relevant for all school forms, the BiTe results 
can be regarded as good starting points for future research, such as a comparison 
between elementary and secondary school teachers. With regard to their different 
educational background and the differing judgment accuracy results, these analyses 
might further clarify the essentials of teaching and learning with PTI-material at 
different school levels.
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Chapter 12
Multidimensional Competency Assessments 
and Structures in VET

Tobias Gschwendtner, Stephan Abele, Thomas Schmidt, 
and Reinhold Nickolaus

Abstract  This chapter clarifies, for the occupations of car mechatronics and elec-
tronic technicians: (1) whether the conceptual competency dimensions action-
centered and not directly action-centered occupation-specific knowledge have 
further sub-dimensions and if so, whether these sub-dimensions change during 
vocational training; (2) whether the conceptual competency dimensions occupation-
specific problem solving, action-centered and not directly action-centered 
occupation-specific knowledge can be empirically validated; and (3) what can be 
held responsible for the sub-dimensions and their potential change over time? To 
answer these questions, we conducted three consecutive projects, embedding three 
longitudinal (n = 880) and two cross-sectional studies (n = 911). Confirmatory anal-
yses confirm the conceptual competency structure but also show the existence of up 
to six sub-dimensions of not directly action-centered knowledge and up to three 
sub-dimensions of action-centered knowledge, depending on the occupation and the 
point of measurement in training. In both occupations, the competency structures 
rise progressively with time spent in training. Based on certain indications we 
assume that the multidimensional fluidity, for instance, is caused by increasing 
diversity and complexity of contents and actions in training, and diversity of learn-
ing environments at school and in the workshop. This chapter highlights the main 
findings, discussing the impact of the test instruments’ characteristics on their capa-
bility to show dimensionality, and their satisfying psychometric properties.
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12.1  �Introduction

This contribution summarizes the main theoretical issues, research questions, 
hypotheses and findings of three consecutive DFG projects that mostly focus on 
designing competency assessments, measuring professional competency and evalu-
ating the interaction of the competency assessments´ characteristics and measure-
ment outcomes (e.g., psychometric properties, competency structures and levels) 
within the field of Vocational Education and Training (VET); more precisely, with 
apprenticeships in car mechatronics and electronic technicians. In VET, the charac-
teristics of professional competency assessments can vary not only as a function of 
the occupation under consideration and, with it, occupation-specific contents and 
actions, but also with the author’s definition or theory of professional competency 
and its operationalization.

Various plausible cognitive and noncognitive sub-dimensions of professional 
competency (e.g., occupation-specific knowledge, occupation-specific problem 
solving (OPS), occupation-specific literacy and numeracy, occupational identity, 
metacognition, motivation, creativity) are described in the existing literature on the 
subject. Simplifying the various specific approaches into a dichotomy, sub-
dimensions are assessed and modeled either holistically and inclusively (cf. Rauner 
et al. 2009) or in a more psychologically focused, rather reductionist perspective: 
assessed and modeled separately, while statistically validating the original defini-
tion/theory (cf. Nickolaus et al. 2013).

The characteristics of the assessments are most likely also influenced by the 
modality (and quality)—besides objective scientific procedures—of the construct’s 
operationalization. Nickolaus et  al. (2009) pointed out, that professional compe-
tency can be operationalized, for example, by paper-pencil tests, real-life or 
computer-simulated work samples, work life observations or self-assessments. In 
this regard, medial presentation (real life vs. simulation), or the gap between test 
content, test contextualization and real work life can result in differential validity of 
the tests or in capturing more facets of a multidimensional construct. Furthermore, 
different item formats of paper-pencil tests may also influence the item-difficulty 
descriptors, and therefore the descriptions of the competency-levels.

Having made these preliminary statements, we now turn to: (1) theoretical issues 
and operationalization, (2) research questions, (3) the research design of the three 
conducted studies, (4) findings and (5) a final summary and discussion.

12.2  �Theoretical Issues and Operationalization

The core occupational constructs we examined in our studies, derived from empiri-
cal and theoretical work (cf. Achtenhagen and Winther 2009; Seeber and Lehmann 
2011; Rosendahl and Straka 2011; Abele 2014), were (1) occupation-specific 
knowledge and (2) the application of this specific knowledge in the context of an 

T. Gschwendtner et al.



185

occupation-specific action. In this regard, knowledge can be seen as the construct 
that serves, amongst others (e.g., motivation), more or less as a facilitator of coping 
with occupation-specific actions in a competent manner. In car mechatronics, the 
relevant occupation-specific actions are: trouble-shooting, repair, standard car ser-
vice and installation of accessories (cf. Becker 2009), where trouble-shooting the 
cause of a malfunction, together with subsequently repairing it, can be labeled as 
problem solving. On the basis of Nickolaus et  al. (2009) the primarily cognitive 
process of trouble-shooting can be seen as the success-critical component, in com-
parison with the primarily psychomotor activity of repairing. As a conclusion, we 
solely addressed the action of trouble-shooting in our studies concerning the second 
point mentioned above.

Using the CLARION model (cf. Sun 2002; Abele 2014), we conceptually dif-
ferentiated occupation-specific knowledge according to its relationship to 
occupation-specific actions.1 In this sense, we distinguished between two knowl-
edge dimensions: action-centered occupation-specific knowledge (AK), and not 
directly action-centered occupation-specific knowledge (NAK). Both knowledge 
dimensions can be further differentiated conceptually by different means: for exam-
ple, different contents and actions within different occupations, increasing com-
plexity and diversity of actions and contents during time in training, or specific item 
content and/or item design, such as items covering declarative/procedural knowl-
edge, mathematical knowledge, content links to secondary school curricula, or 
incorporating workshop-related or school-related knowledge.

We assume AK to be inherent when people are involved in occupation-specific 
actions. We refer to involvement when people perform an action themselves or 
when people closely observe an action performed by somebody else. AK can be 
identified by asking people questions related to the action, together with occupation-
specific action involvement. These questions should cover the nature of an action by 
questioning: (1) the knowledge of relevant prospective action plans and (2) the 
knowledge of success-critical steps in the line of action (e.g., evaluating actions 
according to standards of craftsmanlike behavior and craftsmanlike results) and (3) 
the technological background knowledge underlying the action, alongside their 
involvement in an occupation-specific action.

In order to assess the AK of standard car service, we developed a computer-based 
assessment architecture. This assessment architecture demonstrates videos to the 
test taker that contain occupation-specific actions: more precisely, oil and tire 
changes, and checks of engine cooling and brake systems. These actions were 
authentically recorded in a real workshop, using real tools and cars, and covering 
the complete line of action, beginning with reading the work assignment, then exe-
cuting the relevant action and signing the work assignment when the task is com-

1 The occupation-specific actions in our studies covered trouble-shooting (both electronic techni-
cians and car mechatronics), repair (car mechatronics) and standard car service (car 
mechatronics).
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pleted. The videos show correct and incorrect actions2 and are automatically stopped 
at default time points, giving room to pose action-centered questions (containing all 
three above-mentioned aspects of an action). Figure  12.1 shows the moment at 
which the test taker should retrospectively evaluate the quality of the success-critical 
steps of the line of action that was shown in the video prior to the question being 
put.

When the test taker gets the question, he is, by clicking on the specific pictures, 
allowed to re-watch the relevant scenes (top right corner in Fig. 12.1) plus use addi-
tional information as found in reality (e.g., information from the vehicle registration 
certificate or a computer expert system; to the right of center in Fig. 12.1), prior to 
answering the specific question. The test time is restricted not on the basis of the 
number of items, but on the basis of the complete actions (e.g., 35 min for the videos 
and questions about the oil change). The test time remaining and the question num-
ber relative to total items are shown to the test takers in an information bar (Fig. 12.1 
at the top).

The AK of trouble-shooting was also assessed using a computer-based assess-
ment architecture (below).

2 Incorrect actions can be, for instance, forgetting to reassemble parts that were initially removed, 
tightening screws with the wrong tightening torque or pouring the wrong ratios or amounts of 
liquids into the car.

Fig. 12.1  Computer-based assessment architecture to assess AK
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In contrast to AK, NAK has no direct link to involvement in occupation-specific 
actions. This type of knowledge can either be isolated technological facts and rela-
tionships that can be questioned with or without a context of action, or it can be 
visualized via items that try to capture the above-mentioned aspects of the nature of 
occupation-specific actions through written language, figures and graphics, that are 
translators of actions but not the action per se. In our studies, test instruments mea-
suring NAK were mostly represented through an array of items covering a multitude 
of occupation-specific contents and actions. The use of this sort of assessment 
approach, in comparison to action-centered approaches or the action itself, is mainly 
driven by the idea that it is less costly, as there is no need for complex involvement 
links via computer-based architectures, and because eventually it does give a gen-
eral overview of one’s knowledge in a domain.

As stated above, OPS was operationalized solely as trouble-shooting. Trouble-
shooting was assessed using either a computer-based assessment architecture or—
in the case of a rather narrow curriculum in the first year of training—paper-pencil 
tests (for actions that are in reality also based on that format). The computer-based 
assessment architectures can be viewed in Gschwendtner et al. (2007) and Nickolaus 
et al. (2011) for the electronic technicians, and in Nickolaus et al. (2009) and Abele 
et al. (2014) for the car mechatronics. The paper-pencil tests are described in greater 
detail in Gschwendtner et al. (2010).

Whether, and to what extent, the conceptual perspective on (sub-) dimensional-
ity, which was unfolded in this section, can empirically be confirmed, and what 
impact the point in time of training has on the potential change of (sub-) dimension-
ality are questions fundamental to establishing the validity of diagnostics within 
different occupations and training period points. This is addressed further on.

12.3  �Research Questions

The following research questions cover all three consecutive projects and refer to 
both occupations, of car mechatronics and electronic technicians. The various 
hypotheses that are related to these questions are contextually embedded in the sec-
tions below. The research questions are expressis verbis:

	1.	 Do the conceptual competency dimensions not directly action-centered 
occupation-specific knowledge (NAK) and action-centered occupation-specific 
knowledge (AK) have further sub-dimensions, and do the sub-dimensions, 
assuming their existence, change during vocational training?

	2.	 Can the conceptual competency dimensions occupation-specific problem solving 
(OPS), NAK and AK be empirically validated?

	3.	 What can account for the sub-dimensions and their potential change over time?

It is important to note that the projects deal with many more issues, such as 
which endogenous variables explain the development of the occupation-specific 
competencies (cf. Nickolaus et al. 2012), and what competency levels can be derived 
from an item analysis (cf. Nickolaus et al. 2011).
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12.4  �Research Design

To answer these research questions, three consecutive studies were conducted in the 
state of Baden-Württemberg in Germany. The first research question was addressed 
using the partly cross-sectional and partly longitudinal data of all three studies. The 
cross-sectional component provided a basis for dimensional analyses, and the lon-
gitudinal component for analyses of dimensional change over time. The second 
research question was related to the first, with regard to a dimensional analysis, and 
used the cross-sectional data. The third research question was a rather interpretative 
amalgam of the findings of all three projects. Although all three studies can be 
arranged to answer these research questions, the measured variables differ, in fact, 
in number and format (e.g., item format) over the studies. In total, the measured 
variables were: NAK, AK, OPS, general mental ability (CFT 3 resp. CFT 20-R; cf. 
Weiß 1999; Weiß 2006) and dynamic problem solving (MicroDYN approach, cf. 
Greiff and Funke 2010). The test instruments assessing the studies´ core occupa-
tional constructs, which are partly described above, were developed in close coop-
eration with teachers, trainers and members of examination boards.

The research designs of the three studies are described in the following 
passages.

Study 1 (DFG Ni 606/3-1) was undertaken at the beginning of 2006 and ended in 
2008. This study consisted of N = 489 apprentices attending the first year of 3.5-
year vocational training course. Out of these 489 apprentices n = 203 attended the 
occupational track of electronic technicians (nine classes within six different 
schools) and n = 286 attended the occupational track of car mechatronics (11 classes 
within three schools). Two points of measurement (PoM) were realized: one at the 
beginning (1st PoM) and one at the end (2nd PoM) of the first-year’s training.3 The 
measured variables were NAK (1st and 2nd PoM) and OPS (2nd PoM).

Study 2 was executed between 2009 and 2011 and consisted of N = 814 appren-
tices attending the end of the third year of vocational training. The study was split 
into a longitudinal and a cross-sectional setting. The longitudinal setting consisted 
of a sample of n = 77 car mechatronics (nine classes) and n = 96 electronic techni-
cians (eight classes). The longitudinal sample was recruited from those apprentices 
of Study 1 that were still in training at the time of assessment. The cross-sectional 
setting consisted of n = 335 car mechatronics (14 classes) and n = 306 electronic 
technicians (11 classes). One PoM for each setting was implemented in Study 2. 
The measured variables in the longitudinal sample (in addition to those already 
measured in Study 1) were NAK and OPS. The measured variables in the cross-
sectional setting were NAK, OPS, dynamic problem solving and general mental 
ability.

3 Effectively, five POM were implemented. To give the picture more clearly, the original five POM 
were condensed to two POM for this contribution, without simplifying the research design 
significantly.
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Study 3 was conducted between 2011 and 2013. The study comprised only 
apprentices of the car mechatronics vocational track: in sum, N = 488. The study 
consisted also of a longitudinal (n = 218 apprentices, 12 classes, 8 schools) and a 
cross-sectional sample (n = 270 apprentices, 14 classes, 11 schools). The longitudi-
nal sample was composed of apprentices attending the second year of training, 
while the cross-sectional sample was composed of apprentices attending the end of 
the third year of training. The study implemented one PoM in the cross-sectional 
setting and two POM in the longitudinal setting. In the latter, one PoM was located 
at the beginning and one at the end of the second year’s training. The assessments 
for both samples contained tests measuring NAK, AK and OPS.

All data were collected within complete classes by members of the research staff 
only.

12.5  �Hypotheses and Results

With regard to the first research question, we will start by looking at the empirical 
structures and their possible shift over time within NAK and successively integrate 
the other knowledge construct and research questions as well. Information about the 
third research question will be reported integratively.

12.5.1  �Research Question 1: Competency Structures 
Within the Construct of Not Directly Action-Centered 
Occupation-Specific Knowledge: Dimensionality and Its 
Development

Starting in the first year of training in both occupations, we looked at two POM, one 
at the beginning and one at the end. The same regimen was set in the second year. 
In the third year only one PoM, at the year’s end, was implemented.

We firstly deduced possible knowledge dimensions from different theoretical 
perspectives. Then we conducted confirmatory analyses (CA; confirmatory factor 
analysis, structure equation models, or multidimensional between-item Rasch mod-
els) and compared the deviances between competing models either with the Chi-
square statistics and information criteria, or, depending on the study, with the model 
fit indices plus the latent correlations, to decide on dimensionality.
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Competency Structures in the First Year of Training  For the first year of 
training4 (and partly more specifically at the first PoM) we hypothesized: (1) Items 
having content links to secondary school curricula, in comparison to items that are 
based on totally new occupational knowledge, can be solved with supplementary 
cognitive resources (e.g., mathematical knowledge). Therefore, these two different 
types of items are better represented by two dimensions rather than just one single 
dimension. (2) Items demanding declarative rather than procedural knowledge are 
solved on the basis of different cognitive resources (cf. Fortmüller 1996) and are 
better represented by a two-dimensional model. (3) Items stressing different techno-
logical macro contents rely on interindividual and intraindividual different learning 
experiences (both prior to and in the VET system) and are therefore dimensionally 
discriminable. The hypotheses each assume that a two-dimensional model fits the 
data better than a one-dimensional reference model. These assumptions were 
empirically tested. The CA showed that the acceptance of a one-dimensional model 
fitted the data significantly better at the second PoM than any other, potentially 
competing multidimensional model for both occupations (cf. Gschwendtner et al. 
2010; see also the bibliographical reference for scale statistics). With regard to item 
content, the results imply that items having mathematical content cannot be dis-
criminated against items that do not have mathematical content. The same circum-
stance accounts for items demanding either declarative knowledge or procedural 
knowledge, and for items stressing either mechanical or electrotechnical knowl-
edge. On the other hand (car mechatronics), a two-dimensional model at the 1st 
PoM, consisting of different technological macro contents (mechanical and electro-
technical contents), was more convenient (ibid.). Interpreting the data, it is possible 
that interindividual different prior learning experiences (e.g., hobbies) were reflected 
in the two-dimensional solution at the first PoM and that the binding curricula 
streamlined interindividual and intraindividual cognitions at the second PoM in 
respect thereof (ibid.).5

4 The test material at both POM in the first year of training was essentially identical, and oriented 
to the VET curricula for this first year. The step from secondary school to the VET system repre-
sents a curricular gap between the school systems for the pupils, whereby the curricula are primar-
ily linked only by individual interests and their own learning experiences on the one hand, and by 
points of content (for the occupations of interest in this contribution) through science (e.g., electro-
technical phenomena) and mathematics on the other hand, which are often implicitly or explicitly 
embedded in technological contexts. This assessment constellation in the first year of training (1) 
made possible a valid knowledge test at the end of the first year (weaker at the beginning of the first 
year, in comparison) and (2) gave first theoretical cues for the probable dimensionality of the tests.
5 The first year of training must be differentiated from the following years as it is the year where the 
“Grundbildung” takes place, which places different jobs under one occupational umbrella. In this 
year, the apprentices spend the vast bulk of their time at school (school classroom and school 
workshop). After that time, the situation is reversed, and the apprentices are socialized in very 
heterogeneous workshops. In this sense, learning in the first year of training takes place in a very 
controlled fashion, where the aim of education is to provide the apprentices with a broad array of 
basic occupational competencies. “Streamlining” should be understood in this context.
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Competency Structures in the Second Year of Training  The hypothesis for the 
beginning of the second year of training was that the competency structure of the 
end of the first year of training would stay constant (note however: the sample and 
the test instrument were changed), since learning opportunities and the time between 
the end of the first and the beginning of the second year (1.5 months of school holi-
days) were too limited. This hypothesis was tested only in the occupation of car 
mechatronics. We developed a test consisting of 71 items, mainly in a multiple 
choice format, that could be conceptually related to six dimensions. The dimensions 
can be distinguished through different technological contents and actions and are, 
namely: (1) motor; (2) engine management system; (3) lighting/energy supply/
starter system; (4) transmission; (5) undercarriage and (6) standard car service.6 To 
test the hypothesis (assuming a one-dimensional model is best to model the data), 
Schmidt et al. (2014) compared the one-dimensional model to different and (besides 
the hypothesis) also plausible multidimensional models. The competing multidi-
mensional models were: (1) a content-driven five-dimensional model consisting of 
the above-mentioned conceptual dimensions (except for transmission) as a basis for 
all other multidimensional models; (2) a three-dimensional model based on the idea 
that some of the distinguished conceptual dimensions above can be aggregated at 
the level of technological macro structures (similar to Study 1: namely mechanical 
and electrotechnical contents) on the one hand. On the other hand, the authors 
believed that these structures can be separated from a workshop dimension.7 The 
idea of a single workshop dimension arose (1) from the observation that apprentices 
are mostly confronted with these contents and actions at that specific time of train-
ing in the workshop and (2) that these workshop-related contents and actions may 
correlate with specific proficiencies. (3) Another multidimensional model was a 
content-driven and aggregated two-dimensional model negating the possibility of a 
specific workshop influence on dimensionality. The two dimensions were mechani-
cal knowledge (consisting of motor, undercarriage and standard car service) and 
electrotechnical knowledge (consisting of the engine management system and light-
ing/energy supply/starter system). (4) The last multidimensional model was a two-
dimensional model that accentuates the idea of a workshop dimension (consisting 
of undercarriage and standard car service) and negates the idea of technological 
macro contents by condensing the former two dimensions into one (consisting of 
motor, engine management system and lighting/energy supply/starter system).

Five separate CAs (one for each multidimensional setting and one for the one-
dimensional reference model) were calculated. The deviances between these mod-
els were then compared using, besides the chi-square statistics, mainly the 

6 The test was basically identical at the two POM in the second year of training, and also the same 
for one of two studies focused on the end of the third year of training (further below). It is impor-
tant to state that for curricular validity, the transmission dimension was only considered for analy-
ses of the third year’s data.
7 The three dimensions were (1) mechanical knowledge (identical to the former motor dimension), 
(2) electrotechnical knowledge (identical to the former dimensions of engine management system 
and lighting/energy supply/starter system) and (3) workshop-related knowledge (identical to the 
former dimensions of undercarriage and standard car service).
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information criteria AIC (Akaike information criterion), cAIC (conditional Akaike 
information criterion) and BIC (Bayesian information criterion) to decide on the 
most favorable model. Since all information criteria were numerically in favor of 
the last-described two-dimensional model (4), the hypothesis was rejected (cf. 
Schmidt et al. 2014), although in this result, the latent correlations between the two 
dimensions were relatively high (r = .89), which could eventually justify a 
one-dimensional solution (see Artelt and Schlagmüller 2004) also. The reliabilities 
of the two dimensions were in a relatively good range (EAP/PV = .81 and .84; WLE 
= .70 and.79; nitems = 24 and 30; ibid.).

Looking at the results more closely, although there was a discrepancy between 
the results at the PoM at the end of the first year of training (one-dimensional solu-
tion) and at the PoM at the beginning of the second year (more likely a two-
dimensional solution), there was also a core similarity: At both POM, models 
consisting of dimensions that should represent technological macro contents (as 
was convenient at the beginning of the first year of training) were empirically denied 
and the items were forced to be allocated to one single dimension. The reason why 
a two-dimensional solution at the beginning of the second year seemed possible, 
can likely be seen in the vastly extended test (content-wise) in comparison to the 
first year test, with the potential to show more dimensionality, provided that there 
was something that could be measured. It can therefore be hypothesized that if the 
sample at the end of the first year of training had been assessed with the test materi-
als of the second year, a similar two-dimensional structure could have also appeared.

For the end of the second and third year of training we mainly hypothesized: 
Increasing complexity and diversity (gradually more and different occupation-
specific technological contents and actions plus different occupational realities and 
learning potentiality, primarily at workshop level but also at school level) over time 
leads to a progressive cognitive dimensional differentiation process that can be doc-
umented if the test actually represents the increasingly demanding contents and 
actions. As a result of this, a multidimensional solution should fit the data better 
than a one-dimensional one.

The methodical arrangement for analyses at the end of the second year resembles 
that of the beginning of the second year. The results showed that (the same situation 
as at the beginning of the second year) all information criteria numerically preferred 
the same two-dimensional model. Interestingly enough, the latent correlations 
between the two dimensions were even higher (r = .94). Schmidt et  al. (2014) 
assumed that a one-dimensional solution was possible as well. Nevertheless, the 
authors argued for the two-dimensional solution. Having said that, the hypothesis 
that assumes rising dimensionality over time had to be rejected for the time interval 
from beginning to the end of the second year. The reliabilities of the two dimensions 
were in the same range as at the beginning of the second year (EAP/PV = .83 and 
.85; WLE = .71 and .78; nitems = 26 and 24) (ibid.).

Competency Structures in the Third Year of Training  At the end of the third 
year of training, we constructed tests of three conceptual sub-dimensions for elec-
tronic technicians: (1) traditional electrical installation technology, (2) modern 
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electrical installation technology and control engineering, (3) electrotechnical 
groundwork and six conceptual sub-dimensions for car mechatronics: the 5 dimen-
sions mentioned above, plus the dimension of transmission (cf. Gschwendtner 
2011; Nickolaus et al. 2011). The hypothesis assuming increasing dimensionality 
over time was empirically tested. For both occupations, the analyses showed that the 
assumption of a multidimensional model fits the data better than the competing 
one-dimensional model. Therefore, the hypothesis can be accepted for the time 
interval from the end of the second year to the end of the third year of training.

More precisely, a CA for the electronic technician data showed relatively low 
latent correlations between the three conceptual sub-dimensions, varying between r 
= .24 and r = .57 (Nickolaus et al. 2011, p. 86). Furthermore, the analysis showed 
that all three sub-dimensions can be represented psychometrically satisfyingly by a 
single latent factor (NAK). The reliabilities (EAP/PV) of the dimensions were 
mainly good (electrotechnical groundwork =.74 [6 items]; modern electrical instal-
lation technology and control engineering =.78 [14 items]) but also offered scope 
for improvement (traditional electrical installation technology =.54 [8 items]) 
(ibid.).

For the car mechatronics we conducted two studies to test the hypothesis assum-
ing increasing dimensionality over time (Studies 2 and 3; Study 3 being a replica-
tion study of Study 2 with an altered test instrument).8 The first study showed that 
the car mechatronics data was significantly better explained through either a five- or 
six-dimensional model in comparison to a one-dimensional model (cf. Gschwendtner 
2011, p.  64 et seq.).9 The latent correlations between the conceptual dimensions 
were higher (r between .32 and .87) than those in the electronic technician sample 
but low enough to further justify the CA results on the level reported above (ibid.). 
Abele et al. (2012) additionally showed that, by using a structural equation model, 
five dimensions (excluding transmission) represented a single latent factor (NAK) 
in a psychometrically satisfying fashion. The reliabilities (EAP/PV) of the dimen-
sions were relatively weak: motor = .49 (30 items), engine management system = 
.44 (7 items), lighting/energy supply/starter system = .47 (12 items), transmission 
=.31 (4 items), undercarriage =.43 (7 items) and standard car service =.44 (16 items; 
cf. Gschwendtner 2011, p. 63). We interpret the relatively weak reliabilities as being 
caused by the sparse number of items per dimension, also in part by the low item 
discrimination (item load) and the problems in realizing high evaluation objectivity 
standards by coding the pupils´ answers in the frequently used open ended item 
formats. For the replication study (Study 3), we modified the test instrument by 

8 Study 3 used the same test instrument plus the items from the dimension transmission, which by 
this time was curricular-valid, in the second year of training.
9 In this study we used three test booklets in a multi-matrix design. The results of the analyses dif-
fered between the test booklets used and oscillated between a five- and a six-dimensional model, 
depending on the booklet. The difference between the two models was that the five-dimensional 
model packed the two highest-correlated dimensions (and with regard to the electric/electronic 
content the most associated ones) into one single dimension. The two condensed dimensions were 
engine management system and lighting/energy supply/starter system (latent r = .87).
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altering the items of Study 2 and generating more items per dimension, almost all 
items being in the multiple choice format.10

The replication study aimed to validate the results of Study 2 with a different 
sample of persons and items on the one hand, and to find out whether the relatively 
weak reliabilities could be increased with the modified test instrument, on the other. 
The methodical arrangement for the analyses was basically the same: assuming the 
existence of the identically tailored five or six dimensions in comparison to a one-
dimensional reference model, plus the three- and the two-dimensional models 
(which have already been discussed in the analyses of the second year of training). 
In addition to this analysis structure, various CA were calculated and compared, in 
the same fashion as above. The authors identified two alternately preferred models, 
these being the three- or five-dimensional models (cf. Schmidt et al. 2014). The reli-
abilities of the dimensions in the three-dimensional model (EAP/PV = .79 and .85; 
WLE = .67 and .76) were largely good. The reliabilities of the dimensions in the 
five-dimensional model (EAP/PV = .67–.85; WLE = .40–.66) were considerably 
weaker for the fewer items per dimension (ibid.).

The data of the replication study supports the assumption that a progressive cog-
nitive dimensional differentiation process can be documented over time.11 
Concerning the replication of the competency structure of Study 2, the fact that a 
multidimensional rather than a one-dimensional model exists can be replicated on 
the one hand, but accurate information on the number and underlying structure of 
the dimensions cannot be furnished, on the other hand. The improvements have 
clearly reduced the reliability problems of Study 2.

12.5.2  �Research Question 1: Competency Structures 
Within the Construct of Action-Centered  
Occupation-Specific Knowledge: Dimensionality  
and Its Development

In this section, we describe and discuss the findings on the dimensionality of AK 
and its development. In consideration of dimensionality, we checked whether the 
advertised three conceptual components of action, ([1] knowledge of relevant pro-
spective action plans, [2] knowledge of success-critical steps in the line of action 
and [3] technological background knowledge underlying the action) also appear to 
be present empirically. We analyzed this at two POM in the second year of training 
and at one PoM in the third year of training. Doing this in a chronological way, 

10 The response options of the multiple choice items of the altered items were generated using the 
most frequently used answers to the open ended items of Study 2.
11 Both Schmidt et al. (2014) and Gschwendtner (2011) assumed that, besides specific class com-
position effects on the level of classes, the de facto realized curricula varies substantially over the 
time of apprenticeship by cross referencing substantial class-specific differences between the com-
petency dimensions.
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we  could also illustrate and try to theoretically explain possible dimensional 
development.12 According to Ackerman’s three-phase-theory and the CLARION 
model (cf. Ackerman 1992; Abele 2014), skill acquisition at an early stage (cogni-
tive phase) is accompanied by a relatively high correlation13 between the perfor-
mance of specific actions and specific abilities.14 This association falls in the process 
to the point of automaticity.15

We hypothesized that the correlations between standard car service actions and 
abilities that are directly or not directly associated with the actions fall with the 
progressive automaticity of the skills and with the time in training, respectively.

To simplify the picture somewhat, we reset our methodical arrangement for the 
analysis of dimensionality and its development solely by looking at the latent cor-
relations, using the reference of Artelt and Schlagmüller (2004) to judge 
dimensionality.

Table 12.1 shows the latent correlations of the three conceptual components of 
action at all PoM (cf. Schmidt et al. 2014). According to the numerical levels of all 
intercorrelations on PoM 1 (r ≥ .92), a single dimension is most likely to be assumed 

12 At this point, our analyses were solely based on two out of six assessed videos respectively action 
situations, namely oil and tire changes.
13 Specific abilities in the context of our studies can be AK and/or NAK. The reason for the high 
association of these factors can be seen in the fact that, in order to perform a novel action as well 
as possible, you have to consciously reflect the action and activate appropriate knowledge that is 
directly or indirectly associated with the action.
14 We assumed that our computer-based assessment architecture assessing AK was in itself a valid 
indicator of these specific actions. We operationalized specific abilities as being NAK. Another 
way to operationalize the two constructs of Ackerman’s theory works by redefining the measured 
construct of AK: We assumed that the first two components of action are even closer to action than 
the third component of action. We further assumed that the first two components of action can be 
interpreted as specific actions by themselves and that the third component of action can be inter-
preted as specific abilities.
15 Once automaticity is achieved, it is largely independent of consciousness resp. Cognition. We 
assumed that the standard car service actions (which were used to construct the test) are skills that 
become automatic gradually during the apprenticeship.

Table 12.1  Latent correlations of the three conceptual components of action at PoMa

PoM 1 PoM 2 PoM 3
Action steps Background Action steps Background Action steps Background

Action 
plans

.93 .94 .79 .81 .58 .71

Action 
steps

.92 .71 .73

PoM 1: point of measurement at the beginning of the second year of training, PoM 2 point of mea-
surement at the end of the second year of training, PoM 3 point of measurement at the end of the 
third year of training. Action plans: knowledge of relevant prospective action plans, action steps, 
knowledge of success-critical steps in the line of action, background, technological background 
knowledge underlying the action
acf. Schmidt et al. (2014)
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as adequate to describe the data at PoM 1. In contrast, the data at the other two PoM 
seem to show a progressively increasing multidimensionality over time, as the 
numerical levels of intercorrelations shrink almost consistently (and statistically 
significantly) over time. The data of Table  12.1 also shows, as the hypothesis 
assumed, that with progressive automaticity (time in training) the correlations 
between technological background knowledge and both facets of AK (knowledge of 
relevant prospective action plans and knowledge of success-critical steps in the line 
of action) decrease.16

Concerning dimensional development, the same picture appeared when AK as 
one single dimension17 consisting of the two facets of knowledge, of relevant pro-
spective action plans and knowledge of success-critical steps in the line of action 
was correlated with NAK at all PoM. The latent correlations decrease, beginning at 
PoM 1 (at the beginning of the second year: r = .85), again at PoM 2 (at the end of 
the second year: r = .72) and finally at PoM 3 (at the end of the third year: r = .61; 
ibid.). Following these two analyses, the hypothesis can be accepted.

12.5.3  �Preliminary Analysis for Research Question 2: 
Construct of Occupation-Specific Problem Solving: 
Validity and Reliability

The assessment of OPS suffers not infrequently from: (1) a lack either of construct 
validity, of reliability, or both together (cf. Nickolaus et  al. 2013), (2) a lack of 
analysis of internal structures and (3) of a deeper understanding of the process of 
problem solving actions (examples can be viewed in e.g., Gschwendtner et al. 2007; 
Achtenhagen and Winther 2009; Gschwendtner et al. 2009; Nickolaus et al. 2011; 
Abele et al. 2012).

Recent developments, mainly in the field of car mechatronics, have improved the 
situation considerably. We will describe these developments in this section.18

In the field of car mechatronics, we developed and validated (criterion-related) a 
computer-based assessment architecture that serves as the latest assessment tool 
today. By comparing the trouble-shooting of 257 apprentices on the computer and 
with a real car, we found that the computer-based assessment had a high validity 
measured by reality: trouble-shooting within the two different contexts was highly 
associated (latent r = .94; CA identified a one-dimensional solution as beneficial, in 

16 The reliabilities of the components of action are not satisfactory as yet; however, in the case of 
scaling the data at all PoM on a single dimension, the reliability becomes largely acceptable (EAP/
PV = .59–.71; WLE =. 57–.72).
17 Taking the one-dimensional solution was a rather pragmatic decision to reduce complexity. This 
does not totally reflect the empirical reality, as illustrated above.
18 The paper-pencil based (car mechatronics) and the computer-based (electronic technicians) 
assessments will not be described and discussed in this chapter. We refer to Gschwendtner et al. 
(2010) for more insight.
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comparison to a two-dimensional model); the two different contexts are therefore 
interchangeable (cf. Gschwendtner et al. 2009; Nickolaus et al. 2009).19 The prob-
lems of this measurement architecture lay primarily in the overlong test time 
required to get sufficent information on the test takers, since test time is naturally a 
sparse asset: each complex problem (item) takes 30 min test time. The apprentices 
in the validity study had to solve eight complex problems altogether, within four 
hours. Sadly, the reliability was barely adequate (EAP/PV = .65).

Study 2 used an altered assessment platform20 but reduced the test time to four 
complex problems per test taker. The reliability then fell to EAP/PV = .55 (Abele 
et al. 2012).21 The approach to solving the test time/reliability problem was charac-
terized through steps of development. The core objective was to find additional 
items (to the complex problems) that were short in time and that functioned psycho-
metrically similarly to the complex problems (both in one dimension), thereby 
increase the total number of items and finally solving the reliability problem.22

The first approach was to create paper-pencil items that used visual media of the 
assessment platform and questioned the knowledge underlying the process of 
trouble-shooting. The items were given to the test takers prior to the complex prob-
lems, without them having a direct problem involvement. This approach led to 
somewhat insufficient results, because the latent correlations between the additional 
items and the complex problems were just .76 and .80 respectively, depending on 
the subsample in the validity study (cf. Gschwendtner et al. 2009). Rather than hav-
ing assessed trouble-shooting with these items, we had probably assessed 
NAK. However, Nickolaus et al. (2011) presented a CA that showed an integration 
(with good model fit indices) of seven additional items to eight complex problems 
with the data of the electronic technicians, but reported a gain of just .08 points in 
the EAP/PV scale through integration.

The second approach was to shorten the complex problems; this can however 
induce validity problems (making the complex reality artificially less complex). 
This approach allowed some new complex items to be generated (15–25 min test 
time) by carefully looking at item parts that could be removed without losing the 
context. The third approach (cf. Abele et al. 2014) was to create items that were to 
be assessed in the same computer-based assessment architecture as the complex 
problems but that only addressed parts of a holistic trouble-shooting process, in 
respect of the parts of that competency underlying this process. In order to create 
items that captured success-critical steps in such a process, and items with variable 

19 The assessment architecture for the electronic technicians has just recently been validated: the 
results are in preparation.
20 The complex problems were extended to 13 and the assessment platform was partly redesigned.
21 The assessment platform used in the study to assess occupation-specific problem solving in the 
field of electronics could realize similar reliabilities (EAP/PV = .54), using eight complex prob-
lems (Nickolaus et al. 2011).
22 The idea of using a test takers’s log, in which we asked them to meticulously note their steps in 
trouble-shooting was not useful, in the sense that these steps could be modeled using a partial 
credit model.
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difficulties at once, we used a rational reconstruction of a trouble-shooting process 
(cf. Abele et al. 2014) and a proficiency scale developed by Nickolaus et al. (2012) 
to develop seven short partial competency items (approx. 4.5  min per item test 
time). In order to test this set-up, n = 275 apprentices at the end of the third year of 
training were assessed (cf. Abele et al. 2014). Each test taker had to solve five of a 
total of six complex problems (youden-square-design) and seven short partial com-
petency items.

Dimensionality was tested by comparing the goodness of fit indices and factor 
loadings of a two-dimensional model separating the items according to the upper 
condition, and a one-dimensional model consisting of all 13 items. The analyses 
showed that the short partial competency items can well be used to assess the same 
construct as complex problems (cf. Abele et al. 2014). There were obvious gains in 
reliability if the complex problems were scaled additionally using the short partial 
competency items: only the complex problems (SEM-reliability = .62), only the 
short partial competency items (SEM-reliability = .65) and the complex problems 
plus the short partial competency items (SEM-reliability = .75) (ibid.).

It is important to note that the short partial competency items were assessed after 
the test takers had solved all the complex problems. While this approach has poten-
tial to make some measurement process routine with the use of the computer-based 
assessment platform once the short partial competency items are arrived at, there is 
also a potential to discourage test-takers (first the complex tasks and afterwards the 
less complex tasks). Further research must show whether different short partial 
competency item placements—to the extent that they are compatible with the con-
tent and the test logic in its entirety—within the test regimen, have an effect on 
dimensionality and reliability.

12.5.4  �Research Question 2: Competency Structures 
Between Different Constructs

In this section we briefly initiate the discussion of two questions: (1) are the compe-
tencies presented in detail in this contribution (NAK, AK and OPS) distinct dimen-
sions? We mainly used the intercorrelations between the constructs to highlight 
some background aspects.23 (2) Are the—from the theoretical perspective of the 
underlying mental processes—related constructs dynamic problem solving (cf. 
Greiff and Funke 2010) and general mental abilities more closely related to OPS 
than to occupation-specific knowledge?

Concerning the first question, the findings presented in Sect. 12.5.2 showed that 
NAK and AK, besides being clearly associated, seem to represent different con-
structs, and that this is true independent of the time in training. Furthermore, NAK 
and OPS are relatively highly associated with each other, but seem also to represent 

23 Once again, we relied on the references given by Artelt and Schlagmüller (2004, p. 171).
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two different constructs, and, this being true, both are independent of the time in 
training and occupation. At the end of the first year of training Gschwendtner et al. 
(2010) reported a latent correlation of r = .76 (car mechatronics); Schmidt et al. 
(2014) reported latent correlations of r = .81 (car mechatronics: end of second year 
of training) and r = .83 (car mechatronics: end of the third year of training); 
Nickolaus et al. (2011) even reported a latent correlation of r = .86 (electronic tech-
nicians). As the results in Sect. 12.5.3 show, paper-pencil tests closely related to the 
problem tasks seem also to represent a construct other than problem solving—more 
precisely, presumably, the construct of NAK.  In sum, the reported results can 
approve the first question, from a correlational point of view.24 Further analyses 
integrating all occupational competencies in structural equation models should vali-
date the findings more profoundly, for example, by additionally questioning if a 
single factor (which could be interpreted as a professional competency) explains the 
occupational dimensions adequately.

Concerning the second question, Abele et al. (2012) have shown that dynamic 
problem solving and general mental abilities are moderately associated with each 
other (car mechatronics: r = .45; electronic technicians: r = .54) and that the impact 
of these two constructs on OPS clearly are minor (only indirect effects in structure 
equation models) in comparison to the direct and prominent impact of NAK on 
OPS. The second question also can be confirmed.

12.6  �Summary and Final Discussion

This chapter has demonstrated that professional competency is empirically a highly 
differentiated construct. The construct holds horizontal and vertical differentiation. 
On a superordinate level, knowledge and action can be differentiated, as the dimen-
sional distinctness of different aspects of occupation-specific knowledge and 
trouble-shooting documents. On a second level, occupation-specific knowledge can 
be separated empirically into not directly action-centered knowledge and action-
centered knowledge, in all likelihood the degree of involvement (mediated by the 
assessment format) in an occupation-specific action primarily making the differ-
ence. Although theoretical reconstructions of problem solving processes adapted to 
occupational actions do exist (cf. Abele et  al. 2014), empirical data proving the 
internal structure of occupation-specific problem solving on a second level are 
sparse. More research has to follow on this issue. On a third level, both not directly 
action-centered occupation-specific knowledge and action-centered occupation-
specific knowledge show further empirical differentiation, depending on the time in 
training and (for the former knowledge) the selected occupation. Time in training 
implies several moments. On the one hand, progressive intrapersonal diversity (con-
tents and actions are getting more and more complex and diverse) and interpersonal 

24 The results for the relationship between the constructs of NAK and occupation-specific problem 
solving will be reported in another publication.
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diversity (the learning environment workshops differentiate vastly in their learning 
potentiality and the learning environment classroom differentiates in consideration 
of the curriculum implemented) most likely causes progressive dimensional differ-
entiation over time in training. The time of training is, in all probability, in many 
(not all) contents and actions (also varying interindividually) a correlate of the 
degree of skill acquisition (cf. Nickolaus et  al. 2013). According to Ackerman 
(1992) we can show that multidimensionality becomes more likely in the process of 
automatization. On the other hand, we can also demonstrate that only assessments 
that capture the relevant diversity in its depth and breadth are capable of document-
ing this multidimensional fluidity.

The given multidimensionality challenges assessment enormously. Restricted 
test time generally conflicts with the degree of integration of all dimensions (and 
within a dimension) in a content-valid and reliable fashion. We have illustrated the 
successful development steps reducing concurrently test time and increasing reli-
ability with the use of short partial competency items (cf. Abele et al. 2014), con-
cerning the otherwise criterion-valid problem solving assessment architecture (cf. 
Gschwendtner et al. 2009). Likewise, we had some success in raising reliabilities in 
all sub-dimensions of the not directly action-centered occupation-specific knowl-
edge test material (cf. Schmidt et al. 2014). Multidimensional fluidity also affects 
the question whether, and how, intrapersonal change can be modeled psychometri-
cally satisfyingly, especially over the total time of training. Using at least a one-
dimensional solution and a limited time span as an “assessment crutch” works with, 
for example, the assessment of action-centered occupation-specific knowledge in 
the second year of training (Schmidt et al. 2014).

Further research is indicated, related to the following issues at least: (1) we 
should systematically construct and validate research designs, assessment architec-
tures (items) and psychometrical approaches, with the aim of getting even closer to 
assessing intrapersonal change. (2) We should further increase the reliability of the 
occupation-specific knowledge tests (while first steps towards an adaptive assess-
ment architecture are presently being taken in the context of ASCOT).25 (3) We 
should validate the measures of the architecture to assess action-centered occupation-
specific knowledge in reality, referring to the validity study of problem solving. (4) 
Concerning problem solving, we should test the impact of varying the sequences of 
short partial competency items within the test regimen, on dimensionality and reli-
ability. (5) Apart from assessment, we could use highly reliable test elements to 
assess the success of instructional programs within the occupations.
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Chapter 13
Professional Competencies of Building Trade 
Apprentices After Their First Year of Training

Kerstin Norwig, Cordula Petsch, and Reinhold Nickolaus

Abstract  The study presented here (DFG Ni 606 7-1) focuses on the professional 
competencies of building trade apprentices after their first year of training. Its main 
objectives are (1) to examine the dimensional structure of the apprentices’ profes-
sional competence and (2) to provide a description of their actual competencies by 
defining different competency levels. For this purpose, empirical data on 273 build-
ing trade apprentices (carpenters, tilers and plasterers) were collected. Confirmatory 
factor analyses and chi-square difference tests, corresponding to theoretical assump-
tions, show that a four-dimensional solution provides the best model fit—the four 
dimensions being technical drawing, basic technical mathematics, professional 
knowledge, and professional problem-solving. As was expected, all four dimen-
sions show high latent correlations (r > .71). As previous studies have reported, the 
competency level of building trade apprentices is generally rather low. Major differ-
ences exist between apprentices of the different professions: on average, carpenters 
perform significantly better than do tilers or plasterers. A closer look at the compe-
tency levels in professional problem-solving reveals that almost two-thirds of the 
tilers and plasterers score at the lowest level (below level 1) and do not reach the 
curricular goals of the first year of training.

Keywords  Professional competencies • Building trades • Competency model • 
Competency levels

13.1  �Introduction

In the area of commercial or technical professions, competence models have mainly 
been developed for occupations in the electronic or metal working domain (for an 
overview see Nickolaus and Seeber 2013 and Gschwendtner et  al. 2017, in this 
volume). Occupations in the building trade have—until now—not been in the focus 
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of competence modeling research. Studies in this sector have mainly dealt with 
pedagogical issues, such as the outcomes of different learning arrangements in car-
penter apprentice classes in the second or third year of training (Wülker 2004; 
Bünning 2008). In addition, the tests that were employed in these studies encompass 
only a small range of topics from the overall curriculum. Therefore, no general 
information about the apprentices’ professional competence can be drawn from 
these tests. Our own studies in the field of building trade occupations concentrated 
on improving the professional competence of low-achieving apprentices in their 
first year of training (Norwig et al. 2013; Petsch et al. 2014). Two successive inter-
vention studies have evidenced that the training concept BEST (the acronym for 
Berufsbezogenes Strategietraining, or “professional strategy training”) had a posi-
tive and significant impact on apprentices’ competence development. However, 
other important questions—the construct’s dimensionality, and the precise compe-
tencies that correspond to the apprentices’ raw scores, for example—have not been 
focused on, and are as yet unanswered. Nevertheless, our studies provide ample 
basis for the present project as we gained from them valuable knowledge of (1) the 
curricular structure of the apprentices’ first year of training, (2) the apprentices’ 
average cognitive abilities and motivational state and (3) test-related aspects such as 
appropriate item format and item difficulty.

Research findings from other commercial or technical professions offer addi-
tional information (see, e.g., Abele et al. 2012; Gschwendtner 2008; Nickolaus et al. 
2010, 2012; Rosendahl and Straka 2011; Seeber 2008; Winther and Achtenhagen 
2009). In regard to the dimensional structure of professional competence in differ-
ent domains,1 the evidence mostly points to the distinction of two dimensions: (1) 
conceptual knowledge and (2) professional problem-solving. Even though a third 
dimension of manual abilities is theoretically plausible and might be of consider-
able relevance for occupational tasks in the building sector, research on this ques-
tion is still warranted. Dimensionality analyses of several conceptual knowledge 
scales suggest the distinction of more factors or sub-dimensions, which would usu-
ally correspond to larger curricular or professional topics (see Gönnenwein et al. 
2011; Gschwendtner 2011; Nickolaus et  al. 2012). Until now, there has been no 
evidence for other sub-dimensions that have been conceptualized theoretically, such 
as a distinction between declarative or procedural knowledge, for example 
(Gschwendtner 2008; Gschwendtner et al. 2009).

Studies concerned with students’ or apprentices’ competency levels indicate 
great differences between curricular goals and the students’ actual competency level 
(Gschwendtner 2008; Nickolaus et al. 2012). Similar findings were made by Wülker 
(2004) and Bünning (2008), who both reported comparably low achievement and 
high variance among carpenter apprentices. Factors that contribute to the difficulty 
of test items have been discussed in several studies, both from the technical (see 
Gschwendtner 2008; Nickolaus et  al. 2008) and the commercial domains (see 

1 Most of the studies mentioned here concentrated on cognitive aspects of professional compe-
tence; effects of motivation or volition were usually not considered, or were analyzed separately, 
as suggested by Klieme and Leutner (2006).
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Winther and Achtenhagen 2009). Post-hoc analyses indicate that matters such as 
complexity,2 the interconnectedness of thoughts and knowledge, the level of cogni-
tive skills needed for a task (according to Bloom’s taxonomy), prerequisite knowl-
edge, and the students’ familiarity with the task, all play major roles in this respect 
(see Nickolaus 2014).

13.2  �Aims and Objectives

Against the background of the current state of research (see Sect. 13.1), five aims 
were defined for the project here presented (DFG Ni 606 7–1): (1) to develop valid 
and reliable test instruments for assessing the professional competence of building 
trade apprentices at the end of their first training year, (2) to examine the dimen-
sional structure of the construct, (3) to describe the apprentices’ actual competen-
cies on the basis of competency levels, (4) to develop an explanatory model of 
professional competence, and (5) to investigate the effects of occupation-related 
motivation on apprentices’ professional competence. As it is not possible to elabo-
rate on all aspects here, the focus of this article will be on the second and third issues 
only.

13.3  �Vocational Training in the Building Trades

As many as 15 different occupations (e.g., bricklayer, carpenter, road builder, tiler, 
and plasterer) are officially registered for vocational training in the building trade 
sector in Germany (Bundesministerium der Justiz 1999). Apprenticeships in these 
occupations usually last three years: While the first year provides a general intro-
duction to topics related to all building trades, the second and third years focus on 
training in one specific occupation. Accordingly, apprentices spend most of their 
time in vocational schools in the first year and receive intense in-company training 
in the following two years. In most regions of the state of Baden-Württemberg the 
first year of training is provided by full-time vocational schools (einjährige 
Berufsfachschule Bautechnik).3 Following the idea of a shared knowledge basis for 
all building-related occupations, the curriculum of the first year covers a wide range 
of topics and is structured into six different so-called “learning fields” (Lernfelder). 
The first learning field gives a rough introduction to working on a construction site 

2 It has to be pointed out that the works cited here do not share a common concept of complexity. 
While some studies employ global ratings of complexity, other research approaches make use of 
indicators such as the number or interconnectedness of elements (see Nickolaus 2014).
3 It is important to know that the students in these schools have already signed a pre-agreement for 
an apprenticeship with an employer or firm. It is part of this agreement that the apprentices attend 
one day per week (or several weeks per year) at the employer’s workplace.
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and is of similar importance to all apprentices alike. The following five learning 
fields correspond to one or several occupations, and cover themes such as paving, 
foundations and utility connections, bricklaying, casting reinforced concrete, tim-
ber constructions, tiling and plastering. In the curricular guidelines tasks in all six 
learning fields refer to authentic professional actions. Despite the wide scope of 
topics and the multitude of different tasks, these actions are generally based on three 
types of requirement: professional knowledge, technical drawing, and basic techni-
cal mathematics.4 All three types of requirement may be separate, but commonly 
they are combined when dealing with more complex professional tasks.

13.4  �Professional Competence of Building Trade Apprentices

Considering the wide scope of tasks and requirements, it appears plausible that the 
overall professional competence of building trade apprentices in their first year is 
multidimensional and encompasses a whole range of competencies. It is important 
to note that our research does not include manual competencies, as they are devel-
oped through practical experience in the workshop or at the workplace. Rather, the 
focus is on certain cognitive competencies. According to a current working defini-
tion of competencies in educational assessment, competencies are defined “as 
context-specific cognitive dispositions that are acquired by learning and are needed 
to successfully cope with certain situations or tasks in specific domains” (Klieme 
et al. 2008, p. 9). Against the background of pertinent research findings (see Sect. 
13.1) and the curricular content and structure of the first year of training in the 
building trades (see Sect. 13.3), several alternative structural models of building-
related professional competence can be hypothesized.

One possibility would be to distinguish six dimensions, representing the six 
aforementioned learning fields, all corresponding to different occupations and their 
respective areas of knowledge. However, given the results of our earlier studies (see 
Norwig et  al. 2010; Petsch et  al. 2014), which indicated that the apprentices’ 
strengths and weaknesses were similar across learning fields but varied in respect of 
the different types of requirements (as described in Sect. 13.3), a model based on 
these basic requirements is favored instead. Taking into account not only the three 
basic types of requirements but also their combination leads to a model with the 
following four competencies or dimensions: (1) professional knowledge (PK), (2) 
technical drawing (TD), (3) basic technical mathematics (BTM), and (4) profes-
sional problem-solving (PPS).

PK refers to formal knowledge about facts and the underlying principles of 
building-related topics: for example, knowledge of construction principles, materi-
als and methods. TD includes basic understanding of technical drawings and skills 

4 The importance of these basic requirements for building-related tasks is reflected not least in the 
fact that all three were taught as individual subjects before curricular reform introduced the learn-
ing fields in 1999 (see KMK 1999).
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in basic drafting procedures, such as for example, reading drawings of floor plans, 
elevations or sections, dealing with scales, dimensions and symbols. BTM covers 
basic mathematics as it is typically used when solving building-related tasks: for 
example, basic arithmetic, conversion of measurement units, the “rule of three”, 
calculation of percentages and basic geometry. PPS refers to the ability to solve 
professional tasks with higher complexity. These tasks usually combine require-
ments from the other three dimensions (PK, TD, and BTM) and call for the applica-
tion of subject-specific cognitive strategies for their solution (see Petsch and Norwig 
2012; Norwig et al. 2013). This would be the case when an apprentice is asked to 
calculate the amount of bricks needed to build a wall depicted in a technical draw-
ing, for example.

Following these assumptions about the multidimensionality of the construct in 
question, a paper-and-pencil test was developed for each of the four dimensions. To 
ensure content validity of all four tests, the content of curricula, textbooks and 
workbooks was analyzed. On top of that, expert ratings on important tasks and 
requirements were collected. Items developed and evaluated in earlier studies (see 
Petsch et al. 2011; Norwig et al. 2012) were included where appropriate. All items 
were free-response items and were designed to vary in difficulty; the item difficulty 
of the PPS scale was varied with regard to certain task characteristics (see Sect. 
13.6.2).

13.5  �Research Design and Data Collection

The study was divided into two stages: In preparation for the main study, which took 
place in the school year 2012/13, two smaller pilot studies were carried out in June 
2012. The major aim of both pilot studies was to test the adequacy of the test instru-
ments that were to be applied in the main study. The results of both pilot studies 
were mostly satisfactory: All scales fitted the unidimensional5 one-parameter partial 
credit model. Poorly fitting items6 were either removed or altered for further use in 
the main study (for more detailed information on the pilot studies, see Nickolaus 
et al. 2013).

For the main study, cross-sectional data were collected at two points in time. The 
first round of measurements took place in October 2012: that is, at the beginning of 
the training year. Sixteen classes of full-time vocational schools for building trade 
apprentices, with a total of N = 282 students, participated in the study. About two 

5 Unidimensionality was evaluated in Conquest 2.0 (Wu et al. 2007) by comparing alternative uni-
dimensional and multidimensional models. Model evaluation criteria included Akaike Information 
Criterion (AIC), Bayesian Information Criterion (BIC) and conditional Akaike Information 
Criterion (cAIC).
6 Item fit was evaluated according to the following criteria: (1) correct order of threshold parame-
ters, (2) appropriate item-total correlation (≥.3), (3) appropriate weighted-t fit statistics (≤1.9), (4) 
homogeneity of parameter estimates between subsets of data (r ≥ .9), and (5) differential item 
functioning (DIF) for apprentices of different occupations.
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thirds of the students were carpenter apprentices (n = 196); the remainder being 
either tilers or plasterers (n = 86).7 Tilers and plasterers are considered as one group 
here, as previous studies have shown that they are comparable in respect of their 
cognitive and sociodemographic background (see Norwig et al. 2013 and Petsch 
et al. 2014). In addition, both occupations are addressed in the same learning field 
(see Sect. 13.3). At the first point of measurement, three tests were conducted: a test 
of general cognitive abilities (CFT 20-R, Weiß 2006), a test of prior knowledge in 
the professional domain, and a test of basic numeracy skills. Additionally, sociode-
mographic data were collected in a short questionnaire.

The tests of apprentices’ professional competence after their first year of training 
(see Sect. 13.4) were conducted in a second round of measurements in June 2013. 
With a sample size of N = 273, the number of participants was slightly lower than at 
the beginning of the main study. Closer analysis revealed that 31 apprentices were 
added to the initial sample. They had either missed the first test round or had started 
training at a later point in time. On the other hand, 40 participants did not show up 
for the final tests, or had dropped out of training altogether, which made a total 
study dropout rate of 14.2 %. As in our earlier studies, the number of study dropouts 
varied greatly between occupations: while only 8.7 % of the carpenter apprentices 
did not participate in the final test round, the proportion was more than a quarter 
among tilers and plasterers, and totaled 26.7 %.

Additionally, a questionnaire on the apprentices’ learning motivation8 in class 
was handed out at the termination of each learning field. This was to provide insight 
into their motivational development over the first training year, and to explore 
content-related differences in learning motivation.

13.6  �Results

Before addressing the main results of the study, some findings of the first measure-
ment are summarized. Altogether, they support the evidence from our earlier studies 
of the apprentices’ sociodemographic background, their cognitive abilities, and 
prior knowledge in the domain of building and construction (see Norwig et al. 2010; 
Petsch et al. 2014). At a later point in time, most of the data presented in Sect. 13.6.1 
will be incorporated into an explanatory model of professional competence.

7 The sizes of the subsamples corresponded approximately to the distribution of apprentices in the 
respective occupations in the state of Baden-Württemberg (cf. Statistische Berichte Baden-
Württemberg 2014). Mean differences, as reported in Sectns. 13.6.2 and 13.7, are not biased by 
unequal sample size.
8 Following Prenzel et al. (1996), different types of motivation were distinguished in the question-
naire. Yet, due to time and space constraints, only the following four types were included: amotiva-
tion, extrinsic, identified, and interested motivation. Additionally, data was collected on a selection 
of social-contextual conditions, facilitating or forestalling positive motivational development: per-
ceived difficulty, feeling of competence, perceived relevance, and teacher’s feedback.
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13.6.1  �Sociodemographic Factors, Cognitive Abilities 
and Apprentices’ Performance at the Beginning 
of the First Training Year

As can be seen in Table 13.1, the vast majority of apprentices in our sample (n = 
282) were male. Taking into account that the carpenter, tiler, and plasterer occupa-
tions are usually dominated by men, this fact was certainly expected. There was a 
slight age difference between the two groups, with the tilers and plasterers being 
marginally older than the carpenters. This appears surprising, as almost 80 % of the 
tilers and plasterers attended only lower secondary school (Hauptschule), while 
about 40 % of the carpenter apprentices managed to graduate from the next higher 
type of secondary school (Realschule). It can be assumed, however, that the tilers’ 
and plasterers’ problems during their school careers, and their attempts to find an 
apprenticeship position, more than offset the shorter time spent in school. Major 
differences between the two groups also become apparent upon looking at the 
apprentices’ mother tongues. Almost half of the tilers and plasterers grew up with a 
first language other than German, exceeding by far the 8 % of carpenters who shared 
the same experience. Another clear disadvantage was the tilers’ and plasterers’ aver-
age IQ of just 89.2 points, which was significantly lower than that of the carpenters 
(Cohen’s d = 0.61, p < .001), whose score was almost nine points higher, and close 
to the population mean of 100 points. According to normative data, the difference 
between the two groups represents a move from the 44th to the 23rd percentile (see 
Weiß 2006). Even larger—at least when considering the effect size—were the dif-
ferences between the two groups’ basic numeracy skills9 (d = 0.95, p < .001) and 
prior knowledge10 (d = 0.97, p < .001). Accordingly, the item-person-maps of both 
tests indicate bimodal distribution.11

9 The numeracy test scale consisted of 11 items. Test reliability (based on weighted likelihood 
estimates, WLE) was acceptable (.72). As the variance of the latent ability distribution was 2.59, 
the test differentiated well between the subjects. The average standard error of the WLE person 
parameter estimates was comparably high (0.84), due to the relatively small number of items for a 
wide range of ability.
10 The test of prior knowledge included 16 items. WLE reliability was acceptable (.73); the vari-
ance of the latent ability distribution (1.23) indicated a good differentiation between subjects. The 
average standard error of the WLE person parameter estimates (0.62) pointed to a balanced distri-
bution of persons’ abilities and item difficulties.
11 The fact that our sample consisted of two quite different groups became especially important 
during item scaling. Analyses of differential item functioning (DIF) were carried out for both test 
scales (basic numeracy skills and prior knowledge in the professional domain). Items that were 
differentially more difficult for one of the groups were deleted from the scales.
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13.6.2  �Professional Competence at the End of the First 
Training Year

The main focus of the study was on the apprentices’ professional competence at the 
end of their first year of training. As stated in Sect. 13.2, several questions arise in 
this context. The following paragraphs deal with (a) the question of the dimensional 
structure of the construct and (b) the apprentices’ actual level of competence, or—
when talking about multidimensionality—competencies.12

Competence Structure  Following our theoretical assumptions (see Sect. 13.4), a 
confirmatory factor analysis (CFA) was first conducted on a four-dimensional mod-
el.13 The results of this analysis were then compared to a one-dimensional model.14 
While the four-dimensional solution assumes professional knowledge (PK), techni-
cal drawing (TD), basic technical mathematics (BTM), and professional problem-
solving (PPS) to be distinct dimensions, the one-dimensional model proposes the 
combination of PK, TD, BTM, and PPS into one factor. Both models are theoreti-
cally plausible, as the abilities to master the different requirements are assumed to 
be different but nonetheless related.15 This is because the concept of learning fields 
sets the focus on comparably realistic and complex tasks, which often combine 
several of the requirements that are distinguished in the model (see Sect. 13.3).

Figure 13.1 depicts the four-dimensional model and the corresponding model fit 
statistics. The correlations of the observed variables with the respective latent 
dimensions were all above .32, the average being .56 (average SE = .08). The chi-
square test of model fit suggested that the specified model did not fit the data ade-
quately (p < .001). However, this test of model fit is sensitive to sample size: that is, 
large samples (N > 200) often lead to statistically significant chi-square values. 
Therefore, other fit indices were deemed more appropriate here (see Finney and 
DiStefano 2006). Indicating marginal (comparative fit index, CFI and Tucker-Lewis 
index, TLI: see Bentler and Bonett 1980; Tucker and Lewis 1973; Hu and Bentler 
1998) or close model fit (root mean square errow of approximation, RMSEA: see 
Yu 2002), they basically supported the assumed structure.16 The results of the chi- 

12 Following Weinert (2001), “competence” is understood as a “system of abilities, proficiencies, or 
skills that are necessary or sufficient to reach a specific goal.” (ibid., 45). The term “competencies” 
is used when referring to specific components of the respective system (see ibid.).
13 Following the recommendations of Muthén and Muthén (2012) and Finney and DiStefano 
(2006), all analyses were run using Mplus’s WLSMV estimator, as the research points to advan-
tages over other estimators when dealing with ordered categorical data and few categories (<3).
14 CFA and the chi-square difference test were carried out using Mplus 6.12 (Muthén and Muthén 
2010).
15 For reasons of space, other multi-dimensional solutions, which were either deemed implausible 
or were discounted due to low model fit, are not discussed and elaborated on here.
16 According to Finney and DiStefano (2006), RMSEA and WRMR (weighted root mean square 
residual) appear to be the most promising fit indices with ordered categorical data and a low num-
ber of categories.
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square difference tests (Asparouhov and Muthén 2006) also supported the four-
dimensional solution, as they fitted the data comparably better than did the 
one-dimensional model (p < .001).

The estimates of the correlations between the latent factors were all in the range 
of .71–.84 (see Fig. 13.1). Considering the fact that the curriculum is organized in 
terms of learning fields and focuses on authentic tasks, which often combine the 
different requirements, these results are not surprising. Additional interpretations 
may arise once the explanatory model has been built, as it will include other relevant 
variables (e.g., IQ).

Competency Levels  In this article, in relation to the apprentices’ competency lev-
els, the focus is on professional problem-solving, as it is the most comprehensive of 
the four dimensions and is therefore deemed to be the most important aspect here. 
The definition of competency levels was carried out post-hoc, following the proce-
dure described by Hartig (2007) and Hartig et al. (2012): In a first step, all items of 
the professional problem-solving scale17 were closely analyzed with respect to cer-
tain task characteristics or features that were assumed to contribute to item diffi-
culty. After that, each item was scored according to task characteristics by three 
expert raters (Kendall’s W > .80, average = .90). In a last step, a linear regression 
model was used to predict empirical item difficulties as a linear function of item 
characteristics.18 This allowed the specification of cut-off points or level thresholds 

17 The scale of professional problem-solving comprised 25 items. Scale reliability (WLE) and the 
variance of the latent ability distribution were acceptable (.71 and 0.98 respectively). The average 
standard error of the WLE person parameter estimates was 0.59: i.e., item difficulties were rela-
tively evenly distributed over the ability range.
18 Item difficulties were transformed to represent a 65 % chance of success in solving the task, 
instead of the 50 % that is configured in the Rasch standard setting.

Professional 
Knowledge

Technical 
Drawing

Basic Techn.
Mathematics

Professional
Prob.-Solving

.84*** .71*** .79***

.73*** .80***

.83***

N= 273, chi-square= 2620.10, df= 2339, CFI= .93, TLI= .93, RMSEA= .02 

BTM
17

BTM
1

TD 
14

TD 
1

PK
18

PK 
1

PPS 
1

PPS 
21… …… …

Fig. 13.1  Four-dimensional competence model (end of first training year)
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on the continuous competency scale and formed the basis for describing the compe-
tency levels.

As was described in Sect. 13.4, professional problem-solving takes place when 
complex19 professional tasks have to be solved. The difficulty of these tasks origi-
nates from several sources, some of which might be similar to those in other domains 
(see Sect. 13.1); others appear to be specific to tasks in the domain of building and 
construction. On the whole, the following 13 task characteristics were included in 
the analysis: (1) number of steps to solve the problem, (2) complexity as described 
by Kauertz et al. (2010)—that is: (2a) the number of task elements and (2b) the 
number of interconnections between these elements, (3) level of cognitive skills 
needed for the task (according to Bloom’s taxonomy), (4) task is made up of inter-
dependent steps, (5) curricular weight of the task content, (6) level of mathematical 
modeling needed, (7) number of different mathematical operations, (8) operations 
include different units of measurement, (9) task is illustrated in a figure or drawing, 
(10) amount of distracting information presented in the figure or drawing, (11) num-
ber of distractors presented in the task, (12) number of subject-specific terms that 
have to be known to solve the problem, and (13) amount of help provided in the 
construction chart book.

The first step required checking whether the different task characteristics had the 
expected impact on task difficulty. This means that for each characteristic it was 
checked whether the average task difficulty actually rose when the characteristic 
was present. Characteristics that did not meet this assumption were excluded from 
further analyses. In a next step, several regression analyses were performed. Item 
characteristics corresponding to negative or very small (β < .02) regression coeffi-
cients, or showing instances of high multicollinearity (VIF > 5) were successively 
excluded from the regression model. The six remaining item characteristics 
explained a total of 62 % (corrected R-square) of the total variance; the resulting 
regression equation reads as follows:

	 y x x x x x x= − + + + + + +. . . . . . . .30 50 48 47 38 28 181 2 3 4 5 6 	

According to this analysis, tasks become more difficult when:

•	 no graphic illustration of the problem is provided (x1),
•	 the number of interconnections between task elements is more than five (x2),
•	 the number of steps needed to solve the problem is also more than five (x3),
•	 work-related real-world information has to be transformed into a mathematical 

model (x4),
•	 the task has low weight in the curriculum, as it appears only in one of the six 

learning fields, for example (x5), and
•	 the task requires deep understanding of two or more subject-specific terms (x6).

19 Complex means here a combination of requirements from the three dimensions PK, TD, and 
BTM.
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Based on these six task characteristics, four hierarchical competency levels were 
defined20:

•	 Level A (x1…x6 = 0): Apprentices can solve problems that (1) are not only 
described in a text but are additionally illustrated in a figure or drawing, (2) have 
less than five interconnections between task elements, (3) require less than five 
steps to reach a solution, (4) do not require mathematical modeling of a given 
real-life work situation, (5) are given great importance in the curriculum, and (6) 
include only one subject-specific term.

•	 Level B (x1 = 1, x2 = 1, x3…x6 = 0): Apprentices can solve problems that (1) have 
to be visualized mentally, (2) require the connection of five or more task ele-
ments, (3) require less than five steps to reach a solution, (4) do not require 
mathematical modeling of a given real-life work situation, (5) are given great 
importance in the curriculum, and (6) include only one subject-specific term (see 
Fig. 13.2 for a depiction of a task representing this level).

•	 Level C (x1…x3 = 1, x4 = 0, x5 = 0, x6 = 1): Apprentices can solve problems that 
(1) have to be visualized mentally, (2) require the connection of five or more task 
elements, (3) require five or more steps to reach a solution, (4) do not require 
mathematical modeling of a given real-life work situation, (5) are given great 
importance in the curriculum, and (6) include at least two subject-specific terms.

•	 Level D (x1…x6 = 1): Apprentices can solve problems that (1) have to be visual-
ized mentally, (2) require the connection of five or more task elements, (3) 
require five or more steps to reach a solution, (4) require mathematical modeling 
of a given real-life work situation, (5) are given low importance in the curricu-
lum, and (6) include at least two subject-specific terms.

Apprentices below level A have very low probability of success even when trying 
to solve some of the easier tasks in the test—that is, those tasks corresponding to 
level A.

Table 13.2 gives an overview of the levels just described and shows their location 
relative to the logit scale. Additionally, the percentages of apprentices scoring on the 
respective levels are presented. As can be seen, the overall results were quite 
alarming, as only about 30 % of the whole group reached a level higher than 
A. Another 30 % of the apprentices were on this lowest level. While they could be 
expected to master the easiest tasks—with none of the six characteristics present—
the remaining 42.1 %, achieving below level A, were likely to fail even these.

A closer look at the results of the two occupational groups (carpenters and tilers 
or plasterers) revealed great differences, as was expected against the background of 
our earlier findings (see Petsch et al. 2011 and Nickolaus et al. 2013), and the results 
from the first point of measurement (see Sect. 13.6.1). The observed mean differ-
ence between the two groups amounted to 0.74 logits (carpenters: M = 0.18, SD = 
1.05; tilers and plasterers M = −0.56, SD = 1.23), resembling a medium to high 

20 The number of items corresponding to the competency levels is as follows: NLevel A = 9, NLevel B = 
9, NLevel C = 7. Two items correspond to the segment below level A. No item and very few appren-
tices are located on level D, which is reported here to reflect the high curricular expectations.
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effect (d = 0.65, p < .001). Accordingly, the distribution on the respective levels dif-
fered between the two groups (see Table 13.2): While about a third of the carpenters 
reached level B or higher, only around 14 % of the tilers and plasterers showed simi-
lar achievements, and none of the latter were found on level D. Another third of the 
carpenters scored on level A; the remaining 35 % did not even reach this level. Level 
A was only reached by slightly more than 20 % of the tilers and plasterers. More 
than 60 % of this group scored below this lowest level, which means the majority of 
this group had serious problems in solving the most common and easiest profes-
sional problems presented in school.

A wall with a surface area of 12.48 m² is to be constructed of bricks (size 2DF). The wall 
thickness is planned to be 24 cm. Your task is to calculate the number of bricks needed to 
build the wall.

Hint: You need to check your construction chart book for solving this task! 
(Check construction material, bricksin the index)

In total bricks are needed.

Fig. 13.2  Exemplary task of level B (construction of a brick wall)

Logit 
scale

Levels Task characteristics All
apprentices

Carpenters Tilers/
plasterers 

% % %

Level D + task has low curricular weight
+ mathematical modeling is required 2.6 3.5 -

1.99
Level C + number of subject-specific terms ≥ 2

+ number of  steps to solve the task ≥ 5 8.2 8.8 6.3

1.33
Level B + connection of ≥ 5 task elements

+ mental visualization is needed 17.6 21.2 7.9

0.68
Level A none 

29.6 31.8 23.8

-0.30
Below 
Level A 42.1 34.7 61.9

Table 13.2  Competency levels (professional problem-solving)
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Overall, the results are far from satisfying, especially when taking into account 
the high curricular goals and the fact that the test items tend to be shorter and less 
complex than tasks that are posed in the textbooks or in real-world work situations. 
Intensive and comprehensive supportive measures are certainly required, in the light 
of these results. As mentioned in Sect. 13.1, the training concept BEST is an 
approach that has proven successful in this respect (see Petsch et al. 2014; Norwig 
et al. 2013, e.g.). Its focus is on improving the apprentices’ professional problem-
solving competencies by training in the use of general metacognitive and subject-
specific cognitive strategies. The training material is based on real-world construction 
scenarios and allows—and encourages—the learners to develop at their individual 
pace. As these strategies also require the application of professional knowledge, 
basic technical mathematics and technical drawing skills, these competencies are 
likewise supported during training.

13.7  �Additional Findings and Prospects

The paper presented here provides a model not only of the dimensional structure of 
professional competence after the first year of building trade apprenticeship, but 
also of the apprentices’ proficiency level in regard to their professional problem-
solving competencies. Analogous models for other competencies, such as profes-
sional knowledge, technical drawing or basic technical mathematics, are yet to be 
completed. Overall, the initial findings suggest similar results: mean differences 
between carpenters and tilers or plasterers were significant (based on WLE esti-
mates of person parameters) and partly exceeded the effect measured for profes-
sional problem-solving (professional knowledge: d = 1.17, p < .001; technical 
drawing: d = 0.93, p < .001; basic technical mathematics: d = 0.62, p < .001).21 
When relating the groups’ average scores on the logit scale to the respective items 
at this level, training needs in all three competency areas became apparent. 
Competency models with a precise description of the different levels will help to 
specify these needs and may support further training efforts.

Analyses of the motivational data provide interesting insights into the appren-
tices’ motivational development during their first year of training.22 As was expected, 
motivation varied across the learning fields and depended greatly on the focal topic. 
The carpenter apprentices’ motivation, for example, reached its positive peak on 

21 The three scales (PK, TD, and BTM) consisted of 23, 19, and 19 items respectively. Scale reli-
abilities (based on WLE) were all satisfactory (≥.75). The variance of the latent ability distribution 
was the highest for BTM (1.71) and the lowest for TD (1.01); for PK the variance amounted to 
1.25. The average standard error of the WLE person parameter estimates was similar for PK and 
TD (0.58 and 0.59 respectively). The higher average standard error for BTM (0.64) is a result of 
the higher variance and hints at a more unbalanced distribution of item difficulties and persons’ 
abilities.
22 Due to space constraints, it is not possible to present the findings on the apprentices’ motivational 
development in detail here. Another paper will discuss related issues.

K. Norwig et al.



217

three of the four motivation types (i.e., lowest amotivation and highest identified 
and interested motivation) in learning field five, which focuses on timber construc-
tions (see Sect. 13.3). Accordingly, motivation was lower in the other learning fields. 
Similar but less distinct tendencies were apparent concerning the tilers and plaster-
ers’ motivational development, save for the fact that their motivational peak corre-
sponded to learning field six, which deals with content related to tiling and plastering. 
Findings on motivational conditions underline these results, as perceived relevance 
was the only factor that showed corresponding trends; conditions such as a feeling 
of competence or perceived difficulty remained quite stable over time.

An explanatory model will allow more precise statements about the relation 
between motivational, cognitive and sociodemographic factors and their influence 
on the apprentices’ professional competence. This knowledge, in turn, will provide 
valuable information to all those who are committed to the apprentices’ learning. 
The necessity of supporting the apprentices during their training has been pointed 
out repeatedly. It can only be speculated that some of these problems will continue 
to exist during the following two years of training. However, this is just one of the 
questions to be tackled in the next project (Ni 606 7-2), which will focus on the 
carpenters’ professional competencies after three years of training—that is, at the 
end of their apprenticeship.
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Chapter 14
Assessing Tomorrow’s Potential: 
A Competence Measuring Approach 
in Vocational Education and Training

Viola Katharina Klotz and Esther Winther

Abstract  Adequate measurement of action competence remains a central target of 
vocational education and training research; adequate measurement approaches in 
the vocational domain clearly are a prerequisite for accountable systems to autho-
rize access to professional activities, as well as for future large-scale assessments. 
For the German Chamber of Commerce and Industry, competence assessments in 
the area of business and commerce rely mainly on final examinations that attempt to 
measure not just knowledge but also action competence. To evaluate and improve a 
test instrument, this chapter considers two questions: (1) how valid and reliable was 
the original test-format, and (2) how valid and reliable are the corresponding assess-
ment results of a recently developed prototype? The study relies on statistical pro-
cedures (e.g., IRT scaling), applied empirically to a sample of 1768 final examinations 
of industrial managers in the original format, and to 479 industrial managers taking 
a prototype new format. The advanced prototype version appears as a more valid 
and accurate instrument to capture action competence. We conclude that several 
practical steps can be undertaken to improve current assessment practices in the 
area of business and commerce.
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14.1  �Background

14.1.1  �Prospects and Demand for Adequate Competence 
Assessments in Vocational Education

Explicit or implicit measures of vocational competence are relevant to many facets 
of vocational education and training (VET), and thus constitute an ever-growing 
research field. They pertain to national educational factors, such as the relevant 
information and instruments for managing the quality of the vocational educational 
systems and developing adequate support programs, but increasingly, they also 
appear in international policy agendas (e.g., BMBF 2008). That is, international 
comparisons and the acknowledgement of qualifications, as well as the encourage-
ment of lifelong, informal learning, require adequate measurement concepts and 
innovative evaluation methods. To meet these multiple expectations, two major con-
ditions must be fulfilled a priori (Klotz and Winther 2012).

First, we require empirically confirmable competence models that encompass 
conceptual operationalizations of competencies but also reveal a well-postulated 
theoretical structure that captures their empirical structure. From a scientific per-
spective, researchers seek empirical results related to the “true” structure of profes-
sional competencies. From a political point of view, knowledge about the structure 
and comparability of competencies is required to achieve large-scale assessments of 
VET, such as across Europe. In this context, compulsory education likely refers to a 
common curriculum of basic competencies, such as literacy or numeracy, but the 
structure of competencies within VET is more varied in content and therefore tends 
to be more complex. Thus, VET content is heterogeneous not only between coun-
tries but also across different professions within nations (Baethge et al. 2009) and 
even in specific workplaces (Billett 2006). This abundant variation creates an ongo-
ing dilemma in respect of the need to construct generally valid competence tests. 
Uncertainty about the structure of competencies also undermines international com-
parisons and the development of binding international agreements for consistent 
competence standards. Some (albeit scarce) empirical research into the appropriate 
structure or model of competence suggests a content-based classification, such that 
item content exerts a characteristic influence on the structure. Other studies assume 
dimensionality, based on different cognitive processing heuristics, which may deter-
mine response behaviors (Nickolaus 2011; Nickolaus et al. 2008; Rosendahl and 
Straka 2011; Seeber 2008; Winther and Achtenhagen 2009).

A second necessary condition pertains to the reliability of the test results—that 
is, the certainty with which we can classify students according to a chosen test 
instrument. Neglecting these conditions poses serious risks, because people can eas-
ily be misclassified on the basis of their test results, and such classification errors 
can have severe consequences for their future professional advancement—for 
example, in terms of admission requirements.

With this study, we seek to evaluate both necessary conditions with respect to the 
current testing efforts on the original final examinations—which were examined in 
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a former study (Klotz and Winther 2012; Winther and Klotz 2013)—but also on a 
newly developed assessment prototype within the research project “Competence-
oriented assessments in VET and professional development”. Specifically, we first 
describe how the German VET system currently operationalizes and measures com-
petencies in the economic domain. Empirical results obtained from a sample of 
1768 final examinations of industrial managers1 reveal the extent to which current 
German assessment instruments in the area of business and commerce are qualified, 
in terms of their validity and reliability, to measure and classify students’ economic 
action competence. We then describe our design criteria for a new prototype-version 
of final industrial examinations, and test this instrument on the empirical basis of 
479 industrial managers. This study, in accordance with the SPP’s broader research 
program, therefore seeks to develop valid and reliable competence models and 
thereby to improve current assessment practices. The results offer guidelines for the 
design of the final examinations for industrial managers and possibly for assessment 
in the broader vocational sector of business and commerce.

14.1.2  �The Original Conceptualization of Final Examinations 
in the Area of Business and Commerce

Action competence offers a constitutive element of the German vocational system, 
and has been a significant topic of scientific and political discourse since the early 
1980s, particularly in relation to the didactic implications of action regulation the-
ory (Hacker 1986; Kuhl 1994; Volpert 1983). In the mid-1990s, the Standing 
Conference of the Ministers of Education and Cultural Affairs 
(Kultusministerkonferenz) formally adopted the concept of action competence as a 
central target. Specifically, by law, students must be instructed in a way that enables 
them to plan, execute, and monitor an entire action process in a working environ-
ment. This concept appears largely heuristic, but still must form the foundation for 
any test construction (BBIG 2005; §5). In practice, these assessments come from 
the German Chamber of Commerce and Industry (GCCI) and comprise both oral 
and written components. The oral component consists of a presentation and then a 
related expert discussion; it accounts for 30 % of the assessment. The written com-
ponent comprises practical tasks pertaining to economics and social studies (10 %), 
as well as commercial management and control (20 %). The last part of the exami-
nation contains situational tasks that take the form of case studies related to business 
processes. This last, business processes section, represents the most important 
assessment area, in terms of processing time (180 min) and weighting (40 % of the 
final grade). For this reason, this study focuses on this assessment component.

According to the GCCI (2009), the design of the business processes test compo-
nent is intended to require test takers to model processes, undertake complex tasks, 

1 The data were acquired from six offices of the German Chamber of Commerce and Industry: 
Luneburg, Hanover, Frankfurt on Main, Munich, Saarland, and Nuremberg.
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analyze business processes, and solve problems in an outcome- and customer-
oriented way. To implement these goals, the test designers operationalized action 
competence as three mutually exclusive process dimensions: planning, executing, 
and monitoring (GCCI 2009). Thus again, the business processes section seems 
particularly suitable for our empirical analysis of the structure of action 
competence.

If these process dimensions actually characterize a test situation, their solutions 
should require different sets of cognitive abilities in the test taker. This possibility 
was tested within an analysis of the structural validity of the original final examina-
tions (Klotz and Winther 2012; Winther and Klotz 2013) on the empirical basis of 
N = 1768 industrial mangers. As a result, the structure of the assessment did not 
follow this postulated process-oriented operationalization, but instead appeared to 
be organized according to the four content domains of the assessment: marketing 
and distribution, acquisition, human resource management (HRM), and goods and 
services. Such an alternative content-related model of competence measurement 
appears in some other vocational assessments (Nickolaus 2011; Rosendahl and 
Straka 2011; Seeber 2008). However, in the case of the final examinations of indus-
trial managers, this solution appears disputable. The items depicting one dimension 
are often in close neighborhood and/or characterized by a common initial situation. 
The empirical solution of a content-related structure (root mean square error of 
approximation, RMSEA: .041; comparative fit index, CFI: .957; Tucker-Lewis 
index, TLI: .965) therefore does not necessarily represent cognitive structures, but 
might also be the mere consequence of the previous curriculum of commercial 
schools—which was officially abolished in 1996, and replaced by cross-disciplinary 
learning fields that sought to foster greater action competence by introducing the 
idea of process-orientation—or possibly even a relict of test sequence.

Besides the aspect of structural validity, we found infringements of the assess-
ment’s content validity in terms of content weighting (Winther 2011; Winther and 
Klotz 2013). As a final examination, the assessment should validly represent the 
commercial curriculum of industrial managers, which in turn should be based 
largely on real assignments in the workplace. With regard to content validity, a pre-
dominant part of the curriculum is dedicated to the goods and services domain (47 
% of the curriculum and about one-third of practical training), and yet the propor-
tion of content related to that topic in the original test was rather small (21 %). In 
particular, tasks related to modeling the processes of value creation and quantifiable 
production management are underrepresented, whereas the marketing and distribu-
tion content area appears overrepresented (38 % of the test), in relation both to 
percentage of the curriculum (26.7 %) and to practical relevance (25 %; see also 
Table 14.1).

In addition to these aspects of validity, the reliability of the original assessment 
was examined (Klotz and Winther 2012; see Fig. 14.1).

The information function for the test reaches its maximum for persons with an 
approximately average competence level. That is, near this area, it is possible to 
estimate, very precisely, test takers’ true level of expertise (information = 7.4; reli-
ability = .88). Further away from this maximum however, the test’s estimation 
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precision decreases rapidly. Students of relatively high ability, who are located in 
the positive space, reveal a lower albeit still sufficient information value. In contrast, 
students with strongly below-average expertise are estimated with an information 
value tending to zero. The test provides many measurement items related to an aver-
age ability level, along with some items to measure high ability levels, but features 
few easy items, designed to measure low levels of expertise. Therefore, the GCCI 
final examination lacks power to effectively differentiate test takers of low versus 
very low ability. However, this fact does not necessarily cause problems. Some tests 
are constructed explicitly to differentiate students precisely at a specific, crucial 
point. That is, we need to consider the specific purpose of any particular test instru-
ment to assess its reliability. The primary purpose of the final examinations is to 
regulate access to the industrial management profession, such that test takers are 
separated simply into those who pass the test, and thus receive certification to enter 
the professional community, and those who do not.

Table 14.1  Weighting of content

Content area
Prototype 
weighting (%)

Original test’s 
weighting (%)

Curricular 
content 
weighting (%)

Practical learning 
(/25 months)

Marketing and 
distribution

25 38.00 26.67 5–7 months

Acquisition 18.33 20.00 13.33 5–7 months
Human resources 15 21.00 13.33 2–6 months
Goods and 
services

41.66 21.00 46.67 6–10 months

Fig. 14.1  Information curve for the original test
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Annually, approximately 95 % of test takers pass the test, based on a norm-
oriented test decision,2 so the most important separation point must fall far below an 
average competence level. Yet the amount of test information available in this range 
tends toward zero. This lack of reliability in final examinations not only infringes on 
statistical test standards but also has severe implications for the professional devel-
opment and life of a vast number of students. Considering that about 12,000 appren-
tices take this final examination3 yearly, 600 test decisions, regulating access to the 
apprentice’s targeted profession, are taken with low certainty and are therefore pos-
sibly false.

In summary, evaluation of the validity and reliability of the original assessment 
reveals that the test entails not the intended process-oriented structure but rather, a 
subject-specific content structure that reflects a previous, officially abolished teach-
ing structure and curriculum. This makes it quite surprising that this conceptualiza-
tion still dominates in the test. The empirical results pertaining to the structure of 
vocational competence are consistent with studies in other vocational areas that 
similarly suggest the high relevance of subject-related domains in the structuring of 
professional competence measures (e.g., Nickolaus et  al. 2008; Seeber 2008). 
However, this approach seems unsatisfactory for measuring competence acquired in 
VET.  In particular, on the basis of constructivist theory (Gijbels et  al. 2006), a 
theory-based assessment design must capture students’ skills in thinking and rea-
soning effectively, and in solving complex problems autonomously.

In terms of the test’s reliability, it should be acknowledged, that the original test 
format yielded good reliability values for an average competence value. However, 
the items do not demonstrate reliability in their ability to show up rather low com-
petence values. The low reliability in this crucial area limits accurate identification 
of failures. Therefore, some examinees may—possibly wrongly—be denied certain 
positions within the professional community and within society as a whole. The 
reliability of the GCCI test instrument thus could be improved in this crucial com-
petence area.

14.1.3  �Assessment Model for Commercial Vocations

In order to improve the current examination we designed a new foundational con-
ceptualization of the assessment, following the subsequent construct, design stan-
dards and concrete implementation steps (Winther and Klotz 2013):

	1.	 Construct Definition: A Domain Model: The design of an evidence-based assess-
ment is always initiated by a theoretical model of a given construct (Mislevy and 
Haertel 2006; Wilson 2005). We adopted the modeling approach of Gelman and 
Greeno (1989), who suggest that “failure due to the absence of knowledge of a 

2 Acquired from GCCI statistics for Munich and Upper Bavaria.
3 Acquired from GCCI statistics for Chemnitz.
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principle should be distinguished from failure due to the lack of the domain-
relevant knowledge” (p. 141). We believe that such a competence model, com-
prising both general competencies in the economic domain (domain-related) and 
specific competence components (domain-specific) at a first stage, better depicts 
the development and nature of commercial competence. We modeled items for 
both competence dimensions, focusing on work requirements in specific occupa-
tions, but with a varying degree of generalizability (Winther and Achtenhagen 
2008; Winther and Achtenhagen 2009; Winther 2010). We further assumed, in 
line with findings in general education, the existence of a verbal and a numerical 
component of domain-related competence (e.g., National Educational 
Psychological Service–NEPS). From a didactic as well as from an empirical 
point of view, verbal and numerical domain-related components (numeracy, lit-
eracy) influence the formation of domain-specific vocational competence (e.g., 
Nickolaus and Norwig 2009; Lehmann and Seeber 2007). Such a separation 
might also prevail for domain-specific competence, as the commercial curricula 
entail both verbal and numerical abilities. Therefore, the two dimensions of 
domain-linked and domain-specific competence might, at a second stage, subdi-
vide into a verbal and a numerical component respectively. These two consider-
ations generate a four-dimensional structure consisting of domain-related 
economic literacy, domain-related economic numeracy, domain-specific verbal 
competence and domain-specific numerical competence, such as is depicted in 
Fig. 14.2.

From a developmental perspective, however, we assume that at the end of the 
vocational training the domain-specific and the domain-related dimensions could 

Fig. 14.2  Domain model of commercial competence
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integrate into one dimension as the result of knowledge integration (Piaget 1971; 
Bransford et al. 1999). Knowledge integration should occur as the process of 
incorporating new information (domain-specific knowledge) into a body of 
existing knowledge (domain-related knowledge).

	2.	 Increasing Curricular Content Validity: Within this general model of compe-
tence in the commercial domain, a crucial step within the item construction pro-
cess was filling this model with concrete curricular-valid contents, focusing on 
work requirements in the specific occupational context of industrial managers. 
Here we designed, in accordance with our curricula analysis, more items pertain-
ing to the acquisition and goods and services content areas, in order to better 
depict the vocational curriculum in terms of content weighting.

	3.	 Offering Sufficiently Complex Test Situations: Recent commentary (e.g., Schmidt 
2000; Winther 2010) suggests that the current test practices fail to give students 
sufficient room or potential to apply their knowledge to solve complex problems 
in a working context. We therefore, referring to the theoretical framework of 
Greeno et al. (1984), modeled items on three cognitive levels within our item 
design process:

•	 Conceptual competence corresponds to factual knowledge as knowledge of 
facts and structures, which can be transmitted into action schemata;

•	 Procedural competence subsumes the application of knowledge: that is, how 
to operate with facts, structures, knowledge nets and their corresponding 
elements;

•	 Interpretative competence focuses on an interpretation of results and on deci-
sion processes.

Forming a vertical competence structure based on a cognitive construct map 
(Wilson 2005) to test different competence qualities was also intended to increase 
the interpretability of the IRT (item response theory) test scores (i.e., criterion-
based assessment).

	4.	 Securing Adequate Vocational Authenticity: Test tasks for vocational education 
are authentic if they model real-life situations (Shavelson and Seminara 1968; 
Achtenhagen and Weber 2003). We therefore designed a model company as a 
test setting on the basis of a real company, and within this company modeled 
realistic work situations and work tasks.

	5.	 Implementing the Concept of Process-Orientation Within Test-Design: We 
implemented the concept of process-orientation (Hacker 1986) by stimulating 
company operations across departments and their specific economic inter-
relations. In our design, learners had to analyze certain problems across depart-
ments and to integrate preceding information on the operating work process. 
That is, they could not—with regard to information management—exclude the 
informational context given for the other items, within the operating process. For 
example, with regard to our sample sequence of an operating process, given in 
Appendix, learners had to anticipate that the cheapest sub-contractor for the 
acquisition department would not meet the goods and services department’s pro-
duction deadline. Also, the apprentices had to deduce information from foregoing 
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client-relation events. For example, if an offer had already expired at its accep-
tance date, no binding contract would be in place.

	6.	 Raising the Test’s Reliability: To appropriately assign learners into grade-
categories, and to achieve greater accuracy at the most crucial separation point of 
the test, at a low competence level, we designed some rather difficult items and 
also some items targeting a low competence level.

By incorporating these guiding principles into the final examination, we aimed 
to render the assessment instrument more valid and reliable and to move it beyond 
the current focus on component skills and discrete bits of knowledge, to encompass 
theoretically sound aspects of student achievement (Pellegrino et al. 2001) and of 
vocational competence as a coherent and transgressional concept. Furthermore, 
such a test structure might offer more information about the level of competence 
students actually acquire, and concrete starting points for developing support mea-
sures to improve their learning process, as well as a more detailed view of the devel-
opment of the apprentices’ competence.

14.2  �Method

14.2.1  �Sample

We implemented the above guiding principles within 30 tasks for a new prototype 
final examination for industrial managers. The test took 125 min, including reading 
test instructions (10 min) and completing a context survey (10 min). Sample tasks 
of our instrument can be found in Appendix. We determined the tests’ validity and 
reliability on an empirical basis of N = 479 industrial managers who were assessed 
in March, April, October and November 2013 at four German vocational schools.4 
The sample consisted of 55 % women and 45 % men. The test takers were on aver-
age 21 years old.

14.2.2  �Examination of Validity

Our evaluation of the validity criterion comprises two facets. First, it describes the 
operationalization of a theoretical concept, together with its potential subdimen-
sions and observable indicators, to determine whether the focal approach offers a 
good notion of measurement in relation to the latent trait. It therefore entails the 
translation of the latent trait into contents, and then the contents into reasonable 
measurement items, and in this sense, it refers to content validity (Mislevy 2007). 
But even if an abstract concept is carefully operationalized, including all theoretical 

4 Munich, Hanover, Bielefeld and Paderborn.
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aspects and a reasonable item design, it remains possible that the theoretical concept 
simply does not exist in the real world—or at least not in the way assumed by the 
researcher. Second, to address the potential gap between theory and observed real-
ity, validity assessments entail testing construct validity to determine if the postu-
lated theoretical structures arise from empirical test results (Embretson 1983; 
Mislevy 2007).

In order to ensure this first aspect of content validity, we first operationalized the 
vocational curriculum into content areas, then further into individual learning con-
tents and, on the basis of this operationalization, developed test tasks. We then gave 
our developed test tasks to N = 24 vocational experts (10 industrial teachers and 14 
industrial staff managers) in order to ensure that our situated item setting, as well as 
the content of the developed items, modeled real-life, authentic situations 
(Achtenhagen and Weber 2003; Shavelson 2008). The experts had to rate on a five-
point Likert scale whether the test tasks referred to realistic work assignments car-
ried out in the occupational practice, and on what level of cognitive complexity they 
resided. These expert ratings formed an integral part of our test design: If the exter-
nal criterion of authenticity in terms of workplace relevance was evaluated as low 
for an item, such items were withdrawn from the assessment.

Because competence, as measured by final examinations, seemingly constitutes 
a multidimensional concept, the confirmation of its structure requires a multidimen-
sional modeling approach. To analyze construct validity, we used multidimensional 
item response theory (MIRT). We implemented this approach in Mplus (Muthén 
and Muthén 2010) and used 1PL Rasch modeling.

14.2.3  �Examination of Reliability

The term “reliability” describes the replicability and thus the accuracy with which 
each item measures its intended trait (Kiplinger 2008). According to Fischer (1974), 
item precision can be depicted by item information curves (or functions), which 
indicate the range over the measurement construct in which the item discriminates 
best among individuals. The inverse of the squared standard measurement error is 
equivalent to item information with respect to the latent trait (in our case, vocational 
competence). If the information is expansive, it is possible to identify a test taker 
whose true ability is at that level, with reasonable precision. For this analysis, we 
again applied an IRT standard. An important characteristic of IRT models is that 
they describe reliability in terms of measurement precision as a continuous function 
that is conditional on the values of the measured construct. It is therefore possible to 
model the test’s reliability for each individual value of competence for every test 
taker (Hambleton and Russell 1993).
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14.3  �Results

14.3.1  �Results for the Test’s Validity

Our final weighting of test content was determined by relating the developed items 
back to the content domains of the vocational curriculum. We show the content 
weighting of each content area relative to all items of the test instrument, in 
Table 14.1.

Regarding the test’s authenticity, in terms of the workplace relevance of the 
developed tasks, the items of the instrument achieved an average expert rating of 
workplace relevance four from five, indicating a “rather high” level of workplace 
authenticity. In terms of complexity, 38 % of the tasks were rated on a conceptual 
competence level, another 38 % on a procedural level and 24 % on an interpretative 
competence level.

After an analysis of the instrument’s items, 2 tasks from 30 had to be removed, 
due to low separation ability, so that the instrument then comprised 28 tasks (7 for 
domain-related literacy, 11 for verbal domain-specific tasks, 7 for numeric domain-
specific tasks and 3 for domain-related numeracy). In order to examine the construct 
validity of the prototype-version, we implemented, besides our theoretically 
assumed model (Model 6, depicted in Fig. 14.2, and here the second model stage), 
all alternative models (five possible combinations of lower dimensionality) and cal-
culated the respective relative and absolute fit indices (see Table 14.2).

As the result of a relative consideration (Chi-Square difference testing), the 
theoretically-assumed four-dimensional structure fitted the data significantly better 
than the lower dimensional models. In terms of absolute fit, this model assumed a 
domain-related economic literacy component, a domain-related economic numer-
acy component, a domain-specific verbal competence component and a domain-
specific numerical competence component, in which strong global model fit 
(RMSEA: .041; CFI: .931; TLI: .954) inhered. The four resulting dimensions cor-
relate moderately to highly (Table 14.3).

Table 14.2  Relative and absolute fit indices of the postulated and alternative models

Relative fit indices Absolute fit indices
Model Parameter df AIC BIC χ2 RMSEA CFI TLI

1 45 – 17,831 17,861 549,042 .075 .779 .848
2 47 2 17,805 17,836 493,386 .069 .810 .869
3 47 2 17,771 17,802 436,166 .063 .842 .892
4 50 3 17,761 17,795 452,960 .065 .832 .885
5 50 3 17,637 17,671 319,141 .048 .908 .938
6 54 4 17,591 17,627 277,329 .041 .931 .954

df degrees of freedom, AIC Akaike information criterion, BIC Bayes information criterion, χ2 Chi-
Square, RMSEA root mean square error of approximation, CFI comparative fit index, TLI Tucker-
Lewis index
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Taking a closer look, the dimensions correlated strongly among the degree of 
specificity and verbal versus numerical access. It is further noteworthy that the 
domain-specific components correlate more strongly than do the domain-related 
components.

14.3.2  �Results for the Test’s Reliability

The test’s overall WLE (weighted likelihood estimates) reliability was .826. 
However, due to only 28 items being used in the final instrument, given the restricted 
test time for the final examination, the values for the four-dimensional model were 
not sufficient to accurately depict each test taker on all of the four scales, as can be 
seen in Table 14.3. Only the EAP/PV (expected a posteriori scores) scale reliability, 
as a value of internal scale coherence, yielded sufficient values for all four scales. 
Using the IRT standard, we then computed the amount of information for each abil-
ity level for the developed prototype test, in order to compare it with that on the 
original GCCI test instrument. Here we used the one-dimensional model—not only 
because we had to, in order to make a comparison between the original and the 
prototype version—but also because we found it appropriate to enable us to make 
statements about how precisely students can be distinguished from one another 
through the use of this instrument, in respect of their final grading. This final test 
decision has to be made for the instrument as a whole. The resulting information 
function was generally increased in height and spread, and was characterized by an 
overall flatter gradient compared to the original test’s function (see Fig. 14.3).

The information function for the prototype test reaches its maximum for persons 
with an approximately −.05 competence value on the logit scale. That is, at this 
point, test takers’ true level of expertise is estimated with high precision (reliability 
= .89). However, for this competence area the original instrument seemed just as 
good (reliability = .88). For students with relatively high ability (2 on the logit scale) 
the test still revealed a good informative value (reliability = .78). Even for the best 
student, with a value of 5.8 on the logit scale, the reliability still amounted to .50, 
compared to zero for the original test. For students with a rather low competence 
level (−2 on the logit scale) their competence value was estimated with a reliability 
of .86 (compared to a reliability of .69 for the original instrument). And even for a 

Table 14.3  Correlations, variance (σ2) and reliability (based on EAP/PVs and WLEs) for model 6

Model 6 1. 2. 3. 4. σ2 EAP/PV WLE

1. Domain-related literacy 1 0.92 .74 .47
2. Domain-specific verbal .78*** 1 1.01 .78 .67
3. Domain-specific numerical .76*** .71*** 1 0.96 .71 .50
4. Domain-related numeracy .34*** .37*** .50*** 1 1.29 .71 .45

EAP/PV reliability based on expected a posteriori scores, WLE reliability based on weighted likeli-
hood estimates, ***p < .001
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very low competence value, constituting the crucial separation area of passing or 
failing the test, at about a logit of −4, a reasonable reliability value of .69 was 
obtained, compared to a value of zero in the original test format.

14.4  �Discussion

Regarding validity, we examined two concepts: (1) the translation of the latent trait 
into contents, as well as the resulting contents into reasonable measurement items 
(content validity), and (2) the potential gap between the assumed theoretical content 
structure and observed reality (construct validity). Regarding content validity, we 
adapted the test assembly in such a way that the final weighting of the test content 
now related more adequately to the amount of content weight within the vocational 
curriculum, compared to the original version. Further, a more salient distribution of 
the test items over the taxonomy of cognitive complexity was implemented within 
the test design and then confirmed by expert ratings. Finally, the expert ratings also 
functioned as a critical counterpoint within the assessment design. Within the test 
assembly process (“assembly model”; Mislevy and Riconscente 2005) the rating of 
workplace authenticity formed a crucial criterion for the final item selection; that is, 
that only items with an above average rating were taken into the final test. The final 
degree of authenticity of the instrument in terms of workplace relevance is satisfac-
tory, but possibly could be further improved by a second round of item modeling 
and expert selection.

Regarding construct validity, the comparison of relative model fit, as well as Chi-
Square difference testing, suggests a four-dimensional structure, comprising a 
domain-related economic literacy component, a domain-related economic numeracy 

Fig. 14.3  Information curve for the prototype test
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component, a domain-specific verbal competence component and a domain-specific 
numerical competence component. The correlations between the resulting dimen-
sions suggest that the structures are sufficiently divergent in terms of discriminant 
validity (see Table 14.3). However, in terms of an absolute model fit, a model sug-
gesting a three-dimensional structure consisting of a domain-specific component, a 
numeracy and a literacy component, such as that suggested by Winther (2010) 
already attains a sufficient global model fit (RMSEA: .048; CFI: .908; TLI: .938). 
This is due to the higher correlation of numerical and verbal aspects for domain-
specific competence (r = .71; p < .001) than for domain-related competence (r = .34; 
p < .001). It seems that, with an increasing degree of vocational specificity, the 
importance of the distinction of numerical versus verbal access decreases apprecia-
bly, supporting the idea of the integration of numerical and verbal knowledge 
aspects in specific vocational abilities.

However, the integration of domain-related and domain-specific competence at 
the end of the vocational training, in the sense of a total integration into one dimen-
sion, like that suggested by Winther (2010), cannot be found within our data. It is 
imaginable that this integration takes place at a later developmental stage, with an 
increasing degree of vocational experience and routine. Or we may have to acknowl-
edge that there is no absolute integration of domain-related and domain-specific 
competence dimensions, and that the two competence dimensions are indeed related 
(correlation of domain-specific and domain-related competence within a two-
dimensional model: r = .77; p < .001) but remain separate dimensions in terms of 
dimensionality over the vocational trajectory.

Regarding the test’s reliability, we designed the assessment instrument explicitly 
in regard to the specific purpose of the final examinations. That is, first of all, to dif-
ferentiate students precisely at the most crucial point of separation, of passing or 
failing the test and therefore being granted or denied access to the vocational com-
munity as a full member. Second, to allow for a signaling function for future 
employers in the vocational final assessment, in terms of a dependable grading 
(Weiß 2011). We therefore designed more items targeting a low competence level 
and also some more difficult items, in order to also differentiate precisely for a pro-
gressed level of competence.

The obtained information curve suggests that the prototype examination is capa-
ble of a precise measurement of an around average ability—similarly to the original 
instrument. It also effectively differentiates test takers of low versus very low ability 
and test takers with high versus very high ability, and therefore measures precisely 
along the logit scale and visibly adds significant value, compared to the original 
instrument. However, this only applies to the test instrument as a whole. Accuracy 
at an individual diagnostic level was not reached for each of the four dimensions 
separately. We conclude therefore that the desired function of the new prototype 
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examination of classifying students, can be administered with an adequate degree of 
certainty only for a one-dimensional model and not for the postulated four-
dimensional structure, within restricted test times.

14.5  �Conclusions

Our research endeavor focusing explicitly on the improvement of current assess-
ment practice, illustrates that the identification of theoretically sound and empiri-
cally confirmable structures and reliability is not intended as a question of statistical 
test esthetics, but is a necessary prerequisite of school policy and assessment as they 
move towards an evidence-based practice (Slavin 2002), in turn optimizing educa-
tional processes and educational decisions (Koeppen et al. 2008).

First, evaluation of the validity of the original final examinations, provided by a 
former study within our research project, reveals that the criteria of content validity 
were not completely adhered to. Furthermore, the analyzed GCCI assessment 
entailed not the intended, process-oriented structure but rather a content-related 
structure. Finally, with regard to the accuracy with which the final examination dis-
tinguishes and classifies students, the test did not provide enough items to measure 
below-average competence levels accurately.

In order to improve the final examination of commercial competence for indus-
trial clerks, we designed a new foundational conceptualization of the assessment, 
following the idea of an evidence-based assessment design, including a careful con-
struct operationalization, a reviewed item design process and an extensive empirical 
checkup on the obtained data, in order to draw inferences about students’ knowl-
edge and skills (Mislevy and Riconscente 2005). Our results suggest that the devel-
oped prototype version of the final examinations can capture students’ skills in 
thinking and reasoning effectively and in solving complex problems (Pellegrino 
et al. 2001) in a more valid and also precise way: The items are adequate in terms of 
their content (curricular validity, complexity, authenticity) and in terms of their 
intended structural validity (construct validity). The instrument furthermore demon-
strates reliability in its ability to differentiate adequately among students and to 
assign them to classes with a sufficient degree of certainty, as a prerequisite for fair 
opportunities to attain certain positions within the professional community and 
within society as a whole.
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�Appendix

�Ceraforma Keramik AG

 

Since its foundation in 1982, Ceraforma Keramik AG has developed into an expand-
ing and globally active industrial enterprise, having their head office in Aachen, 
Germany. The company is involved in the production of ceramic goods, such as 
china and porcelain for tableware and vases or sanitary ware.

In the past, the management of Ceraforma Keramik realized that the four divi-
sions: procurement logistics, production, human resource management as well as 
marketing and sales, were operating too independently of each other, which caused 
disturbances in the performance process and led to customer complaints. In response 
to these problems, so-called horizontal teams were established, consisting of work 
members from different company divisions.

You have been employed with Ceraforma Keramik in such a horizontal team 
since the beginning of this year. Here, the allocated customer orders are being han-
dled in all business processes, ranging from the receipt of orders to the settlement of 
accounts. Ms. Kenk, the team leader, Mr. Friebel and Ms. Hoffmann, the new 
trainee, are your colleagues in the horizontal team.
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�Business Process 1

Situation
Your team just received a new customer enquiry. Your colleague, Mr. Friebel, 
shows you the following e-mail, which arrived on 30 March 20… at 10:17.
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	1.1	� Since there have not yet been any business relations with the Bauhannes Ltd. 
company, you are requested by Mr. Friebel to gather detailed information on the 
financial standing of the potential customer.

Which two kinds of information would you gather to assess the risk and 
which two outside sources would you contact?

 

	1.4	� After repeated negotiations the company Ceraforma accepts the order from the 
DIY Bauhannes at the price stipulated by Mr. Schwienert. Receipt of confirma-
tion of the order by email is on Friday, 6 April 20... You have been informed 
that there is no suffient quantity of quartz crystal on stock to execute the order. 
You are therefore required to order 25 tons of new quartz crystals. You then 
contact various suppliers by mail and you receive the emails below from 
Mineral Seifert AG from Aachen, and Tam-Quarz Ltd. from South Africa:
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Please compare both offers and give reasons for which offer you would decide. 
When making your decision you should consider also possible risks and social and 
ecological issues, besides financial aspects. Also bear in mind that Ceraforma have 
sufficient liquid funds and that discounts granted can be fully exploited.
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Chapter 15
The Development of Students’ Physics 
Competence in Middle School

Susanne Weßnigk, Knut Neumann, Tobias Viering, David Hadinek, 
and Hans E. Fischer

Abstract  The German National Education Standards (NES) for biology, chemistry 
and physics define the level of competence students are expected to have developed 
in these subjects by the end of middle school. In order to help students meet these 
goals, models are needed that describe how students develop competence in the 
respective subjects. This chapter details our efforts in developing such a model for 
physics. More specifically, we focused on how students develop an understanding 
of energy — a concept central to physics. Based on a model derived from previous 
research, a set of 118 energy tasks were authored and utilized to investigate stu-
dents’ progression in understanding the concept of energy in (1) a cross-sectional 
study with students from Grades 6, 8, and 10 of middle school, and (2) a longitudi-
nal study following students from Grade 6 through middle school. The results indi-
cate that students progress in understanding energy by successively developing an 
understanding of four key ideas about energy. Results from the longitudinal study 
suggest moreover that students’ progression depends on the (school) curriculum. 
These results provide important information for further improving the teaching and 
learning of energy in middle school physics.

Keywords  Student competence • Competence development • Learning progres-
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15.1  �Introduction

In response to ever-accelerating scientific progress, expectations of what students 
should learn about science in school have changed (National Research Council 
[NRC] 2012). Instead of accumulating vast amounts of knowledge about science, 
students are now expected to develop competence in science (Organisation for 
Economic Co-operation and Development [OECD] 2001). That is, students are 
expected to develop a deep understanding of core science concepts and to be able to 
use this understanding to solve problems across multiple contexts (e.g., NRC 2012; 
KMK 2005). In order to help students advance toward competence in science, mod-
els describing ideal pathways of student learning from one grade to the next, and 
over multiple grades, are needed (Duschl et  al. 2011). These models could then 
serve as a foundation for examining students’ progression toward competence in 
science as a function of the current curriculum, and for designing improved curri-
cula to better support students in developing competence in science in the future.

In this chapter, we report on our efforts to create a model of how students develop 
competence in physics. More specifically, we are proposing and validating a model 
of how students—as a function of middle school physics instruction—develop 
understanding of the concept of energy, and the ability to use this understanding to 
solve physics problems across multiple contexts.

15.2  �Theoretical Background

Energy is a core idea in physics (NRC 2012). It has been the key to solving some of 
the most important physics problems in the past, and will be the key to many others 
in the future. However, energy is also a key to phenomena in other domains of sci-
ence, as well as to major social issues such as the energy crisis (Driver and Millar 
1986). In order to be able to solve physics-related problems across a variety of 
contexts, from physics, science and their everyday life — and thus develop compe-
tence in physics — students need to develop a deep understanding of the concept of 
energy.

15.2.1  �Students’ Understanding of Energy

Students’ understanding of the concept of energy has been subject to many studies 
at different age levels and different levels of schooling (for an overview see 
Doménech et al. 2007 or Chen et al. 2014). Studies of students’ understanding prior 
to instruction about energy have provided ample evidence that at this level, stu-
dents’ understanding is mainly determined by non-normative ideas (e.g., Duit 1981; 
Stead 1980; Solomon 1983; Trumper 1990, 1993; for a summary see Watts 1983). 
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Students in the first year of secondary education (i.e., at an age of about 10–11 
years) were, for example, found to associate energy mainly with living things (e.g., 
Stead 1980; Solomon 1983; Trumper 1993). And although students in later years 
(i.e., at an age of about 12–16 years) associated energy also with non-living things, 
their understanding was still restricted to scientifically inappropriate ideas, such as 
the idea of energy as some kind of (universal) fuel required to keep machines run-
ning, or more generally, the idea of energy as the cause of events (e.g., Solomon 
1983; Trumper 1993).

Studies exploring students’ understanding after energy instruction (e.g., Duit 
1981; Solomon 1983; Trumper 1990), have suggested that these non-normative 
ideas are relatively persistent. However, these studies have also shown that after 
instruction, students exhibit a somewhat more scientific understanding of energy 
and that this understanding includes ideas about energy forms, energy transfer and 
transformation, energy degradation, and energy conservation (e.g., Boyes and 
Stanisstreet 1990; Duit 1981; Trumper 1990, 1991). Only at the end of secondary 
education, however, were students (and only the most able students) found to have 
an understanding of energy that included the idea of energy conservation (Duit 
1981; see also Boyes and Stanisstreet 1990; Driver and Warrington 1985).

15.2.2  �Students’ Learning About Energy

Based on their review of the extensive research on students’ understanding of 
energy, Driver et al. (1994) proposed that students’ ideal progression in understand-
ing energy is marked by students (successively) developing understanding of the 
following ideas: (1) personal energeticness, (2) the energeticness of other living 
things, (3) nonliving things spontaneously being able to do things, (4) the energetic-
ness of some nonliving things that possess energy, storage of energy in elastic mate-
rials, gravitational potential energy, (5) energy transformation and transfer, (6) 
energy conservation, and (7) energy degradation. Taking Driver, Squires, Rushworth, 
and Wood-Robinson’s (1994) work as a point of departure, Liu and McKeough 
(2005) investigated students’ progression in understanding the concept of energy 
from elementary to high school. The results suggested that students progress in 
understanding energy from (non-normative) ideas developed from everyday experi-
ences, such as the idea of energy as an activity, by successively developing under-
standing of the following key (scientific) ideas: (1) energy forms and sources, (2) 
energy transfer and transformations, (3) energy degradation, and (4) energy conser-
vation (Liu and McKeough 2005). These findings were subsequently corroborated 
by several other researchers (e.g., Dawson-Tunik 2006; Lee and Liu 2010; Nordine 
et al. 2010). However, while these findings inform us about how students progress 
in developing an understanding of energy as a whole, they provide little information 
on how students develop understanding of the individual (key) ideas. That is, how 
students who have mastered an understanding of one key idea develop an under-
standing of the next.
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In the past, science education researchers have successfully used the complexity 
of students’ knowledge base to describe different qualities in students’ understand-
ing of science as a whole, of individual domains of science and even scientific con-
cepts (e.g., Bernholt and Parchmann 2011; Geller et al. 2014; Kauertz and Fischer 
2006; Liu et al. 2008; see also Bransford et al. 2000). Liu et al. (2008), for example, 
have provided evidence that the level of knowledge integration students exhibit (i.e., 
the number of [scientific] ideas students can link to each other) provides a sound 
framework for describing students’ understanding of science. Kauertz and Fischer 
(2006) have successfully demonstrated that the difficulty of physics items depends 
on the complexity of the knowledge required to solve the item. Similar findings 
have been presented for the domain of chemistry (Bernholt and Parchmann 2011). 
Geller et al. (2014) have utilized the framework developed by Kauertz and Fischer 
(2006) to measure students’ learning about electricity. And Stevens et  al. (2010) 
have built on the idea of the complexity of students’ knowledge to describe different 
levels of understanding the concept of matter. Most importantly, however, the com-
plexity of students’ knowledge base has been used to explain why understanding 
energy conservation (which requires the integration of many scientific ideas) is 
more difficult than understanding energy forms (which requires fewer ideas to be 
linked; Lee and Liu 2010), and to measure students’ learning about energy as a 
function of instruction (Nordine et al. 2010). All this research builds on the idea that 
students develop understanding of a particular idea, topic or domain by (1) acquir-
ing new knowledge elements and (2) establishing links between these new knowl-
edge elements and previously acquired knowledge elements. This suggests that 
students develop understanding of the individual key ideas by acquiring knowledge 
elements (facts), establishing links between these elements (mappings), and quali-
fying the links between the elements (relations) — up to the point where students 
have developed a well-connected knowledge base about the respective idea (cf. 
Bransford et al. 2000).

15.3  �Research Questions

In our research we aimed to develop and validate a model of how students develop 
understanding of the concept of energy as a result of middle school physics instruc-
tion. Based on our review of previous research we hypothesized that students’ prog-
ress in their understanding of energy by successively developing understanding of 
four key ideas about energy: (1) energy forms and sources, (2) understanding energy 
transfer and transformation, (3) understanding energy degradation, and (4) under-
standing energy conservation. We hypothesized moreover, that students develop 
understanding of the individual key ideas by developing an increasingly complex 
knowledge about them. Building on the above synthesis of different frameworks of 
knowledge complexity that have been used in science education in the past, we 
distinguished between four levels of knowledge complexity: (a) facts, (b) mappings, 
(c) relations and (d) conceptual understanding. This resulted in a model of how 
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students develop understanding of energy, with an associated total of 16 levels of 
understanding (Fig. 15.1). Note that some overlap was to be expected between the 
levels (for details see Neumann et al. 2013).

According to our model we expect that students first develop an understanding of 
energy forms and sources from the everyday conceptions with which they enter 
formal instruction. Students do so by learning (F1) about energy-related phenomena 
(facts), (F2) that energy relates to these phenomena (mappings), (F3) how energy 
relates to these phenomena (relations), in order to finally understand (F4) how 
energy manifests itself differently in the different phenomena (conceptual under-
standing). This understanding will serve as a basis for students’ learning (T1) about 
energy transformation and transfer processes (facts), (T2) that these processes 
involve different forms or different places (mappings), (T3) how in a given process 
the different forms are transformed into each other, or how they are transferred from 
one place to another, to finally understand (T4) how every phenomenon involves 
energy changing its form or place of appearance. This process continues for energy 
degradation (D1–D4) and conservation (C1–C4). Overlap is expected between lev-
els F3–F4 and T1–T2, T3–T4 and D1–D2 as well as D3–D4 and C1–C4.

As guidance for our efforts to obtain evidence for the validity of the hypothesized 
model and to investigate students’ progression in understanding the concept of 
energy we formulated the following research questions:

C4

C3

C2

C1

5

12

Forms and
Sources

F2: Mappings

F1: Facts

F3: Relations

F4: Understanding

Transfer and
Transformation

T2

T1

T3

T4

Degradation

D2

D1

D3

D4

Conservation

Fig. 15.1  Hypothesized model of students’ progression in understanding the concept of energy

15  The Development of Students’ Physics Competence in Middle School



252

	1.	 To what extent does the hypothesized model describe students’ progression in 
understanding the concept of energy?

	2.	 How do students progress in their understanding of the concept of energy as a 
function of middle school physics instruction?

15.4  �Project Design

In our project we addressed these two research questions in two successive phases 
(Fig. 15.2). In the first phase, we developed a test instrument to assess students’ 
understanding of energy, based on the hypothesized model. We conducted a series 
of studies to ensure the psychometric quality of the instrument. Then, we utilized 
this instrument to investigate students’ progression in understanding energy in a 
cross-sectional study with students from middle school. In the second phase we 
conducted a longitudinal study, in which we repeatedly tested students throughout 
middle school, to identify (school) curriculum-specific trajectories in students’ pro-
gression in understanding energy. We also carried out a series of supplemental stud-
ies to further refine our model. All studies were carried out at Gymnasien (i.e., 
schools of the highest school track) in the states North Rhine-Westphalia, Schleswig-
Holstein and Hamburg, Germany. This choice of states and of school track offered 
middle school curricula with a particular emphasis on the concept of energy. That 
is, energy was taught in each or every other grade of middle school (i.e., Grades 5/6, 
7/8 and 9/10) and typically, students from different schools would have received 
similar amounts of energy teaching at the end of Grades 6, 8 and 10.

Phase II

Phase I

Cross-Sectional
Study

N = 1856
Grades 6, 8, 10

118 Items

Study C-I
N = 72

Grade 8/10
80 Items

Study C-II
N = 395

Grades 6–11
32 Items

KFT-Q1/N1
LGVT 6-12

Longitudinal Study
N = 473

Grades 6–9
118 Items

Study L-I 
N = 30

Grades 7–9
20 Items
Interview

Study L-II
Knowledge
Integration

Study L-III
Context

KFT-Q1/N1
LGVT 6-12

KFT-Q1/N1
LGVT 6-12

Item 
Development

Fig. 15.2  Design of the project
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15.5  �Phase 1: The Cross-Sectional Study

15.5.1  �Method

The first phase of the project started with the operationalization of the model by test 
items in order to create a new instrument, the Energy Concept Assessment (ECA), 
suitable for measuring students’ development in understanding the concept of 
energy. To ensure sufficient fit with the hypothesized model, items were authored 
following a rigorous process specified by an item-authoring manual. The first step 
in this process was to identify a scenario involving a scientific phenomenon or tech-
nical process (e.g., a stone being dropped or an aircraft taking off). In the second 
step the energy story underlying this scenario was written down (see also Papadouris 
and Constantinou 2014). Based on the energy story, in the third step, multiple-
choice items were created that required conceptual understanding of each of the 
four key ideas. In a fourth step, less complex items were created by successively 
adding more complex cues to the item (for details of the authoring process and the 
technical manual including all items, see Neumann et al. 2013).

Following the described procedure, a first set of items was authored. Sixty-four 
of these items were piloted with a voluntary sample of N = 72 students from Grades 
8 and 10 (at the approximate ages of 14 and 16 years respectively). Each item was 
administered together with an item quality questionnaire that included questions on 
wording issues, text complexity, or item difficulty (American Association for the 
Advancement of Science [AAAS] 2007). Based on the information from this study, 
the existing items were refined and new items were developed. In a second study a 
set of 40 items in two booklets of 20 items (with an overlap of 8 items) each, was 
administered to N = 395 students from Grades 7 to 11 (at approximate ages of 
11–17 years). Participants also filled in a cognitive ability test (Heller and Perleth 
2000) and a reading ability test (Schneider et al. 2007). Again, the findings were 
used to further refine existing items and develop new, improved items (Neumann 
et al. 2010; Viering et al. 2010). Altogether, a set of 272 items was authored, of 
which 120 were chosen to be included in the cross-sectional study. The items were 
selected on the basis of expert judgements of the following criteria: (1) model rep-
resentation, (2) equal distribution of items across the four key ideas and four levels 
of complexity, (3) local stochastic independence, (4) overall item quality. Items 
were distributed across 12 blocks (B1…B12) of 10 items each. From these blocks 
12 test booklets were composed, where each booklet would contain 2 blocks and 2 
adjacent booklets would share a common block (B1–B2, B2–B3, … B12–B1; for 
details on item development and booklet composition see Neumann et al. 2013).

The ECA was then administered to N = 1856 students from Grades 6, 8 and 10 
(at approximate ages of 12, 14, and 16 years) in Gymnasiums in North Rhine-
Westphalia, in order to obtain information about the extent to which the instrument 
can measure the development of students’ understanding of energy. Since both cog-
nitive abilities and reading abilities were shown to have particular influence on 
students’ performance on test instruments such as the ECA (for cognitive abilities 

15  The Development of Students’ Physics Competence in Middle School



254

e.g., Helmke and Weinert 1997; for reading abilities e.g., Leutner et al. 2004; see 
also Viering et al. 2010), students were also administered a cognitive ability and a 
reading ability test. To assess students’ cognitive abilities, two subscales of a cogni-
tive ability test were utilized (Heller and Perleth 2000): a non-verbal/figural (KFTN) 
and a quantitative scale (KFTQ). To measure students’ reading abilities we utilized 
an instrument developed by Schneider et  al. (2007) that measures reading speed 
(RS) and reading comprehension (RC).

15.5.2  �Results

The main aim of the cross-sectional study was to investigate the extent to which the 
hypothesized model presents a valid model of how students develop understanding 
of the concept of energy (Research Question 1). In order to do so, in the first step of 
our analysis, we used Rasch analysis to examine the extent to which (1) the items 
represent the continuum of students’ understanding of energy (i.e., the latent trait) 
and (2) students progress along this continuum as hypothesized in our model. Based 
on our model we expected that students would first develop an understanding of 
energy forms by building an increasingly complex knowledge base about this idea, 
then develop an understanding of energy transfer and transformation, energy degra-
dation and, finally, energy conservation. That is, we assumed the items to define a 
one-dimensional trait and the key ideas to represent stages of understanding with 
respect to this trait. However, it may also be that the key ideas represent individual 
entities, of which students develop understanding independently. As a consequence 
we began our analysis by exploring the assumption of a one-dimensional trait 
against a four-dimensional trait. We were unable, however, to obtain interpretable 
results for the latter, as for different estimation parameters, the solution reaching 
convergence never exhibited the highest likelihood. Results of the one-dimensional 
analysis revealed a remarkably good fit of the data to the (one-dimensional) Rasch 
model. Of 118 items (2 of the 120 items had to be excluded from the analysis, due 
to scoring issues), only 16 items exhibited a sub-standard model fit. Most of these 
items were excluded, due to low discrimination. We used the final set of 102 items 
to obtain Warm’s Mean Weighted Likelihood (WLE) estimates as person ability 
measures (WLE reliability = .61).

Utilizing the item difficulty parameters we obtained from this analysis, we inves-
tigated item difficulty measures as a function of the key idea and the complexity, and 
the person ability measures as a function of grade. Based on our model we expected 
items related to more elaborate key ideas (e.g., energy conservation) to be more dif-
ficult than items related to less elaborate conceptions (e.g., energy forms), and for 
each key idea we expected items requiring a more complex understanding of the idea 
to be more difficult than items that required factual knowledge only. Analyzing the 
effect of the key idea on item difficulty, we indeed found the key idea to have a 
significant influence: F(3, 98) = 12.58, p < 0.001, η2 = 0.28. More specifically, we 
found item difficulty to increase for more elaborate key ideas, τ = 0.39, p < 0.001. 
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Regarding the effect of the complexity on item difficulty, our analysis revealed no 
effect, F(3, 86) = 0.93, p = .43. Also, no interaction effect of key idea and complexity 
on item difficulty was found, F(9, 86) = 0.39, p = .94. Finally, we utilized person 
ability parameters obtained from Rasch analysis to examine whether students of 
higher grades would exhibit higher abilities than would students from lower grades; 
and indeed, students’ person ability parameters were found to increase with grade: 
F(2, 1853) = 161.29, p < 0.001, η2 = 0.15, τ = .29, p < .001. Based on these findings 
we concluded that the following sequence of key ideas marks (overlapping) stages of 
students’ understanding of energy: (1) energy forms, (2) energy transformations, (3) 
energy degradation, and (4) energy conservation. And we concluded that students 
across middle school progress in their understanding of energy along this sequence. 
We could not confirm, however, that students develop understanding of the individ-
ual key ideas by developing an increasingly complex knowledge base about them 
(for details, see Neumann et al. 2013).

In the second step of our analysis, we included measures of students’ cognitive 
and reading abilities in our analysis, using a background model (e.g., Carstensen 
et al. 2007). In doing so we aimed to clarify the influence of (the development of) 
cognitive and reading abilities over energy instruction on students’ performance on 
the ECA. Data from the cognitive ability tests were prepared using multidimen-
sional Rasch analysis, with each of the two subscales (KFTN: nonverbal, KFTQ: 
quantitative) reflecting different dimensions. The respective WLE estimates were 
included in our analysis. For reading speed (RS) and reading comprehension (RC) 
scores calculated on the basis of the manual (Schneider et al. 2007) were used. All 
four covariates were z-standardized. Students’ grades were incorporated through 
two dummy variables (Grade 6: G1 = 0, G2 = 0; Grade 8: G1 = 1, G2 = 0; Grade 10: 
G1 = 1, G2 = 1). Finally, variables reflecting interaction effects between cognitive 
abilities and grade, as well as reading abilities and grade, were included with the 
background model (e.g., g1*kftn, g2*kftn). Table 15.1 shows the regression coeffi-
cients obtained (for details see Weßnigk and Neumann 2015).

According to Table 15.1 the influence of the reading speed (RS) on students’ 
performance is nearly negligible. Reading comprehension (RC) has some impact: if 
the RC score increases by about one standard deviation, students’ ability parameter 
increases by 0.150 logits. In comparison to the quantitative cognitive abilities 
(KFTQ), the influence of non-verbal, figural cognitive abilities (KFTN) seems lim-
ited, given the increase in students’ ability parameter of 0.173 logits per standard 
deviation of the KFTQ parameter, compared to an increase of 0.045 logits for the 
KFTN parameter. Thus, the impact of KFTQ is comparable to the impact of 
RC. With respect to the influence of energy instruction on students’ understanding, 
an increase of 0.175 logits can be observed in students’ ability parameter from 
Grade 6 to Grade 8, and an increase of 0.344 logits from Grade 8 to 10. This was 
expected, as the curriculum students were taught with a stronger emphasis on energy 
in Grades 9 and 10, compared to Grades 7 and 8. The comparable increase in stu-
dents’ ability parameter from Grades 6 to 8, and for one standard deviation in KFTQ 
and RC, as well as the larger increase in students’ ability parameter from Grade 8 to 
Grade 10, indicate a particular non-negligible influence of energy instruction. 

15  The Development of Students’ Physics Competence in Middle School



256

This confirms that the ECA can validly assess students’ progression in understand-
ing energy, and at the same time suggests a particular influence of the curriculum on 
students’ progression.

15.6  �Phase 2: Longitudinal Study

15.6.1  �Method

In the longitudinal study we aimed to examine students’ progression as a function 
of (school specific) instruction. For this purpose, we followed a subsample of stu-
dents from the cross-sectional study, the students from Grade 6, through middle 
school: that is, we repeatedly tested these students, who were tested at the end of 
Grade 6 in the cross-sectional study, at the end of Grades 7, 8, and 9.1 In order to do 
so, grade-specific test booklets were composed on the basis of the information on 
the items obtained in the cross-sectional study. In each grade students received one 
out of three test booklets, each with 20 items specifically selected to match students’ 
abilities in this grade. Each booklet contained a less difficult and a more difficult 
block of items. Again, two adjacent booklets shared one common block of items. 
Test booklets for higher grades included the more difficult block of items from the 
test booklets composed for the preceding grade, as well as a newly composed, still 
more difficult block. In addition to the test booklet on energy, students were again 
administered a cognitive ability test (Heller and Perleth 2000) and a reading ability 
test (Schneider et al. 2007). From a total of N = 655 students that had taken part in 
Grade 6 in the cross-sectional study, a subset of n = 473 students participated in this 
study. As a result of panel mortality, however, complete data sets were obtained for 
only n = 283 students.

In parallel to the longitudinal study, a series of three supplemental studies were 
planned and carried out in the states of Schleswig-Holstein and Hamburg, Germany. 
The first study, an interview study, was designed to explore the missing effect of 
complexity on item difficulty. A structured interview protocol was developed to 

1 Students were not tested in Grade 10, as these students were the first to complete the newly intro-
duced 8-year Gymnasium and had, after Grade 9, received the same amount of teaching on the 
concept of energy as had students of Grade 10 in the cross-sectional study.

Table 15.1  Regression coefficients for each of the four covariates and the dummy-coded grades 
in the background model analysis

Intercept KFTN KFTQ RS RC G1 G2

−.904 0.045 0.173 −0.006 0.150 0.175 0.344

KFTN cognitive ability nonverbal, KFTQ cognitive ability quantitative, RS reading speed, RC 
reading comprehension; G1 and G2 are so-called dummy variables that allow for examining 
students’ growth from Grades 6 to 8 and Grades 8 to 10, independently of each other (Grade 6: G1 
= 0, G2 = 0; Grade 8: G1 = 1, G2 = 0; Grade 10: G1 = 1, G2 = 1)
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measure the complexity of students’ knowledge about the four key ideas (Wille 
2011; Weßnigk and Neumann 2014). The interview protocol was based on the same 
scenarios utilized in the ECA. Essentially, students were provided with a scenario 
and asked to tell the energy story of the scenario. Students were then specifically 
asked about the involved energy forms, the energy transformation or transfer pro-
cesses occurring, as well as energy degradation and conservation. However, the 
pilot studies revealed that students were struggling with the open-ended format and 
had difficulties with telling the energy story. Even when specifically asked about the 
individual key ideas, students did not exhibit much knowledge (Weßnigk and 
Neumann 2014). As a consequence the interview protocol was refined, to the effect 
that students are still presented with different scenarios as used in the ECA, but now 
the students receive cards depicting energy forms and processes of energy transfor-
mation and transfer. The energy form cards were offered in different sizes to reflect 
different amounts of energy. Students were asked to model the scenarios by creating 
an energy transfer or transformation chain, respectively. Then the same protocol as 
above, asking students about forms and sources, transfer and transformation, degra-
dation and conservation, was employed (Lindner 2014). A study with N = 30 stu-
dents from Grades 7 to 9 using this procedure has just been completed.

In addition to the interview study, one study investigating the effect of item con-
text on item difficulty and another study exploring the potential for assessing the 
complexity of students’ knowledge using two-tier items, were planned (cf. Lee and 
Liu 2010). The study exploring the effect of item context (more specifically the 
disciplinary context of the items) on item difficulty has been completed, in co-
operation with the departments of biology and chemistry education at the Leibniz-
Institute for Science and Mathematics Education (IPN). The data are presently 
being analyzed. Regarding the study exploring the potential of using two-tier items 
to assess the complexity of students’ knowledge about each of the four key ideas of 
energy, a pilot study has been successfully completed (Hadinek 2013). However, the 
results indicated insufficient internal consistency for the first (closed) tier (α = .48). 
Since the internal consistency of the second (open) tier was found to be sufficient (α 
= .71), we are currently exploring the use of open items together with a category 
system to score the complexity of knowledge exhibited by students in their answers 
to these items.

15.6.2  �Results

The main aim of the longitudinal study was to examine if and how students’ pro-
gression in understanding the concept of energy depends on different curricula. To 
do so we repeatedly tested N = 473 in Grades 6, 7, 8 and 9 of middle school. Again, 
we used Rasch analysis to analyze the obtained data. In the analysis, the data from 
the four measurement points were treated as if it were data from four different stu-
dents. Thus, for each student we obtained up to four WLE person ability estimates, 
one for each measurement point the student took part in.
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Before investigating students’ ability, we examined whether the items utilized in 
this study defined the trait in the same way as did the items utilized in the cross-
sectional study. That is, we investigated item difficulty as a function of key idea and 
complexity. Again, the key idea was found to have a considerable effect on item 
difficulty, F(3, 114) = 7.87, p < .001, τ = 0.31, p < .001, whereas no effect could be 
observed for item complexity, F(3, 114) = .72, p = .55. Thus, again, we find the key 
ideas mark (overlapping) stages of students’ understanding of energy, whereas we 
have to concede that again the complexity of the items did not present a suitable way 
to measure students’ understanding of the individual key ideas.

Following the analysis of how well the items represented the trait or the hypoth-
esized model, respectively, we investigated students’ progression in understanding 
energy using Repeated Measures Analysis of Variances (RM-ANOVA). The results 
indicate that students’ ability increases over time, F(3, 846) = 73.78, p < 0.001, η2 = 
0.12; that is, students progress towards a more sophisticated understanding of 
energy over middle school.

Figure 15.3 shows our findings for four sample schools. Clearly, students from 
these schools (on average) exhibit different trajectories with respect to their pro-
gression in understanding energy. Students from schools A and C exhibit an (on 
average) relatively continuous progression. Students from schools B and D, on the 
contrary, show a more stage-like progression pattern, with a noticeable (and signifi-
cant) increase in their understanding of energy from the end of Grade 6 to the end 
of Grade 7, t(273.55) = −3.22, p < .01, and from the end of Grade 8 to the end of 
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Fig. 15.3  Students’ progression in understanding energy as a function of instruction
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Grade 9, t(261.83) = −4.28, p < .001 — yet students from these schools show no 
progression from the end of Grade 7 to the end of Grade 8, t(273.42) = 0.03, p = .97. 
Preliminary analysis of the schools’ curricula suggests that this is a result of no 
energy instruction in Grade 8 in schools B and D, whereas students in schools A and 
C received energy instruction in every grade. One interesting finding in this context 
was that students in school B, according to the school curriculum for physics, should 
have not received teaching on energy in Grade 7. However, the school’s curriculum 
for chemistry revealed that in chemistry students received a considerable amount of 
teaching on energy in Grade 7 (in particular, on phase changes and on energy related 
to chemical reactions). These findings indicate that the (school-specific) curriculum 
has a particular influence on students’ progression in understanding the concept of 
energy (Fig. 15.3).

15.7  �Summary and Outlook

The main aim of this project was to develop and validate a model of how students 
develop understanding of the concept of energy. In two successive phases we car-
ried out two major studies, a cross-sectional and a longitudinal study, with students 
from middle school; these were each supplemented by a series of smaller studies. 
As a part of the cross-sectional phase we have, in a rigorous design process, devel-
oped a new instrument, the energy concept assessment (ECA). We have utilized this 
instrument to provide evidence that the model we derived from the literature is 
indeed (mostly) suitable to describe students’ progression in understanding energy.

More specifically, we found that students progress in their understanding of 
energy by successively developing an understanding of four key ideas about energy: 
(1) energy forms, (2) energy transformation, (3) energy degradation, (4) energy con-
servation (cf. Neumann et al. 2013). These findings are in line with the findings 
from previous studies on students’ learning about energy (Liu and McKeough 2005; 
Lee and Liu 2010; Nordine et al. 2010; Herrmann-Abell and DeBoer 2014). In addi-
tion, as a part of the cross-sectional phase, we were able to provide evidence about 
the validity of the ECA and its suitability to track students’ progression, by showing 
that the amount of energy learning (measured by grade) has a larger effect on the 
difference in students’ performance than covariates such as cognitive abilities or 
reading abilities.

Despite these achievements, we also had to acknowledge that we were not able 
to confirm that students develop an understanding of the individual key ideas by 
developing an increasingly complex knowledge of them. However, a recent re-
analysis of the data indicates that while students do not develop an understanding of 
the key ideas by learning about them individually, instead they learn about energy 
by developing increasingly more connections between the four key ideas (Nagy and 
Neumann 2013). This is in line with the findings of Lee and Liu (2010). In the lon-
gitudinal phase we were able to confirm our findings from the cross-sectional phase. 
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We could also show that — in general — students’ progression in understanding the 
concept of energy depends on the school’s curriculum. Our data also suggest, how-
ever, that issues typically debated in the context of school curricula, such as whether 
physics should be taught every year instead of every other year, have little influence 
on students’ progression (in understanding energy). Instead, our findings suggest 
that the interplay of the curricula in different subjects plays a much bigger role, and 
that more attention may need to be paid to the coherence of energy instruction 
across different disciplines if we want students to develop understanding of energy 
as a cross-cutting concept (see NRC 2012).
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Chapter 16
Modeling and Fostering Decision-Making 
Competencies Regarding Challenging Issues 
of Sustainable Development

Susanne Bögeholz, Sabina Eggert, Carolin Ziese, and Marcus Hasselhorn

Abstract  A model of decision-making competence for secondary school students 
was developed and validated within the project “Decision-Making Competence 
Regarding Challenging Issues of Sustainable Development”. The model rests on 
three pillars: Education for Sustainable Development, decision-making theory, and 
educational competence modeling. Three dimensions of decision-making compe-
tence were identified: (1) “Understanding values and norms” in the context of 
Sustainable Development (SD), (2) “Developing solutions”, and (3) “Evaluating 
solutions” for SD problems. The two last-mentioned dimensions stem from 
decision-making theory, and were adapted to educational purposes. Related mea-
surement instruments were developed according to Wilson’s developmental cycle, 
using a between-item-multidimensionality approach. The test development proce-
dures and results are described for the dimension “Developing solutions”. Moreover, 
we started with an experimental validation of a theory of socioscientific decision 
making. More specifically, we used training-induced strategies to realize experi-
mental variation to differentiate empirically between two decision-making dimen-
sions and problem solving. The results of a pilot study addressing the validation of 
“Developing solutions” and “Evaluating solutions”, vis-à-vis problem solving, are 
reported and discussed. We close with considerations of future research, to realign 
the boundaries of our research program.
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Competence modeling • Problem solving • Experimental validation
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16.1  �Introduction

Worldwide biodiversity loss and climate change are challenging problems with 
respect to Sustainable Development (SD). These problems are tightly linked to 
political, economic, and societal concerns (Oulton et al. 2004). In the field of sci-
ence education they are subsumed under the term socioscientific issues (e.g., Sadler 
et al. 2007). Typically, these issues are factually and ethically complex, ill-structured, 
subject to ongoing inquiry, and they lack an optimal solution (Bögeholz and 
Barkmann 2005; Ratcliffe and Grace 2003; Sadler et  al. 2007). Rather, multiple 
solutions exist, all of which have their drawbacks. With respect to solving SD prob-
lems, decision-making competence is crucial to promote “technically and economi-
cally viable, environmentally sound, and morally just solutions” (Bögeholz et al. 
2014, p. 237), and to foster student literacy as citizens (Ratcliffe and Grace 2003; 
Sadler et al. 2007).

Working with SD problems in the science classroom poses high processing 
demands on students (Eggert et al. 2013). Students do not only have to rely on a 
profound (scientific) knowledge base but also have to engage in various information 
search, argumentation, reasoning, and decision-making processes (Eggert et  al. 
2013; Jiménez-Aleixandre and Pereiro-Muñoz 2002; Ratcliffe and Grace 2003).

Socioscientific decision making was implemented in German science curricula 
(e.g., KMK 2005) as one reaction to German students’ mediocre results in the PISA 
(Programme for International Student Assessment) studies. As one consequence, 
German educational authorities emphasized competence-oriented teaching (KMK 
2005). In a similar vein, the priority program “Competence Models” was launched 
to overcome the lack of empirical support for basic assumptions of the competence 
approach.

According to Weinert (2001), the concept of competence is strongly linked to prob-
lem solving. It takes into account a “sufficient degree of complexity […] to meet 
demands and tasks”, and includes “cognitive and (in many cases) motivational, ethi-
cal, volitional, and/or social components” (Weinert 2001, p. 62) in solving problems 
successfully. Referring to this definition, Klieme et  al. (2008, p. 9) emphasize the 
cognitive facet and define competencies “as context-specific cognitive dispositions 
that are acquired by learning and needed to successfully cope with certain situations 
or tasks in specific domains”. This definition was adopted for the present research on 
decision-making competencies with regard to the challenging issues of SD.

16.2  �A Competence Model for Decision Making with Respect 
to Sustainable Development

Research on socioscientific reasoning and decision making as well as on argumen-
tation in the area of science education draws on different theoretical models such as 
Toulmin’s argumentation model (Toulmin 1958), Kuhn’s developmental model of 
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critical thinking (Kuhn 1999), and models from descriptive decision theory (e.g., 
Betsch and Haberstroh 2005). All models highlight the need to compare and evalu-
ate available options (i.e., solutions) by developing pro- and contra-arguments, and 
weighing these arguments or decision criteria in order to reach informed decisions 
(e.g., Eggert and Bögeholz 2010; Jiménez-Aleixandre and Pereiro-Muñoz 2002; 
Papadouris 2012; Ratcliffe and Grace 2003; Sadler et al. 2007). Being able to reach 
informed decisions is emphasized as a core competence in Education for Sustainable 
Development (ESD) as well as in citizenship education (Bögeholz and Barkmann 
2005; Sadler et  al. 2007). The competence model used in the present project is 
based on SD-related research as well as on a meta-model from descriptive decision 
theory (see Betsch and Haberstroh 2005; Bögeholz et al. 2014), and was adapted for 
educational purposes (Eggert and Bögeholz 2006; Bögeholz 2011). The model 
comprises three dimensions (see Fig. 16.1).

“Understanding values and norms”: While working with SD problems, students 
need to consider and reflect on crucial normative guidelines, such as basic need 
orientation, intergenerational justice, international justice and simultaneous consid-
eration of ecological, economic, and social objectives. This requires an understand-
ing of the necessity of fulfilling human needs through a sustainable use of natural 
resources, and that satisfying needs in a sustainable manner eventually contributes 
to human well-being (MA 2005; cf. Bögeholz et al. 2014).

“Developing solutions”: Students need to be able to comprehend and to describe 
multifaceted and complex SD problems, and to develop possible sustainable solu-
tions. This implies taking into account various stakeholder perspectives with differ-
ent ecological, economic, and social objectives. In addition, this dimension also 
includes the ability to reflect on developed solutions and the evidence that these 
solutions are based on (e.g., Gausmann et al. 2010).

Developing 
solutions

Evaluating 
solutions 

Understanding 
values 
and norms

Ethical complexity

Real-world SD-challenges 
of the 

21st century

such as …

Protection and 
sustainable use 

of biodiversity

Coping with climate change

Factual complexity

Fig. 16.1  Competence model for decision making with respect to challenging issues of Sustainable 
Development (SD)
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“Evaluating solutions”: Students need to be able to compare and evaluate multi-
ple possible solutions to a SD problem. This includes the ability to develop pro- and 
contra-arguments, and to weigh these arguments by making use of trade-offs and/or 
cut-offs to reach informed decisions. In addition, the dimension comprises the abil-
ity to reflect on and to monitor decision-making processes (Bernholt et al. 2012; 
Eggert and Bögeholz 2010; Eggert et al. 2010).

16.3  �Measurement Instruments and Competence Modeling

All measurement instruments were developed on the basis of Wilson’s developmental 
cycle (Wilson 2005), using a between-item-multidimensionality approach (Wu et al. 
2007). With respect to the measurement instrument for “Evaluating solutions”, the 
procedure and results are described in Eggert and Bögeholz (2010, 2014). In this Sec. 
16.3., we focus on the measurement instrument for “Developing solutions”. Both 
measures are used in Sec. 16.4. as dependent variables in a training study designed to 
examine the relationship between decision making and problem solving.

With respect to “Developing solutions”, we assumed that the postulated unidi-
mensionality could be empirically supported. Second, we assumed that items repre-
senting the description of a problem situation would be easiest, while items 
representing the development of solutions to SD problems should be of medium 
item difficulty. Finally, items representing a reflection of presented solutions were 
assumed to have the highest difficulty.

16.3.1  �“Developing Solutions”: Development 
of the Measurement Instrument

16.3.1.1  �Sample

678 students were analyzed in two subsamples of eighth to ninth graders and tenth 
to twelfth graders. The subsample of eighth to ninth graders consisted of 319 stu-
dents (157 females, 162 males; mean age: 14.32, SD = 0.68), and the subsample of 
tenth to twelfth graders consisted of 359 students (187 females, 172 males; mean 
age: 16.76, SD = 0.90). All students attended the German Gymnasium, which is the 
academic track that prepares students for studies in higher education.

16.3.1.2  �Measures: Tasks and Items

To measure student competencies with respect to the dimension “Developing solu-
tions”, a questionnaire with open-ended as well as multiple-choice items was devel-
oped. Based on an extensive literature and curriculum review, preliminary test tasks 
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and items were developed, pre-piloted using think-aloud protocols, and optimized. 
Several complementary quantitative studies followed.

The contexts used in the questionnaire were overfishing of tuna in the South 
Pacific (“Tuna task”), soy production in the Paraguayan rainforest (“Soy task”), and 
the collection of hoodia plants in Africa for pharmaceuticals (“Hoodia task”). All 
these contexts are typical SD problems, also described as socio-ecological dilem-
mas (e.g., Ernst 1997).

With respect to the Soy task, for example, there is a growing worldwide demand 
for soy in meat production (economic aspect). This demand is met by installing 
more and more soy plantations in rainforest areas. As a consequence, rainforest 
areas decrease (ecological aspect). However, several social groups, such as local 
people, who depend on the rainforest as a resource (social aspect 1), are affected by 
rainforest conversion. Instead, soy plantation workers earn their living on the plan-
tations (social aspect 2). Consequently, the soy industry influences the living condi-
tions of the local farmers. In the long run, all involved social groups suffer from 
exploitation of the rainforest. In addition, institutions like governments and NGOs, 
but also consumers, play an important role in relation to such dilemmas.

With respect to the Tuna task and the Soy task, students were asked to describe 
the problem situation first, and then to develop a sustainable solution to the prob-
lem. With respect to the Hoodia task, students were given potential solutions to the 
SD problem, asked to reflect on these solutions in terms of their sustainability 
(Evaluate in Table  16.1), and to give suggestions for improvement (Improve in 
Table 16.1) to these solutions.

Student responses to the open-ended questions were analyzed with respect to the 
interrelated aspects of the socio-ecological dilemma (economic, ecological, and 
social aspects; see description above) as well as the institutions and consumers that 
influence the SD problem or may facilitate sustainable solutions (see Table 16.1).

In sum, eight items were used to analyze student answers to the description of the 
Tuna task and the Soy task (items 1–8 and 16–23). Seven items were used to analyze 
student answers on the development of solutions to each of these problems (items 
9–15 and 24–30). Finally, for eighth to ninth graders, six items were used to analyze 
student answers to the Hoodia task with respect to the evaluation of Project A (items 
31–36). For the older students (tenth to twelfth graders), the Hoodia task “Improve 
project B” was additionally used to depict student competencies at the upper end of 
the competency scale (items 37–42 added to items 31–36).

16.3.1.3  �Instrument Functioning

Preliminary analyses showed that it is more appropriate to analyze eighth to ninth 
graders and tenth to twelfth graders separately, as several items exhibited medium 
to large differential item functioning (DIF) with respect to these two subsamples. 
Specifically, several items got disproportionally easier among the tenth to twelfth 
graders. Thus, in the following analyses, we analyzed both subsamples separately, 
using the unidimensional Rasch model (Rasch 1960). Item fit values as well as 
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Table 16.1  Tasks, items and item estimates for “Developing solutions” for eighth–ninth graders 
and tenth–twelfth graders, and their reliability indices

Eighth to ninth 
graders

Tenth to twelfth 
graders

Item 
no. Item descriptions Item estimates Item estimates

Tuna describe 
problem/Soy describe 
problem

1/16 Ecological-economic 
relation [R1]

−1.19/−1.69 −1.37/−2.17

2/17 Social1-ecological 
relation [R2]

−2.85/−1.13 −3.47/−1.73

3/18 Social1-social2 relation 
[R3]

−2.62/0.32 −3.02/0.36

4/19 Social2-economic 
relation [R4]

−0.96/0.60 −1.21/0.28

5/20 Social1-economic 
relation [R5]

−1.26/−0.92 −1.29/−1.44

6/21 Social2-ecological 
relation [R6]

−2.50/0.11 −3.38/0.08

7/22 Role of institutions  
[I1]

−0.44/0.21 −0.72/0.14

8/23 Role of consumers  
[C2]

−0.22/−1.56 −0.17/−1.66

Tuna develop  
solution/Soy develop 
solution

9/24 Ecological-economic 
relation [R1]

1.43/0.34 0.90/0.45

10/25 Social1-ecological 
relation [R2]

−0.41/0.55 −0.26/0.53

11/26 Social1-social2  
relation [R3]

−0.06/1.76 −0.02/1.59

12/27 Social2-economic 
relation [R4]

1.76/2.38 1.42/1.98

13/28 Social1-economic 
relation [R5]

1.87/1.56 1.26/1.38

14/29 Social2-ecological 
relation [R6]

−0.62/1.20 −0.68/1.08

15/30 Role of institutions  
[I1]

−1.99/−0.15 −2.70/−0.09

Hoodia reflect 
(Evaluate) project A

31 Ecological-economic 
relation [R1]

2.14 2.19

32 Social1-ecological 
relation [R2]

−0.08 −0.79

33 Social1-social2  
relation [R3]

−0.08 −0.59

34 Social2-economic 
relation [R4]

2.30 2.31

35 Social1-economic 
relation [R5]

1.71 1.74

36 Social2-ecological 
relation [R6]

0.50 −0.02

(continued)
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traditional item discrimination values were analyzed. Items with discrimination val-
ues lower than .20 and weighted mean square (WMNSQ) values that were not 
within the range of 0.75 and 1.33 were eliminated (Wilson 2005). After deletion of 
non-functioning items, the final measurement instrument for eighth to ninth graders 
consisted of 36 items, and the instrument for tenth to twelfth graders consisted of 42 
items respectively. Table 16.1 provides an overview of all final items, their item 
estimates and reliability indices, with respect to both subsamples.

16.3.2  �Modeling of “Developing Solutions”

To investigate our assumptions with respect to a possible progression of item diffi-
culty by task complexity, we classified the items into three different categories: 
“describing” (1), “developing” (2), and “reflecting” (3). With respect to eighth to 
ninth graders, average item difficulty for all “describing” items was −.96 logits, 
while item difficulty for all “developing” items was considerably higher (.53 logits). 
Average item difficulty for all “reflecting” items was highest, with 1.08 logits. An 
analysis of variance (ANOVA) of item difficulty, grouping items by item complex-
ity, supports this assumption (f(2, 33) = 8.69, p = .001, η2 = .35). Post hoc Tukey 
tests revealed that “reflecting” items and “developing” items were harder than 
“describing” items (p < .01), while no significant difference could be found between 
“developing” items and “reflecting” items.

Table 16.1  (continued)

Eighth to ninth 
graders

Tenth to twelfth 
graders

Item 
no. Item descriptions Item estimates Item estimates

Hoodia reflect 
(Improve) project B

37 Ecological-economic 
relation [R1]

– 2.44

38 Social1-ecological 
relation [R2]

– 0.02

39 Social1-social2  
relation [R3]

– 0.25

40 Social2-economic 
relation [R4]

– 2.78

41 Social1-economic 
relation [R5]

– 2.61

42 Social2-ecological 
relation [R6]

– 0.99

Reliability indices
Item separation reliability .99 .99
WLE-Person separation 
reliability

.83 .87

EAP/PV reliability .75 .74
Cronbach’s alpha .82 .85
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With respect to tenth to twelfth graders, average item difficulty for all “describ-
ing” items was −1.24 logits; for all “developing” items it was higher at .31 logits. 
Average item difficulty for all “reflecting” items was highest at 1.16 logits. In accor-
dance with our assumptions, an ANOVA was again statistically significant (f(2, 39) 
= 11.65, p < .001, η2 = .38). Post hoc Tukey tests revealed that again “describing” 
items were easiest (p < .01), while the difference between “developing” items and 
“reflecting” items was again not significant. The Wright map for tenth to twelfth 
graders is depicted in Fig. 16.2.

In addition, we analyzed the influence of the different contexts on item difficulty. 
An ANOVA showed no significant differences between the Tuna task and the Soy 
task.

Analyzing the validity of the dimension “Developing solutions” for both groups, 
we found no relations with reading speed and reading comprehension (p > .05) or 
with different subject grades. Finally, no relation was found with strategy knowl-
edge for solving problems (for measurement instrument see Scherer 2012).

Fig. 16.2  Wright map for “Developing solutions” for tenth to twelfth graders
(R relation, I institutions, C consumers, x 2.2 cases)
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16.3.3  �Discussion

The purpose in this phase of the priority program was to develop new measurement 
instruments that could be used for analyzing student decision-making competencies 
with respect to complex issues of sustainable development. Analysis of item fit sta-
tistics as well as analysis of traditional item indices revealed that the instrument fits 
the requirements of the Rasch model. DIF analysis also showed that analyses should 
be conducted separately for eighth–ninth, and for tenth–twelfth graders. In addition, 
some items should be used specifically for measuring student competencies at the 
upper end of the competency continuum. In addition, we were able to show that the 
developed items can successfully differentiate between different cognitive pro-
cesses (describing, developing, and reflecting).

Moreover, we could show that “Developing solutions”, as part of socioscientific 
decision making, differs from reading comprehension, and from strategy knowl-
edge in solving problems. This is quite important, as all items used in the measure-
ment instrument ask students to read an information booklet on SD problems, to 
perform the tasks given, and to find solutions to SD problems.

16.4  �Experimental Validation: A Comparison 
of Socioscientific Decision Making with Analytical 
Problem Solving

In the following we introduce a training-based experimental validation approach 
(cf. Mummendey and Grau 2008, p. 106) for the decision making part of our theo-
retical contribution. We argue that analytical problem solving is a good candidate 
for validation purposes, for studying decision making within an intervention study.

Even though decision making and problem solving are concepts from different 
theoretical research branches (Betsch and Haberstroh 2005; Pólya 1945; cf. Leutner 
et al. 2004), both refer to processes that deal with complex real-world problems. 
These processes include identifying the (decision-making) problem, identifying rel-
evant information, developing solutions (solution paths), selecting solutions (solu-
tion strategies), solving the problem, and reflecting on the solution (Eggert and 
Bögeholz 2006; OECD 2004, p. 16).

However, decision making and problem solving differ from each other in some 
aspects. Problem-solving tasks primarily require one correct solution, even if, theo-
retically speaking, there should be different solution paths. In contrast, decision 
making focuses on argumentation and reasoning while taking a decision; conse-
quently, there might be several legitimate decisions.

Problem solving as conceptualized in PISA 2003 covers the “overall capability 
to solve problems in real-life situations beyond the specific context of school sub-
ject areas” (OECD 2004, p. 16). In contrast, the relationships between “Developing 
solutions”, “Evaluating solutions”, and problem solving are not yet completely 
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understood. Moreover, analytical problem solving seems to be a good candidate for 
validating the new concept of socioscientific decision making because of its struc-
tural similarity. In analytical problem-solving tasks, all information is given simul-
taneously or can be inferred, and individual competence is measured via paper-pencil 
tests. Both features are parallel to the assessment of decision making (e.g., Eggert 
and Bögeholz 2010). This allows us to concentrate on comparison of the two con-
structs, instead of dealing with changing conditions during problem solving, and 
divergent computer-based assessment, which are features of dynamic problem solv-
ing (cf. Leutner et al. 2004).

16.4.1  �Objectives and Research Design

The purpose of the validation study was to analyze whether “context-specific” deci-
sion making—with its two dimensions—can be empirically differentiated from 
problem solving as a “cross-curricular” competence (cf. OECD 2004). We con-
ducted a pre-posttest control group training study. The design included three train-
ing groups, each of which focused on specific processes of decision making or 
problem solving: Training Group 1 was trained in “Developing solutions” (TG1), 
Training Group 2  in “Evaluating solutions” (TG2), and Training Group 3  in 
“Problem solving” (TG3). In addition, a control group (CG) was tested, in which 
students attended regular biology courses without any explicit training in decision 
making or problem solving. However, the CG studied the same content as TG1, 
TG2, and TG3 (see below). The following hypotheses (dependent variables men-
tioned in first place) were derived:

•	 “Developing solutions”: Students of Training Group 1, “Developing solutions”, 
outperform students of all other groups (TG1 > TG2, TG3, CG).

•	 “Evaluating solutions”: Students of Training Group 2, “Evaluating solutions”, 
outperform students of the remaining groups (TG2 > TG1, TG3, CG).

•	 “Problem solving”: Students of the “Problem solving” group (TG3) outperform 
students of the remaining groups (TG3 > TG1, TG2, CG).

16.4.2  �Methods

In the pre- and posttest, paper-and-pencil tests for “Developing solutions” (see Sect. 
16.3.1.2.), “Evaluating solutions” (cf. Eggert et al. 2010), and “Problem solving” 
(cf. OECD 2004) were used. Testing time for the pretests was 120 minutes, and for 
the posttests 90 minutes.
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16.4.2.1  �Participating Students and Teachers

Participants included four eighth grade classes from one high school in North 
Rhine-Westphalia, Germany (63 females and 54 males; mean age: 13.59, SD = 
0.62). The study was conducted from January to March 2014, and supported by the 
school’s vice-director. Three biology teachers participating in the study had no spe-
cific prior training in socioscientific decision making or problem solving.

All three teachers received introductory one-to-one coaching with respect to 
their specific treatment condition. The teaching units for TG1, TG2, and TG3 were 
developed by the researchers. The teaching approach, the materials and the methods 
of the corresponding teaching unit were discussed during the coaching sessions.

Teacher A (4 years teaching experience) taught TG1 (n = 28 students) and TG3 
(n = 26). This teacher had a weak commitment to the study, was challenged in hav-
ing to teach two different training groups, and underestimated student abilities with 
respect to the content of the teaching units. In addition, he was more used to teacher-
centered instruction and had a more transmissive orientation towards teaching and 
learning. He spent the least amount of time in preparing for and reflecting on his 
teaching.

Teacher B (33 years teaching experience; vice-director) taught TG2 (n = 28), 
while teacher C (8 years teaching experience) taught in the control group and, thus, 
followed his own teaching approach (CG; n = 28). Teacher C used materials 
provided by the researchers but was free to restructure it, searched with enthusiasm 
for additional information, and developed the material to his own needs. Teachers B 
and C were highly committed to our study; they were self-confident and showed 
high identification with their teaching units.

All lessons were documented by a researcher who wrote a chronological proto-
col (Böhmann and Schäfer-Munro 2008). Observations revealed that students in the 
TG3 and the CG were interested in the teaching units and actively participated in the 
course. In contrast, students of the TG1 and the TG2 were more heterogeneous in 
terms of interest and motivation to participate.

16.4.2.2  �Trainings and Learning Material

All trainings (TG1–3) and the regular CG instructions comprised 6 teaching units of 
45 miuntes each, and taught in 90 minutes double periods. In the first two double 
periods students worked on palm oil production in Indonesian rainforest areas. In 
the final double period they worked on cotton production in Uzbekistan, and its 
consequences for the drying Aral Sea (see Table  16.2). All four conditions used 
cooperative learning methods such as gallery walk, jigsaw puzzle, fishbowl, and 
pair/team discussions. The three treatment conditions only differed with respect to 
the teaching of specific strategies for socioscientific decision making and problem 
solving.

Students in TG1 (“Developing solutions”) focused on the analytical and compre-
hensive description of the SD problems, as well as development of solutions and 
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Table 16.2  Unit objectives for the three training groups of the experimental validation study (90 
minutes: a double period)

“Developing 
solutions”

“Evaluating solutions” “Problem solving”

Students Students Students
Palm oil 
production

90 min. … understand the 
problem of palm oil 
production and their 
role as consumers  
by discovering palm 
oil substances in 
everyday products

… understand the 
problem in its factual 
complexity by 
considering the 
ecological, economic, 
and social aspects

…explore the  
SD problem 
associated with  
palm oil from 
Indonesia

… apply an analytical 
framework to 
understand and 
describe the factual 
complexity of the 
problem as well as 
possible solutions

… apply a decision 
matrix to collect and 
collate necessary 
information for three 
given, real-world 
solutions

… understand the 
provided analytical 
problem-solving 
framework and 
perform step 1:  
“read and 
understand” to  
cope with the  
factual complexity

90 min. … develop solutions 
to the problem that 
integrate different 
stakeholder 
perspectives

… use the decision 
matrix to evaluate the 
three given solutions 
and their underlying 
value considerations, 
applying different 
decision-making 
strategies

… use problem-
solving strategies 
to develop 
solutions by 
considering 
different 
stakeholder 
perspectives and 
perform steps 2-5: 
develop a plan, 
choose a plan, 
apply it and 
evaluate the 
solutions

… use the analytical 
framework to reflect 
on the developed 
solutions and on one 
specific given 
real-world solution

… use the decision 
matrix to identify and 
reflect on the factual 
and ethical complexity 
in their own decision 
processes and decision 
processes of others

… perform the 
problem- solving 
steps to reflect on 
their own solution 
from a certain 
stakeholder 
perspective and on 
given solutions

Cotton 
production 
(Transfer)

90 min. … use the analytical 
framework to 
develop solutions to 
the problem, 
acknowledging the 
factual complexity

… use the decision 
matrix to evaluate 
solutions to the 
problem, 
acknowledging the 
factual and ethical 
complexity

… use the steps of 
the analytical 
problem-solving 
framework to 
develop solutions 
to the problem
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reflection on solutions. To help students understand the complex relations between 
the different ecological, economic and social aspects of the SD issue, the teacher 
used a specific analytical framework (see Bögeholz 2011; Gausmann et al. 2010; 
Ostermeyer et al. 2012; see Table 16.2).

Students in TG2 concentrated on the comparison of different, equally legitimate 
solutions to solve the presented SD problems. This also included the development 
of pro- and contra-arguments and the weighing of arguments or decision criteria in 
order to reach informed decisions. To help students compare the different possible 
options and their criteria in a systematic manner, a decision matrix was used. This 
decision matrix was also used to make value decisions transparent, and therefore 
allowed for discussing, reflecting on, and respecting different (legitimate) solutions 
and decision-making processes (e.g., Bögeholz 2006; Eggert and Bögeholz 2006; 
see Table 16.2).

TG3 worked on the presented SD problems by following the problem-solving 
steps (Buchwald et al. 2017, in this volume; see Table 16.2). While the students 
worked on the problem-solving steps “developing problem solving ideas” and 
“choosing a problem solving plan”, they got to know a set of six problem-solving 
strategies (see Blum et al. 2006, p. 39), namely: principle of analogy, principle of 
decomposition, principle of illustration, working forward, working backward, and 
systematic trying. Our training builds on experiences from Buchwald et al. 2017, in 
this volume).

16.4.2.3  �Measures

Socioscientific decision making and analytical problem solving were assessed as 
dependent variables. With respect to socioscientific decision making, both measures 
were used in an abridged version. The pretest for “Developing solutions” consisted 
of three tasks: (1) Rattan from Indonesia (see Eggert et al. 2013), (2) Oil and gas 
extraction in Siberia (“describing” and “developing” items), and (3) Shrimps from 
South-East Asia (“reflecting” items; cf. Eggert et al. 2013; Table 16.3). The final 
scale included 24 items (α = .75). With respect to “developing” solutions, the scor-
ing procedure was altered (comparing Table 16.3 with Table 16.1). Within the new 
scoring each single aspect (see [A] in Table  16.3) was scored instead of related 
aspects (see [R] in Table 16.1). The new scoring better aligns with student responses, 
due to the degree of item complexity. Compared to our measure in Table 16.1, we 
presented only one project per reflection task, and we reduced the number of items 
as a consequence of limited testing time.

The corresponding posttest integrated the Rattan and Soy tasks (see Table 16.1) 
with “describing” items, and “developing” items, as well as the Hoodia task (see 
Table 16.1) with “reflecting” items. The final scale included 24 items (α = .74). All 
items for “describing” the SD problems, “developing” solutions and “reflecting” 
solutions were dichotomous.

The pretest for “Evaluating solutions” again comprised three different tasks: (1) 
the problem of cabbage white butterfly larvae in vegetable gardens, (2) a problem-
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atic neophyte for riverbanks (both decision tasks), and (3) a reflection task on the 
means of transportation for holidays. The final scale included 11 items (α = .78). In 
the posttest, we used the Neophyte task again and varied the other tasks (“overfish-
ing of codfish”, and a consumer choice task; cf. Eggert et al. 2010). The final scale 
included 11 items (α = .88).

To assess analytical problem solving we applied items from PISA 2003. Thereby, 
we used a selected set of items and the corresponding scoring guide provided by a 
collaborating working group (Buchwald et al. 2017, in this volume). Specifically, 
we analyzed problem solving via a scale of three dichotomous items (cinema 1, 
watergate, design) as well as three trichotomous items (train, holiday camp, vaca-
tion). For the pretest (α = .51) and posttest (α = .52) we used the identical problem-
solving tasks.

For all three measures, half of the items were double coded (Cohen’s Kappa: 
.93–.99). As expected, validation analyses revealed very weak to weak correlations 
between “Developing solutions” and “Problem solving” (r = .31, p < .01), between 
“Evaluating solutions” and “Problem solving” (r = .27, p < .01) and also between 
“Developing solutions” and “Evaluating solutions” (r = .20, p < .05).

Table 16.3  Abridged measure of “Developing solutions”

Item descriptions

Item no.
Pre- and 
posttest

Rattan/Oil and gas (t1); 
Rattan/Soy (t2)

Describe 
problem

Ecological-economic relation 
[R1]

1/10

Social1-ecological relation 
[R2]

2/11

Social1-social2 relation  
[R3]

3/12

Social2-economic relation  
[R4]

4/13

Social1-economic relation  
[R5]

5/14

Social2-ecological relation 
[R6]

6/15

Develop 
solution

Economical aspect [A1] −/16
Ecological aspect [A2] 7/17
Social2 aspect [A3] 8/18
Social1 aspect [A4] −/19
Institution aspect [I2] 9/20

Shrimps (t1); Hoodia (t2) Reflect project 
A

Ecological-economic relation 
[R1]

21

Social1-ecological relation 
[R2]

22

Social1-economic relation  
[R5]

23

Social2-ecological relation 
[R6]

24
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16.4.3  �Results of the Pilot Study

As a first step, we conducted one-way ANOVAs to check for possible group differ-
ences on the pretest scores. Post hoc Tukey tests showed significant differences 
between the four treatment conditions with respect to all three dependent variables: 
“Developing solutions”, “Evaluating solutions”, and “Problem solving”. The train-
ing group “Evaluating solutions” (TG2) always displayed the lowest test perfor-
mances (except for the measure on “Problem solving”), and differed from the 
Control Group in always having the best test performances (p < .05).

As a consequence of the identified pretest differences, we conducted multiple 
regression analyses using the pretest scores (prior knowledge) and the treatment 
conditions as independent variables. Concerning treatment conditions, contrasts 
were coded. The mean and standard deviations of the dependent variables by time 
and treatment are displayed in Table 16.4.

“Developing solutions” at posttest were predicted by prior knowledge as well as 
by both contrasts (see Table 16.5). The final statistical model accounts for 30 % of 
the variance with prior knowledge accounting for 14 %, the second contrast variable 
for 6 %, and the third contrast variable for 10 %. Remarkably, the third contrast 
reveals a negative relationship with posttest learning outcomes, that is TG3 outper-
forms TG1.

For “Evaluating solutions”, prior knowledge and the first contrast variable pre-
dict students’ learning outcomes in the posttest (see Table 16.5). The final statistical 
model accounts for 40 % of the variance, with prior knowledge accounting for 

32 % and the contrast variable accounting for 8 %. The analyses reveal that the 
CG shows better posttest performances than the training groups.

Table 16.4  Mean scores and standard deviations for “Developing solutions”, “Evaluating 
solutions”, and “Problem solving” by time and treatment (TG: training group; CG: control group)

TG1 TG2 TG3 CG

“Developing solutions”
Pretest M 

(SD)
13.95 (4.47) 10.52 (5.57) 13.00 (4.65) 15.81 (4.30)

Posttest M 
(SD)

12.81 (5.39) 11.04 (5.24) 17.22 (4.03) 14.93 (3.52)

“Evaluating solutions”
Pretest M 

(SD)
12.10 (3.89) 9.72 (4.23) 14.04 (3.65) 14.11 (2.33)

Posttest M 
(SD)

7.00 (5.29) 5.52 (4.94) 10.16 (5.60) 12.74 (3.05)

“Problem solving”
Pretest M 

(SD)
3.81 (1.75) 3.93 (1.69) 4.22 (2.17) 5.89 (1.93)

Posttest M 
(SD)

3.81 (2.25) 3.59 (2.48) 4.87 (2.16) 6.11 (1.83)
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In addition, “Problem solving” was revealed to be exclusively predicted by prior 
knowledge, which accounts for 33 % of the variance (Prior knowledge [pretest 
score]: B = 0.66, SE = .10, β = .57, p < .001). Thus, the investigated contrast vari-
ables did not contribute to explaining the variance of the posttest scores.

16.4.4  �Discussion

The aims of this pilot study were (1) to further improve the training procedures, (2) 
to further develop abridged measures, and (3) to initiate a training-based experimen-
tal validation of our approach in conceptualizing socioscientific decision making. A 
number of crucial factors have to be taken into account:

Educational and experimental setting: Even though the school administration 
showed an extraordinary commitment, our study was affected by the perils of field 
research. Specifically, our study was influenced, for example, by differences in 
teacher enthusiasm, different amounts of time spent in preparing teaching, and 
reflecting on the lessons taught. Working with just one school eased project man-
agement demands and tended to ensure a socially more homogeneous student popu-
lation. Teachers were recruited by the school administration in a top-down approach. 
The school administration created special timetables so that all classes had an inter-

Table 16.5  Multiple regression predicting posttest performance on “Developing solutions” and 
“Evaluating solutions” by prior knowledge and treatment

“Developing solutions”

B SE β
Step 1
Prior knowledge (pretest score) 0.37 .09 .37***
Step 2
Prior knowledge (pretest score) 0.31 .09 .31**
Contrast 2 (TG1, TG3 vs. TG2) 1.06 .39 .26**
Step 3
Prior knowledge (pretest score) 0.33 .09 .33***
Contrast 2 (TG1, TG3 vs. TG2) 1.01 .36 .25**
Contrast 3 (TG1 vs. TG3) −2.36 .65 −.31***
Note: R2 = .14 for Step 1, ΔR2 = .06 for Step 2, ΔR2 = .10 for Step 3, ** p < .01, *** p < .001

“Evaluating solutions”
B SE β

Step 1
Prior knowledge (pretest score) 0.79 .12 .57***
Step 2
Prior knowledge (pretest scores) 0.69 .11 .50***
Contrast 1 (TG2, TG1, TG3 vs. CG) −0.91 .25 −.30***
Note: R2 = .32 for Step 1, ΔR2 = .08 for Step 2, *** p < .001
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vention of three double periods. However, the latter had the side effect that TG1 had 
to sacrifice their physical education lessons for the posttest, and a considerable 
decline in interest for TG1 was documented in the chronological protocols. With 
respect to the main study, we will follow a more bottom-up approach for recruiting 
teachers.

Measures: All SD problems addressed in the measurement instruments differ 
from the SD problems addressed in the treatments. The instruments applied for 
decision making were used in abridged versions. The abridged version of 
“Developing solutions” still covers all crucial features of our competence dimen-
sion. With respect to the abridged version of “Evaluating solutions”, here again, all 
core characteristics of the competence dimension are considered in the measure (cf. 
Eggert and Bögeholz 2010). In sum, the reliabilities of our decision-making mea-
sures are promising and we succeeded in having widely varying pre- and posttest 
measures. However, it still remains a challenge (1) to model “Developing solutions” 
with polytomous items, and (2) to analyze the pre- and posttest design with IRT (cf. 
procedure in Eggert et al. 2010 for “Evaluating solutions”).

Training outcomes: With respect to the dependent variable “Developing solu-
tions”, students of TG3 benefited from the well-designed teaching material with 
challenging tasks as well as from the participative teaching methods (e.g., fishbowl). 
In contrast, TG1—even though they had the same teacher—did benefit less. This 
might at least partly be due to the fact that the students had to cope with the disap-
pointment that they missed their physical education lessons in favor of the posttest. 
With respect to “Evaluating solutions”, the students of the CG performed best. The 
latter can partly be traced back to the enthusiasm of teacher C (cf. Kunter 2011). 
Teacher C used a constructivist approach of teaching, which might have produced 
higher levels of motivation and performance among the students of the CG com-
pared to the students of the training groups. This can be explained by research on 
teacher beliefs and their impact on learning outcomes (constructivist beliefs > trans-
missive beliefs see Voss et  al. 2011, p.  250). Teacher beliefs might change with 
teaching experience over the career span, for example, a portion of experienced 
teachers overcame their teacher-centered metaphors and proceeded with student-
centered metaphors (Alger 2009). The three teachers in our pilot study varied 
strongly in their teaching experiences (4–33 years). In the main study, the (average) 
teacher experience of the different treatment groups will be more balanced.

Beyond these explanations, more general phenomena might also have influenced 
the results: The acquisition of complex strategies is accompanied by a stage of so-
called inefficient utilization (“Nutzungsineffizienz”; see Hasselhorn and Gold 2013, 
p. 100). If students are confronted with a new, complex strategy, a hugh additional 
strain is placed on their working memory. As a result, learning outcomes may be 
worse after a training than before. Lower achievement at posttest measures can also 
be traced back to a “motivational valley”, and can be overcome by strategy automat-
ing (Hasselhorn and Gold 2013, pp. 100, 101). The latter may finally result in higher 
learning outcomes in time-delayed measuring.

In sum, we could successfully advance the training procedures as well as their 
corresponding measures. We are in a good position now to optimize the realization 
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of our main study. Even though we did not obtain much support for the hypotheses, 
the results can be plausibly explained by the circumstances, while validation of our 
theoretical contribution still remains a challenging endeavor.

16.5  �Conclusions and Outlook

Though our research program on decision making regarding SD issues is far from 
being finalized, we provide several measures that stem from the Göttingen compe-
tence model. All in all, they allow for the adequate assessment of student competen-
cies with respect to socioscientific decision making (Eggert et  al. 2010, 2013; 
Gresch et al. 2013; Sakschewski et al. 2014). In addition, our approach has already 
inspired other working groups within the research community (Böttcher and Meisert 
2013; Heitmann 2012; Hostenbach et al. 2011; Papadouris 2012).

To finish our experimental validation approach, we are currently conducting our 
main study, which includes six classes for each of the three training groups and the 
control group. The participating schools were recruited from four German federal 
states, and the composition of the treatment conditions (e.g., with respect to teacher 
experiences, teacher beliefs, teacher enthusiasm, student motivation, students social 
backgrounds) was as balanced as possible. To better cope with any potential 
“motivational valley” in acquiring complex strategies, we are carrying out the post-
test of the main study six to eight weeks after the trainings.

The present contribution refers to an instructional approach to test whether the 
theoretical assumptions of the socioscientific decision-making theory addressed in 
our project are valid. The approach has been used in several fields of psychological 
research in order to test assumptions whether specific processes or strategies are 
responsible for the quality of specific individual behavior. It is the idea of the 
instructional approach to manipulate the relevant strategies and see whether the 
instruction has an effect on the target behavior. To be clear, although our project 
started to validate the socioscientific decision-making theory by means of an 
instructional approach, much further research seems to be necessary in order to 
come to a final assessment of the validity of the theory.

Beyond the above-mentioned open questions related to the validity of the theory, 
upcoming research on student competencies should go mainly into three directions: 
First of all, the model should be elaborated in more detail, since the evaluation of 
SD-problem solutions additionally requires considering quantitative impacts. Here, 
decision making profits from the use of simplified methods of economic validation, 
such as cost benefit analysis, cost effective analysis or profitability analysis. Thus, 
mathematical-economic modeling will complement the current research. A promis-
ing fourth competence dimension, “Evaluating solutions quantitatively-
economically”, is described in Bögeholz et al. (2014) as well as in Bögeholz and 
Barkmann (2014).
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Second, the developed measures on “Evaluating solutions” of decision-making 
competence have been successfully applied to analyzing gains in learning outcomes 
in a pre- and posttest study via IRT-modeling (Eggert et al. 2010). For the current 
main study aiming at experimental validation, the abridged measure for “Developing 
solutions” has to be further strengthened so that decision making can be modeled 
with IRT in at least two measurement points, for both assessed decision-making 
dimensions. Besides having sensitive measures for decision making in intervention 
studies, we aim to further develop our measures for longitudinal studies with IRT-
modeling, as well as for computer-based adaptive testing in the long run.

Third, our previous research has addressed the cognitive components of decision 
making. For the future, studies to foster decision making and studies on competence 
development should consider motivational factors. Studies on decision making with 
respect to biodiversity challenges should also integrate measures of interest in bio-
diversity issues. Because motivational factors impact learning outcomes (cf. Weinert 
2001; cf. Rotgans and Schmidt 2011), linking research on motivation and cognitive 
competence is of practical relevance for real-world learning settings.

Beside these recent and future endeavors regarding student competencies, we 
aim at modeling and fostering teacher PCK for teaching socioscientific decision 
making. The latter benefits from the knowledge gained in the priority program—
that is, knowledge on student decision-making competencies and on strategies to 
improve them.

In sum, our competence research on SD issues is a promising approach not only 
for ESD, but also for science teaching, and for citizenship education (e.g., Sadler 
et al. 2007; Eggert et al. 2013; Sakschewski et al. 2014; Bögeholz et al. 2014).
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Chapter 17
Metacognitive Knowledge in Secondary School 
Students: Assessment, Structure, 
and Developmental Change

Wolfgang Schneider, Klaus Lingel, Cordula Artelt, and Nora Neuenhaus

Abstract  The construct of metacognitive knowledge—that is knowledge on cogni-
tive processes, was established as a determinant of cognitive development in the 
1970s. Early research focused on the domain of memory development in pre- and 
primary school children. While research activities on metacognition have diversi-
fied over time, some core issues in the assessment, structure, and development of 
metacognitive knowledge still remain unresolved:

(1) How can metacognitive knowledge be assessed? (2) How does metacognitive 
knowledge develop in secondary school? (3) Is metacognitive knowledge domain-
specific or domain-general? (4) To what extent are developmental changes in meta-
cognitive knowledge and achievement interrelated?

We addressed these research questions within our longitudinal research project 
on the development of knowledge components. Our database included 928 German 
students who were tested on six measurement points (from Grades 5 to 9). The 
focus of the longitudinal study was on the assessment of metacognitive knowledge, 
as well as achievement in mathematics, reading comprehension, English as a for-
eign language, and the changes in these variables over time. In this chapter, the main 
results on these four research questions are presented, after a brief description of the 
historical research background. The results of the last assessment period are given 
special emphasis.

Keywords  Metacognitive knowledge • Domain-specific knowledge • Longitudinal 
study • Reading skills • Mathematics • English as a foreign language
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17.1  �Theoretical Background

Research on metacognitive development was initiated in the early 1970s by Ann 
Brown, John Flavell, and their colleagues (for reviews, see Brown et  al. 1983; 
Flavell et  al. 2002). At the very beginning, this research focused on knowledge 
about memory, which was coined “metamemory” by Flavell (1971). Later on, the 
concept was also applied to studies investigating children’s comprehension, com-
munication, and problem-solving skills (Flavell 2000; Schneider and Pressley 
1997). The term “metacognition” has usually been defined broadly as “any knowl-
edge or cognitive activity that takes as its object, or regulates, any aspect of any 
cognitive enterprise” (Flavell et al. 2002, p. 150). According to this conceptualiza-
tion, metacognition refers to people’s knowledge about their own information-
processing skills, the nature of cognitive tasks, and strategies for coping with such 
tasks. Moreover, it also includes executive skills related to the monitoring and self-
regulation of one’s own cognitive activities.

Most recent models of metacognition differentiate between declarative and pro-
cedural components of metacognition. This basic distinction, already apparent in 
Flavell and Wellman’s (1977) taxonomy of metamemory, seems widely accepted in 
the developmental and educational literature (cf. Alexander et al. 1995; Kuhn 2000; 
Schneider 2010; Veenman et al. 2006). Nonetheless, it has also been argued that 
these two aspects of metacognition complicate its definition (see Joyner and Kurtz-
Costes 1997). That is to say, while the two components are closely related, they are 
also fundamentally different in nature. Whereas the declarative knowledge compo-
nent is primarily verbalizable, stable, and late-developing, the procedural knowl-
edge component is not necessarily verbalizable, is rather unstable, relatively 
age-independent, and dependent on the specific task or situation. Thus, although 
there are substantial relations between the procedural (actual regulation) and declar-
ative aspects (knowledge base) of metacognition, both from an analytical point of 
view and on the basis of research findings on the development of these components, 
it seems worthwhile to distinguish between the two (see also Hacker et al. 2009; 
Schneider 2015; Schneider and Artelt 2010; Schraw and Moshman 1995).

In our research project, the focus was on the exploration of (declarative) meta-
cognitive strategy knowledge. As to the differentiation between components of 
declarative metacognitive knowledge, Paris and Byrnes (1989, see also Brown 
1978) distinguished between declarative strategy knowledge (“knowing that”), pro-
cedural strategy knowledge (“knowing how”), and conditional strategy knowledge 
(“knowing when”). All three knowledge components are necessary, in order to 
apply strategies effectively. Taking into account Borkowski’s metamemory model 
(Borkowski et al. 1988), it also seems worthwhile to look at students’ knowledge 
about the usefulness of a certain strategy in relation to other strategies: that is, their 
relational strategy knowledge. Relational strategy knowledge is particularly impor-
tant when individuals have a repertoire of strategies at their disposal and have to 
decide which is most adequate. Aspects of conditional and relational strategy 
knowledge were considered to be central components of the metacognitive knowl-
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edge measure used in our research project, EWIKO (Entwicklung metakognitiven 
Wissens und bereichsspezifischen Vorwissens bei Schülern der Sekundarstufe: 
development of metacognitive knowledge and domain-specific knowledge in sec-
ondary school students; see details below).

There is general agreement that, in the early stages of knowledge acquisition, 
specific aspects of declarative and procedural metacognitive knowledge influence 
performance across tasks and settings, and that the likelihood of transfer from one 
setting to another is quite low. A wealth of evidence for the domain specificity of 
metacognitive acquisition processes has led to the conclusion that metacognitive 
skills must be taught in context (Jacobs and Paris 1987). Furthermore, it is believed 
that repeated application and practice of metacognitive strategies enables learners to 
apply these strategies in diverse settings and domains in later stages of development. 
Metacognition and self-regulated learning thus are often considered domain-general 
constructs that transfer or generalize across domains.

A question repeatedly discussed in the relevant literature concerns the extent to 
which metacognitive knowledge is domain-specific. That is, does it vary within the 
same person as a function of the domain under investigation, such as reading, math-
ematics, or foreign language learning? Is there empirical evidence that it tends to 
become more general—that is, comparable for the same person across different 
domains, with increasing age? The development of metacognitive knowledge has 
often been proposed to be context-dependent and domain-specific at an early stage, 
and assumed to generalize throughout elementary school (e.g., Schneider 2008).

Given that there is not much empirical evidence on this issue for secondary 
school students, this research question was of particular interest in the present study. 
It was assumed that students at the beginning of secondary school (fifth graders in 
the German school system) are at an early stage of generalizing domain knowledge 
in reading, mathematics, or foreign language learning, which makes it likely that 
metacognitive knowledge can be identified as domain-specific during this early 
period of secondary school. Given that metacognitive knowledge develops not only 
within particular subject domains but also during regular school-based activities 
such as homework, exam preparation, etc., we assumed that the impact of domain 
transcending general metacognitive knowledge should increase over time. The 
expectation was that interrelations among the three domain-specific knowledge 
components should increase over time, thus indicating the increasing importance of 
domain-general knowledge.

Another important issue is how to characterize the development of declarative 
metacognitive knowledge and its relationship to memory behavior and (academic) 
performance. On the one hand, the empirical evidence suggests that declarative 
metacognitive knowledge increases substantially over the elementary school years. 
From early adolescence on, it is relatively stable, in the sense that individual 
differences do not change much over time. On the other hand, the procedural com-
ponent of metacognition seems more “situated” and thus more unstable, since the 
actual regulation of learning depends on the learners’ familiarity with the task, as 
well as on their motivation and emotions. Individuals need to regulate their thoughts 
about which strategy they are using and adjust its use to the situation in which it is 
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being applied. Given that the selection and application of strategies during learning 
depends not only on metacognitive knowledge but also on individual goals, stan-
dards, situational affordances, text difficulty, task demands, and so forth (Campione 
and Armbruster 1985; see also Winne and Hadwin 1998), it cannot be assumed that 
strategies will be applied whenever possible. However, an individual who uses a 
particular strategy intelligently ought to have some metacognitive knowledge of that 
strategy. In other words, there is a correlation between metacognitive knowledge 
and the effective use of strategies, which should also affect memory performance. 
Although metacognitive knowledge is assumed to be a necessary condition, it may 
not be sufficient for reflective and strategic learning or for academic achievement, 
because other factors such as IQ, domain knowledge, and memory capacity (work-
ing memory) also play a role.

17.1.1  �Methodological Issues Regarding the Assessment 
of Declarative Metacognitive Knowledge

Before we deal with these issues in more detail, we briefly discuss a methodological 
problem that has concerned developmental research on declarative metacognition 
for quite a while, and which has to be solved before substantive issues can be tack-
led in a meaningful way.

Most evidence for the impact of declarative metacognitive knowledge on learning 
and achievement is provided by studies using assessment procedures such as open 
interviews, or concurrent measures such as observation and think-aloud analysis (see 
Schneider and Pressley 1997, for a review). Standardized assessments (and espe-
cially paper-and-pencil instruments) that are also used to assess metacognition often 
fail to provide empirical evidence for a positive correlation between (metacognitive) 
learning strategies and achievement (Lind and Sandmann 2003; Muis et al. 2007). 
According to Artelt (2000), potential explanations for such low correlations can be 
described as follows: First, most of the classic inventories for assessing metacogni-
tion and strategy knowledge are constructed in such a manner that students have to 
judge the frequency of their strategy use (e.g., Pintrich et  al. 1993; Schraw and 
Dennison 1994). Thus, these instruments draw primarily on students’ recognition of 
strategies (i.e., their long-term memory) and not so much on their declarative meta-
cognitive knowledge (Leopold and Leutner 2002). Second, such frequency judg-
ments are not well suited for younger age groups, because they are cognitively 
demanding and require high degrees of abstract thinking, as well as the ability to 
objectively generalize over past behaviors—which in turn is likely to be influenced 
by social desirability and memory bias (Schraw 2000). Third, the instruments are 
incapable of assessing metacognitive knowledge independent of strategy usage. 
From a theoretical perspective this is problematic, because a potential gap between 
competence and performance might distort the metacognitive knowledge pupils pos-
sess when it is assessed through frequency judgments of strategy usage. Consequently, 
the quality of metacognitive knowledge remains subject to speculation.
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To avoid such problems, more sophisticated measures of metacognition have to 
be used with older children and adolescents. Schlagmüller and Schneider (2007) 
came up with a standardized measure of metacognitive knowledge on reading that 
was based on a revised test instrument developed for PISA 2000 (see Artelt et al. 
2001). The same approach, and some of the material, was later used as part of the 
international assessment in the PISA 2009 study (see Artelt et al. 2010). This instru-
ment taps adolescents’ knowledge of strategies that are relevant during reading and 
for comprehension, as well as for recall of text information. For each of up to six 
scenarios, students have to evaluate the quality and usefulness of five different strat-
egies available for reaching the intended learning or memory goal. The rank order 
of strategies obtained for each scenario is then compared with an optimal rank order 
provided by experts in the field of text processing. The correspondence between the 
two rankings is expressed in a metacognition score, indicating the degree to which 
students are aware of the best ways to store and remember text information.

We decided to develop similar measures of metacognitive knowledge for our 
EWIKO study by asking students explicitly to judge the appropriateness and (rela-
tive to other strategies) the quality of specific strategies for a given learning situation 
(Artelt et al. 2009). Within the assessment of metacognitive knowledge, we thus 
concentrate on students’ correct, veridical knowledge, implying that high scores on 
the knowledge measure do, in fact, indicate that an individual possesses adequate 
strategy knowledge.

17.1.2  �Design of the EWIKO Study

Our initial sample consisted of 928 German fifth graders (450 female, 478 male) 
from 44 classrooms representing three different educational tracks (271 high, 377 
intermediate, and 280 low)1 who voluntarily participated in a class-wise adminis-
tered paper-and-pencil assessment. There were six assessments during the course of 
the longitudinal study, starting at the beginning of Grade 5 and ending in Grade 9. 
The group-based tests took place in the classroom during schooling hours. At each 
measurement point, testing time took about three school lessons (45  min. each) 
replacing the regular class teaching for this period. During the 135 min test sessions, 
each participant filled in domain-specific metacognitive knowledge tests, the 
achievement tests, and additional scales assessing cognitive abilities and motiva-
tional variables (see below). All tests were administered by two research assistants 
specially trained to instruct the participants and to lead them through the session. 
The classroom teacher was also present to ensure discipline among students.

Fig. 17.1 gives an overview of the time schedule concerning the presentation of 
metacognitive knowledge and achievement tests

1 It should be noted that the elementary school period in the German school system finishes at the 
end of Grade 4. From Grade 5 on, students are allocated to three educational tracks: high = aca-
demic, intermediate, and low = vocational, mainly based on achievement scores in primary school.

17  Metacognitive Knowledge in Secondary School Students…



290

It should be noted that organizational problems caused us to expand the test 
intervals between T5 and T6. As expected, not all of the initial 928 students stayed 
with the longitudinal study. Missing data were generated for different reasons, for 
instance, due to student mobility (change of school), illness on the day of testing, 
and other reasons. Missing data rates varied between 38 % and 10 % (measurement 
points 6 and 2, respectively). Only 39 % of the students participated at all six mea-
surement points. Post-hoc analyses revealed that the drop-out observed over the 
course of the project was systematic, indicating that more students with lower scores 
in achievement tests left the study (Lingel 2014; Lingel et al. 2014b). Thus, a miss-
ing pattern completely at random cannot be assumed (Little and Rubin 2002). To 
avoid biases in the results, we used regression-based strategies to impute the miss-
ing data (Neuenhaus 2011; Artelt et al. 2012; Lingel et al. 2014b).

17.1.3  �Test Instruments

Assessment of Metacognitive Knowledge  Due to organizational constraints, not 
all test instruments were applied at any given measurement occasion. Metacognitive 
knowledge in math was assessed at all six measurement points: that is, at intervals 
of about 8 months (T1–T5) and 16 months (T5–T6). Metacognitive knowledge in 
reading was assessed at intervals of 16 months from Grade 5 to Grade 9: that is, at 
T1, T3, T5, und T6. Metacognitive knowledge in English as a foreign language 
(EFL) was assessed at intervals of 8 months on four measurement occasions, from 
the beginning of Grade 5 until the beginning of Grade 7 (T1–T4).

The metacognitive knowledge tests were constructed to assess conditional and 
relational metacognitive knowledge in a situated way. The domain-specific tests 
were constructed to assess the metacognitive knowledge (MK) required for learning 
and achievement in the respective domains of mathematics, reading, and EFL 
(MK-mathematics; MK-reading; MK-EFL), in such a way that they provided 

Mathematics
Reading
English

Mathematics
English

Mathematics
Reading 
English 

Mathematics
English

Mathematics
Reading

Mathematics
Reading

Grade 5 Grade 5 Grade 6 Grade 7 Grade 8 Grade 9

T1 T2 T3 T4 T5 T6

2008 / November 2009 / July 2010 / March 2010 / November 2011 / July 2012 / November

Fig. 17.1  Overview of the EWIKO design, showing how students were observed over a 4-year 
period between Grades 5 and 9 (time intervals between the adjacent measurement points being 8 
months in Grades 5, 6, and 7, and 16 months in Grade 8 and 9, respectively)
T = Measurement point. Measurements included metacognitive knowledge and achievement in the 
corresponding domains
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domain-typical learning situations in combination with a list of strategies of varying 
appropriateness (for a more detailed description of construction principles and 
examples of metacognitive tests tapping reading and mathematics see Artelt et al. 
2010; Lingel et al. 2014b; Schlagmüller and Schneider 2007).

Scenario-based testing procedures were developed according to the principles 
used with the Index of Reading Awareness (“IRA”, Jacobs and Paris 1987).

In all tests, the students had to judge the relative effectiveness of strategies in a 
given situation (scenario) and in relation to other strategies. For an example con-
cerning metacognitive knowledge related to reading, see Fig.  17.2. Scenarios in 
EFL concerned, among others, strategies related to vocabulary learning, and those 
for mathematics dealt, for example, with problem-solving activities in the context of 
a difficult math task (see also Artelt et al. 2009; Artelt and Schneider 2015).

Each test consisted of five tasks, beginning with a description of a typical learn-
ing scenario and followed by a list of efficient and less efficient strategies. Students 
had to judge the appropriateness of the strategies with respect to the scenario and in 
relation to the other strategies. An expert survey was conducted in all domains to 
ensure content validity of the tests and to provide an objective criterion for the effi-
ciency of strategies (Neuenhaus 2011; Lingel 2014). In a pilot study, 311 students 
answered the test for reading, 361 students worked on the test for EFL, and 393 
students worked on the metacognitive test concerning math. The main purpose was 
to evaluate the age appropriateness and reliability of the metacognitive knowledge 
tests (Lingel et al. 2010). Overall, the measures were found to be of sufficient reli-
ability and validity, with reliability scores ranging from α = .69 (MK-EFL, T1) to α 
= .85 (MK-mathematics, T4 and T6) and a median α = .83. The test assessing meta-
cognitive knowledge in mathematics constructed for Grades 5 und 6 has been pub-
lished recently (MAESTRA 5–6+; Mathematisches Strategiewissen für 5. und 6. 
Klassen; mathematical strategy knowledge for Grades 5 and 6; Lingel et al. 2014a). 
It should be noted that different test versions were used at different occasions, using 
anchor-procedures founded on Item Response Theory to establish common scales 
for the various tests (Embretson and Reise 2000; for more details see Lingel 2014). 

Grade 

1 2 3 4 5 6

A I concentrate on the parts of the text that are easy to understand.

B I quickly read through the text twice.

C After reading the text, I discuss its content with other people.

D I underline important parts of the text.

E I summarize the text in my own words.

Scenario: “You have to understand and memorize a text. Give a grade to each of the following stra-
tegies. Better strategies should be given better grades. If you think that two or more strategies are of 
equal value, the same grades should be given to all of these strategies.”   

Fig. 17.2  Example of a metacognition scenario in the domain of reading
Note. The grade scale of the German school system used was 1 = best grade, 6 = worst grade
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The number of anchor items between tests on adjacent measurement occasions 
ranged between 69 and 100 %.

Achievement  To assess achievement in the domains of mathematics, reading, and 
English as a foreign language (EFL), tests were developed in accordance with the 
current curricula for Grades 5–8, and were piloted to ensure appropriateness for the 
given sample. To assess reading comprehension, a multiple-choice reading test was 
used that was developed for the longitudinal assessments within the BiKS project 
(e.g., Pfost et al. 2013). The test comprised three different texts at each measure-
ment occasion. The texts contained between 225 and 552 words each and were 
accompanied by 7–12 multiple-choice items. Within 20 min, 28 items were admin-
istered in Grade 5 (T1) and 30 items in Grade 9 (T6). To ensure measurement of 
change in reading achievement across time, the items on both measurement occa-
sions were vertically scaled using a unidimensional Rasch model based on anchor 
items that were applied repeatedly (see Embretson and Reise 2000). The internal 
consistency of the reading test was α = .75 in Grade 5. The corresponding scores for 
reading in Grade 9 averaged around α = .82.

Achievement in EFL was assessed using a self-developed English version of a 
stumble-word speed test. The test consisted of 35 sentences. Each sentence builds 
one item in such a way that it contains a word that doesn’t belong there. Under time 
restrictions, students were asked to correct as many sentences as possible. In Grade 
5 (T1) they were given 3 min to cross out the stumble words in all 35 sentences. In 
Grade 7 (T4) they were given 2 min to cross out the stumble words. The amount of 
correct responses per minute was used as an indicator of achievement in this domain. 
The test reliability was rtt = .82 in Grade 5 and rtt = .91 in Grade 7.

Achievement in mathematics was assessed using tests that primarily covered stu-
dents’ competencies in arithmetic and algebra. Precautions were taken to ensure 
that the content areas were represented in the curricula of all educational tracks. The 
tests were successively adapted to the increasing achievement level of the sample. 
Moreover, items of subsequent tests were vertically scaled using Rasch modeling 
based on anchor items, to allow for measurement of change. Again, anchor-item 
linking founded on Item Response Theory was used to establish common scales for 
the various tests. The tests comprised 30–33 items and proved generally reliable and 
valid. The internal consistencies (alphas) were .83, .85, and .90 for Grades 5 (T1), 7 
(T4), and 9 (T6), respectively.

In addition to the assessment of metacognitive knowledge and achievement in 
the three domains, several cognitive and non-cognitive variables were considered in 
the longitudinal study, with the goal of further explaining individual differences in 
developmental trends.

Cognitive Abilities  The age-group appropriate subscales “verbal” and “non-verbal 
analogies” of the “Kognitiver Fähigkeitstest für 4. bis 12. Klassen (KFT 4–12+R)” 
(test of cognitive ability) developed by Heller and Perleth (2000) were chosen as 
indicators of general cognitive abilities. These measures of fluid intelligence were 
provided at the first measurement point. Moreover, a traditional memory span task 
(forward and backward) was presented to assess students’ basic memory capacity.
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Motivational Variables  Students’ self-concept in the domains of reading, mathe-
matics, and EFL, as well as their interest in these domains, was assessed by using 
brief scales. Similarly, students’ learning goal orientation, as well as their perfor-
mance goal orientation, was assessed with a brief (4-item) scale.

Finally, to consider the impact of socio-economic status, parents’ occupational 
status was also assessed.

17.2  �Overview of Major Results

17.2.1  �Development of Metacognitive Knowledge: Sources 
of Interindividual Differences

As noted above, several studies on various aspects of cognitive development also 
observed metacognitive knowledge development as a by-product (Schneider and 
Lockl 2008). However, studies with a focus on the development of metacognition 
and that used comprehensive approaches to explain interindividual differences in 
this development, and to explore their potential causes, are still very scarce.

Overall, the longitudinal EWIKO findings show a substantial growth in different 
kinds of metacognitive knowledge over the observed period (Neuenhaus 2011; 
Artelt et al. 2012; Lingel 2014). The respective means and standard deviations are 
given in Table 17.1. Growth rates observed within the first 24 months of secondary 
school (T1–T4) ranged between d = 0.51 (EFL) and d = 0.72 (mathematics; see 
Artelt et al. 2012; Lingel 2014). During the 16-month period between T1 and T3, 
metacognitive knowledge in the domain of reading increased substantially and with 
roughly comparable speed (d = 0.37). This development did not last long, however. 
In the last 16 months of the study (T5–T6), growth rates decreased in general, rang-
ing between d = 0.10 (mathematics) and d = 0.12 (reading).

A well-known source of interindividual differences is school track. The alloca-
tion of students to school tracks creates differential learning environments, and is 
often found to result in differential developmental processes in cognitive character-
istics (e.g., Becker et al. 2012). In fact, the differences in metacognitive knowledge 
observed among the three school tracks, both at the beginning and at the end of 
secondary school, were substantial (cf. Artelt et al. 2012; Lingel 2014; Lingel et al. 
2010; Neuenhaus et al. 2013).

As indicated by the effect sizes for metacognitive knowledge in the domains of 
mathematics, reading, and EFL in Table 17.2, developmental changes differ as a 
function of school track and domain. That is, for the domain of mathematics, the 
differences between the high and intermediate tracks increased over time, whereas 
the differences between the intermediate and low tracks decreased. Overall, the 
findings thus indicate that developmental changes in the intermediate track were 
less pronounced than in the high and low tracks. For the domain of reading, how-
ever, the differences between the three tracks remained more or less constant over 
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time, thus indicating that developmental change rates in this domain are not associ-
ated with track or achievement level. In the domain of EFL, however, the differ-
ences between all three tracks increased in the observed period of time. Thus, the 
initial differences seemed to accumulate over time. It should be noted that the same 
instruments were used to assess developmental changes in English over time, 
whereas in the case of mathematics and reading, items of subsequent tests were 
vertically scaled using Rasch modeling based on anchor items, to allow for assess-
ment of change (see above).

Somehow similar results were found for students’ gender. At the beginning of the 
observational period (T1), only slight differences were found in favor of girls (d = 
0.06 for the domains of mathematics and EFL; d = 0.17 for the reading domain). 
During the course of secondary school, these differences increased, regardless of 
domain (T4: d = 0.38 for the domain of EFL, d = 0.29 for the mathematics domain, 
and d = 0.50 for the domain of reading at T6). These findings indicate that girls 
acquire more metacognitive knowledge than boys during the first years of second-
ary school, particularly in language-related domains.

Table 17.1  Means (M) and standard deviations (SD) of metacognitive knowledge in the overall 
sample and as a function of school track

T1 T4 T6
M SD M SD M SD

MK-mathematics All 100.0 10.00 107.21 11.51 109.64 10.81
High 103.95 9.58 112.69 11.46 115.16 11.65
Interm. 100.96 954 107.14 10.44 109.03 9.06
Low 94.89 8.80 101.99 10.41 105.11 9.70

MK-reading All 100.00 10.00 n.a. n.a. 105.99 12.60
High 104.32 9.93 n.a. n.a. 110.61 13.73
Interm. 100.50 9.05 n.a. n.a. 106.68 11.04
Low 95.16 9.15 n.a. n.a. 100.59 11.33

MK-EFL All 100.00 10.00 105.13 11.84 n. a. n. a.
High 103.30 9.64 110.87 11.94 n. a. n. a.
Interm. 100.97 9.21 105.99 10.65 n. a. n. a.
Low 95.50 9.75 98.41 9.78 n. a. n. a.

Table 17.2  Differences between school tracks as effect sizes (d) for measurement points 1, 4, and 6

T1 T4 T6
High vs. 
interm.

Interm. 
vs. low

High vs. 
interm.

Interm. 
vs. low

High vs. 
interm.

Interm. vs. 
low

MK-mathematics d=0.30 d=0.61 d=0.48 d=0.45 d=0.57 d=0.36
MK-reading d=0.38 d=0.53 n.a. n.a. d=0.37 d=0.48
MK-EFL d=0.23 d=0.55 d=0.41 d=0.64 n.a. n.a.

T1 = Measurement Point 1; T4 = Measurement Point 4; T6 = Measurement Point 6; MK = meta-
cognitive knowledge; all = whole sample; high = academic track; interm. = intermediate track; low 
= low track; n.a. = test not administered
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More fine-grained analyses for the domain of mathematics showed that the 
effects of tracking and gender persisted after controlling for cognitive characteris-
tics such as intelligence, working memory capacity, and for motivational character-
istics such as academic self-concept and interest, as well as for socio-economic 
background (Lingel 2014).

The EWIKO design also permitted an examination of the influence of student-
level characteristics on metacognitive knowledge growth. Lingel (2014) used cogni-
tive, motivational, and socio-economic characteristics to predict interindividual 
differences at the beginning of Grade 5 and in intraindividual changes over time. 
Among the cognitive variables, fluid intelligence predicted interindividual differ-
ences in metacognitive knowledge at the beginning and during the course of second-
ary school. Motivational characteristics such as interest and self-concept, however, 
did not influence intraindividual development in metacognitive knowledge. In con-
trast, students’ socio-economic background showed a stable influence on the devel-
opmental pattern, in the sense that higher socio-economic status (SES) was related 
to a more positive developmental level.

An interesting and somewhat unexpected finding was that metacognitive knowl-
edge development was found to be more pronounced for female students, regardless 
of domain. In reading, gender differences at the first measurement point were 
already significant (see Neuenhaus et al. 2016). In comparison, there were no initial 
differences between girls and boys for EFL, which may be due to the fact that EFL 
was a novel domain for all students. There were also no gender differences in initial 
metacognitive knowledge concerning mathematics (Lingel 2014). Interestingly, 
girls acquired metacognitive knowledge at a faster rate in all three domains of inter-
est during the following measurement points. However, the gender differences iden-
tified for metacognitive knowledge were not always accompanied by corresponding 
differences in achievement. For instance, whereas girls in the EWIKO study in gen-
eral outperformed boys in the domains of reading and EFL, showing significantly 
better performance on the achievement tests, a discrepancy was found in the domain 
of mathematics: Here, girls—as compared to boys—showed a higher level of meta-
cognitive knowledge but performed more poorly on the mathematics achievement 
tests (cf. Lingel 2014).

17.2.2  �Domain-Specificity—A Transitional Period 
of Metacognitive Development?

As noted above, metacognitive knowledge has often been proposed to be context-
dependent and domain-specific during an early stage of development, whereas is it 
supposed to generalize throughout primary school. Such a transition was particu-
larly proposed by the Good Strategy User model (Pressley et  al. 1989) which 
assumes a task-specific acquisition of knowledge about a given strategy. The appli-
cation of the strategy generates declarative knowledge on the properties of the 
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strategy as well as on differences and similarities with other strategies. An inductive 
integration of task- and domain-specific strategy knowledge leads to a more and 
more generalized metacognitive knowledge. Accordingly, a successive domain-
general structure of metacognitive knowledge should emerge.

To test the validity of this assumption, we compared the dimensional structure of 
metacognitive knowledge at the beginning of secondary school (T1) with the dimen-
sional structure at the middle (T4) and also at the end of secondary school (T6). 
More specifically, two comparisons concerned the dimensional structure of meta-
cognitive knowledge related to mathematics and reading (T1 and T6), whereas 
another comparison focused on metacognitive knowledge related to mathematics 
and EFL (T1 and T4). These analyses extend the research of Neuenhaus et al. (2011) 
which focused on the first measurement point (T1).

First, metacognitive knowledge on mathematics and reading was analyzed by 
comparing a unidimensional, domain-general structure with a two-dimensional, 
domain-specific structure at the beginning of Grade 5. Neuenhaus et  al. (2011) 
found clear support for a domain-specific two-factor solution. A two-factor solution 
with two separate factors describing metacognitive knowledge for mathematics and 
reading, fitted the data better than a single-factor solution with a common factor (Δ 
BIC = 696). Both factors were moderately correlated (r = .51). Further analyses 
using the EWIKO data assessed at the end of secondary school (Grade 9, T6) 
showed a comparable factor solution. Again, the two factor-solution fitted the data 
better than the one-factor solution (Δ BIC = 585). Compared to the earlier findings, 
both factors showed a slightly increased correlation of r = .58. These findings seem 
to indicate that metacognitive knowledge in the domains of mathematics and read-
ing may integrate into a more general knowledge structure as a function of time. 
However, the increase in correlations was not significant (p = .08).

Due to the specifics of the study design, it was impossible to carry out identical 
longitudinal analyses for all three domains (see Fig. 17.1). To validate the above 
finding in a second step, we included metacognitive knowledge in the domain of 
EFL in the analyses, and compared two models of metacognitive knowledge in the 
domains of mathematics and EFL as well as change in their dimensional structure 
between measurement points 1 and 4 (Neuenhaus et al. 2016). At the beginning of 
Grade 5 (T1), a two-dimensional model of metacognitive knowledge fitted the data 
better than a one-dimensional, domain-general model (Δ BIC = 399). Both resulting 
factors were substantially correlated (r = .49). Two years later, at Grade 7 (T4), the 
analyses again confirmed a two-dimensional structure (Δ BIC = 701). The slight 
decrease in intercorrelations between factors (.49 at T1 versus .45 at T4) did not 
prove to be significant. In any case, however, this finding does not support the 
assumption that metacognitive knowledge tends to be more general with increasing 
age.

One major conclusion from these findings is that metacognitive knowledge 
shows a clear-cut domain-specific structure even at the end of secondary school. 
Thus, the domain-specificity of metacognitive knowledge does not seem to be a 
short-term, transitional state restricted to the early school period.
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17.2.3  �Interrelations Between Metacognitive Knowledge 
and Achievement

One final issue concerned the question whether the relationship between metacogni-
tive knowledge and achievement would change over time. To answer this question, 
synchronous correlations between the metacognitive knowledge components and 
achievement in the various domains were calculated. Overall, the correlational find-
ings indicate increases over time: In mathematics, synchronous correlations between 
metacognitive knowledge and achievement increased from r = .31 (T1) to r = .42 
(T6). The same pattern was observed in EFL and reading: correlations increased 
from r = .22 (T1) to r = .29 (T4) in EFL, and from r = .29 (T1) to r = .39 (T6) in 
reading.

Correlational analyses do not inform about cause-effect relationships. Lingel 
et al. (2014b) aimed at assessing the effects of metacognitive knowledge on subse-
quent performance, and proved a predictive effect of metacognitive knowledge on 
mathematics achievement. In this study, three common shortcomings of correla-
tional studies dealing with knowledge-performance relationships were considered: 
(1) predictor and criterion were chronologically ordered, (2) prior knowledge, as the 
most prominent predictor of achievement was ruled out by being included in the 
prediction equation, and (3) confounding variables such as intelligence, motivation, 
and socio-economic status were controlled for. Under these restrictive conditions, 
metacognitive knowledge explained about 1 % of mathematics achievement change. 
That is, a rather small but still unique contribution of metacognitive knowledge to 
the development of achievement is documented. Although one may ask whether the 
comparably small contribution of metacognitive knowledge to the explanation of 
changes in mathematics development is practically important, one should note that 
estimates of unique contributions typically underestimate the true effect, and that 
metacognition still explained variance in achievement changes after the impact of 
several other important factors had been controlled.

The nature of the relation of metacognitive knowledge and achievement is con-
ceived as bi-directional. Artelt et al. (2012) and Neuenhaus (2011) confirmed this 
theoretical assumption for reading, as well as for EFL. Using cross-lagged models, 
metacognitive knowledge (T1) predicted achievement in the respective domain (T3) 
substantially: ß = .42 for reading, ß = .56 for EFL. Moreover, metacognitive knowl-
edge in both domains showed a moderate to low stability (ß = .36 for reading and ß 
= .28 for EFL). When controlling for these autoregressive effects, the cross-lagged 
effects of metacognitive knowledge on achievement remained significant (ß = .13 
for reading and ß = .17 for EFL) as did the effects of achievement on metacognitive 
knowledge (ß = .17 for reading and ß = .18 for EFL). These findings support the 
assumption of a bi-directional developmental process.
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17.3  �Discussion

Taken together, the findings of the EWIKO study summarized above indicate that 
metacognitive knowledge develops substantially during the course of secondary 
school. The growth processes in mathematics and reading assessed between Grades 
5 and 9 were found to be negatively accelerated, indicating that more metacognitive 
knowledge is acquired at the beginning of secondary school than thereafter. The 
initial level of metacognitive knowledge already varied as a function of school track, 
with students from the higher track showing higher levels of metacognitive knowl-
edge. Whereas the overall developmental trend in observed metacognitive knowl-
edge was similar across domains, the differences between the tracks seem to be 
domain-specific. That is, these differences seemed to be stable and invariant in the 
domain of reading, to increase in the domain of English as a foreign language, and 
to be inconsistent (i.e., partly growing and partly shrinking) in the domain of 
mathematics.

Our results indicate that most assumptions regarding the developmental and dif-
ferential trajectories for educational track and gender were confirmed. Significant 
differences in metacognitive knowledge by the beginning of secondary education 
are likely to be due to individual difference variables such as domain knowledge, 
cognitive ability, and motivation, given that all students shared the same learning 
environment until then. With the allocation of students into three educational tracks 
by the beginning of Grade 5, differences in learning standards, class composition 
features, and instructional practices become increasingly important. Such differ-
ences seem to affect the development of metacognitive knowledge, regardless of 
domain.

Our findings regarding gender differences in metacognitive knowledge and 
achievement are generally interesting. Gender differences at the entrance level of 
secondary school were significant only for reading and not for the two other 
domains. The homogeneous base level of metacognitive knowledge in EFL may 
point to the importance of domain-specific experience for the development of meta-
cognitive knowledge. As noted above, EFL is a novel domain for students at the 
beginning of Grade 5, while they are well familiar with the domain of reading, in 
which significant base-level advantages in metacognitive knowledge for girls were 
found. But how to explain the non-significant differences in entrance levels of 
metacognitive knowledge for the domain of mathematics? Given that boys outper-
formed girls on the achievement level, this finding points to a specific advantage of 
girls on the knowledge component that does not however materialize in perfor-
mance. This assumption is also supported by the inspection of growth curves in 
metacognitive knowledge. Over time, girls developed significantly more metacog-
nitive knowledge, regardless of the domain under consideration. Although the dif-
ference in metacognitive knowledge in favor of girls increased as a function of time, 
this pattern was not paralleled by achievement gains in mathematics. The findings 
for the domain of mathematics seem special, supporting the pattern of findings 
reported by Carr and Jessup (1997) for elementary school students. Clearly more 
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research is needed to explain the gender-related metacognition-performance disso-
ciation in the domain of mathematics.

Our study also contributes to the discussion about the domain-specificity of meta-
cognitive knowledge. Throughout the developmental period under investigation, we 
found little evidence for the assumption of the increasingly general character of 
metacognitive knowledge (Pressley et al. 1989): metacognitive knowledge does not 
seem to generalize across domains, but it continues to show a strong domain-specific 
structure at the end of secondary school. Thus, the domain-specificity of metacogni-
tive knowledge does not seem to be a short-term, transitional state restricted to the 
early school period. However, it needs to be kept in mind that we used assessments 
that focused on domain-typical strategies as indicators of knowledge in that domain, 
and that the test for a tendency towards the more general nature of these knowledge 
components was based only on tests of the dimensionality of these findings. There 
may however be knowledge components that do in fact transfer or generalize, but 
that are not yet tapped by our domain-specific assessments.

In sum, the findings of the EWIKO study replicate well-established findings in 
the literature, but also provide new insights, in that several domains were considered 
simultaneously. In accord with the existing literature, it could be shown that meta-
cognitive knowledge is an important predictor of achievement in secondary school 
students. There was also evidence for a bi-directional relationship between meta-
cognitive and cognitive development (Flavell and Wellman 1977). Here, the assump-
tion is that the use of cognitive strategies improves the quality of metacognitive 
knowledge, and that improvement in metacognitive knowledge leads to a more 
sophisticated use of problem-solving strategies. Although the present research 
clearly indicates the importance of declarative (verbalizable) metacognitive knowl-
edge for the development of performance in various domains, the design of the 
EWIKO study did not include aspects of procedural metacognitive knowledge: that 
is, the impact of monitoring and self-regulation skills that theoretically should facil-
itate this developmental process (Pressley et al. 1989). Thus, further research should 
focus on more fine-grained analyses exploring the interchange between declarative 
and procedural metacognitive knowledge in improving performance levels in differ-
ent achievement domains.
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Chapter 18
Development of Dynamic Usage of Strategies 
for Integrating Text and Picture Information 
in Secondary Schools

Wolfgang Schnotz, Inga Wagner, Fang Zhao, Mark Ullrich, Holger Horz, 
Nele McElvany, Annika Ohle, and Jürgen Baumert

Abstract  Students are frequently required to integrate text and picture information 
into coherent knowledge structures. This raises the questions of how students deal 
with texts and how they deal with graphics when they try to integrate the two sources 
of information, and whether there are differences between students from different 
school types and grades. Forty students from Grades 5 and 8, from higher and lower 
tiers of the German school system, were asked to process and integrate text and 
pictures in order to answer items from different hierarchy-levels of a text-picture 
integration taxonomy. Students’ eye movements were recorded and analyzed. 
Results suggest a fundamental asymmetry between the functions of text and pic-
tures, associated with different processing strategies. Texts are more likely to be 
used according to a coherence-formation strategy, whereas pictures are more likely 
to be used on demand as visual cognitive tools according to an information selection 
strategy. Students from different tiers of schooling revealed different adaptability 
with regard to the requirements of combining text and graphic information.
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18.1  �Texts Combined with Instructional Pictures

Learning materials usually include both written text and instructional pictures—this 
latter including schematic diagrams, maps, and graphs. Students are expected to 
integrate verbal and pictorial information in constructing mental representations of 
the learning content (Ainsworth 1999; Schnotz 2005). Abundant research has dem-
onstrated that students generally learn better from text with pictures than from text 
alone (Levie and Lentz 1982; Mayer 2009). However, many students underestimate 
the informational value of pictures (Mokros and Tinker 1987; Weidenmann 1989). 
Schnotz et  al. (2010) found that nearly half of the total variance of text-graphic 
integrating performance of Grade 5 to Grade 8 students could be explained by 
school type, whereas one fourth of the total variance could be explained by grade. 
The competency of integrating texts and pictures seems to be a by-product of 
schooling, rather than the result of systematic teaching.

To attain a better understanding of these competencies, we investigated in which 
way and to what extent students’ working with texts differs from their working with 
pictures. For this purpose, we recorded the learners’ eye-movements and analysed 
the temporal distribution of their visual and cognitive attention on different kinds of 
information while they answered items of varying complexity that required integra-
tion of verbal and pictorial information.

18.2  �Theoretical Background

18.2.1  �Taxonomies of Text-Picture-Integration

According to Schnotz and Bannert (2003), integrating verbal and pictorial informa-
tion requires mapping between corresponding elements in the text and the picture. 
This mapping can occur at the level of surface structures and at the level of semantic 
deep structures. Surface structure mapping includes connecting verbal elements 
(words) and graphical elements (lines and shapes) based on cohesive devices such 
as common color coding, common numbers, common symbols, or common labels. 
Semantic deep structure mapping means connecting conceptual structures and 
structural characteristics of the mental model.

Regarding structure mapping between text and pictures, a distinction can be 
made in terms of the complexity of the structures to be mapped (Wainer 1992), 
which results in different integration levels: Level A (extraction and mapping of 
single information), Level B (extraction and mapping of simple relations), and 
Level C (extraction and mapping of complex relations). In an illustrated biology 
text about the legs of insects, an example of a Level A item would be “What is the 
name of the end part of an insect’s leg?” An example of a Level B item would be 
“Does the leg for swimming have a shorter thigh than the leg for jumping?” 
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An example of a Level C item would be “Does the leg for running have a longer bar 
than the leg for swimming, but a shorter bar than the leg for jumping?”

As complex structures include more simple structures, and the latter are embed-
ded into the former, a hierarchy of structure mapping emerges, wherein the embed-
ded structures at lower levels are prerequisites for the embedding structures at 
higher levels. The hierarchy can serve as a taxonomy of text-picture integration 
tasks, wherein the levels of the taxonomy represent structure mappings of increas-
ing complexity form a sequence of logical preconditions within each unit.

18.2.2  �Strategies for Integrative Processing of Text 
and Pictures

Research has shown that pre-posed questions can result in highly selective process-
ing at the expense of a global understanding of texts; this indicates an inherent 
conflict between a task-specific information-selection strategy and a global 
coherence-formation strategy (Kintsch 1998; Rickards and Denner 1978). When 
students use a task-specific information-selection strategy, they focus primarily on 
solving the task and selecting the required verbal and pictorial information from the 
text and the graphics. Items at Level A require less information than do items at 
Level B, which in turn requires less information than items at Level C. Thus, stu-
dents using this strategy should have shorter reading times and graphic observation 
times for A-items than for B-items. By the same token, reading and graphic obser-
vation times for B-items should be shorter than for C-items. When students use a 
global coherence-formation strategy, they first read the whole text and observe the 
accompanying graphic, in order to understand the subject matter before dealing 
with specific questions. They engage in a non-task-specific initial construction of a 
coherent mental model. Accordingly, their text reading times and graphic observa-
tion times in answering the first item should on average be higher than for the fol-
lowing items. Even if the first item is at a lower level in the taxonomy, students 
would invest more time in reading the text and observing the graphic than for higher 
level items that might follow, and which would then require only a few mental 
model updates (if any).

18.3  �Research Questions and Hypotheses

The present investigation aimed at analyzing how students deal with texts and pic-
tures when they try to integrate the two sources of information in answering ques-
tions. More specifically, we tried to analyze whether and to what extent students 
adopt a task-specific information-selection strategy or a global coherence-formation 
strategy. Furthermore, we were interested in inter-individual differences between 
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students from different school types and grades. We hypothesized an asymmetry 
between text processing and picture processing. On the one hand, pictures provide 
a more direct way to construct mental models than texts. Texts, on the other hand, 
guide the reader’s conceptual analysis by a description of the subject matter, leading 
to a coherent semantic network, which in turn contributes to further elaborating the 
mental model. Accordingly, we assumed on the one hand that texts are more likely 
than pictures to be used for a coherence-formation strategy. On the other hand, we 
assumed that pictures are more likely than texts to be used for a task-specific 
information-selection strategy.

When students choose a task-specific information-selection strategy, the time 
invested in an information source (text or graphic) in answering an item at Level A 
should be shorter than for an item at Level B, which in turn should be shorter than 
for an item at Level C. Thus, predictions of a task-specific information-selection 
strategy are as follows: Time on Source (item A) < Time on Source (item B) < Time 
on Source (Item C). When students choose a global coherence-formation strategy, 
the time invested in an information source (text or graphic) will be highest for the 
first item and should be lower for the following items, because only updates have to 
be made for any remaining coherence gaps. Accordingly, one would expect a con-
tinuous decrease of time from the first item (Level A) via the second item (Level B) 
to the third item (Level C). Thus, predictions based on a global coherence-formation 
strategy are represented as follows: Time on Source (item A) > Time on Source 
(item B) > Time on Source (Item C).

18.4  �Method

In order to test these hypotheses, we presented sets of text-graphic combinations to 
students from different grades and from different tiers of schooling. For each set, 
items from three different taxonomy levels were presented in a fixed sequence: The 
first item was from taxonomy Level A, the second item was from taxonomy Level 
B, and the third item was from taxonomy Level C.  In order to measure the time 
invested in the texts and the pictures in answering the presented items, we analysed 
students’ eye-movements with an EyeLink II system from SR Research in single lab 
sessions. Although the validity of the so-called eye-mind assumption has been ques-
tioned frequently, there is evidence that eye movements can provide useful informa-
tion about cognitive processes (Holmquist et al. 2011).

Material  The combinations of texts and pictures used in the following experiment 
were taken from a test for measuring text-graphic integration skills of students in a 
large-scale assessment study (Schnotz et al. 2010). Two hundred and eighty-eight 
test items had been presented via multiple matrix design to 1060 students from 
Grade 5 to Grade 8. The items had been analysed, on the basis of item-response 
theory, with a one-parametric logistic model (Rasch model) including DIF (differ-
ential item functioning) analyses for gender, grade, and school tier. Furthermore, the 
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items had undergone a rational task analysis (Schnotz et al. 2011). Due to the high 
effort required by eye-tracking studies both from the participant and the experi-
menter, we selected only four units for the experiment, two units in biology and the 
other two in geography, according to the following criteria: The units should include 
a diversity of visualizations, including realistic schematic drawings, maps, and 
graphs, and they should vary in difficulty. For each unit, we selected three out of the 
six items: one item from taxonomy Level A, one item from Level B, and one item 
from Level C. The items had to be Rasch-homogenous (Eggen 2004) and stochasti-
cally independent (Zenisky et al. 2002). The selected text-graphic units and their 
average difficulties were: the social behavior of apes (text and pie graphs; β = 
−1.10), states of Australia (text and map; β = −0.09), the respiratory system (text 
and schematic drawing, β = 1.30), and the production of chocolate (text and sche-
matic drawing, β = 1.80). The average beta value on the Rasch scale was −0.13 for 
items from taxonomy Level A, 0.61 for items from Level B, and 0.84 for items from 
Level C. The average number of text-graphic mappings according to the rational 
task analysis was 1.25 for items from taxonomy Level A, 1.50 for items from Level 
B, and 3.00 for items from Level C.

Participants  40 students, 20 from Grade 5 and 20 from Grade 8, participated in the 
study. Ten of the fifth graders and ten of the eighth graders were students from the 
higher tier of the German school system (Gymnasium). The other half of the fifth 
graders and the eighth graders were students from the lower tier of the German 
school system (Hauptschule). Fifth graders had an average age of 10.7 years (SD = 
0.58) and eighth graders had an average age of 13.9 years (SD = 0.66). Twenty-four 
students were male, 16 were female.

Procedure  The study was performed in individual sessions with computer-based 
presentation of the material. Participants were first instructed how to operate the 
system, with the help of a game pad. Then, the units were presented in a fixed order 
according to difficulty, as noted above. Within each unit, the text and the graphic 
were presented simultaneously on the screen, first in combination with an item from 
taxonomy Level A, then with an item from Level B, and finally, an item from Level 
C. Students’ eye-movements were registered with an EyeLink II system from SR 
Research, which allows participants to move their head relatively freely. After suc-
cessful calibration, students worked self-paced, answering the items with the help 
of a game pad. After they entered their answer for an item, the next item appeared 
automatically. Turning pages backwards was not possible. With four students, suc-
cessful calibration was not possible. This reduced the number of participants for 
further analysis to 36 students. The display of each text-graphic unit with each item 
was subdivided into three areas of interest: the text area, the graphic area, and the 
item area. For each item and for each text-graphic unit, the total fixation time was 
determined separately for the text, for the graphic, and for the corresponding item. 
These times were averaged separately for the A-phase, for the B-phase, and for the 
C-phase across the units.
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18.5  �Results

18.5.1  �Reading and Observation Times

ANOVAs—2×2(×3)—were computed with the between-factors school type (higher 
tier/lower tier) and grade (5/8), and the within-factor phase (A/B/C), for the aver-
aged total fixation times of the text areas and of the graphic areas. Total fixation 
times invested by students from higher tier schools (Gymnasium) and students from 
lower tier schools (Hauptschule) into texts during the phases A, B, and C averaged 
across all units are shown graphically in Fig.  18.1 (left panel). Reading times 
decreased dramatically from answering Item A to answering item B, and then fur-
ther decreased from answering Item B to answering Item C. For the contrast between 
phases A and B, we found a highly significant effect of phase, F(1, 32) = 78.48; p < 
.001; η2 = .71. For the contrast between phases B and C, we also found a highly 
significant effect of phase (F(1, 32) = 47.11; p < .001; η2 = .60), whereas the interac-
tion between phase and school type was not significant here. Finally, there was a 
marginally significant effect of school type (F(1, 32) = 3.46; p = .072; η2 = .10), 
which means that students from the lower tier (Hauptschule) needed more time to 
answer the items than did students from the higher tier (Gymnasium). No significant 
main or interaction effect was found for grade.

Total fixation times invested by students into pictures during the phases A, B, and 
C, averaged across all units, are shown graphically in Fig.  18.1 (right panel). 
Observation times decreased from answering items A to answering items B, both 
for students from the higher tier and for students from the lower tier. Afterwards, 
observation times for pictures increased again, from answering Items B to answer-
ing C, but only for students from the higher tier, whereas for students from the lower 
tier, observation times remained at a low level in answering items in Levels B and C 
both. For the contrast between phases A and B, we found a highly significant effect 

Fig. 18.1  Mean aggregated times (in seconds) of fixation on text areas (left panel) and on picture 
areas (right panel) invested by students from the lower tier (Hauptschule, light) and by students 
from the higher tier (Gymnasium, dark) in answering Item A, Item B, and Item C
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of phase (F(1, 32) = 18.66; p < .001; η2 = .37), but no significant interaction between 
phase and school type. For the contrast between phases B and C, we also found a 
highly significant effect of phase (F(1, 32) = 15.94; p < .001; η2 = .33) as well as a 
significant interaction between phase and school type (F(1, 32) = 15.31; p < .001; η2 
= .32). Finally, there was a significant effect of school type (F(1, 32) = 7.00; p = 
.013; η2 = .18), whereas no significant main or interaction effect was found for 
grade.

18.5.2  �Transitions Between Texts, Pictures, and Items

Furthermore, we analysed the number of eye-movement transitions (saccades) 
between the text area, the picture area, and the item area within each of the three 
phases A, B, and C. For each phase, the total number of transitions between the text 
area, the picture area, and the item area was set to 100 %. We found significant dif-
ferences between the phases regarding the proportion of text-picture transitions, 
text-item transitions, and picture-item transitions relative to the total number of 
transitions within the respective phase. The percentages of the different kinds of 
transition within each phase are shown in Fig. 18.2. The percentage of text-picture 
transitions decreased from phase A via phase B to phase C, whereas the percentage 
of picture-item transitions increased. The share of text-item transitions remained at 
a relatively low phase.

The ANOVA for the proportion of text-picture transitions revealed a significant 
effect of phase, F(2, 64) = 18.66, p < .001, η2 = .37. This effect was due to the con-
tinuous decrease of the text-picture transition percentages from phases A via B to 
C. As for the text-item transitions, the ANOVA showed a significant effect of phase, 
F(2, 64) = 4.74, p = .012, η2 = .13, as well as a significant interaction phase x school, 
F(2, 64) = 5.36, p = .007, η2 = .14. Higher tier students had temporarily increased 
their text-item transition percentages from phase A to phase B, followed by a 
decrease to phase C, whereas the transitions of lower tier students were nearly con-
stant. Finally, the ANOVA for the picture-item transitions revealed a significant 
effect of phase. This mirrors the continuous increase in the percentage of picture-
item transitions from phase A via phase B to phase C: F(2, 64) = 26.07, p < .001,  
η2 = .45.

18.6  �Discussion

The present study is based on a relatively small sample of students and a limited 
number of text-picture combinations with corresponding items; this per se gives rise 
to cautious interpretation. Nevertheless, in consonance with our hypotheses, we 
found considerable effect sizes resulting in significant differences. Our findings 
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suggest a fundamental asymmetry between text and picture processing (cf. 
McNamara 2007). Texts are obviously used primarily according to a global coher-
ence formation strategy. Students seem to engage first in a process of intensive 
coherence formation, which results in an initial mental model construction. 
Accordingly, they invest a high amount of time into the text. After this initial model 
construction, they seem to use the text only for mental model-updates if needed, and 
invest less time for the following items, even if these items are considerably more 
demanding.

As for the usage of pictures, the findings suggest the usage of a global coherence 
formation strategy initially, and a task-specific information selection strategy later. 
Students seem to use pictures as scaffolds (i.e., aids for coherence formation) for 
their initial mental model construction, although time for picture usage is shorter 
than time for text usage. After the initial mental model construction, those with 
higher learning prerequisites (i.e., students from higher tier schools) seem to adapt 
their processing to the difficulty of the task at hand, as they invest more time in 
graphic processing when items become more difficult. On the other hand, students 
with lower learning prerequisites (i.e., students from lower tier schools) do not use 
pictures more intensively when items become more difficult.

The asymmetry between text and picture processing manifests itself also in the 
eye-movement transitions between text, picture, and items. At the beginning of pro-
cessing text-picture units, a high percentage of transitions between the text and the 
picture can be found; this indicates a high number of cross-referential connections 
between verbal and pictorial information. Then, the percentage of transitions 
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between the text and the picture decreases from phase to phase, and is lowest when 
the most difficult item is to be answered. The opposite pattern can be found with the 
percentage of transitions between the picture and the item. This percentage is lowest 
in the first phase, obviously when initial mental model construction takes place. 
Then, the percentage of transitions between the picture and the item increases from 
phase to phase, and is highest when the most difficult item is to be answered. At the 
beginning of processing a text-picture unit, the picture is strongly associated with 
the text, in terms of conjoint processing (cf. Kulhavy et al. 1993). Afterwards, the 
picture is more and more used as an easily accessible external representation, 
according to the specific requirements of the item at hand.

As for students from the higher tier, text and pictures seem to serve different 
functions and are therefore used according to different strategies. Texts are more 
likely than pictures to be used according to a coherence-formation strategy: Texts 
guide the reader’s conceptual analysis by a description of the subject matter, result-
ing in a coherent semantic network and mental model, regardless of the difficulty of 
the item at hand. Pictures are more likely than texts to be used according to a task-
specific information selection strategy. Pictures serve as scaffolds for initial mental 
model construction, but are afterwards used on demand as easily accessible external 
representations for item-specific mental model updates.

As for students from the lower tier, the situation is somewhat different. Texts are 
also more likely to be used by these learners according to a coherence-formation 
strategy. They obviously have more difficulties with word recognition and lexical 
access, which is indicated by their average fixation times. However, they neverthe-
less invest a high amount of time into the text during the first phase of initial mental 
model construction, although the item to be answered is relatively easy. Afterwards, 
they invest much less time into the text, even when the following items are more 
demanding. Pictures seem also to serve for lower tier students as scaffolds for initial 
mental model construction. Contrary to higher tier students, however, the lower tier 
students do not use pictures more intensively afterwards when items become more 
difficult.

In summary, higher tier and lower tier students do not essentially differ in terms 
of their usage of text, but they do differ in terms of their usage of pictures. As higher 
tier students outperformed lower tier students in regard to successful answering of 
items requiring text-picture integration (Schnotz et al. 2010), these strategy differ-
ences are also to be expected in regard to successful and unsuccessful item answer-
ing. A previous investigation revealed a slight improvement of item performance 
with grade. However, the strategy differences between the usage of text and the 
usage of pictures seem not to differ essentially between grades.

We can only speculate at this point about the reasons why lower tier students do 
not adapt their processing of pictures to the demands of the items. One possible 
explanation would be that they are less meta-cognitively sensitive to item difficulty. 
Students with higher meta-cognitive skills are possibly better in recognizing the 
demands of an item and the usefulness of an accompanying graphic (Flavell and 
Wellmann 1977; Hartman 2001). Another reason for the lack of adaptation would 
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be that they do not know how to deal with pictures, either because they do not pos-
sess the required graphic processing strategies or because they do not know when to 
apply which strategy (Hasselhorn 1996). These issues need further research.
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Chapter 19
Training in Components of Problem-Solving 
Competence: An Experimental Study 
of Aspects of the Cognitive Potential 
Exploitation Hypothesis

Florian Buchwald, Jens Fleischer, Stefan Rumann, Joachim Wirth, 
and Detlev Leutner

Abstract  In this chapter, two studies are presented that investigate aspects of the 
cognitive potential exploitation hypothesis. This hypothesis states that students in 
Germany have cognitive potentials they do not use when solving subject-specific 
problems but that they do use when solving cross-curricular problems. This theory 
has been used to explain how students in Germany achieved relatively well on 
cross-curricular problem solving but relatively weakly on mathematical problem 
solving in the Programme for International Student Assessment (PISA) 2003. Our 
main research question in this chapter is: Can specific aspects of cross-curricular 
problem-solving competence (that is, conditional knowledge, procedural knowl-
edge, and planning skills) be taught, and if so, would training in this area also trans-
fer to mathematical problem solving? We investigated this question in a 
computer-based training experiment and a field-experimental training study. The 
results showed only limited effects in the laboratory experiment, although an inter-
action effect of treatment and prior problem-solving competence in the field-
experiment indicated positive effects of training as well as a transfer to mathematical 
problem-solving for low-achieving problem-solvers. The results are discussed from 
a theoretical and a pedagogical perspective.
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19.1  �Introduction

Today, life-long learning seems to be essential, in order to keep up with the rapidly 
changing demands of modern society. Therefore, general competencies with a broad 
scope, such as problem solving (Klieme 2004), become more and more important. 
The development of problem solving as a subject-specific competence is a crucial 
goal addressed in the educational standards of various subject areas (e.g., Blum 
et al. 2006; AAAS 1993; NCTM 2000). However, problem solving is seen not only 
as a subject-specific competence, but also as a cross-curricular competence: that is, 
an important prerequisite for successful future learning in school and beyond 
(OECD 2004b, 2013; cf. also Levy and Murnane 2005). Considering the crucial 
importance of problem solving, both as a subject-specific and as a cross-curricular 
competence, it has become a focus in large-scale assessments like the Programme 
for International Student Assessment (PISA; e.g., OECD 2004b, 2013).

The starting point for this chapter were the results from PISA 2003, showing that 
students in Germany achieved only average results in mathematics, science, and 
reading, while their results in problem solving were above the OECD average. 
According to the OECD report on problem solving in PISA 2003, this discrepancy 
has been interpreted in terms of a cognitive potential exploitation hypothesis, which 
suggests that students in Germany possess generic skills or cognitive potentials that 
might not be fully exploited in subject-specific instruction at school (OECD 2004b; 
cf. also Leutner et al. 2004). While the present chapter focuses on cross-curricular 
problem solving and mathematical problem-solving competence, the cognitive 
potential exploitation hypothesis also assumes unused cognitive potentials in sci-
ence education (Rumann et al. 2010).

On the basis of the results of PISA 2003, and further theoretical and empirical 
arguments, outlined below, two studies aiming at investigating aspects of the cogni-
tive potential exploitation hypothesis are presented. In a laboratory experiment and 
in a field experiment, problem solving (components) were taught, and the subse-
quent effects on mathematical problem solving (components) were investigated.1

19.2  �Theoretical Framework

Research on problem solving has a long tradition in the comparatively young his-
tory of psychology. Its roots lie in research conducted in Gestalt psychology and the 
psychology of thinking in the first half of the twentieth century (e.g., Duncker 1935; 
Wertheimer 1945; for an overview, cf. Mayer 1992).

A problem consists of a problem situation (initial state), a more or less well-
defined goal state, and a solution method that is not immediately apparent to the 
problem solver (e.g., Mayer 1992) because of a barrier between the initial state and 

1 Parts of this chapter are based on Fleischer et al. (in preparation) and Buchwald (2015).
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the desired goal state (Dörner 1976). The solution of problems requires logically 
deriving and processing information in order to successfully solve the problem. 
Compared to a simple exercise or task, a problem is a non-routine situation for 
which no standard solution methods are readily at hand for the problem solver 
(Mayer and Wittrock 2006). Problem solving can thus be defined as “goal-oriented 
thought and action in situations for which no routinized procedures are available” 
(Klieme et al. 2001, p. 185, our translation).

The international part of the PISA 2003 problem solving test consisted of ana-
lytical problems (e.g., finding the best route on a subway map in terms of time trav-
eled and costs; OECD 2004b). Analytical problems can be distinguished from 
dynamic problems (e.g., a computer simulation of a virtual chemical laboratory 
where products have to be produced by combining specific chemical substances; 
Greiff et al. 2012). In analytic problem solving, all information needed to solve the 
problem is explicitly stated in the problem description or can be inferred from it or 
from prior knowledge; analytical problem solving can thus be seen as the reasoned 
application of existing knowledge (OECD 2004b). In dynamic problem solving, in 
contrast, most of the information required to solve the problem has to be generated 
in an explorative interaction with the problem situation (“learning by doing”; Wirth 
and Klieme 2003). In this chapter we focus on analytical problem-solving compe-
tence, given that the cognitive potential exploitation hypothesis directly addresses 
this type of problem solving (for research on dynamic problem solving see Funke 
and Greiff 2017, in this volume).

19.2.1  �Problem Solving in PISA 2003: The Cognitive Potential 
Exploitation Hypothesis

Since PISA 2003 (OECD 2003, 2004b), research on problem-solving competence 
in the context of school and educational systems has received growing attention. In 
PISA 2003, cross-curricular problem-solving competence is defined as

an individual’s capacity to use cognitive processes to confront and resolve real, cross-
disciplinary situations where the solution path is not immediately obvious and where the 
literacy domains or curricular areas that might be applicable are not within a single domain 
of mathematics, science or reading. (OECD 2003, p. 156).

The definition of the domain of mathematics is based on the concept of literacy 
(OECD 2003, p. 26):

Mathematical literacy is an individual's capacity to identify and understand the role that 
mathematics plays in the world, to make well-founded judgements and to use and engage 
with mathematics in ways that meet the needs of that individual's life as constructive, con-
cerned and reflective citizen.

The PISA 2003 problem solving test showed unexpected results for Germany 
(Leutner et al. 2004; OECD 2004b): While students in Germany only reached aver-
age results in mathematics (M = 503, SD = 103), science (M = 502, SD = 111) and 
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reading (M = 491, SD = 109), their results in problem solving (M = 513, SD = 95) 
were above average compared to the OECD metric, which sets the mean to 500 and 
the standard deviation to 100. This difference between students’ problem-solving 
competence and their subject-specific competencies, for example in mathematics, is 
especially pronounced in Germany. Among all 29 participating countries, only 
Hungary and Japan showed greater differences in favor of problem solving (OECD 
2004b). This large difference is especially surprising because of the high latent cor-
relation of r = .89 of problem solving and mathematical competence in the interna-
tional 2003 PISA sample (OECD 2005).

According to the OECD (2004b, p. 56; cf. also Leutner et al. 2004), this discrep-
ancy can be interpreted in terms of a cognitive potential exploitation hypothesis: 
The test of cross-curricular problem-solving competence reveals students’ “generic 
skills that may not be fully exploited by the mathematics curriculum”. Within 
Germany, this unused potential seems to be especially pronounced for lower achiev-
ers (Leutner et al. 2004, 2005).

There are some arguments for this hypothesis: First, there are the conceptual 
similarities in terms of the theoretical process steps involved in successfully solving 
cross-curricular as well as mathematical problems (understanding the problem and 
the constraints, building a mental representation, devising and carrying out the plan 
to solve the problem, looking back; cf. Pólya 1945; cf. the mathematical modeling 
cycle). Second, the cognitive resources demanded in both domains are very similar 
(low demands for reading and science, high demands for reasoning; OECD 2003, 
cf. also Fleischer et al. in preparation).

Third, results from the German PISA 2003 repeated-measures study support the 
cognitive potential exploitation hypothesis with two arguments (cf. Leutner et al. 
2006, for details): First, a path analysis of the longitudinal data, controlling for 
mathematical competence in Grade 9, showed that future mathematical competence 
in Grade 10 can be better predicted by analytical problem-solving competence (R2 
= .49) than by intelligence (R2 = .41). Second, a communality analysis, decompos-
ing the variance of mathematical competence in Grade 10 into portions that are 
uniquely and commonly accounted for by initial mathematical competence and 
problem-solving competence (and intelligence) was conducted. It showed that the 
variance portion commonly accounted for by analytical problem solving and initial 
mathematics (R2 = .127) is larger than the variance portion commonly accounted for 
by intelligence and initial mathematics (R2 = .042). Additionally, the variance por-
tions uniquely accounted for by both intelligence (R2 = .006) and problem solving 
(R2 = .005) are near zero. These findings indicate that problem-solving competence 
and mathematical competence consist of several partly overlapping components 
that contribute differently to the acquisition of future mathematical competence.

F. Buchwald et al.
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19.2.2  �Components of Problem-Solving Competence

Theoretically, several components of problem-solving competence can be distin-
guished: For example, knowledge of concepts, procedural knowledge, conditional 
knowledge, general problem solving strategies, and self-regulatory skills such as 
planning, monitoring and evaluation. We briefly describe the planning, procedural 
knowledge and conditional knowledge components, which are the focus of our 
study.

Planning, as an aspect of general problem solving competence (Davidson et al. 
1994), is considered to be of crucial importance in school, work and everyday set-
tings (Dreher and Oerter 1987; Lezak 1995). Planning can be defined as “any hier-
archical process in the organism that can control the order in which a sequence of 
operations is to be performed” (Miller et al. 1960, p. 16). Planning is one of the first 
steps in models of mathematical problem solving (e.g., Pólya 1945). Procedural 
knowledge, “knowing how”, can be defined as the knowledge of operators to change 
the problem state and the ability to realize a cognitive operation (Süß 1996). In the 
context of the PISA problem solving test procedural knowledge is important in 
respect of dealing with unfamiliar tables or figures (such as flow-charts). Conditional 
knowledge (“knowing when and why”; Paris et al. 1983) incorporates the circum-
stances of the usage of operators and is related to strategy knowledge. Strategy 
knowledge is important in situations where more than one option is available, as in 
the case of problem solving. Therefore, general problem solving strategies such as 
schema-driven or search-based strategies (Gick 1986) and metacognitive heuristics 
(Bruder 2002; Pólya 1945), which can be part of broader strategic approach (de 
Jong and Ferguson-Hessler 1996), are regarded as important components of prob-
lem solving as well. For more detailed taxonomies of knowledge and aspects of 
problem solving see, for example, Alexander et al. (1991) and Stacey (2005).

The relevance of these components for the PISA 2003 problem solving scale is 
empirically supported by an item demand analysis (Fleischer et al. 2010) that identi-
fied planning, procedural knowledge, and conditional knowledge as important com-
ponents of both cross-curricular and mathematical problem-solving competence. 
Furthermore, problem solving items have turned out to be more demanding than 
mathematics items in respect of systematic and strategic approaches, and also in 
relation to dealing with constraints and procedural knowledge. Mathematics items, 
on the other hand, have turned out to be more formalized and to require, of course, 
more mathematical content knowledge.

To sum up, there is evidence for a strong overlap between cross-curricular and 
mathematical problem-solving competence in both theoretical and empirical frames. 
In this chapter we focus mainly on the common components of planning, procedural 
knowledge and conditional knowledge.
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19.3  �Research Questions

Analytical problem-solving competence, as it was assessed in PISA 2003, consists 
of different components that, to some extent, require different cognitive abilities. 
Training in a selection of these components should have an effect on analytical 
problem-solving competence in general. In accordance with the cognitive potential 
exploitation hypothesis, and on the basis of the assumption that both cross-curricular 
and subject-specific problem-solving competencies share the same principal com-
ponents, training in components of analytical problem-solving competence should 
also have transfer effects on components of mathematical problem-solving compe-
tence and therefore, on mathematical problem-solving competence in general. 
Against this background, we investigate the following main research questions: Can 
specific components of problem-solving competence be trained, and does such 
training transfer to mathematical problem solving? These two main questions are 
split up into three specific research questions:

•	 Is it possible to train students in how to apply several important components of 
analytical problem-solving competence (conditional knowledge, procedural 
knowledge, and planning) in experimental settings (treatment check)?

•	 Does such training improve analytical problem-solving competence in general 
(near transfer)?

•	 Does transfer from analytical to mathematical problem solving occur (far 
transfer)?

19.4  �Study I

In a first experimental training study, three components of analytical problem-
solving competence—procedural knowledge, conditional knowledge, and plan-
ning—were taught.

We expected the experimental group to outperform a control group in all three 
components taught (conditional knowledge, procedural knowledge, and planning; 
treatment check) and on the global problem solving scale (near transfer). We further 
expected a positive transfer of the training to mathematical components (conditional 
knowledge, procedural knowledge, and planning) as well as on the global mathe-
matics test (far transfer).

19.4.1  �Methods

In a between-subjects design, a sample of 142 ninth grade students (44 % female; 
mean age = 15.04, SD = 0.84) from high and low tracks of secondary schools was 
randomly assigned to one of two experimental conditions.

F. Buchwald et al.
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In the experimental group, computer-based multimedia training in cross-
curricular problem solving was used, with a focus on the components of procedural 
knowledge, conditional knowledge, and planning (cf. Fleischer et  al. 2010). The 
training was mainly task-based and took 45  min. Students received feedback 
(knowledge of result) on each task and were given a second chance to solve the 
items; in the case of two wrong responses to an item, they were given the solution.

Students in the control group worked on a software tutorial without any mathe-
matical tasks, in an online geometry package.

Randomization was done computer-based within each class. Due to time limita-
tions, only a posttest was administered; there was no pretest.

The posttest (90 min) was composed of three parts:

	1.	 four scales of analytical problem solving: procedural knowledge (Cronbach’s 
α = .87), conditional knowledge (Cronbach’s α = .86), planning (Cronbach’s 
α  = .96), problem-solving competence (items from the PISA 2003 problem 
solving test; OECD 2004b; Cronbach’s α = .65),

	2.	 four scales of mathematical problem solving: procedural knowledge (Cronbach’s 
α = .80), conditional knowledge (Cronbach’s α = .82), planning (Cronbach’s  
α = .97), mathematical problem-solving competence (items from the PISA 2003 
mathematics test; OECD 2004a; Cronbach’s α = .73),

	3.	 a scale of figural reasoning (Heller and Perleth 2000) as an indicator of intelli-
gence as covariate.

19.4.2  �Results

Due to the fact that participants were self-paced in the training phase and in the first 
part of the posttest, the control group spent less time on training and more time on 
the first part of the posttest than did the experimental group—although pre-studies 
regarding time on task had indicated equal durations for the experimental and con-
trol group treatments. Consequently, the first part of the posttest (the scales on ana-
lytical problem solving) was analyzed by means of an efficiency measure 
(performance [score] per time [min]). MANCOVAs, controlling for school track 
and intelligence, with follow-up-ANCOVAs, showed that the experimental group 
outperformed the control group on planning (η2 = .073), conditional knowledge (η2 
= .200), and procedural knowledge (η2 = .020), indicating a positive treatment 
check. The experimental group outperformed the control group on the global prob-
lem solving scale (η2 = .026) as well, which indicates near transfer. Far transfer on 
the mathematical scales, however, was not found (multivariate p = .953, η2 = .005). 
There was no interaction effect between group membership and school track  
(F < 1).
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19.4.3  �Discussion

In terms of efficiency, positive effects of the problem solving training on the trained 
components (treatment check) and on problem-solving competence in general (near 
transfer) were found in this first experimental training study. Thus, there is evidence 
that the trained components (i.e., procedural knowledge, conditional knowledge, 
and planning) are indeed relevant to analytical problem solving. However, no trans-
fer of the training to the mathematical scales (i.e., far transfer) was found. 
Considering these results, the question arises as to whether the PISA 2003 test 
scales are sensitive enough to detect short-term training effects. Thus, in Study II we 
implemented an extended problem-solving training with a longitudinal design, 
additional transfer cues and prompts to enhance transfer to mathematics.

19.5  �Study II

Study II focuses on an extended field-experimental training program in a school 
setting, including—as compared to Study I—more time for training, a broader vari-
ety of analytic problem solving tasks, and metacognitive support. The training 
aimed at fostering the joint components of problem solving and mathematical com-
petence (i.e., planning, conditional knowledge, and procedural knowledge). In this 
study, we selected planning to be tested as a means of treatment check. We expected 
the experimental group to outperform the control group on a planning test (treat-
ment check) and on a global problem solving test (near transfer). We further 
expected a positive transfer of the training on a global mathematics test (far 
transfer).

19.5.1  �Methods

One hundred and seventy three students from six classes (Grade 9) of a German 
comprehensive school participated in the study (60 % female; mean age = 14.79, SD 
= 0.68) as part of their regular school lessons. The students in each class were ran-
domly assigned to either the experimental or control group and were trained in sepa-
rate class rooms for a weekly training session of 90 min. Including pretest, holidays, 
and posttest, the training period lasted 15 weeks (cf. Table 19.1).

The experimental group (EG) received broad training in problem solving with a 
focus on planning, procedural knowledge, conditional knowledge, and metacogni-
tive heuristics (Table 19.1; cf. Buchwald 2015, for details). Due to the limited test 
time, only planning competence was tested.

Planning skills were taught through Planning Competence Training (PCT; Arling 
and Spijkers 2013; cf. also Arling 2006). In order to conduct the PCT in the school 
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setting, the original training was modified in two ways:2 First, students completed 
the training in teamwork (groups of two), not individually. Second, the training 
phase, consisting of two planning sessions with scheduling problems (i.e., planning 
a tour with many constraints in terms of dates and money), was complemented with 
additional reflection exercises (e.g., thinking about transfer of the in-tray working 
process to other activities).

After the PCT was finished, a variety of cross-curricular problem solving tasks 
were used for further problem solving training (e.g., the water jug problem, the mis-
sionaries and cannibals problem, Sudoku, dropping an egg without breaking it). The 
focus was again on planning, complemented by the use of heuristics (e.g., working 
forward or using tables and drawings; cf. Blum et al. 2006) and metacognitive ques-
tions (Bruder 2002; King 1991) that are also important for mathematical problem 
solving. Conditional knowledge was trained by judging, arguing for, and discussing 
options and solution methods.

The control group (CG; a wait control group) received rhetoric exercises (body 
language exercises, exercises against stage fright, learning how to use presentation 
software) in areas that are important in and outside school settings.

The pretest and posttest of cross-curricular problem-solving competence con-
sisted of items from PISA 2003 (OECD 2004b). The pretest and posttest of mathe-
matical problem-solving competence used items from PISA 2003 (OECD 2004a) 
and from a German test of mathematics in Grade 9 (a state-wide administered large-
scale assessment of mathematics in North Rhine-Westphalia; Leutner et al. 2007). 
All items were administered in a balanced incomplete test design, with rotation of 
domains and item clusters. Consequently, each student worked on a test booklet 
consisting of 16–19 items per time point. Because no student worked on the same 
items on pre- and posttest occasions, memory effects are excluded.

2 We thank Dr. Viktoria Arling for her cooperation.

Table 19.1  Procedure in Study II

Week Experimental group Control group

1 Introduction and demographic 
questionnaire

Introduction and demographic 
questionnaire

2 No sessions (holidays) No sessions (holidays)
3 Pretest: cross-curricular and 

mathematical problem solving
Pretest: cross-curricular and mathematical 
problem solving

4 Pretest: planning Pretest: planning
5–6 Planning competence training Rhetorical training

7 Posttest: planning Posttest: planning
8–9 No sessions (holidays) No sessions (holidays)
10–14 Problem solving training Rhetorical training

15 Posttest: cross-curricular and 
mathematical problem solving

Posttest: cross-curricular and mathematical 
problem solving
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19.5.1.1  �Data Analysis

The pre- and posttest data for cross-curricular and mathematical problem solving 
were scaled per domain by concurrent calibration (Kolen and Brennan 2014) with 
the R package TAM (Kiefer et al. 2014), in order to establish a common metric for 
each domain. The following results are based on weighted likelihood estimates 
(WLE; Warm 1989). Please note that the results are preliminary; further analyses 
with treatment of missing data (e.g., multiple imputation; Graham 2012) are not yet 
available.

The descriptive pretest results for problem solving (EAP reliability = .48, vari-
ance = 0.71) show that the EG scored lower (M = 0.03, SD = 1.26) than the CG (M 
= 0.55, SD = 0.93). The descriptive posttest results for problem solving (EAP reli-
ability = .49, variance = 0.92) show similar results for EG (M = 0.08, SD = 1.17) and 
CG (M = 0.06, SD = 1.35). The correlation between pre- and posttest is .62.

The descriptive pretest results for mathematics (EAP reliability = .58, variance = 
1.30) show similar results for EG (M = 0.20, SD = 1.10) and CG (M = 0.14, SD = 
1.32). The descriptive posttest results for mathematics (EAP reliability = .54, vari-
ance = 1.12) show similar results for EG (M = 0.03, SD = 1.05) and CG (M = 0.15, 
SD = 1.39) as well. The correlation between pre- and posttest is .80.

19.5.2  �Results

19.5.2.1  �Planning

As a treatment-check for the planning component of the training, the posttest of the 
PCT (Arling and Spijkers 2013) was conducted in Week 7 (Table 19.1). The results 
show, as expected, that the experimental group outperformed the control group 
(Cohen’s d = 0.45; Buchwald 2015).

19.5.2.2  �Problem Solving

To investigate global training effects in terms of near transfer, a linear model with 
group membership and problem solving at the pretest (T1) as predictors, and prob-
lem solving at the posttest (T2) as criterion, was calculated. The model3 explained 
16.3 % of the variance, with problem solving at T1 (f2 = .37) and the interaction of 
problem solving at T1 and group membership (f2 = .22) being significant effects. 
Thus, the results indicate an aptitude treatment interaction (ATI). A look at the 
corresponding effect plot (Fig. 19.1) reveals that the training shows near transfer for 

3 This and the following model were calculated using a sequential partitioning of variance approach: 
that is, introducing the predictors in the following order: (1) achievement at T1, (2) group member-
ship, and (3) achievement at T1 x group membership.
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students with low problem solving competence at T1, but not for students with high 
problem-solving competence at T1.

19.5.2.3  �Mathematics

To investigate global training effects in terms of far transfer, a linear model was 
calculated with group membership, problem solving at T1, and mathematics at T1 
as predictors, and mathematics at T2 as criterion. The model explained 29.5 % of 
the variance with mathematics at T1 (f2 = .55), problem solving at T1 (f2 = .21), and 
the interaction of problem solving at T1 and group membership (f2 = .23) as signifi-
cant effects. Thus, the results indicate an aptitude treatment interaction (ATI) as 
well. A look at the corresponding effect plot (Fig. 19.2) reveals that the training 
shows far transfer for students with low problem-solving competence at T1 but not 
for students with high problem-solving competence at T1.

Effect Plot of the Interaction between Group and Problem−Solving at T1
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Fig. 19.1  Interaction (group * problem solving at the pretest [T1]) in the prediction of problem 
solving in the posttest (T2). CG = Control Group, EG = Experimental Group. The figure was gen-
erated with the R package effects (Fox 2003)
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19.5.3  �Discussion

The results of Study II show a successful treatment-check for planning: that is, the 
planning component of the training program was effective. Other components of 
problem-solving competence (e.g., conditional knowledge) were part of the training, 
but for time reasons were not tested; these should be included in future studies.

For problem solving (near transfer) as well as mathematics (far transfer), an 
interaction of treatment and prior achievement in problem solving was found. These 
ATI (Aptitude Treatment Interaction) patterns of results indicate that, in terms of 
near and far transfer, the problem solving training is effective for students with low 
but not for students with high initial problem-solving competence, and also indicate 
a compensatory training effect with medium effect sizes. That the training is not 
helpful for high-achieving problem solvers might be due to motivational factors 
(“Why should I practice something I already know?”) or to interference effects (new 
procedures and strategies might interfere with pre-existing highly automated proce-
dures and strategies).
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Fig. 19.2  Interaction (group * problem solving at the pretest [T1]) in the prediction of Mathematics 
in the posttest (T2). CG = Control Group, EG = Experimental Group. The figure was generated 
with the R package effects (Fox 2003).
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19.6  �General Discussion

Problem solving is one of the most demanding human activities. Therefore, learning 
to solve problems is a long-lasting endeavor that has to take care of a “triple alli-
ance” of cognition, metacognition, and motivation (Short and Weissberg-Benchell 
1989). Following the results of PISA 2003, the present chapter aimed at testing 
some aspects of the cognitive potential exploitation hypothesis. This hypothesis 
states that students in Germany have unused cognitive potentials available that 
might not be fully exploited in subject-specific instruction at school—for example, 
in mathematics instruction.

In two experimental studies we aimed at fostering mathematical problem-solving 
competence by training in cross-curricular problem-solving competence. The 
expectation was that training in the core components of problem-solving compe-
tence (i.e., planning, procedural and conditional knowledge, and metacognition-
components) that are needed both in cross-curricular and in subject-specific problem 
solving) should transfer to mathematical competence. In a laboratory experiment 
(Study I) no effects, in terms of far transfer to mathematics, were found. However, 
the results of a field experiment (Study II), based on an extensive long-term training 
program, show some evidence for the cognitive potential exploitation hypothesis: 
For low-achieving problem solvers the training fostered both problem-solving com-
petence (near transfer) and mathematical competence (far transfer).

Analyzing potential effects from cross-curricular problem-solving competence 
to mathematical competence in experimental settings was an important step in the 
investigation of the cognitive potential hypothesis. Further training studies will need 
to focus on samples with unused cognitive potentials in order to test whether a 
higher exploitation of cognitive potentials could be achieved.

19.6.1  �Limitations and Future Research

The Role of Content Knowledge  This chapter focused on common components of 
cross-curricular and mathematical problem solving. Therefore, the role of domain-
specific content knowledge in mathematics was somewhat neglected in our studies. 
An alternative approach to investigating the cognitive potential exploitation hypoth-
esis is to focus on the difference between the domains: i.e., on the mathematical 
content knowledge.

Participants  Concerning the results and their interpretation, one has to keep in 
mind that Study II was conducted at only one German comprehensive school in an 
urban area, as part of the regular school lessons in Grade 9. Thus, participation in 
the training was obligatory, which is ecologically valid for school settings, but could 
have had motivational effects. For test the generalizability of the results, further 
research is needed in other school settings (e.g., studies with other kinds of schools 
and in other grades, participation on a voluntary basis).
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Adaptive Assessment and Training  Following the ATI effect found in Study II, 
future research could use a more adaptive training, or identify students who require 
this kind of intervention. Finding evidence of effects from cross-curricular problem 
solving to the mathematical domain is an important step in investigating the cogni-
tive potential exploitation hypothesis. Further studies on this hypothesis should con-
centrate on possible effects for students with high unused cognitive potentials. In 
order to select students with unused cognitive potential in the meaning of the cogni-
tive potential exploitation hypothesis there is the need for individual assessment of 
this potential. This would require a more economical test with a higher reliability 
than the one used in our study. Adaptive testing (van der Linden and Glas 2000) 
could be a solution to this issue.

Problem-Solving Competence and Science  Although this chapter has dealt only 
with cross-curricular problem solving and mathematics competence, the cognitive 
potential exploitation hypothesis also assumes unused cognitive potentials for sci-
ence learning. This is targeted in ongoing research with a specific focus on chemis-
try education (Rumann et al. 2010, RU 1437/4–3).

Problem solving in PISA 2012  Nine years after PISA 2003, problem solving was 
assessed again, in PISA 2012. The results of PISA 2012 indicated that students in 
Germany perform above the OECD average in both problem solving and in mathe-
matics. Furthermore, mathematical competence is a little higher than expected on 
the basis of the problem-solving competence test (OECD 2014). Since the test focus 
changed from analytical or static problem solving in PISA 2003 to complex or 
dynamic problem solving in PISA 2012, it is not yet clear, however, whether the 
improvement from 2003 to 2012 can be interpreted as the result of the better exploi-
tation of the cognitive potentials of students in Germany. Further theoretical analy-
sis and empirical research on this question is needed.
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Chapter 20
An Intensive Longitudinal Study 
of the Development of Student Achievement 
over Two Years (LUISE)

Gizem Hülür, Fidan Gasimova, Alexander Robitzsch, and Oliver Wilhelm

Abstract  Educational researchers have long been interested in quantifying the 
amount of change in student achievement as a result of schooling. In this paper, we 
present an intensive longitudinal study of student achievement and cognitive ability 
over a time span of two academic years, from the beginning of ninth grade until the 
end of tenth. One hundred and twelve students participated in the intensive longitu-
dinal study, which consisted of 44 testing sessions. A control group of 113 students 
participated only in the pretest and posttest. We provide descriptive results for the 
trajectories of German language and mathematics achievement in different domains 
and report comparisons between the study and control groups. Taken together, our 
findings reveal that student achievement increased over the course of two academic 
years, with effect sizes amounting to about 60–80 % of a full standard deviation unit 
for German achievement, and to about two thirds to a full standard deviation unit for 
mathematics achievement. Furthermore, the findings did not reveal any evidence for 
higher increases in student achievement for the study group. We conclude that inten-
sive longitudinal studies allow for examining change in student achievement over 
shorter time spans without confounding the findings with learning effects related to 
retest and discuss open questions for future research.

Keywords  Student achievement • Longitudinal • Language achievement • 
Mathematics • Secondary school
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20.1  �Introduction

Educational researchers have long been interested in quantifying the amount of 
change in student achievement as a result of schooling. In this study we concentrate 
on change in student achievement in ninth graders over the course of two academic 
years. We conducted an intensive-longitudinal study that encompassed 44 testing 
sessions (including pretest and posttest), where measures of student achievement, 
working memory, learning behaviours, and personality were administered 
(Längsschnittliche Untersuchung individueller schulischer Entwicklungsprozesse 
[Longitudinal Study of Individual Academic Development]; LUISE). In the present 
chapter we focus on student achievement in German and mathematics and provide 
an overview of our research questions, a detailed description of the intensive-
longitudinal study and descriptive findings on change in student achievement in 
German and mathematics. Previous research suggests that student achievements in 
languages and mathematics are not one-dimensional constructs, but are instead 
characterized by multiple dimensions. To characterize change in these subject areas 
it is especially important to consider multidimensionality. In Sects. 20.2, 20.3, and 
20.4, we give an overview of studies examining the factor structure of student 
achievement in foreign and native languages and mathematics. Then we summarize 
previous research on changes in student achievement, with the aim of quantifying 
the amount of change that can be expected over the course of the school years exam-
ined in the present study. This is followed by a summary of studies that have exam-
ined the structure of change in student achievement, and associations of achievement 
with cognitive ability.

In the intensive-longitudinal project, we follow a number of intertwined research 
questions on the development of student achievement. Our first set of research ques-
tions revolves around the characterization of change across the various domains of 
German and mathematics achievement. Our research questions specifically focus 
on the dimensionality of change in these domains. For example, will change in 
mathematics achievement be characterized by a single factor or by multiple factors? 
If there are multiple factors, how closely associated are they with each other? Is 
there an association between change in German achievement and change in mathe-
matics achievement? Second, we aim to examine the role of cognitive ability for the 
development of student achievement. For example, can pretest fluid and crystallized 
intelligence predict changes in student achievement in the next 2 years? Furthermore, 
we are interested in synchronous associations between student achievement and 
working memory, which were also measured at each of the measurement points of 
the intensive-longitudinal study. Our third research question revolves around the 
role of non-cognitive factors in predicting changes in student achievement. Learning 
behaviours and personality traits, such as the Big Five, or typical intellectual 
engagement, are among the non-cognitive factors examined in our study.
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20.2  �Student Achievement in Languages

Standardized tests for language achievement measure many components of lan-
guage competency. Earlier psychometric models of language achievement (Oller 
1976), which primarily focused on foreign language achievement, proposed a com-
prehensive language competency. These theories were superseded by multidimen-
sional models of language competency, leading to a more diverse assessment of 
language achievement in foreign and native languages (Jude et al. 2008). Language 
achievement typically can be divided into auditory versus written (e.g., listening 
versus reading comprehension) and productive versus receptive (e.g., writing versus 
audio-visual comprehension) achievement (Bremerich-Vos and Böhme 2009). This 
was also found in the DESI study (Deutsch Englisch Schülerleistungen International 
[German English Student Achievement International]; Beck and Klieme 2007), 
which assessed German and English language skills in a large sample of German 
ninth graders. In DESI, language achievement was assessed with a focus on written 
language. Language achievement in German (the native language) showed a multi-
dimensional structure on the individual level, with correlated factors for seven com-
petencies (vocabulary, reading, argumentation, awareness, orthography, pragmatics 
of text production, and systematics of text production), with small-to-moderate cor-
relations ranging from r = .15 to r = .36 (Jude et al. 2008). At the classroom level, 
again, the above-described two-factor structure was found, with two hierarchical 
factors for reflection/reception and production. These two factors were very highly 
correlated (r = .98); however, the two-factor model fitted the data better than did a 
single-factor model. Foreign language achievement in English, as assessed in DESI, 
showed essentially the same factor structure as native language achievement in 
German.

Other studies focusing on foreign language achievement reported similar pat-
terns of findings, with small differences in the number and interpretation of factors. 
Shin (2005) investigated the interindividual structure of performance in the Test of 
English as a Foreign Language (TOEFL) and in the Speaking Proficiency in English 
Assessment Kit (SPEAK). The data showed a factor model with a higher-order 
structure, with a higher-order general factor and three lower-order factors, repre-
senting listening, written language, and speaking achievement. In a large study of 
foreign language achievement, Sang et al. (1986) assessed the English performance 
of 14,000 German seventh graders. They established a three-factor structural model, 
with factors in elementary (pronunciation, spelling, and lexicon), complex (gram-
mar, reading comprehension), and communicative (listening comprehension, inter-
action) skills. The factor intercorrelations ranged from r = .60 to r = .84 (Sang et al. 
1986). Taken together, these previous studies reveal that student achievement in 
native and foreign language shows a multi-factor structure.
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20.3  �Student Achievement in Mathematics

In studies of student achievement, mathematics achievement is typically operation-
alized by tests based on school curriculum, or by tests based on the concept of 
mathematical literacy. Mathematical literacy comprises basic competencies that 
should facilitate the solving of everyday problems (OECD 1999). As a result, major 
studies of student achievement use different operationalizations of student achieve-
ment. For example, the TIMSS mathematics test (Trends in International 
Mathematics and Science Study: Baumert et al. 2000) was based on a cross-national 
core curriculum, but also embraced the concept of mathematical literacy. The PISA 
(Programme of International Student Achievement; OECD1999) mathematics test 
assessed mathematical literacy exclusively. For tests of student achievement in 
mathematics, it was shown that different content or operative areas of mathematical 
achievement tests were highly correlated (Brunner 2006). For example, in the 
TIMSS study, which assessed mathematics achievement of German eleventh to thir-
teenth graders, different mathematical content areas (e.g., geometry, equations, 
functions) as well as different operative areas (e.g., problem solving, routine proce-
dures, complex procedures), showed high intercorrelations (ranging from r = .77 to 
r = .81 and ranging from r = .82 and r = .87, respectively; Klieme 2000). High 
intercorrelations between different mathematical domains have also been found in 
the NAEP (National Assessment of Educational Progress) study that is a nationally 
representative study of US American students’ performance in various subject 
areas. Muthén et al. (1997) analyzed data from the NAEP study for the year 1992 
for Grades 8 and 12. They found intercorrelations ranging from r = .84 to r = .99 
(Grade 8) and from r = .95 to r = 1.00 (Grade 12) between five mathematical content 
areas (numbers and operations, measurement, geometry, data analysis and statistics, 
algebra). Taken together, these studies suggest that mathematics achievement can be 
conceptualized as multidimensional, albeit with highly interrelated factors.

20.4  �Changes in Student Achievement in Mathematics 
and Native Language

Educational researchers have long been interested in quantifying the amount of 
change in student performance that typically occurs over the course of a school year. 
In their influential work, Cahan and Cohen (1989) investigated the effects of age 
and schooling on verbal and mathematic test scores. Using cross-sectional data, 
they used the regression discontinuity approach to examine the effects of age (scaled 
in months) and schooling. This allowed Cahan and Cohen (1989) to separate the 
effects of schooling from the effects of age, which are associated with maturation. 
The effect of 1 year of age on verbal test scores was associated with effect sizes 
ranging from d = 0.05 to d = 0.18 on different verbal subtests and with effect sizes 
ranging from d = 0.15 to d = 0.16 on the two mathematical subtests. The effect of  
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1 year of schooling was stronger than the age effects for verbal and mathematical 
subtests, with effect sizes ranging from d = 0.23 to d = 0.41 for 1 year of schooling 
on the verbal subtests, and effect sizes ranging from d = 0.26 to d = 0.50 for 1 year 
of schooling on the two mathematical subtests.

As we have previously addressed elsewhere (Hülür et al. 2011b), longitudinal 
studies of student achievement have allowed for quantifying gains in student 
achievement over time in students who pursued different tracks in the German 
school system. For example, in a study by Retelsdorf and Möller (2008), longitudi-
nal mean comparisons of German language achievement over a period of 18 months 
in Sekundarstufe I (Grades 5–10 in most German federal states, level 2 according to 
International Standard Classification of Education; OECD 1999) showed an increase 
in reading comprehension of d = 0.59 for students attending Realschule (typically 
preparing for vocational education), and d = 0.82 for students attending Gymnasium 
(typically preparing for university). Studies based on large representative samples 
showed similar findings for mathematics achievement. In the TIMSS study, longitu-
dinal mean comparisons of mathematics achievement from the end of seventh grade 
until the end of eighth grade showed, for a general factor of TIMSS items, an 
increase of d = 0.60 for students attending Realschule and d = 0.79 for students 
attending Gymnasium (Becker et al. 2006). In the supplementary study within PISA 
2003 (PISA-I-Plus), German students show an increase of d = 0.35 in mathematics 
achievement from Grade 8 to Grade 9 (Ehmke et al. 2006). The difference in find-
ings between the PISA and the TIMSS study might be attributed to differences in 
the operationalization of mathematics achievement: As addressed in the above sub-
section on student achievement in mathematics, mathematics achievement was 
operationalized as mathematics literacy in the PISA study, while the TIMSS math-
ematics test was based both on a concept of mathematics literacy and on a cross-
national core curriculum.

Previous research further showed that the rate of change in student achievement 
is not the same across different school grades (as previously summarized in Hülür 
et al. 2011b). For example, Bloom et al. (2008) reported the mean effect size for the 
annual performance increase for seven standardized reading tests. The annual 
increase in reading performance decreased from d = 1.52 in the first grade to d = 
0.06  in the twelfth grade. In the present study, we examined changes in student 
achievement in ninth and tenth grades. For the school years 9 and 10, Bloom et al. 
(2008) reported effects of d = 0.24 and d = 0.19 respectively for annual increase in 
reading performance. The annual increase in mathematics performance in six stan-
dardized tests also decreased from 1st (d = 1.14) to twelfth grade (d = 0.01). For the 
school years 9 and 10, Bloom et al. (2008) reported effect sizes of d = 0.22 and d = 
0.25 respectively per academic year for mathematics performance.

The development of student achievement has been viewed as a cumulative devel-
opment over a long time: Students with higher initial performance levels improve 
faster than do other students. This phenomenon of increasing interindividual differ-
ences has been called the “Matthew effect” or the “fan-spread pattern” (Cook and 
Campbell 1979; Walberg and Tsai 1983). These findings were replicated in some 
studies of reading comprehension (e.g., Bast and Reitsma 1998; Compton 2003; 
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Grimm 2008), whereas other studies reported a decrease of interindividual differ-
ences (e.g., Aunola et al. 2002). Also, a previous study showed that reading compre-
hension showed weaker associations with intelligence in higher grades (as previously 
addressed in Hülür et al. 2011b): The intercorrelations between the two domains 
were higher in Grades 1–4 than in Grades 5–8 and continued to decrease in Grades 
9–12 (Ferrer et al. 2007). This finding is in line with theoretical notions of cognitive 
differentiation (see Hülür et  al. 2011a), according to which the ability structure 
becomes more differentiated with weakly interrelated factors with increasing age 
during childhood and adolescence. Similar findings have been reported for mathe-
matics achievement (as discussed in Hülür et al. 2011b). For example, Muthén and 
Khoo (1998) investigated mathematics achievement in two cohorts followed from 
seventh to twelfth grade, and found that the students’ initial status was positively 
correlated with their growth rate (.51 in boys and .37 in girls). Regarding the rela-
tionship between cognitive abilities and mathematics achievement, a study by 
Rescorla and Rosenthal (2004) showed that the initial status of students’ cognitive 
abilities was related to the initial status of student achievement, but not to its growth 
rate. However, this non-significant result might be due to the low statistical power 
of growth curve models to detect correlated change (Hertzog et al. 2008).

Although intensive-longitudinal studies are viewed as a viable tool for studying 
cognitive development (e.g., Siegler and Svetina 2006), analyses of change in terms 
of intensive-longitudinal data on academic achievement in native language and 
mathematics are rare, with a few notable exceptions (e.g., Strathmann and Klauer 
2010; Strathmann et  al. 2010). Intensive-longitudinal studies offer a promising 
route to study learning processes (for discussion, see Schmitz 2006). For example, 
the availability of a large number of observations per participant allows for describ-
ing individual learning trajectories, and the role of time-varying correlates in 
explaining individual differences in these learning trajectories. Also, intensive-
longitudinal data on student achievement in different subject areas (e.g., German 
and mathematics) would allow for examining whether student achievement in dif-
ferent subject areas shows synchronous associations.

20.5  �The Present Study

The goal in this present chapter is to provide a detailed description of the measure-
ment of student achievement in a 2-year intensive-longitudinal study and to present 
descriptive analyses of change in student achievement in German language and 
mathematics in different domains from ninth to tenth grade. The following sections 
highlight important design characteristics of the study, the various student achieve-
ment tests administered, and descriptive information on change in student achieve-
ment in the various domains.
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20.5.1  �Method

20.5.1.1  �Procedure and Participants

As part of our recruitment procedure, we contacted schools that were located in 
districts near our lab space, where the test sessions took place. The teachers were 
asked to distribute two sets of flyers to their ninth grade students (one for the stu-
dents themselves and one for their parents), including a description of our study and 
contact information. Our study included two groups: a study group of students who 
participated in the intensive-longitudinal assessment, and a control group of stu-
dents who only participated at pretest and posttest. For administrative reasons, stu-
dents who registered to participate first were assigned to the study group, and the 
remaining students on the waiting list became part of the control group. In order to 
reach a sufficient sample size for the control group, further schools were contacted 
with the same procedure.

The students who took part in the intensive-longitudinal assessment participated 
approximately every 14 days in a 2 h testing session over a period of two academic 
years, resulting in a maximum of 44 measurement points per participant, including 
the pretest and the posttest. The tests were administered in groups of up to 12 stu-
dents. For their participation in the study, the students received a payment of €40 at 
the end of every 5th testing session and at the end of the study. After the first half 
and at the end of the study the students received a bonus payment of €50. The testing 
sessions were conducted according to a manual, by research assistants who were 
undergraduate or graduate students of psychology or related disciplines.

The control group was tested only at pretest and at posttest. The students in the 
control group received €20 each for their participation in the pretest and €30 each 
for their participation in the posttest. The pretest and the posttest made up four test-
ing sessions in total, with each session lasting about 2 h.

The sample initially included 196 ninth graders (107 girls, 54.6 %; age: M = 14.7, 
SD = .70). The students attended different secondary school tracks: 117 students (59.7 
%) attended Gymnasium; 50 students (25.5 %) attended Realschule, and 29 students 
(14.8 %) attended Gesamtschule. Students attending Hauptschule were not recruited 
for the study, as they would leave school after ninth grade and would not be able to 
participate in the second year of the study. The present chapter is based on a sample of 
112 ninth graders (72 girls, 64.3 %) who completed the 2-year longitudinal assess-
ment. 76 students of the present sample (67.9 %) attended Gymnasium; 23 students 
(20.5 %) attended Realschule, and 13 students (11.6 %) attended Gesamtschule. The 
mean age at the beginning of the study was 14.7 years (SD = 0.72).

The control group initially consisted of 137 students (75 girls, 54.7 %, age: M = 
14.2, SD = .79). The students in the control group also attended different school 
tracks: 104 students (75.9 %) attended Gymnasium, two students attended 
Realschule (1.5 %) and 31 students (22.6 %) attended Gesamtschule. One hundred 
and thirteen students from the control group (65 girls, 57.5 %) participated both in 
the pretest and the posttest. The present chapter is based on this remaining sample. 
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Ninety-two students in the present sample (81.4 %) attended Gymnasium, and 21 
students (18.6 %) attended Gesamtschule. The mean age at the beginning of the 
study was 14.2 years (SD = 0.71).

20.5.1.2  �Measures

At each measurement point, the following instruments were administered: (1) a 
20 min achievement test in German, (2) a 20 min achievement test in mathematics, 
(3) two working memory measurements, consisting of three tasks each, with each 
task lasting about 9 mins, (4) a questionnaire on school-related behaviour and 
events, and (5) varying self-report measures of personality.

In the pretest and the posttest, a socio-demographic questionnaire was adminis-
tered, as well as measures of fluid and crystallized intelligence. Students also com-
pleted a working memory measurement consisting of three working memory tasks 
as well as two student achievement tests of German language (covering the domains 
of reading and listening comprehension) and mathematics (covering the domains of 
number and functional relation) at pretest and at posttest. Of each test administered 
in the pretest and the posttest, two parallel versions were used. In order to evaluate 
training effects, the students were randomly assigned to one of the two parallel ver-
sions in the pretest, and completed the other version in the posttest.

Details relevant to the measurement of student achievement are given in 
Table 20.1 and in the following paragraphs.

Because a large number of student achievement tests were needed in the present 
study, we used nearly all of the instruments that were available at that time in the item 
pool of the Institute for Educational Progress (IQB) at the Humboldt University in 
Berlin. These items measure German and mathematics performance according to the 
national educational standards (Bildungsstandards; KMK 2005). All answers were 
rated according to the rating instructions used in the norming study of the educa-
tional standards, and scored using item parameters from a nationally representative 
norming study as fixed values in a one-dimensional Rasch model. The items were put 
together in 20-min tests, using the same test composition as in the norming study. 
Each student was administered the same test only once during the course of the study. 
The weighted likelihood estimates for person parameters (WLE; Warm 1989) were 
used as individual scores at each time point. We note that standard deviations of WLE 
scores may be overestimated, due to variance in the measurement error. Other mea-
sures used in the longitudinal study are described elsewhere (Hülür et al. 2011b, c).

20.5.1.2.1  German Achievement Tests

The educational standards outline four competence areas for the subject German in 
Sekundarstufe I: (1) speaking and listening, (2) writing, (3) reading, (4) language and 
language use. The operationalization of the educational standards includes tests from 
the following areas: reading comprehension, listening comprehension, language 
reflection, orthography, writing, and C-tests. The following item formats are used: 
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Table 20.1  Tests of German and mathematics achievement

Measurement 
point

German ach. 
test Reliability Ger.

Mathematics  
ach. test Reliability math.

Pretest1 1 .55
Pretest2 R/LC .75/.66 4 .56
1 O .92 1 .71
2 LR .64 2 .60
3 R .58 3 .75
4 LR .71 4 .57
5 R .64 5 .66
6 LC .76 1 .76
7 C-Test .91 2 .64
8 O .88 4 .58
9 LR .79 3 .62
10 R .86 5 .52
11 W single item 1 .34
12 LC .39 2 .53
13 LR .85 5 .54
14 R .69 3 .72
15 LR .82 4 .66
16 R .68 2 .36
17 W single item 4 .69
18 LC .80 3 .68
19 LR .00 5 .46
20 R .75 1 .54
21 O .92 2 .40
22 C-Test .89 4 .60
23 W single item 3 .64
24 LC .79 5 .62
25 LR .63 1 .67
26 R .72 2 .47
27 LR .82 1 .68
28 R .76 4 .66
29 LR .68 3 .70
30 LC .71 5 .66
31 C-Test .89 2 .47
32 LR .72 1 .71
33 R .64 4 .71
34 LR .80 1 .66
35 LC .62 4 .66
36 C-Test .90 2 .69
37 LR .74 4 .60
38 R .51 3 .65
39 LC .79 4 .60

(continued)
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(1) multiple-choice (with four alternatives), (2) true-false items, (3) matching items, 
(4) sorting items, (5) cloze-texts, (6) short-answer items, (7) essay items. The item 
format is confounded with the competence area; for example, writing is always 
assessed through essay items. In the norm population of ninth graders, reading com-
prehension had a mean of M = −0.45 logits and a standard deviation of SD = 0.98 
logits. Among ninth grade students working toward an MSA (Mittlerer Schulabschluss, 
middle school degree) or to an Abitur (degree qualifying for university education; as 
the students in our sample did); listening comprehension (M = −0.09, SD = 0.64), 
language reflection (M = −0.14, SD = 1.09), orthography (M = −0.06; SD = 0.99), 
and writing (M = −0.16; SD = 0.77) were at similar average levels (Schipolowski 
et al. 2010). These descriptive statistics can be used to compare the performance of 
students in the present study to the national norming sample.

20.5.1.2.2  Mathematics Achievement Tests

The mathematics items were constructed on the basis of OECD studies (Adams and 
Wu 2002), for five overarching ideas, six general mathematical competencies, and 
three performance areas. Each test assesses mathematics achievement according to 
one of the five overarching ideas: (1) number, (2) measurement, (3) space and form, 
(4) functional relation, and (5) data and probability. Each item within a test represents 
one of the three performance areas, and assesses one or more of the six mathematical 
competencies. Among ninth graders working towards an MSA or a higher degree, 
mathematics achievement had an average level of M = 0.00 logits and a standard 
deviation of SD = 1.00 logit (A. Roppelt, personal communication, March 22, 2011).

20.5.2  �Results

20.5.2.1  �German Achievement

Figure 20.1 shows the mean performance in tests of German achievement over 40 
measurement points in the domains of reading comprehension (Panel A), listening 
comprehension (Panel B), language reflection (Panel C), orthography (Panel D), 

Table 20.1  (continued)

Measurement 
point

German ach. 
test Reliability Ger.

Mathematics  
ach. test Reliability math.

40 O .80 5 .60
Posttest1 1 .60
Posttest2 R/LC .73/.55 4 .67

Study group: n = 196 at pretest and n = 112 at posttest. Control group: n = 137 at pretest and n = 
113 at posttest. O = Orthography, LR = Language Reflection, R = Reading Comprehension, W = 
Writing, LC = Listening Comprehension, C-Test = C-Test, 1 = Number, 2 = Measurement, 3 = 
Space and Form, 4 = Functional Relation, 5 = Data and Probability
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writing (Panel E), and C-Tests (Panel F). At measurement point 19, the language 
reflection test showed a reliability of .00 (see Table 20.1) and the score on this mea-
surement occasion can be identified as an outlier in Panel C of Fig. 20.1.

Figure 20.2 shows comparisons of the performance at pretest and at posttest for 
the study group and the control group. Approximate standard errors of the means 
were obtained by dividing the sample standard deviation by the square root of the 
sample size (see Algina et  al. 2005). Standard errors were calculated under the 
assumption of independent sampling of students. In respect of Fig. 20.1, it is appar-
ent that students in the study group tended to perform better at later measurement 
occasions, indicating increases in German achievement over the course of ninth and 
tenth grades. As can be seen in Fig. 20.2, the amount of increase in German achieve-
ment over the course of two academic years was similar for students in the study 
group and in the control group. This suggests that participation in the intensive-
longitudinal study did not improve student achievement in German language. An 
examination of effect sizes in each group led to similar conclusions. Effect sizes 
were calculated by taking the difference between the posttest and pretest scores and 
dividing that difference score by the initial standard deviation at pretest, separately 
for each group (see Schmiedek et al. 2010). For reading comprehension, students in 
the study group showed an increase of d = 0.82 (Mpre = −0.13; SDpre = 1.37; Mpost = 
0.99; SDpost = 1.45). Students in the control group showed a similar increase in read-
ing comprehension (d = 0.86; Mpre = 0.43; SDpre = 1.13; Mpost = 1.40; SDpost = 1.27). 
In the domain of listening comprehension, students in the study group showed an 
increase of d = 0.63 (Mpre = −0.37; SDpre = 0.90; Mpost = 0.20; SDpost = 0.77). Again, 
students in the control group showed a similar increase in listening comprehension 
(d = 0.66; Mpre = −0.06; SDpre = 0.74; Mpost = 0.43; SDpost = 0.74). Taken together, 
these findings suggest that German achievement improved by approximately 60 to 
80 % of a full standard deviation unit across Grades 9 and 10.

Next, we examined within-domain correlations in the different domains of 
German achievement displayed in Fig. 20.1: that is, the correlations among WLE 
scores at different measurement occasions for tests of the same domain. The within-
domain correlations were moderate to high for reading comprehension (ranging 
from r = .41 to r = .73), listening comprehension (ranging from r = .38 to r = .68), 
language reflection (ranging from r = .42 to r = .75), and orthography (ranging from 
r = .63 to r = .81). For writing, the within-domain correlations were moderate, rang-
ing from r = .31 to r = .48. For C-tests, within-domain correlations were high, rang-
ing from r = .79 to r = .84. At pretest and posttest, the across-domain correlations 
between reading comprehension and listening comprehension were of moderate 
magnitude (r = .59 at pretest and r = .58 at posttest).

20.5.2.2  �Mathematics Achievement

The mean performance in various domains of mathematics achievement over 40 
measurement points is shown in Fig. 20.3 for the domains of number (Panel A), 
measurement (Panel B), space and form (Panel C), functional relation (Panel D), 
and data and probability (Panel E).

20  An Intensive Longitudinal Study of the Development of Student Achievement…



344

Fig. 20.1  Trajectories of German achievement in different domains across the 40 measurement 
occasions of the longitudinal study
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Fig. 20.1  (continued)
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Fig. 20.2  German achievement of the study and control groups at pretest and posttest
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Mean levels of performance at pretest and at posttest for the study group and the 
control group are displayed in Fig. 20.4. As can be seen in Fig. 20.4, students in the 
study group showed higher levels of performance at later measurement occasions, 
indicating that their mathematics achievement increased over the course of two aca-
demic years, from beginning of the ninth grade until the end of the tenth grade. As 
is evident in Fig. 20.4, the findings did not reveal any hint that students in the study 
group showed greater improvements in mathematics achievements. On the contrary, 

Pretest Posttest

Number

-1.50

-1.00

-0.50

0.00

0.50

1.00

1.50

2.00a

b

W
L

E
 s

co
re

 Study group (Mean +/- 95% confidence interval)
 Control group

Pretest Posttest

Functional relation

-1.50

-1.00

-0.50

0.00

0.50

1.00

1.50

2.00

W
L

E
 s

co
re

 Study group (Mean +/- 95% confidence interval)
 Control group

Fig. 20.4  Mathematics achievement of the study and control groups at pretest and posttest

G. Hülür et al.



349

the findings suggest that students in the control group showed even larger improve-
ments in the number domain. This could be due to the higher percentage of students 
attending Gymnasium (the school track that typically prepares student for a univer-
sity education) in the control group. These findings suggest that participation in the 
intensive-longitudinal study did not improve student achievement in mathematics. 
Similar conclusions can be reached by examining the effect sizes for improvement 
in mathematics achievement for the study and control groups. In the number domain, 
students in the study group showed an increase of d = 0.66 (Mpre = −0.77; SDpre = 
1.49; Mpost = 0.21; SDpost = 1.51). Students in the control group showed an even 
larger increase in the number domain (d = 1.05; Mpre = −0.79; SDpre = 1.16; Mpost = 
0.43; SDpost = 1.47). Students in the study group showed an increase of d = 1.04 in 
the domain of functional relation (Mpre = −0.72; SDpre = 1.19; Mpost = 0.52; SDpost = 
1.38). Students in the control group showed a similar increase in the domain of 
functional relation (d = 0.90; Mpre = −0.22; SDpre = 1.02; Mpost = 0.70; SDpost = 1.21). 
Taken together, these findings suggest that mathematics achievement improved by 
approximately two thirds to a full standard deviation unit across the two academic 
school years, from the beginning of ninth grade until the end of tenth grade.

Among the WLE scores displayed in Fig. 20.1, the within-domain correlations 
were moderate to high, and similar across the five domains (ranging from r = .42 to 
r = .73 for number, from r = .43 to r = .61 for measurement, from r = .54 to r = .73 
for space and form, from r = .48 to r = .75 for functional relation, and from r = .35 
to r = .66 for data and probability). At pretest and posttest, across-domain correla-
tions between number and functional relation were of moderate magnitude (r = .53 
at pretest and r = .61 at posttest).

20.6  �Summary and Discussion

The aim of this chapter was to present an intensive-longitudinal study of student 
achievement and cognitive abilities, and to provide descriptive findings on the 
development of student achievement in German language and mathematics across 
two academic years, from ninth to tenth grade. One hundred and twelve students 
who initially attended ninth grade, and who were from different school tracks in the 
German school system, participated in the study and completed 44 assessments, 
including four pretest and posttest sessions over two academic years. A control 
group of 113 students participated only in the pretest and the posttest. Our findings 
showed that student achievement increased over the course of two academic years, 
with effect sizes amounting to about 60–80 % of a full standard deviation unit for 
German achievement, and effect sizes amounting to about two thirds to a full stan-
dard deviation unit for mathematics achievement. Furthermore, our findings did not 
reveal any evidence that the increase in student achievement was higher in the study 
group. This finding is in line with our previous report (Hülür et al. 2011b) on a sub-
sample of Gymnasium students. In this previous study, we examined changes in 
student achievement and school grades from pretest to posttest in the study and 
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control groups. The latent change score model showed complete measurement 
invariance for the study and control groups, and our findings revealed that students 
whose standardized test performance improved from pretest to posttest also showed 
improvements in their respective school grades. Taken together, these results sug-
gest that findings from future studies using the intensive-longitudinal data can be 
interpreted without concern for confounding learning effects related to retest. 
Another common concern is that repeated administration of test materials might 
lead to improvement in test-taking skills, in turn improving student performance. 
Independent of such test-taking skills, it may also be expected that assessment of 
learning might operate as a confounding factor by increasing students’ involvement 
with test materials, leading to learning effects. Our study did not indicate any evi-
dence for improved test-taking skills or learning effects through increased involve-
ment with test materials.

In closing, we note several limitations of our study. To begin with, we used item 
parameters from a nationally representative norming study as fixed values in one-
dimensional Rasch models, in order to achieve scores in the same metric across all 
measurement occasions. However, this procedure did not always result in optimal 
estimates. For example, as can be seen in Figs. 20.1 and 20.3, mean performance 
levels showed high fluctuations for some domains. In order to investigate the vari-
ability of mean performance over 40 measurement points, several methods can be 
implemented to examine the linking error, such as analysis of differential item func-
tioning, exclusion of items with extreme difficulties, examination of the role of 
school track in the norming study, of possible position and context effects in the 
norming study, and jackknifing procedures. In the jackknifing method, a sequence 
of analyses is performed, where in each case a single item is removed from the 
analysis. On the basis of these results, the standard error of the mean performance 
can be estimated (Monseur and Berezner 2007). To smoothe unexpected fluctua-
tions in the mean curves, a compromise estimator could be defined that does not 
treat all item parameters as previously known and fixed. Using this approach, a 
functional form of the mean curve can be posed, and item parameters at time points 
with high fluctuations will effectively be left out in defining the mean curve 
(Michaelides 2010). More research is needed to derive better linking procedures for 
longitudinal studies. Also, the number of assessments, as well as the time intervals 
between assessments varied across the domains of student achievement assessed in 
the present study (see Table 20.1), because a similar number of measures was not 
available for each content domain.

Second, given that our study was quite time- and resource-intensive, a relatively 
small number of students participated. Our participants were a select sample of high 
achieving students—given that they attended the upper two tracks of the three-tier 
educational system in Germany. In this sample, we were able to demonstrate the 
practicality of intensive-longitudinal designs in studying student achievement. 
Future research should examine trajectories of student achievement over shorter 
time spans, in larger and more heterogeneous samples. Another limitation of our 
sample was that the students were not randomly assigned to study and control 
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groups. Also, 42.9 % of the participants in the initial sample of the study group, and 
17.5 % of the participants in the initial sample of the control group, respectively, left 
the study during the intensive-longitudinal phase, or did not take part in the posttest. 
The higher percentage of drop-outs in the study group could be explained by the 
particularly challenging design of the intensive longitudinal assessment, which 
required commitment over the course of two school years. It is important to note 
that students dropping out of the study prior to posttest belonged to groups that were 
underrepresented at the beginning of the study (e.g., boys, non-Gymnasium stu-
dents). From this we conclude that in studies including volunteering students, sam-
ple selection could be a concern equally important to selective drop-out. Thus, 
future studies should seek practical solutions to motivate students from these under-
represented groups to participate in such studies and to maintain their 
participation.

Third, our study encompassed assessment of student achievement over 2 years 
with a time span of approximately 2 weeks between each assessment. School-
related events, such as exams or the holiday schedule, are likely to be important 
factors explaining fluctuations in students’ performance. Future studies with inte-
grated micro- and macro-longitudinal designs that included more closely spaced 
assessments around those events would allow for (1) quantifying the amount of 
change in performance due to these events, and (2) assessing how students’ behav-
ior during these time periods relates to their trajectories in achievement. We con-
clude that intensive longitudinal data on student achievement, as presented in this 
chapter, provides many possibilities for examining antecedents, correlates, and con-
sequences of student achievement.
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Chapter 21
Multidimensional Structures of Competencies: 
Focusing on Text Comprehension in English 
as a Foreign Language

Johannes Hartig and Claudia Harsch

Abstract  The project “Modeling competencies with multidimensional item-
response-theory models” examined different psychometric models for student per-
formance in English as a foreign language. On the basis of the results of re-analyses 
of data from completed large scale assessments, a new test of reading and listening 
comprehension was constructed. The items within this test use the same text mate-
rial both for reading and for listening tasks, thus allowing a closer examination of 
the relations between abilities required for the comprehension of both written and 
spoken texts. Furthermore, item characteristics (e.g., cognitive demands and 
response format) were systematically varied, allowing us to disentangle the effects 
of these characteristics on item difficulty and dimensional structure. This chapter 
presents results on the properties of the newly developed test: Both reading and 
listening comprehension can be reliably measured (rel = .91 for reading and .86 for 
listening). Abilities for both sub-domains prove to be highly correlated yet empiri-
cally distinguishable, with a latent correlation of .84. Despite the listening items 
being more difficult, in terms of absolute correct answers, the difficulties of the 
same items in the reading and listening versions are highly correlated (r = .84). 
Implications of the results for measuring language competencies in educational 
contexts are discussed.
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21.1  �Introduction

The project “Modeling competencies with multidimensional item-response-theory 
models” (MIRT) examined different psychometric models for measuring receptive 
skills in English as a foreign language. The text comprehension process is charac-
terized by a set of complex interacting factors that contribute to test item difficulty. 
Modeling item difficulty for tests targeting receptive skills is a recurrent theme in 
language testing research, since predicting item difficulty allows for reporting test 
results in an understandable way, improves item writer guidelines, and facilitates 
validation studies (e.g., Embretson 1998; Freedle and Kostin 1993; Grotjahn 2000; 
Lumley et al. 2012). Despite much research on which characteristics can best pre-
dict item difficulty, no study has yet reported a systematic examination of item 
difficulty-determining characteristics (IDCs) across the two receptive domains of 
listening and reading. Hence, a new test for reading and listening comprehension 
was constructed, operationalizing selected IDCs on the basis of the results of previ-
ous studies. In this test, both the reading and listening tasks are based on the same 
text material and make use of the same items, thus allowing for a closer examination 
of the relationship between the abilities required for the comprehension of both 
written and spoken texts. Furthermore, since the difficulty-determining characteris-
tics were systematically varied across both domains, analyzing the test data allows 
for disentangling the effects of these characteristics on item difficulty and dimen-
sional structure.

We first outline the test construction before presenting the results of the proper-
ties of the newly developed test and details of the multidimensional IRT analyses. 
Finally, we discuss implications of the results for the measurement of language 
competencies in educational contexts.

21.2  �Test Development

The test reported here, aimed at ninth graders in the two higher school tracks of the 
triadic German school system, was in line with two national large-scale assessment 
studies that had been the focus of prior research which informed the current project: 
the DESI study (Beck and Klieme 2007; DESI-Konsortium 2008) and tests to evalu-
ate the National Educational Standards (Rupp et al. 2008; Harsch et al. 2010).

21.2.1  �Item Characteristics

In the re-analyses of the receptive tests of these two large-scale assessments, we 
examined IDCs that were reported in the literature to have effects on item difficulty; 
we employed human ratings and corpus analyses (Hartmann 2008; Hartig et  al. 
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2009; Höhler 2012). For the test development reported here, we selected the follow-
ing four IDCs, which had shown the highest explanatory power in the re-analyses: 
Linguistic demands of the input, speed of delivery (listening only), cognitive opera-
tions (i.e., comprehension processes) and item format. With regard to the linguistic 
demands of the input, we employed the Common European Framework of Reference 
(CEFR; Council of Europe 2001) in order to specify the level of proficiency required 
for a test taker to process the input successfully. The CEFR is the reference point for 
educational standards in Germany, and the receptive tasks in DESI have also been 
aligned to it, so that the CEFR offers a common point of reference between the three 
assessment studies. For the tests reported here, the four IDCs were defined in the 
item writer guidelines as follows:

	1.	 The texts/inputs are to be placed at one of the following three difficulty levels, 
which should be accessible for learners situated at CEFR-levels A2, B1, B2 (e.g., 
Leucht et al. 2012). The following aspects are characteristic for each of the three 
targeted text levels:

•	 A2: short texts; concrete and familiar topics; highly frequent vocabulary; 
basic grammatical phenomena, simple sentences; clear text structure;

•	 B1: texts of medium length with accessible topics; some topic-specific but 
still frequent vocabulary; frequent linguistic structures with some complex 
patterns; uncomplicated text structure;

•	 B2: longer and more complex texts, topics can be more abstract; less frequent 
and partly specialized vocabulary; grammatical structures can be complex 
and less frequent; text structure complex but with clear signaling.

	2.	 For the listening input, we aimed at two variations of the speech rate for each of 
the targeted levels A2, B1 and B2, in order to systematically examine the effects 
of speed and articulation (e.g., Solmecke 2000). Here, some adjustment with 
audio editing software was allowed, as long as the input still sounded natural to 
a native speaker.

•	 Slow, clearly articulated standard speech; slight accent acceptable as long as 
it is clearly articulated and familiar;

•	 Normal to fast speech rate, with less clear articulation; familiar accents and 
dialects.

	3.	 The items should operationalize one of the following five cognitive operations 
(e.g., Alderson et al. 2006; Nold and Rossa 2007) that define the construct of the 
test; they refer to the processes that are considered necessary in order to solve an 
item and find the answer in the text. The first four operations are assumed to be 
of ascending difficulty, in line with the cognitive process model suggested by 
Khalifa and Weir (2009), while the fifth—reading/listening for gist—is antici-
pated not to follow this order but to constitute a “sub-skill” of its own; one aim 
of the MIRT project is to examine such multidimensionality.

•	 Recognition of explicit verbatim information in the text, also called 
scanning.
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•	 Simple retrieval of information that is explicitly stated in the text, but para-
phrased in the item; this involves searching for information or understanding 
simple paraphrases.

•	 Careful reading/listening in order to understand main ideas and relevant sup-
porting information, which can be stated explicitly or implicitly in the text; if 
the information or idea is implied in the text, it is relatively simple to retrieve.

•	 Complex Inferences, using background knowledge, evaluating information 
not completely provided in in the text, such as identifying an author’s stance 
or a narrator’s appeal.

•	 Reading/listening in order to understand the gist.

	4.	 We distinguished two response formats (e.g., Gorin et al. 2002; Shohamy 1984), in 
relation to the hypothesis that open answers are more difficult than multiple choice 
items; the MIRT project also aimed at examining whether the format constitutes a 
dimension of its own across the two domains of reading and listening.

•	 MC items with four options;
•	 Short answer questions (SAQ) that require a maximum of ten words (spelling 

and grammar not taken into consideration if answer is identifiably correct).

IDCs are usually correlated across test items, as test developers tend to manipu-
late several characteristics simultaneously (e.g., complexity of the stimulus as well 
as the response format) in order to construct items at a specific level of difficulty. An 
important aim of the test construction in the MIRT project was to disentangle effects 
of different IDCs. Therefore, IDC levels were systematically balanced across test 
items. Table 21.1 illustrates the test design and how the four IDCs were to be opera-

Table 21.1  Matrix of IDCs with numbers of items constructed for each combination of 
characteristics

Text level
Accessible for A2 Accessible for B1 Accessible for B2
Speed Speed Speed
slow fast slow fast slow fast

Cognitive 
Operation

Response 
Format Task 1 Task 2 Task 3 Task 4 Task 5 Task 6

Recognition MC 2 2 3 2 2 2
SAQ 2 2 1 3 2 2

Simple retrieval MC 1 2 2 3 3 2
SAQ 0 1 3 1 3 3

Careful reading/
listng.

MC 4 0 1 0 1 3
SAQ 1 0 1 2 1 1

Complex 
inferences

MC 1 1 1 1 1 1
SAQ 1 1 1 2 1 0

Gist MC 1 0 0 1 1 0
SAQ 0 1 1 0 0 1

MC multiple choice, SAQ short open answer. Figures in bold mark combinations that could not be 
operationalized as intended
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tionalized in test items. Each cell in the matrix was intended to be operationalized 
by at least one item; the figures in Table  21.1 show the actual number of items 
finally developed, with the figures in bold highlighting cells that could not be opera-
tionalized as intended; we explain the reasons below. The aim of varying IDCs 
independently of each other was achieved; the correlations of IDCs across items 
were all close to zero (r < .10).

21.2.2  �Item Development

Three teachers who had previously been trained in test development were recruited 
to develop the tests and operationalize the matrix; a fourth trained teacher, a native 
speaker of English, was recruited to give feedback and check for linguistic appro-
priateness. The development started with selecting suitable authentic input that was 
available in both audio and written form on the internet. First, the listening items 
were constructed; here, a process called “mapping” (Sarig 1989) was employed 
wherein all three teachers would listen to the input several times: firstly to note the 
gist, then to scan/listen selectively to the input for relevant specific information, and 
lastly to listen carefully for main ideas, supporting details and implicit information. 
The results of this mapping were then compared and a consensus was reached. This 
process yielded the outcomes of the different targeted cognitive operations, on the 
basis of which the test questions could be constructed. This is one way to aim for 
construct-valid test items. It has to be conceded that, due to the aim of systemati-
cally balancing the selected IDCs, some items may seem contrived; the teachers did, 
however, strive to develop meaningful questions. Certain combinations of IDCs 
were harder to realize than others. In particular, higher cognitive operations were 
more difficult to combine with multiple choice responses and with less-demanding 
text levels. Nevertheless, the developers succeeded in constructing items with 
almost all desired combinations of IDCs; only a few combinations were not realized 
at all (see Table 21.1).

In the next step, the native speaker and the project team gave feedback on the 
tasks, which were then revised accordingly. This was followed by a pilot study con-
ducted by the item developers in their classes, separately for listening and reading. 
We had a total of 12 classes and 150 students per item.

On the basis of the item analyses (based on classical test theory) of the pilot stud-
ies, the items were either excluded or revised. This resulted in six listening/reading 
tasks with a total of 82 items operationalizing the four IDCs, as outlined in the 
matrix in Table 21.1 above. While we originally aimed to fill each cell in the matrix 
with one item, it turned out that not all cells could meaningfully be filled with an 
item (e.g., some texts did not lend themselves to high inferencing; there is only one 
gist of a text, so we could not ask two gist questions per text), while other cells could 
be operationalized with more than one item. Each item was rated with regard to the 
mentioned IDCs by the item-writers; they also rated the CEFR-level that a test taker 
should minimally have reached in order to successfully solve the item.
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21.2.3  �Validation of Item Characteristics

The ratings of text level and cognitive operations were validated in a separate step 
by two trained students (one undergraduate student in educational science and one 
masters student in teaching English as a foreign language), with a view to examin-
ing the reliability of the test items and the validity with which they operationalized 
the matrix. The intraclass correlation coefficients (ICCs) for a two-way random 
effects model (ICCA,k), indicating the degree of absolute agreement for average 
measures, were calculated to examine inter-rater agreement (Shrout and Fleiss 
1979). With respect to cognitive operations, agreement turned out to be good 
between raters (ICC = .80), as well as between raters and item developers (ICC = 
.86 for rater 1 and ICC = .77 for rater 2). For text level, however, agreement was 
perfect between item developers and rater 1, but low between rater 2 and the other 
ratings (ICC = .44). Overall, we would conclude that these results indicate a satis-
factory level at which characteristics can be used to specify input and items. 
However, further research is needed here to confirm these indicative first results.

21.3  �Test and Item Analysis

21.3.1  �Sample and Data Collection

The newly developed tasks for reading and listening comprehension were presented 
to a sample of German ninth graders. 102 classes from the two higher school tracks 
of the German school system were recruited within the Rhine-Main area, resulting 
in a sample of N = 2370 students. Testing took about 90 mins. A matrix design was 
used to administer the tasks, with all students within one classroom answering the 
same booklet. Each booklet contained three listening and three reading tasks; the 
order of tasks was balanced across booklets. Every combination of tasks was real-
ized at least once within the booklets, except for reading and listening tasks based 
on the same text. Each task was answered by about 50 % of the total sample, result-
ing in more than 1000 valid responses for each item.

21.3.2  �Unidimensional Test and Item Analysis

In a first step, responses to reading and listening items were analyzed separately 
with unidimensional item response models. The analyses were conducted with the 
TAM package (Kiefer et al. 2014) within the R environment (R Development Core 
Team 2014) and with Mplus 7.11 (Muthén and Muthén 2012). For both domains, 
unidimensional Rasch models were analyzed. Additional analyses with the package 
mirt (Chalmers 2012) were conducted to examine local item dependencies within 
the unidimensional models.
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The infit (weighted mean square) item fit statistic, item-score correlations and a 
graphical inspection of expected vs. observed scores were used to identify badly-
fitting test items. On the basis of these criteria, ten reading items (12 %) and eight 
listening items (10 %) were dropped. For the resulting selection of items, the range 
of the infit was 0.79–1.24 for reading and 0.85–1.19 for listening. Three items were 
dropped in their reading and also in their listening version, while seven items were 
only discarded in their reading version, and five only in their listening version. EAP 
reliabilities for the two scales of the retained items were .91 for reading and .86 for 
listening. Overall, the results indicate that the development of the new reading and 
listening tests was successful in terms of yielding highly reliable scales and losing 
only a small number of items in the analysis and selection process.

21.3.3  �Item Difficulties Across Domains

Item difficulties of reading and listening items were compared on the basis of 67 
items that had been retained in the reading as well as the listening version. With an 
average of 46 % correct responses for reading and 36 % for listening, reading items 
turned out to be easier than listening items for our sample. This difference is statisti-
cally significant (t = 6.72; df = 66; p < .001) and corresponds to a large effect 
(Cohen’s d = 0.82).

Despite this pronounced difference in overall difficulty level, item difficulties 
turned out to be highly related across domains. The correlation between item diffi-
culties is r = .80 between percent correct responses and r = .84 between item diffi-
culty parameters from the unidimensional Rasch models. Figure 21.1 displays the 
relations between the percentage of correct responses across items in both domains.

21.3.4  �Local Dependencies

To have a preliminary look at possible multidimensionality within the scales for 
reading and listening comprehension, the Q3 statistic proposed by Yen (1984) was 
calculated for both scales using the mirt package (Chalmers 2012). This Q3 statistic 
is the correlation of residuals from a given IRT model—in our case, the Rasch 
model—and positive values indicate local dependencies between test items. Only 
very few dependencies were higher than the commonly used cutoff value of Q3 > .2 
(Chen and Thissen 1997). For reading, seven item pairs (0.3 %) had Q3 values 
above .2; for listening, ten item pairs (0.4 %) had values above the cutoff. An inspec-
tion of the highest dependencies revealed mostly local phenomena; for example, 
pairs of neighboring items referring to the same text passage. The mean of the Q3 
values was slightly negative (−.04 for reading and −.03 for listening), which is to be 
expected when local independence holds (Yen 1984). Overall, the screening for 
local item dependence yielded no indications of systematic multidimensionality not 
accounted for by the unidimensional Rasch models.
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21.3.5  �Multidimensional Analysis

A multidimensional Rasch model was used to estimate the relation between reading 
and listening comprehension. To ensure that differences between the abilities mea-
sured for both domains were not affected by item selection, only the 67 items 
retained in both versions were used for this analysis. The resulting latent correlation 
between reading and listening comprehension was .84, indicating that both recep-
tive domains were strongly related yet empirically distinguishable. The separability 
of both domains is also supported by the fact that the two-dimensional model (137 
free parameters) fits significantly better than a unidimensional model (136 free 
parameters, allowing for different item discriminations of reading and listening 
items) across both domains (LogLikelihood1D = −76,096; LogLikelihood2D = 
−75,592; BIC [Bayesian information criterion]1D = 153,249; BIC2D = 152,248; AIC 
[Akaike information criterion]1D = 152,465; AIC2D = 151,458; Δχ2 = 2236.5; df = 1; 
p < .001).

Fig. 21.1  Scatter plot of item difficulties (% correct responses) for 67 test items in their reading 
and in their listening versions
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21.4  �Discussion

21.4.1  �Research Perspectives

The process of item construction used in the MIRT project aimed at balancing com-
binations of IDCs, resulting in IDCs being independent from each other across 
items. This may have resulted in somewhat “artificial” test items, as the item devel-
opers were forced to realize combinations of ICDs that would probably not occur in 
typical construction processes in educational evaluation studies without restrictions 
to item characteristics. Against the background of this possible limitation, it is all 
the more noteworthy that the test development turned out to be very successful. 
Only a few items had to be excluded from the test, and the resulting scales had very 
satisfying reliabilities. The newly constructed test items can be used for future 
research on receptive skills in English as a foreign language in a wide range of con-
texts. The reliabilities in our study were achieved with about 40 mins. of testing 
time per domain, meaning testing times of about 20 mins. would still result in reli-
ability levels acceptable for research purposes (.75 for reading and .85 for listening, 
according to the Spearman-Brown prophecy formula; Brown 1910; Spearman 
1910). An application of the tests that may prove particularly interesting is for 
studying reading and listening comprehension simultaneously, as they provide mea-
sures for both domains that are parallel with respect to item content. It has to be 
noted, however, that due to the parallel item content, the two dimensions assessed 
with the newly constructed test are probably more similar than they would be if 
assessed by separate tests using more authentic stimuli for everyday reading and 
listening situations. Our test is more likely to assess a two-dimensional ability of 
understanding text presented in different modes, rather than assessing distinct read-
ing and listening competencies required in different contexts.

The fact that item characteristics were systematically balanced across items will 
allow a closer examination of the effects of these characteristics. This is particularly 
interesting with respect to item difficulties, as we selected characteristics that are 
known to have effects on item difficulty. Although local item dependencies don’t 
indicate systematic multidimensionality within the scales, it could also be interest-
ing to examine the effects of item characteristics on dimensionality, using confirma-
tory models. For example, closed versus open response formats have been shown to 
affect the dimensionality of language tests (e.g., Rauch and Hartig 2010; Wainer 
and Thissen 1993). Another angle worth analyzing is whether the above-outlined 
different cognitive operations, particularly the operation of understanding the main 
idea (gist), form separate dimensions within reading and listening skills, as this 
could inform diagnostic testing approaches.
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21.4.2  �Implications for Educational Contexts

As noted above, the tests developed are promising instruments for research pur-
poses. They may, however, also be useful in applied contexts: for example, testing 
receptive language skills in classroom settings. Apart from the possible use of the 
tests developed within the project, the results that can be attained with the data 
already collected have general educational implications.

Our results indicate that reading and listening comprehension are distinguishable 
(although highly related) constructs, even when assessed with strictly parallel item 
content. This implies that both skills need separate attention in language classes; 
one is not necessarily be developed when the other is promoted. The item difficul-
ties show that for the German ninth graders in our study, understanding spoken texts 
is the more difficult challenge than reading; this is in line with findings from the 
DESI study (Nold and Rossa 2008; Nold et al. 2008).

A deeper understanding of receptive language skills is important for testing as 
well as for teaching foreign languages. An examination of the empirical effects of 
IDCs on item difficulties could be useful for construct validation (construct repre-
sentation; see Embretson 1983; Hartig and Frey 2012). If the effects of IDCs can be 
shown empirically, the assessed construct can be described in terms of the specific 
demands represented by the item characteristics. For instance, it can be tested 
whether reading comprehension in English as a foreign language is to be character-
ized by mastering specific cognitive operations and/or by mastering more difficult 
texts. For the reporting of test results, IDCs can be used to construct and describe 
proficiency levels for criterion-referenced feedback (Harsch and Hartig 2011; 
Hartig et al. 2012). When new test items are to be constructed, knowledge of the 
effects of IDCs can be drawn on to develop items targeted at specific difficulty 
levels.

Finally, an aim of ongoing work (e.g., Harsch and Hartig 2015) is to improve the 
link between scores from standardized language tests and the CEFR levels. These 
levels are more and more frequently used for criterion-referenced score interpreta-
tion, yet it is often not transparent how the link between test scores and CEFR levels 
is established. If certain combinations of IDCs can be aligned to certain CEFR lev-
els; this would provide the basis for a transparent alignment between item content, 
test scores, and the CEFR.
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Chapter 22
Multidimensional Adaptive Measurement 
of Competencies

Andreas Frey, Ulf Kroehne, Nicki-Nils Seitz, and Sebastian Born

Abstract  Even though multidimensional adaptive testing (MAT) is advantageous 
in the measurement of complex competencies, operational applications are still rare. 
In an attempt to change this situation, this chapter presents four recent develop-
ments that foster the applicability of MAT. First, in a simulation study, we show that 
multiple constraints can be accounted for in MAT without a loss of measurement 
precision, by using the multidimensional maximum priority index method. Second, 
the results from another simulation study show that the high efficiency of MAT is 
mainly due to the fact that MAT considers prior information in the final ability esti-
mation, and not to the fact that MAT uses prior information for item selection. 
Third, the multidimensional adaptive testing environment is presented. This soft-
ware can be used to assemble, configure, and apply multidimensional adaptive tests. 
Last, the application of the software is illustrated for unidimensional and multidi-
mensional adaptive tests. The application of MAT is especially recommended for 
large-scale assessments of student achievement.
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22.1  �Problem

The measurement of student competencies is a key element of modern output-
oriented educational systems. On the basis of measured student competencies, the 
effectiveness of different aspects of educational systems is evaluated and sometimes 
far-ranging decisions are made. Given the high importance of student competence 
assessment, the instruments used for this purpose need to be theoretically accurate 
and psychometrically sound. However, it is difficult to meet both requirements 
simultaneously, since the theoretical frameworks underlying competence constructs 
are often complex. This means that, from a theoretical point of view, competence 
constructs can seldom be described by just one single aspect or—more techni-
cally—by just one latent variable. Much more often, competence constructs are 
specified as complex structures that include several interrelated components. The 
theoretical framework for mathematical literacy of the Programme for International 
Student Assessment (PISA), for example, differentiates between 14 components; 
three mathematical processes, seven fundamental mathematical capabilities, and 
four mathematical content categories (OECD 2013). Although it would be desirable 
to measure such a theoretical framework in its full complexity and to report precise 
scores for all components, this would inevitably necessitate very long testing ses-
sions if conventional test instruments were used. As a consequence, in operational 
tests, competence constructs are often measured with severely reduced complexity 
in order to reach an acceptable testing time. Frequently, differentiated multidimen-
sional theoretical frameworks are boiled down to one single dimension by the test 
instrument and/or the psychometric model used for scaling. This is problematic, 
because the resulting unidimensional test scores used for reporting cannot validly 
be interpreted with regard to the underlying theoretical framework.

Multidimensional adaptive testing (MAT; e.g., Frey and Seitz 2009; Segall 2010) 
offers a solution to this problem. MAT can achieve a much better fit between the 
theoretical underpinnings of complex competence constructs, test content and test-
ing time, than testing with conventional, non-adaptive instruments can. This is pos-
sible for two reasons. First, in MAT, complex psychometric models can be used as 
measurement models. This makes it possible to include assumptions about the theo-
retical structure of a construct in the test instrument. Consequently, the resulting test 
scores can be interpreted unambiguously with regard to the theoretical framework. 
Second, very high measurement efficiency can be achieved with MAT. Thus, even 
complex constructs can be measured in a reasonable amount of time.

As psychometric models, multidimensional item response theory (MIRT; e.g., 
Reckase 2009) models are used in MAT. A general form for a MIRT model is the mul-
tidimensional three-parameter logistic model (M3PL). This model specifies the prob-
ability of a person j = 1, …, N correctly answering item i (Uij = 1) as a logistic function 
of P latent abilities, θj = (θj1, …, θjP) and a set of item parameters ai, bi, and ci:
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The loading of item i on the different dimensions is represented by the 1 × P item 
discrimination vector a i

′ . The difficulty of item i is given by bi. This parameter is 
multiplied with the P × 1 -vector 1, which is filled with ones in order to use the same 
item difficulty for all dimensions. The pseudo-guessing parameter ci can be regarded 
as a lower asymptote introduced to model item-specific random guessing. Different 
model structures can be incorporated into the M3PL by specifying the item dis-
crimination vector ai accordingly. Additionally, more simple models can be derived 
from Eq. 22.1 by imposing restrictions. If, for example, for all items of a test, exactly 
one element of the vector a i

′  is equal to one and all other elements are equal to zero, 
and ci = 0, the multidimensional Rasch model results. However, even though the 
M3PL and the models that can be derived from it are frequently used in MAT, more 
complex MIRT models can also be applied (e.g., Frey et al. 2016; Mikolajetz and 
Frey 2016; Segall 2001).

The high measurement efficiency of computerized adaptive testing in general 
(uni- and multidimensional) is achieved by using information gained from the 
responses a participant has given to previous items. This information can be used to 
optimize the selection of the item that will be presented next (Frey 2012). In MAT, 
additional gains in measurement efficiency can be made by drawing on prior infor-
mation about the multidimensional distribution of the measured dimensions. Segall 
(1996) suggested utilizing the P × P matrix Φ, including the variances of the mea-
sured dimensions and their covariances, to enhance ability estimation and item 
selection. As item selection criterion, Segall proposed selecting the candidate item 
i* from the item pool (except the t already presented items) for presentation that 
maximizes the determinant of the matrix W

t i+ * :
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The matrix W
t i+ *  is derived by summing up the information matrix of the previ-

ously administered items, ( )ˆ, jI θ θ , the information matrix of a response ui*  to item 
i*, ( )*,

i
uI θ , and the inverse of the variance-covariance matrix Φ. The candidate 

item with the maximum value of Eq. 22.2 provides the largest decrement in the 
volume of the credibility ellipsoid around the current estimation of the latent ability 
vector ˆ

jθ . In other words, the item is selected that makes the estimate ˆ
jθ  more 

precise (see Yao 2014 for additional MAT item selection methods).
Using this strategy leads to a substantial gain in measurement efficiency com-

pared to that achieved by conventional non-adaptive testing and a sequence of uni-
dimensional adaptive tests (Frey and Seitz 2010; Segall 1996; Wang and Chen 
2004). In their simulation study, Frey and Seitz (2010) found the measurement effi-
ciency of MAT to be 3.5 times higher than in conventional testing, for highly cor-
related dimensions. Furthermore, MAT also proved to be very powerful under 
realistic test conditions. Making use of the operational item pool used in the PISA 
assessments from 2000 to 2006, and taking the typical restrictions of the study into 
account (link items, open items, testlets), the gain in measurement efficiency com-
pared to conventional testing was still about 40 % (Frey and Seitz 2011). This 
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increase in measurement efficiency can be used to report all ten of PISA’s subdi-
mensions (3 reading, 4 mathematics, 3 science) with sufficient reliability instead of 
reporting subdimensions for science only, as in PISA 2006 (Frey et al. 2013).

However, despite the salient advantages of MAT observed in simulation studies, 
empirical applications are still rare. This might be due to (1) a lack of uncompli-
cated methods to account for several constraints in the item selection process, (2) a 
lack of clarity about what exactly causes the high measurement efficiency of MAT, 
and (3) the absence of appropriate MAT software. In order to solve these problems, 
this chapter has four objectives:

	1.	 To introduce an uncomplicated method that accounts for multiple constraints in 
MAT.

	2.	 To clarify which proportions of the high measurement efficiency of MAT are due 
to item selection and which to ability estimation, respectively.

	3.	 To present computer software that can be used to configure multidimensional 
adaptive tests, run pre-operational simulation studies, and administer multidi-
mensional adaptive tests.

	4.	 To describe the first steps towards the implementation of an operational multidi-
mensional adaptive test.

The remaining text is organized into four sections, each of which is devoted to 
one of the four objectives. The chapter then closes with a conclusion and an outlook 
for the future of MAT.

22.2  �Consideration of Multiple Constraints in MAT

In empirical applications of MAT, test specifications need to be managed. Test spec-
ifications are rules for the assembly of tests, and are generally expressed as con-
straints (Stocking and Swanson 1993). Especially in operational testing programs, 
it is often necessary for different test forms to be comparable with regard to a pre-
defined set of test specifications. This requirement can be met by forcing the item 
selection algorithm of an adaptive test, to combine the rationale of maximizing sta-
tistical optimality with a strategy to fulfill the imposed constraints. Besides several 
other approaches to unidimensional computerized adaptive testing (UCAT; c.f. van 
der Linden 2005 for an overview), for MAT, the shadow test approach (Veldkamp 
and van der Linden 2002) is a frequently discussed and very flexible method. 
However, its implementation requires considerable knowledge of linear program-
ming, is computationally intensive, and requires solver software. As an alternative 
to the shadow test approach, an uncomplicated method for dealing with multiple 
constraints in MAT is described in the following section, and the results from a 
simulation study evaluating its effectiveness will be presented.
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22.2.1  �Multidimensional Maximum Priority Index

The multidimensional maximum priority index (MMPI; Frey et  al. 2011) is the 
multidimensional generalization of the maximum priority index method proposed 
by Cheng and Chang (2009). The MMPI is based on a I × K constraint relevance 
matrix C, where I is the number of items in the pool and K is the total number of 
constraints. The elements of C are cik = 1 if an item i is relevant for the constraint k 
and cik = 0 otherwise. The total number of constraints K is given by (a) the number 
of constraint types such as content area or answer key, and (b) the levels of these 
constraint types, such as mathematics, science, and reading, or key a, key b, key c, 
and key d as correct answers. Taking this example, for a test with three content areas 
and four answer keys, the total number of constraints would be seven.

During the item selection process, two major steps are taken: Firstly, the priority 
index (PI) for every eligible candidate item i* in the item pool is calculated, and 
secondly, the item with the highest PI is selected. The PI for candidate item i* can 
be computed with:
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where Wt i+ *  is the item selection criterion from Eq. 22.2 and fk represents a scaled 
quota left. Suppose that Tk items for a constraint k are presented to each participant 
and that tk items with this constraint have been administered so far, then fk is given 
by:
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Thus, fk quantifies how severely an item is needed at the present stage of the test. 
By multiplying the item selection criterion W

t i+ *  with fk, the MMPI offers a solu-
tion that combines aspects of maximizing measurement precision and managing test 
specifications in MAT.

22.2.2  �Research Objective

To date, the MMPI has been proved to be capable of managing content constraints 
effectively without jeopardizing measurement precision (Born and Frey 2016). 
However, it is not yet known whether the MMPI can be used effectively to account 
for a larger number of constraints, and how much measurement precision would be 
affected by doing this. To provide this missing information, selected results from a 
comprehensive simulation study (Born and Frey 2013) are presented next.
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22.2.3  �Method

The simulation study was based on a full factorial design with two independent 
variables (IVs). In all conditions, three latent ability dimensions were considered. 
The first IV, Constraint Management (None, MMPI), compares item selection based 
solely on the criterion of statistical optimality with item selection using the MMPI 
approach. With the second IV, Constraints (5, 7, 9, 11), the total number of con-
straints was varied. In each cell of the design, 1,000 simulees were analyzed with 
200 replications in regard to three dependent variables (DVs). The first two DVs 
were the percentage of constraint violations (%Viol) and the average number of 
violations (#Viol). Both DVs were used to evaluate the extent to which the con-
straints were fulfilled. %Viol was calculated by the ratio of the number of simulees 
per replication, with at least one constraint violation to the number of all simulees, 
multiplied by 100. #Viol is the average of constraint violations per replication. The 
third DV was the average mean squared error (MSE ) of the ability estimates across 
all P dimensions, computed by:
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Thus, low values for the MSE  denote high accuracy in the ability estimates.

22.2.4  �Procedure

For the simulation study, 432 items (144 per dimension) associated with five con-
straint types were generated. One of the constraint types was the number of items 
presented per dimension, expressed by three constraints. The other four constraint 
types were additional constraint types representing any kind of item property (e.g., 
item format, answer key), each expressed by two constraints. Hence, in total, there 
were up to 11 constraints. Every item was relevant for one dimension and for four 
constraints. All in all, there were 48 constraint combinations (nine items per combi-
nation). The item difficulty parameters bi were drawn from a uniform distribution, 
ranging from −3 to 3, bi ~ U(−3, 3). To ensure that the item difficulty distributions 
did not differ between the constraint combinations, item difficulties were generated 
separately for every combination.

The ability parameters were drawn from a multivariate normal distribution, θ ~ 
MVN(μ, Φ) with μ = (0, 0, 0) and
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The high latent correlations of .85 between the three dimensions resemble the 
correlations typically found in large-scale assessments such as PISA.

The generated item and ability parameters were used to draw binary responses 
based on the multidimensional Rasch model. The simulations were carried out with 
SAS® 9.3, with a fixed test length of 60 items. In all conditions, the ability vector θj 
was estimated by the multidimensional Bayes modal estimator (BME) using the 
true variance-covariance matrix Φ from Eq. 22.6 as prior.

22.2.5  �Results

The results of the simulation study are shown in Table 22.1. Under the condition of 
no constraint management, the observed percentages and the absolute numbers of 
violations were quite high. The MMPI met all imposed constraints in all conditions 
perfectly and thus was able to account for up to 11 constraints effectively. In regard 
to measurement precision, the results for no constraint management and the MMPI 
are virtually identical. Hence, in the present case, no “price” was paid for account-
ing for multiple constraints with the MMPI.

22.2.6  �Discussion

We have introduced the MMPI as an uncomplicated method for dealing with mul-
tiple constraints in MAT, and evaluated it in a simulation study. The MMPI fulfilled 
the imposed constraints perfectly without a decrease in measurement precision. 
Nevertheless, the findings are restricted to test specifications in which the formu-
lated constraints can be accounted for by the item pool, as in the present study. In 
practice, this is quite realistic because item pools are likely to be constructed in such 
a way that they can—in principle—meet the desired test specifications. In conclu-
sion, the MMPI is a very promising uncomplicated method for the management of 
multiple constraints.

Table 22.1  Percentage of violations (%Viol), average number of violations (#Viol) and average 
mean squared error (MSE ) for all research conditions

Constraint 
Management

No. of 
Constraints %Viol SE #Viol SE MSE SE

None 5 85.39 0.01 2.40 0.04 0.126 0.006
7 96.80 0.01 3.99 0.05 0.126 0.006
9 99.48 0.00 5.69 0.06 0.125 0.006
11 99.96 0.00 7.71 0.06 0.125 0.005

MMPI 5 0.00 0.00 0.00 0.00 0.125 0.006
7 0.00 0.00 0.00 0.00 0.126 0.006
9 0.00 0.00 0.00 0.00 0.125 0.006
11 0.00 0.00 0.00 0.00 0.125 0.006
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22.3  �Using Prior Information for Item Selection and Ability 
Estimation

MAT has considerably higher measurement efficiency than conventional non-
adaptive tests or multiple unidimensional computerized adaptive tests (M-UCAT). 
Nevertheless, the relative contributions of the specific aspects of MAT that cause its 
high efficiency are not yet known. Two aspects of MAT can have a systematic 
impact on measurement efficiency. The first is item selection. In MAT, the item to 
be presented next is selected from an item pool covering several dimensions, instead 
of only one dimension, as in UCAT, making item selection more flexible. The sec-
ond aspect of MAT likely to foster its measurement efficiency is ability estimation. 
When several dimensions are measured in MAT, multidimensional estimation 
(MEST) can be augmented by using the variance-covariance structure stored in Φ 
as prior information for the derivation of Bayesian ability estimates, like the BME 
(Segall 1996). This information is not used for unidimensional estimation (UEST).

22.3.1  �Research Questions

For the further development of MAT, it is important to understand which aspect of 
the method is responsible for its high measurement efficiency. This knowledge 
could be used, for example, to optimize the specification of adaptive test settings. In 
searching for this knowledge, the present study strives to answer the following three 
research questions:

	1.	 How much efficiency can be gained by using multidimensional item selection in 
MAT instead of unidimensional item selection in M-UCAT?

	2.	 How much efficiency can be gained by using Bayesian multidimensional ability 
estimation instead of Bayesian unidimensional ability estimation?

	3.	 What is more important for the high measurement efficiency of MAT: item selec-
tion or ability estimation?

22.3.2  �Method

Materials, Participants, and Design  The research questions were examined with 
a simulation study based on the item pool characteristics of three operational, uni-
dimensional dichotomously scored adaptive tests. These tests measure student 
competencies in reading (65 items), mathematics (105 items), and science (94 
items), and were developed in the research project “Adaptive measurement of gen-
eral competencies” (MaK-adapt; see “Empirical Application” section for project 
details).
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The responses of N = 1,632 students were used to estimate item parameters of a 
three-dimensional Rasch model with between-item multidimensionality. Variances 
for mathematics (0.97), science (0.78), and reading (0.75), as well as latent correla-
tions between mathematics and science (.83), mathematics and reading (.80), and 
science and reading (.77), were estimated from the same data.

The study was based on a fully crossed two-factorial design, with the IVs Item 
Selection (unidimensional, multidimensional) and Final Ability Estimation (UEST, 
MEST). Unidimensional item selection was conducted by sequentially presenting 
three unidimensional adaptive tests. Hence, M-UCAT was used in this condition 
with unidimensional provisional ability estimation. Multidimensional item selec-
tion was conducted by applying MAT with multidimensional provisional ability 
estimation. For both the unidimensional and the multidimensional item selection, 
Eq. 22.2 was used as item selection criterion.

Regarding the IV Final Ability Estimation, the BME was used for UEST and 
MEST. In the UEST condition, the final ability was estimated separately for each of 
the three dimensions, with the respective means and variances as priors. In the 
MEST condition, the final ability vectors were estimated simultaneously for all 
three dimensions, using the three-dimensional mean vector and the full empirical 
variance-covariance matrix as prior.

The research questions were examined by comparing the mean squared error 
(MSE) between the test conditions. Comparing the MSE between two conditions 
makes it possible to consider the relative efficiency (RE). According to de la Torre 
and Patz (2005), the RE is calculated as the ratio of the MSE of a baseline method 
to the MSE of a target condition. A value greater than 1.0 indicates that the target 
method is more efficient than the baseline method.

Procedure  True abilities for a sample of 1,000 simulated test takers were drawn 
from a multivariate normal distribution with means of zero and variances, and cor-
relations according to the prior. In all conditions, testing was terminated after 30 
items. Ten items were presented per dimension for each M-UCAT, and the MMPI 
method was used to present comparable numbers of items for the three dimensions 
for MAT. 1,000 replications were simulated.

22.3.3  �Results

Two different REs were computed for each dimension: The RE for the comparison 
of unidimensional item selection (= baseline) vs. multidimensional item selection is 
related to the IV Item Selection (Research Question 1). The RE of UEST (= base-
line) vs. MEST corresponds to the IV Final Ability Estimation (Research Question 
2). The direct comparison of the two sets of RE values provides insights into the 
relative importance of item selection and final ability estimation, in relation to mea-
surement efficiency (Research Question 3).
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The results displaying the relative gain in MSE when moving from unidimen-
sional item selection to multidimensional item selection, are shown in the left part 
of Fig. 22.1. The relatively small values of 1.013–1.048 indicate that, by using mul-
tidimensional instead of unidimensional item selection, the average precision of the 
ability estimates was increased by 1.3–4.5 %. For reading and science, the RE of 
MEST was significantly higher than for UEST. For mathematics, no significant dif-
ference in RE was observed.

The relative decrease in MSE when using MEST instead of UEST is presented in 
the right part of Fig. 22.1. With RE values between 1.347 and 1.442, the effect of 
ability estimation is considerably larger than the effect of item selection: that is, the 
average precision of the ability estimates was increased by about 34.7–44.2 % by 
applying multidimensional instead of unidimensional final ability estimation. For 
reading and science, the RE values were significantly higher for multidimensional 
item selection (MAT) than for unidimensional item selection (M-UCAT). No sig-
nificant differences were observed for mathematics. Overall, a comparison of the 
left and right parts of Fig. 22.1 reveals that the increased efficiency of MAT is obvi-
ously due mainly to the incorporation of multidimensionality into the final ability 
estimation (UEST vs. MEST), whereas the use of prior information for item selec-
tion, in conjunction with selecting items from a larger, multidimensional item pool 
(M-UCAT vs. MAT), is less important.

 
±

 
±

Fig. 22.1  Relative efficiencies of the independent variables item selection and ability estimation
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22.3.4  �Discussion

The observed REs were dimension-specific. This highlights the importance of pre-
operational simulation studies that use the specific item pool to be used in a particu-
lar uni- or multidimensional adaptive test. The present study only focused on the 
RE; unremarkable results related to other dependent measures such as bias are not 
reported.

Based on the finding that the multidimensional ability estimation is especially 
relevant to the high measurement efficiency of MAT, specific modifications can be 
considered in order to adapt MAT to specific practical needs (Kroehne and Partchev 
2010). One possible modification, MAT without an intermix of items from different 
dimensions, is described by Kroehne et al. (2014).

22.4  �The Multidimensional Adaptive Testing  
Environment (MATE)

Given that about 20 years have passed since the first publications (Segall 1996; 
Luecht 1996), MAT is now coming of age. Various reasons for the application of 
MAT are described in the literature, such as increased measurement efficiency com-
pared to UCAT and conventional testing (Frey and Seitz 2009), the possibility of 
estimating subdimensions with higher precision (Frey et al. 2013; Mikolajetz and 
Frey 2016), or improved facet scores (Makransky et al. 2013). However, the number 
of operational multidimensional adaptive tests is still very small.

One possible reason for the lack of applications, despite the very good perfor-
mance of MAT in simulation studies, might be the absence of easy-to-use MAT 
software for pre-operational simulation studies and operational test administration.

To fill this gap, and to promote the application of MAT in empirical research, the 
Multidimensional Adaptive Testing Environment (MATE; Kroehne and Frey 2011) 
was developed within the research project “Multidimensional Assessment of 
Competencies” (MAT) under the priority program “Models of Competencies for 
Assessment of Individual Learning Outcomes and the Evaluation of Educational 
Processes” (SPP 1293), funded by the German Research Foundation (DFG). The 
programming was accomplished by the Technology-Based Assessment Unit (TBA) 
at the German Institute for International Educational Research. The software can 
also be used to perform flexible pre-operational simulation studies.

22.4.1  �Computerization of Items

MATE can be used for items with a multiple choice response format (radio-buttons, 
check boxes) and for items with text input. The software allows for the importing of 
graphical material (image files or files in XPS format) to computerize items. Specific 
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color markers and an optional control file can be used for a fully automated import 
of item banks.

Items can consist of one or multiple pages. Pages are assigned to so-called enti-
ties: that is, to chunks, which can be selected by an adaptive item selection algo-
rithm. Buttons for forward and backward navigation between pages within entities 
can be added to the pages, to make items with multiple pages and unit structures 
possible.

22.4.2  �Assignment of Item Parameters

Responses can be used either for logging only, or to be linked to one or multiple 
measured dimensions with an IRT model. MATE is appropriate for adaptive testing 
with dichotomously scored items scaled with a uni- or multidimensional IRT model 
(see Eq. 22.1). As a minimum, item difficulties and the assignments of the items to 
one of the dimensions of the test are necessary. Discrimination parameters for 
within-item or between-item multidimensionality and guessing parameters are 
optional. In addition, each response can be assigned to an integer number represent-
ing a content area (as a prerequisite for content management). Responses can also 
be assigned to item families; these families cannot be administered together within 
a single test. If pages are defined and responses are assigned to item parameters, 
operational testing and pre-operational simulations are possible.

22.4.3  �Configuration of Tests and Test Batteries

Different test types can be administered and simulated with MATE: fixed forms 
(necessary for linear testing and calibration designs with multiple booklets), ran-
dom selection of entities (for instance, to benchmark against adaptive testing), and 
UCAT, or MAT, depending on the properties of the item pool. Tests are organized 
into test batteries, allowing flexible combinations of adaptive tests, instructions and 
fixed test forms. User accounts can be generated or imported into MATE, and test 
administration can be resumed when interrupted.

In tests with IRT parameters, MLE and BME, as described by Segall (1996), can 
be used for ability estimation. The determinant of the posterior information matrix 
is evaluated for item selection in UCAT or MAT.  The randomesque procedure 
(Kingsbury and Zara 1989) can be used for exposure control. The MMPI is 
implemented for content management. Test termination for adaptive tests can be 
defined by any combination of the following criteria: (1) overall number of entities, 
(2) number of entities in a particular dimension, (3) standard error in a particular 
dimension, and (4) testing time (not in simulation studies).
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22.4.4  �Pre-operational Simulation Studies

When IRT parameters are inserted or read into MATE, pre-operational simulations 
can be conducted to study the performance of a defined test. Typical research ques-
tions for pre-operational simulations include the comparison of different test speci-
fications with respect to the resulting standard error, the mean squared error, the bias 
(conditional on theta), and the reliability of the test. Furthermore, pre-operational 
simulations can be used to study test specifications for different target populations. 
To run a pre-operational simulation study for a specific target population, true abil-
ity parameters can be drawn from one or multiple multivariate normal distributions 
or from one or multiple uniform distributions. To analyze the properties of an adap-
tive test with equal precision for selected points in the (multidimensional) ability 
space, alternatively, true ability parameters can be generated as replications, with 
true ability values corresponding to equidistant grid points. MATE makes it possible 
to export the generated true ability parameters, as well as to import existing values. 
Simulees can be assigned to groups, so that mixed ability distributions can be stud-
ied. Responses are automatically generated, randomly drawn from the probability 
computed from the specified IRT model using the (multidimensional) ability value 
of a simulee. To make it possible to simulate non-fitting IRT models, simulations 
with MATE can also be conducted with imported item-level responses, instead of 
with true ability values. The different dependent measures computed automatically 
for each cycle are summarized in Table 22.2.

Table 22.2  Dependent measures computed by MATE for each cycle of a simulation

Dependent Measure Formula

Average Standard Error ( ) ( )( )θ θ
=

= ∑
1

1ˆ ˆ
N

l jl
j

SE SE
N

Bias ( ) ( )θ θ θ
=

= −∑
1

ˆ1
Bia ˆs

N

l jl jl
jN

Approximated reliability as one minus the squared average 
standard error ( ) ( )θ θ= −

2

1ˆ ˆ
l lRel SE

Root Mean Squared Error
( ) ( )θ θ θ

=

= −∑
2

1

1
RM EA ˆS ˆ

N

l jl jl
jN

Squared correlation between true and estimated ability ( ) ( )θ θ θ=
2

,ˆ ˆ
l l lRel cor

All formulas given for l = 1, …, P dimensions and j = 1, …, N simulees
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Plots representing the relationship between (1) true and estimated ability per 
dimension, (2) true or estimated ability and estimated standard error of ability, and 
(3) true or estimated ability and test length, are provided as graphical output.

Additional graphical information is given to summarize the item pool utilization 
and to visualize the change in the dependent measures during the testing process 
(with one point for each administered item). Additional simulation results are pre-
sented as text output. Multiple simulations can be conducted and stored within 
MATE under different settings; detailed results (including results for each simulee, 
results for each item, and the item level data) can be exported for further statistical 
analysis. Detailed descriptions of all input and output formats, as well as examples 
for the generated plots, are given in the user manual (Kroehne and Frey 2013).

22.4.5  �Graphical User Interface, System Requirements, 
Availability and Manual

MATE is a Windows-based application with a user-friendly graphical interface that 
consists of five views: Pages, Entities, Tests, Test Taker, and Simulation. All of the 
main features of the program can be accessed by a point-and-click interface. No 
additional statistical software is necessary to work with MATE. However, the soft-
ware runs on Microsoft Windows-based operating systems only, and requires an 
installed .NET framework 4.0 (or higher). MATE can be obtained free of charge for 
research and teaching purposes; a copy of the manual is included in the software 
package.

22.5  �Empirical Application

The creation of MATE was an important step towards making an operational use of 
MAT possible in many test settings. Several time-intensive and demanding imple-
mentations are now directly available from a point-and-click interface. Thus, test 
developers do not need to program statistical routines for themselves, but can 
directly use MATE to computerize items, configure adaptive algorithms, run pre-
operational simulation studies, and deploy adaptive tests.

The first empirical application of MATE was realized in the research project 
MaK-adapt (Ziegler et  al. 2016). MaK-adapt is one of six joint projects of the 
research initiative “Technology-based assessment of skills and competencies in 
VET” (ASCOT) funded by the German Federal Ministry of Education and Research. 
In the MaK-adapt project, computerized adaptive tests measuring student compe-
tencies in reading, mathematics, and science were developed and used by the other 
five ASCOT joint projects. Because some of the joint projects do not need data for 
all three domains to answer their specific research questions, three unidimensional 
adaptive tests were constructed.
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Some of the items used in the three tests were written anew, but most were taken 
from existing large-scale assessments of student achievement (e.g., PISA, TIMSS, 
German Educational Standards for Mathematics). As item types, multiple choice, 
complex multiple choice, and short answer items were used. All items can be scored 
automatically by MATE.  The initial item pool of 337 items (reading: 73 items; 
mathematics: 133 items; science: 131 items) was computerized and administered 
with MATE.

The items were given to a sample of N = 1,632 students in a calibration study in 
the year 2012. Since it would have taken too long for individual students to respond 
to all of the items, a balanced incomplete booklet design (e.g., Frey et al. 2009) was 
used to distribute the items to the students. The gathered responses were scaled 
separately for each domain with the unidimensional 1PL. This model is a special 
case of the M3PL in Eq. 22.1 with θj = θj, ci = 0, and ai = ai = 1 for all items i = 1, 
…, I. After item deletions were made due to poor model fit and differential item 
functioning (cf. Spoden et al. 2015), the item pools for reading, mathematics, and 
science amounted to 65, 105, and 94 items, respectively.

Based on the item pools, for each of the three domains, single unidimensional 
adaptive tests were configured using MATE. Several configurations were compared to 
each other in pre-operational simulation studies. In the final configuration, the first 
item was selected randomly from a set of ten items, with the highest information 
under the assumption of an average ability level. The one item with the highest infor-
mation, given the examinee’s provisional ability estimate (BME) was selected as the 
next item. This can be seen as a special case of Eq. 22.2, with θ = θ and Φ only con-
taining the variance of θ. In order to present comparable numbers of items for the 
different content areas within the domain, the MPI was used. The test was terminated 
after a pre-specified number of items were presented. This number could also be cho-
sen by other ASCOT joint projects; this would enable them to find the balance between 
test length and measurement precision that best fits individual study objectives.

Figure 22.2 shows the expected reliability of the adaptive test for mathematics as 
a function of the number of presented items derived from a pre-operational simula-
tion study with MATE (N = 10,000). The reliability was calculated with the squared 
correlation between the true and the estimated ability. It ascends rapidly and reaches 
a value of .76 after only 15 items. The results for the other two domains are similar. 
Note that, for a selection of 15 items with medium difficulty with respect to the 
target population, the expected reliability is .74. However, using items with medium 
difficulty brings at least two disadvantages, compared to UCAT. First, relatively few 
items are used, leading to the problem that an adequate construct coverage cannot 
be reached. Second, the statistical uncertainty of the ability estimates (SE(θ)) is very 
small for participants in the middle of the scale only, but increases greatly towards 
the extremes of the scale. Hence, only students around the scale mean can be mea-
sured precisely, while the estimates for the others are very imprecise. The same 
problem accounts for group statistics such as means, variances, correlations, or 
others, for groups of students with very low or very high average ability. Thus, pre-
senting a selection of items with medium difficulty would not be advantageous for 
most purposes, in comparison to CAT.
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In the ASCOT initiative, several thousand students had been tested with the 
MaK-adapt tests.

Going one step further, the three unidimensional adaptive tests were combined in 
a multidimensional adaptive test. Here, the MMPI was used to present comparable 
numbers of items per content domain. By moving from UCAT to MAT, an addi-
tional increase in measurement efficiency could be achieved. If, for example, a reli-
ability of at least .75 is aimed at for all three domains, MAT will need a total number 
of 30 items while the three unidimensional adaptive tests would require 1 8 + 15 + 
18 = 51. The three-dimensional adaptive test was recently trialed in an empirical 
study.

In summary, three unidimensional adaptive tests and a three-dimensional adap-
tive test were successfully set up, optimized based on pre-operational simulation 
studies, and delivered, in different studies in large-scale assessment contexts using 
the MATE.

22.6  �Conclusion

MAT provides better solutions than conventional tests for a theoretically sound 
measurement of complex competence constructs. The main advantages of MAT are 
the possibility of directly including assumptions about the theoretical structure of 

Fig. 22.2  Graphical output of MATE showing the reliability for the adaptive mathematics test as 
a function of number of presented items
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the construct at stake into the test instrument, and its very high measurement effi-
ciency. In the present chapter, four recent developments that foster the applicability 
of MAT have been presented.

First, a simulation study showed that multiple constraints can be accounted for in 
MAT by using the MMPI. If the item pools used fulfill the imposed constraints, no 
loss in measurement precision has to be expected. Since the MMPI method is very 
easy to implement and is computationally undemanding, we propose its use for 
MAT.

Second, the major reason for the very high measurement efficiency of MAT has 
now been pinpointed. The results of the second simulation study underline the fact 
that MAT’s high efficiency is mainly due to its use of prior information in the deri-
vation of Bayesian ability estimates in the final scaling. The gains achieved by using 
the same prior information for selecting items from a multidimensional item pool 
are considerably smaller. Thus, sequentially presenting multiple unidimensional 
adaptive tests will result in nearly the same measurement efficiency as MAT, as long 
as prior information is used for the final scaling. To the best of our knowledge, this 
is a new insight, as previous research has failed to disentangle the effects of using 
prior information for item selection, from using prior information for ability estima-
tion. As a result, the high measurement efficiency has been attributed to MAT in 
general up until now.

Third, another important step was accomplished by making MATE available. 
With this computer program, the first platform to cover the workflow from item 
computerization, over test configuration and pre-operational simulation studies to 
operational testing, has been made freely available for research and teaching pur-
poses. Thus, programming is no longer required to set up a multidimensional adap-
tive test; this makes the approach more readily accessible to a large range of 
researchers.

Finally, we have briefly illustrated how MATE can be used to set up unidimen-
sional and multidimensional adaptive tests with the MMPI.

Even though the most important aspects of MAT have been developed and exam-
ined in past years, making MAT a very accessible approach, some research ques-
tions remain open. One such question, for example, is whether MAT’s mixed 
presentation of items stemming from different content domains has psychological 
or psychometric effects. Additionally, methods to maintain a MAT system across 
several assessments are not yet fully developed, and need further attention in the 
future. However, in summary, the advantages of MAT for many situations are rela-
tively striking. Therefore, we hope that this chapter will also provide an impulse for 
test developers and administrations to consider MAT as an efficient, modern, and 
appropriate way to measure complex competencies. Of course, aspects connected 
with computer-based assessments in general need to be considered when deciding 
whether the use of MAT is advantageous or not (see Frey and Hartig 2013 for a 
discussion). We believe that MAT has particularly good potential for large-scale 
assessments, as the outcomes gained from the high measurement efficiency of MAT 
are great, compared to the amount of work required for the test development in such 
studies.
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Chapter 23
Development, Validation, and Application 
of a Competence Model for Mathematical 
Problem Solving by Using and Translating 
Representations of Functions

Timo Leuders, Regina Bruder, Ulf Kroehne, Dominik Naccarella, 
Renate Nitsch, Jan Henning-Kahmann, Augustin Kelava, and Markus Wirtz

Abstract  In mathematics education, the student’s ability to translate between dif-
ferent representations of functions is regarded as a key competence for mastering 
situations that can be described by mathematical functions. Students are supposed 
to interpret common representations like numerical tables (N), function graphs (G), 
verbally or pictorially represented situations (S), and algebraic expressions (A). In 
a multi-step project (1) a theoretical competence model was constructed by identi-
fying key processes and key dimensions and corresponding item pools, (2) different 
psychometric models assuming theory-based concurrent competence structures 
were tested empirically, and (3) finally, a computerized adaptive assessment tool 
was developed and applied in school practice.
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adaptive testing
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23.1  �Introduction

Assessing students’ achievement is a key task in education and a prerequisite for 
designing and adapting instructional settings, for giving feedback on learning, and 
for making adequate placement decisions. Since teachers’ judgments of students’ 
achievements vary in accuracy (Südkamp et al. 2012) there is a demand for subsid-
iary instruments to assess students’ achievement.

Typically, educational goals for different subjects are described as competencies: 
that is, complex abilities that are defined with respect to specific situations (Weinert 
2001; Hartig et al. 2008). Through the last decade of international assessment efforts 
in Germany, a consensual comprehensive framework of mathematical competencies 
has been developed (OECD 1999; Niss 2003) that defines the curricular norm in all 
German federal  states (KMK 2003). Accordingly, any assessment instrument 
intended for use in practice should adopt the competence perspective (the alignment 
principle of assessment).

Further, several compulsory, statewide assessment systems have been developed 
and implemented. These instruments allow for the summative measurement and 
comparison of the mathematics achievement of whole classes with respect to the 
competence goals at the end of certain grades. However, such assessments provide 
no adequate basis for individual diagnostics or for adaptive teaching. Instruments 
intended to enable the formative assessment of competencies should exhibit certain 
characteristics (cf. Pellegrino et al. 2001): They should yield information for imme-
diate use in instructional decision making (Ketterlin-Geller and Yovanoff 2009; 
“embedded assessment”, cf. Wilson and Sloane 2000). Furthermore, they should be 
based on theoretically sound and empirically tested competence models (“diagnos-
tic assessment”; cf. Rupp et al. 2010). To fulfill these criteria, competence models 
are needed that (1) are sufficiently content-specific and focused on small compe-
tence areas aligned with the curriculum, (2) reflect the state of research with respect 
to students’ knowledge, conceptions, and misconceptions in this area, and (3) can 
be practically and efficiently used in everyday teaching. These criteria refer in a 
broad sense to the diverse validity aspects of the assessment instrument, including 
content, cognitive, structural, and especially consequential, validity (Messick 1995; 
Leuders 2014).

Although these criteria are well understood in principle, until now, only very few 
competence models and assessment instruments have been developed (e.g., Wilson 
2005; Elia et al. 2008, Lee and Corter 2011), and in very few domains. This is partly 
due to the enormous effort entailed in the multi-step and multi-discipline approach 
that is necessary to generate adequate competence models and assessment instru-
ments (Pellegrino et al. 2001, Klieme and Leutner 2006), requiring the cooperation 
of educational psychologists, psychometricians and subject-specific educational 
researchers.

In this chapter the process and the main results of a 6 year project cycle promoted 
by the German Research Foundation (DFG; Klieme and Leuter 2006) are 
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summarized. This project cycle aimed at developing a sound assessment approach 
in mathematics education that is in accordance with the framework suggested by the 
program’s initiators (ibid.; cf. Leutner et al. 2017, in this volume):

	1.	 Constructing a theoretical competence model for the competence area “func-
tional thinking”, incorporating the specific characteristics of certain situations

	2.	 Adopting psychometric models that are in accordance with the theoretical con-
structs and that capture the structure and interindividual variance of student 
competencies

	3.	 Developing procedures to measure competencies according to the chosen theo-
retical and psychometric models—from initial empirical validation within a 
paper-and-pencil scenario, to the development and implementation of a 
computer-based adaptive test

	4.	 Evaluating the utility and consequential validity of model-based competence 
assessment in teaching practice.

In this chapter we present the crucial considerations entailed by this process, 
summarize the main results and discuss alternatives to and the limitations of the 
decisions made during our research.

23.2  �Construction of a Theoretical Framework Model

The construction of alternative theoretical models took place in a multi-step pro-
cess, integrating (1) overarching normative competence models, (2) diverse theories 
on student thinking in the selected competence area, and (3) evidence on students’ 
competencies from subject-specific educational research.

Initially, a competence area was identified that (1) was highly relevant with 
respect to the curriculum (being reflected in educational standards and established 
textbooks), and (2) for which a sufficient body of research exists. Furthermore, the 
competence area was not supposed to be defined by curricular content (such as “lin-
ear functions”), but should—in line with the situational definition of competence—
refer to a typical recurring situation requiring specific processes of problem solving 
in secondary mathematics education. The area selected can be described as follows: 
Students are expected to understand situations involving the functional interdepen-
dence of two variables, to build adequate mental models and with these, to solve 
problems concerning values, types of dependence and global structure (Vollrath 
1989; Leinhardt et al. 1990). The process of dealing with such situations can be 
characterised by the use of four typical representations of functions, and translations 
between them (Swan 1985; see also Fig. 23.2): these representations of functions 
are numerical tables (N), function graphs/diagrams (G), situations (S), described 
pictorially or verbally, and algebraic expressions (A), such as 10x+5.

The competence delineated by this type of situation can be located within the 
overarching competence model of educational standards in mathematics (KMK 2003) 
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as two “cells” at the intersection of process-related competencies like “using represen-
tations” and “problem solving and modeling” on the one hand, and content-related 
competencies relating to “growth and change described by mathematical functions” 
on the other hand (see Fig. 23.1).

To achieve a structured, cognitively valid theoretical competence model in this 
area one can draw on a broad set of theories: One could differentiate between the 
use of single values, covariance phenomena and global types of functions (cf. 
Vollrath 1989), or one could refer to different processes of cognitive action (such as 
identifying, creating, etc.; cf. Bruder and Brückner 1989, or alternatively Anderson 
and Krathwohl 2001). Instead, we considered a different aspect to be more salient 
for the problem solving processes in this competence area: the use of the four rep-
resentations, and the process of translating between them. This approach reflects the 
broad literature on the specific conceptions, procedures, and difficulties of students 
in using representations (Leinhardt et al. 1990; Lesh et al. 1987). It seemed appro-
priate to empirically identify and define competence sub-areas (or subdimensions) 
that reflect well-defined mental processes for which considerable interindividual 
differences could be expected. Our first step was to attain a rather general compe-
tence model, differentiating processing within four representations (see Fig. 23.2): 
numerical tables (N), function graphs (G), verbally or pictorially represented situ-
ations (S) and algebraic expressions (A), and translations between them (such as 
S↔A, S↔N, S↔G, N↔G, N↔A, G↔A).

Fig. 23.1  The location of the competence area within an overarching model of mathematical 
competence
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23.3  �Development and Empirical Validation of Psychometric 
Models

23.3.1  �Basic Model: Representations and Translations 
Between and Within Situational, Numerical, 
and Graphical Representation

The overall structure shown in Fig. 23.2 is far too complex to be investigated empir-
ically with a single test instrument. However, for our purposes it can be reduced to 
sub-models, in several ways. In different, partial projects we focussed on two to five 
relevant subdimensions.

During the process of test construction (Bayrhuber et al. 2010) it became evident 
that it was not possible to distinguish between different directions of translation 
between two representations: Although in most tasks, one could try to define the 
direction of translation between representations by identifying the initial represen-
tation and the goal representation, students can frequently change direction and test 
their translation by going back and forth between initial and intermediate represen-
tations. Therefore, the directional quality of representational change was omitted in 
all models.

Fig. 23.2  Representations and translation processes during problem solving with functions: The 
framework model
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For the first attempt at empirical corroboration (Bayrhuber et al. 2010), further 
restrictions were imposed on constructing a sub-model, to secure the feasibility of 
the assessment and the model evaluation. Of the four representations, algebraic rep-
resentation (A) was omitted entirely, since this would have implied an increase of 
potential dimensions from six to ten, an additional set of items, and a far larger 
student population from Grades 7 to 10. Furthermore, we also abstained from con-
structing the dimension that describes translation processes between graphical and 
numerical representations, as the corresponding items were mostly of a technical 
nature. The resulting sub-model consisted of the following postulated dimensions:

•	 Dimension GG: Processing information within a graphical representation with-
out any situational context (e.g., displacing graphs, reading information)

•	 Dimension SG: Translating between a situation and a graph (e.g., interpreting 
features of the graph, drawing graphs for situations explained in texts)

•	 Dimension NN: Processing information within a numerical representation with-
out any situational context (e.g., finding special values in tables)

•	 Dimension SN: Translating between a situation and a value table (e.g., interpret-
ing features values, completing tables from information in a text).

The 80 items were developed by drawing on typical examples from textbooks 
(thereby ascertaining curricular validity). Think-aloud interviews were conducted 
with N = 27 students, to validate the item content and to optimize the item pool. The 
items were distributed in a multi-matrix-design over seven testlets, and adminis-
tered in seven different tests with varying testlet sequences to 872 students: 471 (54 
%) female and 399 (46 %) male; 2 unknown. The students came from 37 classes of 
Grades 7 and 8  in Baden-Württemberg and Hessen (Germany). We exclusively 
tested students from Gymnasien (top-streamed secondary schools) to avoid lan-
guage problems and school-type specific peculiarities.

The analysis was conducted with a multidimensional random coefficients multi-
nomial logit model (MRCMLM, Adams et al. 1997). By comparing the four dimen-
sional model with nested one and two dimensional models, we could show that the 
four dimensional model with the postulated dimensions fitted the data best (for the 
statistical analysis cf. Bayrhuber et al. 2010).

In a further analysis, a latent class analysis (LCA) was conducted with the four 
dimensional competence profiles of the students. Our model assumed that students 
can be assigned to qualitative profile types, and allowed for choosing specific train-
ing programs for each of the classes (Hartig 2007). Classification of the students 
into six clusters was found to describe the competence profiles best. In fact, some of 
the clusters contained students with specific strengths and weaknesses in using 
numerical or graphical representations (for details see Bayrhuber et  al. 2010). 
However, it remained an open question whether these clusters would remain stable 
in further tests.
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23.3.2  �Extension: Inclusion of Algebraic Representation/
Cognitive Action

In order to examine the competence structure in higher grades (9 and 10), an 
extended version of the competence structure model was developed and adapted to 
the curricular content of Grades 9 and 10. Therefore, we (1) added items with con-
tent appropriate to the curricular level, (2) additionally considered the algebraic 
representation (A), and (3) restricted the model to translations between different 
representations, as translations within one representation (such as GG) no longer 
play an essential role in the grades considered. For the same reason, we also 
excluded the translation from situational description to numerical (SN). These 
assumptions led to a five-dimensional model wherein the various dimensions were 
formed by the following translations:

•	 Dimension GA: Translation between graph and algebraic equation
•	 Dimension GN: Translation between graph and numerical table
•	 Dimension GS: Translation between graph and situational description
•	 Dimension NA: Translation between numerical table and algebraic equation
•	 Dimension SA: Translation between situational description and algebraic 

equation.

To validate the choice of such a competence structure model, alternative models 
with different dimensions were considered. In a one-dimensional model the stu-
dents’ translation skills were assumed to be one single construct of skills and com-
petencies. Hence, a single dimension contains all translations. Additionally, four 
different 2-dimensional models were considered in which one form of representa-
tion was considered to be the main factor: For example, in a two-dimensional model, 
one dimension consisted of all translations, including the algebraic representations 
(GA, NA, SA) and the other dimension contained the translations other than alge-
braic representation (GN, GS). The theoretical assumption underpinning these two-
dimensional models was that the mathematics curriculum often focuses on specific 
forms of representation, while underrepresenting others (Leinhardt et al. 1990).

Drawing on the results of a pilot study, in the main study, tasks were optimized 
or created anew. The resulting 120 tasks were divided into four different assessment 
booklets in the form of a multi-matrix design (Gonzalez and Rutkowski 2010); a 
test time of 40 mins. was provided for working on the tasks. Eight high schools 
(Gymnasiums) and 27 classes from the South of Hessen took part in the study, with 
ninth (19 classes) and tenth (8 classes) graders. The resulting sample consisted of N 
= 645 students. The tasks were scored dichotomously on the basis of criteria estab-
lished beforehand. We optimized the data set on the basis of a two-parameter logis-
tic model, with regard to item-total correlations and p-values. To verify the various 
models of dimensional structure (1D, 2D, 5D) we applied the Bayesian information 
criterion (BIC) and the adjusted BIC.
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The results showed that the 5-dimensional model can be assumed (see Nitsch 
et  al. 2014). It was thus ascertained that translations between the graphical, 
numerical, situational, and algebraic forms of representation of a function (GA, GN, 
GS, NA, and SA) are essential when describing students’ competencies in the area 
of functional relationships. It can be assumed that these translations include differ-
ent aspects of competence. Hence, the translation process is not a one-dimensional 
construct in which the respective translations would be insignificant. The ability to 
translate between different forms of representations depends on the translations rep-
resented in the task. The consequence for mathematics classes is that all five transla-
tions would have to be considered. All translations represent different parts of the 
competence structure, and students should be given the opportunity to familiarize 
themselves with all translations in order to develop broad skills in the field of func-
tional relationships.

In addition to an analysis of different translations, we also integrated different 
cognitive actions into the tasks. Cognitive actions are considered to characterize 
mathematical thinking processes (and thus are more specific than the cognitive pro-
cess categories of Anderson and Krathwohl 2001). Up to this point, only a few stud-
ies have addressed students’ cognitive actions during the process of translation 
between representations (e.g., Janvier 1987; Leinhardt et al. 1990). We considered 
four cognitive actions that were based on a conceptual system put forward by Bruder 
and Brückner (1989).

•	 Identification (I): When working with mathematical functions and their repre-
sentations and translations, students have to identify the most important aspects 
of the depicted form(s) of representation(s) as a basic step.

•	 Construction (C): The student is asked to translate a given form of representa-
tion of the function into another one he/she will create, with no new parts given 
in the task.

•	 Description (D): Either the student has solved the construction task and is then 
asked to describe his/her solution process, or the student describes generally 
what he/she would do if he/she had to solve such a task.

•	 Explanation (E): With regard to Description, the student is thus asked what he/
she does (or would do), whereas with regard to Explanation, the student is asked 
to justify why the solution is (in)correct.

Previous research findings suggest that the difficulty of translation tasks depends 
on the translation action demanded (Bossé et al. 2011). Consequently, including the 
different types of translations and their related cognitive actions in one model could 
lead to a more adequate and more detailed modeling of the underlying competence 
structure. However, with regard to the data set in this study, combining the various 
types of translation and their cognitive actions within one competence structure 
model would result in far too many dimensions and would be very difficult to vali-
date. Hence, we decided not to include the translation types and the cognitive 
actions in one model, but rather to separate our analyses into two different parts, so 
that the cognitive actions defined a separate model. Therefore, we restructured the 
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item pool and categorized the items with respect to the cognitive action, with the 
aim of testing whether these cognitive actions could be empirically separated.

We anticipated the following three-dimensional model: Identification (I) and 
construction (C) are considered to form two separate dimensions. In the third 
dimension, the cognitive actions description (D) and explanation (E) are summa-
rized as a combined action (DE). In this model we assume that the dimensions of 
identification and construction differ in their cognitive demands, so that they cannot 
be represented in a single dimension. Explanation and description are combined, as 
both actions demand verbalization, which is not necessarily a requirement for iden-
tification and construction. Hence, these elements have a different type of require-
ment profile. Additionally, one item can be related to more than one dimension 
(“within-item-dimensionality”). Identification of important values or characteristics 
in the initial representation is essential for task solving, so that all items are related 
to this element of cognitive action. The cognitive action of construction is included 
in all items that require the student to construct the target representation of the func-
tion and/or to describe such an action. The third dimension, combining description 
and explanation, includes all items that demand a description of the solving process 
or an explanation of the identified form of representation (see Fig. 23.3).

A comparison of the three-dimensional model with several alternative models 
(one-, two- and four-dimensional models; for further information see Nitsch et al. 
2014) showed that the three-dimensional model fits the data best. Hence, the cogni-
tive actions considered cannot be viewed as a one-dimensional construct, as they 
include various requirements at the same time. An important finding is the separa-
tion of the elementary mathematical actions of identification and construction.

The identification of significant values or characteristics within one form of rep-
resentation is essential for all other actions. Thus, this constitutes an elementary 
skill in mathematics and should be explicitly included in the exercises. Construction 
differs from identification, as no target representation is given; rather, it has to be 
built instead (e.g., Hattikudur et al. 2012). Hence, this has to be considered in math-
ematics classes separately.

Fig. 23.3  A three-dimensional model based on cognitive actions
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23.3.3  �Extension: Hierarchical Models

Regarding the results of the first study (3.1) we assumed that it would be possible to 
empirically reveal a more differentiated competence structure and to achieve a 
deeper understanding of the competence area. Therefore, we set out to conceive of 
more sophisticated models drawing on theoretical deliberations, to optimize the 
operationalization and the assessment instrument, and to test the models empiri-
cally. Our main interest was to investigate the hierarchical structure of the represen-
tational and translational competencies in the area “problem solving with functions”. 
The two central questions were: (1) Is the multidimensional structure of the compe-
tence area stable, when extending and revising the item pool and (2): Can we iden-
tify an aspect that has a larger impact on defining the competence structure than 
other aspects: that is, is there a predominant “higher dimension”? For theoretical 
reasons, it was plausible to hypothesize that either the situational aspect (“modeling 
within a situational context” vs. “working without context”; Fig. 23.4 l.h.s.) or the 
representational aspect (i.e. the type of representation—e.g., graphical vs. numeri-
cal) would be just such a dominant factor (see Fig. 23.4, r.h.s.).

For this goal, we restricted the item pool to the aforementioned dimension and 
extended it with respect to a broader coverage of task types within this subject mat-
ter area. 1351 students from Grade 7 (n = 648; 48 %) and Grade 8 (n = 703; 52 %) 
from 14 different grammar schools (Gymnasiums) in south western Germany par-
ticipated in the study. They were distributed among 57 different classes (27 of Grade 
7 and 30 of Grade 8). 695 of the students (51.4 %) were male and 655 (48.5 %) were 
female, with one student’s gender unknown.

The average age of students was 12.8 years (ranging from 10 to 15, SD = 0.7). 
The study took place only in schools of type Gymnasium, to create a homogeneous 
student population in terms of verbal abilities. Due to the complex structure of the 
competence area a large number of items (n = 103) and a multi-matrix design were 
required. Every student worked on an average of 37 items (33 %), and every item 
was processed by 452 students on average.

Fig. 23.4  Two models, representing different dominant factors
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Both two-dimensional models showed a better global model fit than a one-
dimensional model (Naccarella et al. in prep.). This confirms the multidimensional-
ity found in earlier studies (Bayrhuber et al. 2010; Elia et al. 2008). Furthermore, 
the two-dimensional model that distinguishes between problems with and without 
situational context described the data better than did the model that distinguishes 
between the mathematical representation types (graphical vs. numerical). This 
implies that the influence of the situational context is more important than the math-
ematical representation type.

23.4  �Development and Evaluation of a Computerized 
Adaptive Testing Procedure

Following empirical validation of the psychometric models (see Sect. 23.3), the last 
part of the project cycle aimed at providing a reliable and—at the same time—effi-
cient instrument for the assessment of student competencies, serving as a starting 
point for individual feedback on measured competencies in schools. Aligning the 
need for high reliability with the issue of practicability is a major concern in and a 
challenge for, the assessment of competencies in education. Technology-based 
assessment offers the possibility of making use of different information concerning 
students` abilities, and allowing for highly efficient measurement. In the field of 
competence diagnostics in particular, adaptive testing is considered an optimal 
approach to increase measurement efficiency (Frey and Seitz 2009), as item admin-
istration is constrained only to those items that provide a maximum gain in (test) 
information for a particular subject. Concretely, items are selected according to a 
(provisional) ability estimate, which is updated in response to the subjects` responses 
to the preceding items. The item selection criterion aims at a maximal increase in 
test information for a (provisional) unidimensional or multidimensional ability esti-
mate, resulting in tests with low standard errors. As a consequence, adaptive testing 
can, compared to conventional tests with fixed or randomly selected items, either 
result in a reduction of testing time (i.e., shorter tests with the same accuracy), or 
result in a well-defined accuracy of estimation across a broad range of measures on 
the trait in question (i.e., a higher reliability for all students regardless of their true 
ability, given the same number of items; Ware et al. 2005).

23.4.1  �Aims for the Development of the Adaptive Test

Considering several prerequisites for the development of a computerized adaptive 
test (CAT; see Veldkamp and Linden 2010; Weiss 2004), we decided to concentrate 
on a sub-model of our four-dimensional competence model, described in Sect. 
23.3.1, comprising the dimensions SG and SN.  We chose these two dimensions 
because the situational context was shown to be a (pre)dominant factor in the area 
of “problem solving with functions” (see Sect. 23.3.3).
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To develop a two-dimensional CAT we aimed at (1) enhancing the item pool to 
N > 60 items for each of the two dimensions. The development of new items and 
item siblings was intended to result in a broad distribution of item difficulties, cov-
ering the whole range of latent abilities. As a necessary next step, we aimed (2) to 
computerize both the existing paper-based and the newly developed items; this was 
made possible by a project-specific extension of the Multidimensional Adaptive 
Testing Environment (MATE, Kroehne and Frey 2011) to the particular response 
formats used for the dimensions SG and SN. Furthermore, we aimed (3) to calibrate 
and empirically validate the enhanced computerized item pool and to estimate the 
latent correlation between SG and SN. Finally, (4) our goal was to specify a reason-
able CAT-procedure for the assessment of students’ competencies with the particu-
lar item pool, and to determine the properties of the resulting CAT with the help of 
a pre-operational simulation study.

23.4.2  �Item Pool and Calibration

Drawing on existing items from our previous work (see Sect. 23.3.1), we initially 
enhanced the number of items in both dimensions (SG & SN) from 35 and 26 items 
to 96 and 81 items, respectively: that is, to a total of 177 items (Aim 1). Subsequently, 
the items with different response formats (e.g., multiple choice radio buttons, drop-
down list boxes, text boxes to enter numbers, and grids for drawing graphs) were 
computerized. A prototypical extension of the available software was necessary to 
collect the students’ individual responses for all response modes (Aim 2). The upper 
part of Fig. 23.5a shows an example item for the response mode “drawing”, imple-
mented to computerize various items of the dimension SG (i.e., translating between 
a situation and a graph).

To calibrate the enhanced item pool (Aim 3), in fall 2012 the computerized items 
of the two dimensions were administered to N = 1729 students, nested in 77 classes 
of Grades 7 and 8, at 13 German secondary schools. A multi-matrix-design was 
used, so that each student worked on a randomly selected booklet with about 35 
items. Students worked on the test individually during regular classes, with one 
laptop for each student, and to assure a standardized testing procedure, students were 
instructed by trained test examiners. Within-test navigation was restricted in the 
calibration study in such a way that no backward navigation was allowed at all, 
although items could be skipped without answering. Responses were scored auto-
matically according to pre-defined scoring rules.

IRT-based data analyses with the R package TAM (Kiefer et al. 2014) were con-
ducted, to select the appropriate item response model under which item parameters 
(i.e. item difficulties and item discriminations) as well as person parameters (i.e. 
students’ abilities) were estimated, and to select the final subset of items that fitted 
to the selected IRT model (see Henning et al., 2013).

In line with the theoretical model, the analyses showed a better data fit for a two-
dimensional model with between-item multidimensionality that distinguishes 
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between different types of representations (SG vs. SN), compared to a one-
dimensional model in which functional thinking is modeled as a representation-
independent competence. We estimated a correlation of 0.863 between SG and SN.

Furthermore, comparative analyses revealed that a two-dimensional two-
parameter logistic model (2-pl) including both a difficulty and a discrimination 
parameter for every item in the measurement model, had a better data fit than a two-
dimensional one-parameter logistic model (1-pl) in terms of information criteria. 
For the resulting item pool, we found an almost homogenous distribution of diffi-
culties covering a wide range of measures of the trait on both dimensions. However, 
we observed in particular that the more difficult items had larger estimated discrimi-
nation parameters. Nevertheless, with a mean item discrimination of 0.42 (SD = 
0.11) the item pool had adequate psychometric properties to serve as the basis for 
adaptive testing.

23.4.3  �Pre-operational Simulation Study

To conclude, the resulting calibrated item pool was used to concretize the CAT-
procedure, which was then evaluated (Aim 4) with the help of a pre-operational 
CAT simulation, using the recently extended version of MATE (Kroehne and Frey 
2013; see Frey et al. 2017, in this volume). For this purpose, N = 10.000 simulees 

Fig. 23.5a  Example item (dimension SG)
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were generated, with true abilities drawn from a multivariate normal distribution, 
incorporating the estimated correlation between SG and SN reported above as the 
true correlation. We also used this correlation as prior for the Bayes modal estima-
tor, as described by Segall (1996). With MATE we simulated a two-dimensional 
adaptive test for SG and SN without any further restrictions (i.e., multidimensional 
adaptive tests were simulated for each of the simulees). Inspecting the estimated 
abilities from this simulation for tests of different test lengths allows for predicting 
the performance of the multidimensional adaptive test. We found a fast decrease of 
the average standard error, as well as a reliability (squared correlation of the true 
and estimated ability) greater than .70 for both dimensions, with only 16 items 
administered overall (see Fig. 23.5b for dimension SG) and greater than .80 for both 
dimensions with 30 items. These results imply that our development process was 
successful and the resulting CAT offers an individually tailored and highly efficient 
procedure for the assessment of student competencies in a central domain of math-
ematics education, a procedure that gains efficiency from incorporating the correla-
tion of the two dimensions.

Fig. 23.5b  Result of the pre-operational simulation study (correlation of true and estimated ability 
for dimension SG, conditional on test length)
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23.5  �Discussion

The different sub-projects reported in this chapter systematically followed a multi-
step program for modeling competencies in educational contexts (Klieme and 
Leutner 2006; Pellegrino et al. 2001). The competence area was chosen so that core 
competencies from the mathematics curriculum from Grades 7 to 10 were 
reflected—this decision proved pivotal for later practical use. In spite of this focus, 
the competence structures envisioned were still so complex that it was important to 
start from a framework model and to inspect partial models or sub-models in com-
plementary studies. Following this strategy we gained empirical support for some of 
the main theoretical assumptions, without having created a model that covers all 
subcompetencies and relevant age groups. Nevertheless, one of the main insights 
derived is that when drawing on substantial theories of (mathematical) cognition, 
one can achieve assessment instruments that empirically reflect the theoretical 
structures (Rupp and Mislevy 2007). However, we do not claim that we have mod-
eled cognitive processes, but only to have constructed coherent models to describe 
the interindividual differences that result from the learning trajectories of students 
within the given curriculum (Leuders and Sodian 2013; Renkl 2012).

Within this interpretational framework one can say that competence in using 
representations of functions depends on the type of translations represented in the 
task. Consequently, competence should be considered as a multi-dimensional con-
struct rather that a one-dimensional construct in which the type of representation 
and its respective translations would be insignificant. A consequence for mathemat-
ics classes is that one can postulate that the different representations and their 
respective translations should be considered equally in curricula and textbooks. 
This contrasts with the frequent practice of overemphasizing certain representations 
(e.g., Leinhardt et al. 1990; Bossé et al. 2011).

Comparing the different sub-models that we examined in our study, it seems that 
the competence structure changes over time. Whereas in Grades 7 and 8, the transla-
tions within different forms of representation were considered, in Grades 9 and 10, 
translations between different representations were identified as the most relevant. 
This raises the question of how such changes can be helpful in modeling the devel-
opment of competencies over time, and how these changes can be integrated into a 
psychometric model.

The development of the competence model was performed in close connection to 
curricular structures and to the classroom context. This was an asset in ensuring 
validity; in addition, it led to the use of project components in different practical 
contexts: Items from the project have been included in the statewide assessment of 
competencies at the end of Grade 7 in Baden-Württemberg across all school types. 
Members of the assessment developing group found it helpful to integrate items that 
had already proven empirically feasible. Furthermore, the test instrument was used 
as the basis for developing an accompanying diagnostic to identify students’ learn-
ing difficulties in the competence area of functions (within the project CODI: 
Conceptual Difficulties in the field of functional relationships), where it inspired the 
construction of diagnostic items for qualitative error analysis (Ketterlin-Geller and 
Yovanoff 2009).
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Chapter 24
Relating Product Data to Process Data 
from Computer-Based Competency 
Assessment
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Abstract  Competency measurement typically focuses on task outcomes. Taking 
process data into account (i.e., processing time and steps) can provide new insights 
into construct-related solution behavior, or confirm assumptions that govern task 
design. This chapter summarizes four studies to illustrate the potential of behavioral 
process data for explaining task success. It also shows that generic process measures 
such as time on task may have different relations to task success, depending on the 
features of the task and the test-taker. The first study addresses differential effects of 
time on task on success across tasks used in the OECD Programme for the 
International Assessment of Adult Competencies (PIAAC). The second study, also 
based on PIAAC data, investigates at a fine-grained level, how the time spent on 
automatable subtasks in problem-solving tasks relates to task success. The third 
study addresses how the number of steps taken during problem solving predicts suc-
cess in PIAAC problem-solving tasks. In a fourth study, we explore whether suc-
cessful test-takers can be clustered on the basis of various behavioral process 
indicators that reflect information problem solving. Finally, we address how to 
handle unstructured and large sets of process data, and briefly present a process data 
extraction tool.
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24.1  �Introduction

The measurement and modeling of competencies is traditionally aimed at product 
data. This means that response patterns in a competency test serve as indicators of 
competency. Behavioral differences during task completion are usually not consid-
ered, and are difficult to observe in paper-pencil testing. Computer-based testing 
however, provides promising new directions. Besides increased construct validity 
(e.g., Sireci and Zenisky 2006) or improved test design (e.g., van der Linden 2005), 
computer-based testing can offer insights into behavioral processes of task comple-
tion by logging any test-taker interactions with the assessment system.

Taking into account individual differences in the process of task completion can 
enhance theoretical models of competencies and improve their measurement. 
Theoretical understanding of the construct and related individual differences can be 
extended, for instance, by exploring how construct-related solution behavior, as 
reflected by process data, predicts task success. Given a priori theoretical assump-
tions as to how behavioral processes relate to the task outcome, the construct inter-
pretation of scores can be supported by evidence corroborating these assumptions. 
Furthermore, process data may be suitable for defining process-related latent vari-
ables such as “speed of performance”, as indicated by item-response times (cf. 
Goldhammer and Klein Entink 2011).

In computer-based assessments, process data (e.g., clicks on a button, visits to a 
page) can be stored in log files. The granularity of process data depends on the level 
of interactivity that the item type requires from the test-taker. For traditional closed-
response item types such as multiple-choice, only very generic process data is avail-
able, such as response time, change of response, and revisits. For item types requiring 
a higher level of interactivity, such as simulation-based items (presenting, e.g., a 
simulated computer environment), each interaction with the stimulus, and the related 
time stamp, can be observed. Thus, such complex item types are most promising for 
investigating the task completion process as reflected in behavioral process data.

With some inferences, process data can be used to infer cognitive processes (e.g., 
Goldman et  al. 2012; Naumann et  al. 2008; Richter et  al. 2005; Salmerón et  al. 
2005). Process indicators serving as descriptors of information processing can be 
constructed on the basis of processing time, as well as processing steps—quantita-
tive and/or qualitative aspects of a test-taker’s interaction with the stimulus. 
Following the framework proposed by Naumann (2012), the completion process 
(i.e., the selection, sequence and duration of information processing elements) 
determines the result of task completion, which in turn provides the basis for ability 
estimation. The completion process itself depends on person-level characteristics 
(e.g., the availability of strategies or sub-skills) and task-level characteristics (e.g., 
cognitive requirements) and their interaction. Furthermore, task-level as well as 
person-level characteristics are assumed to moderate the relation between indicators 

F. Goldhammer et al.



409

of the task completion process (e.g., time on task), and the result of task completion. 
Examples for such moderation effects are research by Goldhammer et al. (2014) 
and Naumann et al. (2014), described below in Sects. 24.2 and 24.4, respectively.

In the following sections four studies are presented, to illustrate the potential of 
behavioral process data for explaining individual differences in task success. They 
take into account not only processing time, extending previous research on response 
times, but also processing steps, represented by interactions with the stimulus in 
complex simulation-based items. The first study, by Goldhammer et  al. (2014) 
draws on process data from the OECD Programme for the International Assessment 
of Adult Competencies (PIAAC) to address the question of how the time spent on 
solving a task (i.e., time on task) in reading literacy and problem solving in 
technology-rich environments, is related to the respective task outcomes. In particu-
lar, this study investigates how this relation depends on the mode of processing 
(automatic vs. controlled).

The second study, by Stelter et al. (2015), also based on PIAAC data, extends the 
research by Goldhammer et al. (2014) by taking a closer look at time on task. Stelter 
et al. analyze the specific portion of time spent on basic subtasks within problem-
solving tasks that can be completed through automatic cognitive processing. This 
measure is conceived as an indicator of individual automatization in solving basic 
subtasks. The idea here is that once basic subtasks in problem-solving are accom-
plished through automatic processing, cognitive capacity becomes available that 
benefits task performance and thus success.

The third study, by Naumann et al. (2014), moves from time taken to actions in 
simulation-based items, and asks how the number of steps taken during problem 
solving predicts success in PIAAC problem-solving tasks. The fourth study, by Tóth 
et al. (2013), uses multiple processing time and processing step indicators to explore 
whether a subset of test-takers who all eventually succeed in a problem-solving task 
can nevertheless be clustered according to the efficiency of their task engagement 
behavior.

The final section of this chapter addresses the research infrastructure that is 
needed to handle unstructured and large sets of process data, and briefly presents a 
process data extraction tool tailored to the extraction of PIAAC process data.

24.2  �Study 1: The Effect of Time on Task Success Differs 
Across Persons and Tasks

Time presents a generic characteristic of the task completion process, and has dif-
ferent psychological interpretations, suggesting opposing associations with task 
outcomes. Spending more time may be positively related to the outcome, as the task 
is completed more carefully. However, the relation may be negative if working more 
fluently, and thus faster, reflects higher skill level. On the basis of the dual process-
ing theory framework (Shiffrin and Schneider 1977), Goldhammer et  al. (2014) 
argued that the strength and direction of the time on task effect depends on the mode 

24  Relating Product Data to Process Data from Computer-Based Competency Assessment



410

of processing, which ranges from controlled to automatic processing. In the mode 
of controlled processing, long response times indicate thorough and engaged task 
completion, increasing the probability of task success (positive effect), whereas, in 
the mode of automatic processing, long response times indicate that the skill has not 
yet been automatized, which is associated with lower probability of task success 
(negative effect). From this it follows that the relative degree of controlled versus 
automatic cognitive processing determines the time on task effect.

24.2.1  �Research Goal and Hypotheses

First, Goldhammer et al. (2014) claimed that problem solving, by definition, must 
rely on controlled processing (i.e., slow and serial processing under attentional con-
trol) to a substantial degree in each task. Therefore, a positive time on task effect 
was expected. A negative time on task effect was expected for reading tasks because, 
in reading tasks, a number of component cognitive processes are apt for automatiza-
tion (Hypothesis 1). Second, within domains, the time on task effect was assumed 
to be moderated by task difficulty. That is, easy tasks were expected to be completed 
largely by means of automatic processing, whereas difficult tasks require controlled 
processing to a greater extent (Hypothesis 2). Third, for a given task, individuals 
were assumed to differ in the extent to which the information-processing elements 
that are amenable to automatic processing are actually automatized. More specifi-
cally, highly skilled individuals were expected to command well-automatized pro-
cedures within task solution subsystems that can pass to automatization. Goldhammer 
et al. (2014) therefore expected the time on task effect to vary across persons’ level 
of skill (Hypothesis 3). Finally, for a particular problem-solving task, Goldhammer 
et al. (2014) expected positive time on task effects to be restricted to the completion 
of steps that are crucial for a correct solution, whereas for others, the effect is 
assumed to be negative (Hypothesis 4). Unlike the first three hypotheses, the fourth 
hypothesis goes beyond the (more traditional) analysis of total time spent on task. 
Instead, the total time was fractionated into pieces, representing qualitatively differ-
ent aspects of the task completion process.

24.2.2  �Methods

A total of 1020 persons aged from 16 to 65 years participated in the German Field 
Trial of the PIAAC study. Test-takers completed computer-based reading and 
problem-solving tasks. To investigate the heterogeneity of the association of time on 
task with task outcome at the between-person level, Goldhammer et al. (2014) used 
a response time modeling approach within the generalized linear mixed models 
(GLMM) framework (e.g., Baayen et al. 2008). The model included random inter-
cepts for item (easiness) and person (ability), and a fixed intercept as predictors. 
Most importantly, the time on task effect was specified as a fixed effect that could 

F. Goldhammer et al.



411

be adjusted by item and person (random) effects. By modeling the effect of time on 
task as random across items and persons, the effects of the time components—that 
is, a person’s speed and the task’s time intensity (cf. van der Linden 2009)—can be 
disentangled (Goldhammer et al. 2014).

24.2.3  �Results

As assumed in Hypothesis 1, in problem solving, which is assumed to require con-
trolled processing, the time on task effect is positive, whereas in reading tasks, which 
require more routine processing, the time on task effect is negative. With regard to 
Hypothesis 2 (moderation by task), the already positive time on task effect for prob-
lem solving was substantially increased in difficult tasks, whereas the effect was less 
positive in easy tasks. Similarly, the negative time on task effect for reading became 
stronger in easier tasks, but was diminished in more difficult tasks. Regarding 
Hypothesis 3 (moderation by person), the positive time on task effect in problem 
solving decreased with higher skill level, and increased with lower skill level. In 
reading, the negative time on task effect became stronger with higher skill level and 
decreased with lower skill level. Figure 24.1 shows the by-task and the by-person 
adjustments to the time on task effect for selected tasks and persons. These curves 
indicate that positive time on task effects occurred especially in highly demanding 
situations (i.e., a less skilled person encounters a difficult task), and vice versa. 
Finally, to test Hypothesis 4, Goldhammer et al. (2014) predicted task success in the 
problem-solving task Job search (see Sect. 24.3 and Fig. 24.2) by fractions of the 
total time on task. As assumed only for time spent on the steps needed to solve the 
task—that is, on visiting and evaluating the target pages for multiple criteria—was a 
positive time on task effect observed. Negative or null effects were found for spend-
ing time on the non-informative search engine results page and the non-target pages.

24.2.4  �Discussion

The heterogeneous effects of time on task on the task outcome suggest that time on 
task has no uniform interpretation, but is a function of task difficulty and individual 
skill. The results suggest that the time on task effect is mainly determined by differ-
ences in task difficulty and individual skill, which together can be conceived of as 
individual task difficulty or simply as an indicator of task success (for the related 
concept of Ability-Difficulty-Fit see Asseburg and Frey 2013). The next modeling 
step, therefore, would be to actually specify the effect of time on task as a function 
of this difference. Overall, the results are consistent with the notion that positive 
time on task effects reflect the strategic allocation of cognitive resources in con-
trolled processing, whereas negative time on task effects reflect the degree of 
automatization. Nevertheless, time on task is ambiguous in respect of its interpreta-
tion in cognitive terms.
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24.3  �Study 2: Benefits for Task Completion 
from the Automatization of Subtasks

The automatization of cognitive processes occurs with practice, and is based on 
representations in long-term memory that fasten cognitive processes and actions 
(van Merriënboer and Sweller 2005). If subtasks of a complex task can be com-
pleted through automatic processing, the cognitive effort needed for a task is reduced 
(Ericsson and Kintsch 1995). For instance, solving information problems in a 
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Fig. 24.1  Time on task effect by task difficulty and skill level for reading literacy (upper part) and 
problem solving in technology-rich environments (lower part). For combinations of two tasks 
(easy vs. difficult) with two persons (less skilled vs. skilled), the probability for success is plotted 
as a function of time on task (Goldhammer et al. 2014)
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technology-rich environment involves not only subtasks requiring higher-order 
thinking, and coming up with new solutions, but also basic subtasks that are ame-
nable to automatization. Stelter et al. (2015) argued that time spent on subtasks that 
can be automatized can be expected to show a negative time effect on the overall 
task result, since processing time is assumed to be an inverse indicator of 
automatization.

Thus, in this study, not the total time on task but, for each task, the time taken in 
required subtasks, was taken into account. This entailed identifying separable sub-
tasks that represent coherent chunks of processing steps, and determining the time 
spent on these subtasks.

24.3.1  �Research Goal and Hypotheses

Goldhammer et al. (2014) addressed time on task primarily on the level of whole 
tasks, and found a moderating function of the tasks’ difficulty, presumably reflect-
ing the proportion of subtasks amenable to automatization. Stelter et al. (2015) took 
a more direct approach. They identified subtasks within problem-solving tasks that 
can be automatized, and for these subtasks, estimated how the time required for 
their completion is related to task success. For automatable subtasks, time on task 
was expected to negatively predict task success, since time on task is assumed to 
reflect the degree of automatization (Hypothesis 1). In contrast, given that problem 
solving as such, per definition, requires controlled processing to a substantial degree 
(see Goldhammer et al. 2014, and Sect. 24.2), for the whole task, time on task was 
expected to predict task success positively (Hypothesis 2).

24.3.2  �Methods

German field-trial data from the PIAAC study were analyzed (N = 412). Figure 24.2 
illustrates a sample task, a job search where the test-taker was asked to bookmark 
web-pages that required neither registration nor fees. The test-taker began with a 
Google-like search page, then had to select a webpage from the search page and 
read the relevant information, to navigate through additional links and decide 
whether the page fulfilled the criteria. If so, the test-taker had to bookmark it and 
continue on the search page. For this sample task, the automatable subtask was to 
set a bookmark by clicking the bookmark button and confirming the bookmark set-
tings. The degree of automatization was measured by the (log-transformed) time 
needed to operate the bookmarking commands.

For each of the six problem-solving tasks included in this analysis, subtasks were 
identified and judged with respect to the possible degree of automatization versus 
controlled processing. In this manner, across all six problem-solving tasks, three 
indicators of automatization were defined. These were (1) the time needed for drag 
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& drop, (2) the time needed to close a popup window, and (3) the time needed to set 
a bookmark (as described for the sample task). Logistic regression analysis was 
used to test the relation of time on automatable subtasks to the probability of solving 
the task correctly. First, six regression models were estimated for six different 
PIAAC problem-solving tasks in a technology-rich environment, to test Hypothesis 
1. In each task-specific regression model, the one task-specific measure of automa-
tization was used as a predictor of task success (see Table 24.1, columns 2 and 3). 
Then, six regression models were estimated to test Hypothesis 2. In each of these 
models, the total time on task was used as a predictor of success on each of the six 
tasks respectively (see Table 24.1, column 4).

24.3.3  �Results

The regression analyses confirmed Hypothesis 1. In four of the six regression mod-
els, a significant negative effect of the respective automatization indicator was found 
(see Table 24.1, columns 2–3). Thus, subjects who completed these subtasks faster 
were more likely to succeed on the task.

Fig. 24.2  Sample problem solving in a technology-rich environment task. See text for task 
description
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Hypothesis 2 received only partial support. The assumed positive association of 
time on task with task success was found in one task, while in one other task, the 
association was negative. In all other tasks, no significant association was found 
between time on task and task success (see Table 24.1, column 4).

24.3.4  �Discussion

These results confirm that time spent on subtasks amenable to automatization is 
negatively predictive of task success. The findings confirm the idea put forward in 
Goldhammer et al. (2014, see Sect. 24.2) that the relation of time on task to task 
success is conditional on a task’s difficulty, which is a reflection of the proportion of 
potential automatic processing involved in task completion. This result also stands 
in contrast to the results found for total time on task. In each instance where time on 
subtasks amenable to automatization had a negative association with task success, 
no association or a positive association was found for the total time on task. This 
result is consistent with the idea that problem-solving in a technology-rich environ-
ment relies on different cognitive sub-processes that are automatable to different 
degrees. It is also consistent with a resource-allocation perspective that claims that 
when certain subtasks are automatized, more cognitive resources become available 
for controlled processing, which in turn benefits task success.

24.4  �Study 3: Number of Interactions: More Is Not Always 
Better

In the past sections we have described how time on task measures, both global and 
specific, predict success in problem solving in technology-rich environments. These 
analyses provide evidence that time on task predicts task success, conditional on 

Table 24.1  Prediction of task success from automatization of subtasks (time taken) or total time 
on taskb

Task
Automatization 
indicator

Effect β for the 
automatization 
indicator

Effect β for the 
total time on 
task

Task easiness 
(probability of 
success)

U1a Drag&Drop −1.25* −0.44 .64
U1b Drag&Drop −2.03** 0.43 .56
U6a PopUp −0.27 0.40 .23
U10a Bookmark −0.43* 0.06 .37
U10b PopUp −1.67** 2.49** .61
U11b Drag&Drop −0.78a −1.13** .28

ap < .10, * p < .05, ** p < .01
bStelter et al. (2015)
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person characteristics (ability) and task characteristics: that is, both the task’s 
difficulty (Sect. 24.2) and the degree to which subtasks are amenable to being 
automatized (Sect. 24.3). In this section, we move from the analysis of time on task 
to the analysis of actions as they can be observed in highly interactive simulation-
based items.

24.4.1  �Research Goal and Hypotheses

Naumann et al. (2014) started the analysis of actions as predictors of task success 
using a simple indicator: the total number of actions performed during task comple-
tion. They argued that different frequencies of taking an action, such as clicking a 
hyperlink, during the completion of a problem-solving task in technology-rich envi-
ronments, can have different interpretations. They can mean goal-directed behavior, 
but can also however be the result of disorientation or helplessness. Depending on 
the interpretation, different associations will be expected between the number of 
actions and task success. Consider first a subject who fails to respond to task 
demands, who remains passive (“apathetic”; see the taxonomy of information prob-
lem solving suggested by Lawless and Kulikowich 1996). Such a subject will pro-
duce a low number of actions, and will likely fail on the task. Secondly, consider a 
subject who engages with the task: This subject will produce a moderate number of 
actions, and is likely to succeed on the task.

Thirdly, consider a subject who tries hard to complete the task, but gets disori-
ented (e.g., “lost in hyperspace” when solving an information problem; see, e.g., 
Schroeder and Grabowski 1995). This third subject will take a high number of 
actions, but is again likely to fail. Naumann et al. (2014) thus assume that the asso-
ciation between number of actions and task success takes the form of an inversely-
shaped U: that is, with an increasing number of actions, from low to medium high 
levels, task success increases, whereas with a further increase of actions, task suc-
cess no longer increases but rather decreases (see also OECD 2011, Ch. 3). In addi-
tion, the association of actions with task success can be assumed to be moderated by 
the task. In tasks that require long and complex action sequences, a strong positive 
association between the number of actions and task success can be assumed, but this 
association should be weak in tasks that require only few actions.

Three hypotheses directly follow from the above considerations: (1) The number 
of actions predicts task success in problem solving in technology-rich 
environments-tasks, (2) This relation is inversely U-shaped and (3), this relation is 
stronger in tasks that require more actions.
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24.4.2  �Methods

Naumann et al. (2014) used data from the German (N = 661) and Canadian (N = 
411) PIAAC Field Trials. The association between number of actions and task suc-
cess was assumed to be invariant across countries. Thus, the Canadian sample 
served to replicate the results expected for the German sample. Employing a 
GLMM-framework (see Sect. 24.2), the log odds of task success (success vs. fail-
ure) were regressed on the log-transformed and z-standardized number of actions 
taken by a subject, the length of the navigational path required by the task, and their 
interaction. To determine the length of the navigational path, all actions necessary 
for task completion were counted that resulted in a change in the stimulus displayed 
on screen. This variable was considered to reflect the complexity of information to 
be processed within a task. In addition, a quadratic effect was included for the num-
ber of actions taken. These predictors were entered as fixed effects.1 In addition, 
random effects were modeled for persons and items, representing person skill and 
item easiness, respectively.

24.4.3  �Results

Confirming their hypotheses, Naumann et  al. (2014) found a significant positive 
effect for the number of actions. Also in accordance with the assumption of an 
inversely U-shaped relation between number of actions and task success, this effect 
was qualified by a quadratic trend that indicated that the positive effect of the num-
ber of actions was alleviated with increasing numbers of actions, and eventually 
reversed to negative (see the inversely U-shaped curves in Fig. 24.3). Across all 
tasks, the predicted probability of successfully solving a problem in a technology-
rich environment reached its maximum for a number of actions of 1.64, or 2.54, 
standard deviations above the mean for the Canadian and German samples respec-
tively. In addition to the quadratic trend, the association between number of actions 
and task success was moderated by task demands. A significant interaction was 
found between the length of the navigational path required by the task and the num-
ber of actions taken by a subject. In tasks that required long navigation paths (one 
standard deviation above the mean), a strong positive association emerged between 
the number of actions and the probability of task success. In tasks requiring short 
navigation paths, in contrast, the association was much weaker, and in the German 
sample, insignificant.

1 Naumann et al. (2014) included a third predictor in their model: the openness of the task. For the 
results for this predictor, not reported here, please refer to the original source.
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24.4.4  �Discussion

These results confirm that with problem solving in technology-rich environments, 
even a very basic indicator of the problem-solving process, such as the number of 
actions, is predictive of task success. They also show that the association is not 
simple, or linear. The number of actions, similarly to time on task (see Sect. 24.2 
and 24.3), appears to correspond to different psychological processes, conditional 
on (1) the range of values, and (2) task features. The difference between taking few 
and taking a moderate number of actions appears to correspond to subjects being 
passive vs. subjects engaging with the task. Thus, this difference is associated with 
an increase in task success probability. In contrast, the difference between taking a 
moderate number and taking a very high number of actions appears to be associated 
with getting distracted, or disoriented within the task environment. As a conse-
quence, this difference is then associated with a decrease in task success 
probability.

A similar consideration holds for task features. Taking a high number of actions 
is beneficial, especially in tasks that are complex. Interestingly, however, in one of 
two samples a positive association emerged also in tasks that required only few 
actions; in neither sample was a negative association found. This means that taking 
a high number of actions may not be beneficial, but is also not detrimental to suc-
ceeding in tasks of low complexity. Presumably, in these simple tasks, the probabil-
ity of getting “lost” is low from the beginning. Taking a high number of actions 
might thus be indicative of exploration behavior that is not required by the task, and 
thus is not beneficial; it is however not harmful.
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Fig. 24.3  Effect of the 
number of actions in low 
complexity and high 
complexity tasks for the 
Canadian and German 
PIAAC field trial data 
(Naumann et al. 2014)
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24.5  �Study 4: Problem Solver Types: Different Ways 
to Success in Information Problems

In the first three sections of this chapter attempts have been made to identify indi-
vidual variables, such as time on task, or the number of actions, that discriminate 
between successful and unsuccessful test-takers. In marked contrast to this, Tóth 
et al. (2013) looked at successful test-takers only and asked whether these might 
still differ from one another in how exactly they achieved success, taking into 
account different process measures simultaneously. The analyses of Goldhammer 
et al. (2014), described in Study 1 of this chapter, already offer some evidence that 
there may be multiple pathways to success. Goldhammer et al. (2014) found that 
positive time on task effects were especially strong in low-skilled students. This 
means also that low-skilled students can be successful in problem-solving tasks 
when they compensate for their lower skills by investing more time. In contrast to 
the previous three sections, in this section we look not at problem solving in 
technology-rich environments per se, but specifically at information problem-
solving tasks (see e.g., Brand-Gruwel et al. 2009).

24.5.1  �Methods

In the study by Tóth et al. (2013) the sample consisted of 189 German students with 
a mean age of 17.63 years (SD = 0.78). Just over half of the sample (57 %) was 
male. For the present analysis, one complex item was selected from the computer-
based ICT literacy test designed by Pfaff and Goldhammer (2011). This complex 
item simulated a web search engine. It listed five web pages with short summaries 
(hits) on the opening screen that were accessible via hyperlinks. Six process mea-
sures (variables) that characterize students’ interactions with the simulated web 
environment were taken into account, so that considered together, they would reflect 
the efficiency of the task completion process. These process measures were (1) the 
number of page visits, (2) the number of different pages visited, (3) the time spent 
on the relevant page, (4) the ratio of time spent on the relevant page to the total time 
on task, (5) the ratio of time spent on the opening screen to total time on task, and 
(6) total time on task. These variables were subjected to a K-means cluster analysis 
using the Euclidean Distance function.

24.5.2  �Results

Two groups of students were identified by the K-means cluster algorithm. The first 
subgroup of students (Cluster 1: 44 %) solved the task in a more efficient way than 
the second group (Cluster 2: 56 %). Students in Cluster 1 required 53.88 seconds to 
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successfully complete the task, compared to Cluster 2 members (87.94 s). On aver-
age, students in Cluster 1 visited a lower number of pages (3.33) than did those in 
Cluster 2 (7.77). In addition, the number of different pages visited was smaller in 
Cluster 1 (1.62) than in Cluster 2 (3.54). The latter finding means that Cluster 2 
students were less selective in visiting web pages. Further, students in Cluster 1 
spent less time on the relevant page containing the most credible information (8.79 
s) than did students in Cluster 2 (16.86 s). This means that students in Cluster 1 
required less time to inspect the relevant website and obtain the correct response. 
Furthermore, the mean values of the “ratio of time spent on the opening screen” 
variable of the two subgroups showed a significant difference: While students in 
Cluster 1 spent on average 75 % of their total time on task on the opening screen, 
students in Cluster 2 spent only 50 % of their total time on task on the opening 
screen. Thus, students in Cluster 1 took a greater percentage of their total time ini-
tially, but afterwards acted more efficiently than students in Cluster 2, who however 
were eventually successful as well.

24.5.3  �Discussion

In this analysis, two subgroups of successful students were identified that differ 
according to their problem-solving efficiency. Members from Cluster 1 used the 
majority of their test completion time on the start page, in pre-selecting pages, in 
contrast to Cluster 2 members, who spent more time evaluating information sources 
on irrelevant websites. These results concur nicely with results reported by 
Goldhammer et al. (2014): Skilled students need less effort to succeed in problem 
solving in a technology-rich environment. However, lesser-skilled students can also 
come up with a successful solution to a task when they display a behavior that might 
compensate for their lesser skills. In this study, these lesser-skilled students 
presumably took more page visits, and more time, but eventually succeeded on the 
task as well.

24.6  �How to Handle Unstructured Process Data?: The Log 
File Data Extraction Tool

Throughout this chapter, we have presented four studies based on process data. 
From a methodological perspective, these studies demonstrate the potential of tak-
ing into account task engagement process data. But these insights come at a price: 
Analyzing process data needs additional work, especially in the preparation phase.

The extra work starts with getting an overview of the process data available in 
log files and making it accessible to standard data analysis tools. The log files con-
tain every interaction of the test person with the assessment system, as a sequence 
of log events, which rarely can be imported into standard data analysis software. 
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First, this list of log events has to be transformed into a matrix form: for instance, in 
CSV format. Usually, only a small amount of the data is really necessary for a spe-
cific analysis. Thus, filtering the process data is a second important step. Frequently, 
a researcher might want to derive so-called features, variables combining certain log 
events, like the number of interactions, no matter what type. All these preparatory 
steps are cumbersome, error-prone, and have to be done performed repeatedly prior 
to each data analysis.

To improve the accessibility of the process data, we developed a software tool 
called “LogData Analyzer” (LDA), which is implemented in Microsoft’s .NET 
technology and runs on Microsoft Windows systems. The current (prototype) ver-
sion of the LDA is dedicated to extracting and transforming process data collected 
in the first round of the PIAAC study (OECD 2013). It was developed for research-
ers who want to prepare PIAAC process data for statistical analysis in a user-friendly 
way. Therefore, no programming skills are needed. Instead, the LDA offers a graph-
ical user interface to import process data, to derive features, and to export tabulated 
log events and features.

Figure 24.4 shows a screenshot of the LDA tool. For one of the PIAAC example 
items (Locate Emails) the user selects features to be exported. Examples of features 
are the emails opened while working on the item, the number of drag-and-drop 
operations, the number of deleted mails, and many more. After selecting the 
appropriate variables (features) of all items to be inspected, the data is filtered and 
saved as a CSV file.

Fig. 24.4  Screenshot of the LDA prototype tool

24  Relating Product Data to Process Data from Computer-Based Competency Assessment



422

A complete process data set consisting of XML files by item block and person 
can be imported: that is, all log files of a PIAAC study. In the LDA, the process data 
information is presented item by item. The LDA allows for filtering the dataset by 
choosing first the item block, second the items included in the block and third, for 
each item to be analyzed, the events or features available, as shown in Fig. 24.4. 
Beyond the features already built-in, additional ones can easily be added to the LDA 
in a plug-in manner. For research purposes, the prototype version of the LDA is 
provided for free (contact: tba-info@dipf.de).

24.7  �Conclusions and Final Remarks

The analysis and results presented in this chapter contribute to the broader theme of 
competency assessment: substantively, methodologically, and practically.

One major substantive conclusion that can be drawn from the present results is 
that problem solving in technology-rich environments draws not only upon con-
trolled processes (by definition) but also upon automatic processes. This is indicated 
by the time on task effect being moderated by task difficulty, skill level, and the 
nature of subtasks under consideration; this concurs nicely with the framework pro-
posed by Naumann (2012). For easy problem-solving tasks solved by skilled per-
sons, or automatable subtasks of problem-solving tasks, we found negative time on 
task effects—suggesting automatic processes. This also means that successful 
problem-solving might be not only a result of careful deliberation and appropriate 
strategy selection (see Funke 2006, for an overview), but also the result of well-
routinized component processes. A second major substantive conclusion is that 
weak problem solvers may compensate for their weaker skills by using appropriate 
task-engagement processes. This can mean taking more time overall (Goldhammer 
et al. 2014), or more time on specific actions (Tóth et al. 2013).

From a methodological perspective, the results reported in this chapter under-
score both the potential for and the challenges of using process data from computer-
based (large scale) assessments, to improve understanding of the assessed 
competency construct by considering process-related determinants of response 
behavior. The potential is illustrated by the fact that already very basic indicators, 
such as time on task (Goldhammer et al. 2014), or time on subtasks (Stelter et al. 
2015) have proved strong predictors of task success. The analyses provided by 
Naumann et al. (2014) show that successful (i.e., “good”) problem solvers are those 
who align their task engagement behavior (i.e., the number of actions) with task 
demands. In this vein, computer-based assessment, in particular when highly inter-
active and simulation-based items are included, provides opportunities not only to 
measure a “latent’ variable by means of product data, but also the underlying pro-
cesses that are otherwise empirically inaccessible (see Borsboom et al. 2004). The 
challenges however are illustrated by the fact that generic process measures that are 
defined task-unspecific, such as the number of actions or time on task, can have very 
different associations with task success, and presumably very different psychologi-
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cal interpretations, depending on the features both of the task and the test-taker. This 
is especially important to note, as psychometric models for response times such as 
Roskam’s (1997) or van der Linden’s (2007) models assume that time on task has a 
uniform interpretation across all tasks in the test. Our results show that, at least for 
complex domains, such as problem solving, this assumption may not hold. These 
considerations also make clear that ideally, to answer substantive research ques-
tions, analyzing process data from computer-based assessment must work together 
with small-scale laboratory and experimental research. While large-scale data sets 
may provide generalizability, in terms of samples being large and representative, 
laboratory research is needed to corroborate the interpretation of process measures 
by means of triangulation, using additional measures such as eye movements or 
think-aloud data.

Finally, from a more practical point of view, the analysis of process data starts 
with the definition of variables (features) that are extracted from log files and trans-
formed into an importable database format. This log parsing process has to be sup-
ported by software tools. The challenge of data extraction is that various assessment 
systems produce log data in various log file formats. Standardized data formats 
would ease the access to data and enable a common and unified handling of log data 
coming from different sources.
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Chapter 25
Dynamic Problem Solving: Multiple-Item 
Testing Based on Minimally Complex Systems

Joachim Funke and Samuel Greiff

Abstract  Problem solving and thinking are important issues in contemporary 
research. With the advent of educational assessment, problem solving has been 
identified as a cross-curricular competence that plays an important role in educa-
tional and in occupational settings. Our research is connected to previous activities 
in the field of dynamic problem solving. On the basis of Dörner’s “Theory of 
Operative Intelligence”, we developed assessment instruments (called MicroDYN 
and MicroFIN) that allow for psychometrically acceptable measurements in the 
field of dynamic problem solving. MicroDYN is an approach based on linear struc-
tural equation systems and requires from the problem solver the identification of 
input-output connections in small dynamic systems with varying degrees of com-
plexity. MicroFIN is an approach based on finite state automata and requires from 
the problem solver the identification of transitions of state in small simulated 
devices, within a variety of backgrounds. Besides developing of the test instru-
ments, we checked the construct validity in relation to intelligence and working 
memory in a series of studies with pupils, students, and workers. Also, the internal 
relations between different facets of the global construct “dynamic problem solv-
ing” were analyzed.

Keywords  Complex problem solving • Educational assessment • Dynamic deci-
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25.1  �Introduction

Problem solving research has changed its focus over the last 40 years. After the 
seminal paper of Dietrich Dörner (1980), which proposed a move from static to 
dynamic problems, a lot of research has been initiated in that area (for an overview, 
see: Frensch and Funke 1995; Sternberg and Frensch 1991), delivering new insights 
into phenomena such as intellectual emergency reaction (Dörner 1997) or the con-
nection between emotion and complex problems (Barth and Funke 2010; Spering 
et al. 2005).

Our research goals are connected to this “young” tradition: (1) modeling of prob-
lem solving competencies based on Dörner’s theoretical approach, (2) development 
of computer-based assessment instruments that allow for the measurement of differ-
ent levels of proficiency and different facets of problem solving, and (3) empirical 
tests of the newly developed instruments within a context of educational 
assessment.

Our research started with questions resulting from basic research in problem 
solving but as the process developed (due to our collaboration with OECD on the 
PISA 2012 problem solving assessment), questions related to the applicability of 
our competence measurement in the context of large-scale assessments also became 
important.

This chapter presents information on all three issues in an overview format; some 
parts of this chapter have already been published, with more detailed information, 
in various publications (e.g., Fischer et  al. 2012; Funke 2010, 2012; Greiff and 
Fischer 2013a, b; Greiff and Funke 2009; Greiff et al. 2013a, b; Greiff and Neubert 
2014; Greiff et al. 2012; Wüstenberg et al. 2012; Wüstenberg et al. 2014).

25.2  �Modeling of Problem Solving Competencies

In textbooks (e.g., Mayer and Wittrock 2006), problem solving is defined as cogni-
tive processing directed at transforming a given situation into a goal situation when 
no obvious method of solution is available. This is very similar to the traditional 
definition of Duncker (1935), in his famous paper on the topic translated by Lynne 
Lees (Duncker 1945, p. 1): “A problem arises when a living creature has a goal but 
does not know how this goal is to be reached. Whenever one cannot go from the 
given situation to the desired situation simply by action, then there has to be recourse 
to thinking”. Seventy years later, the definition of the problem situation has not 
changed substantially. What has changed drastically is the type of problem used in 
problem solving research: instead of static problem situations we now use dynamic 
situations that change in response to interventions and to time.

The Transition from Static to Dynamic Problems  Dietrich Dörner (1975) was—
independently of, but in line with, Donald Broadbent (1977), Andrew MacKinnon 
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and Alex Wearing (1980)—convinced that the psychology of problem solving had 
to analyze how people deal with dynamics, intransparency, polytely, connectivity, 
and complexity as defining characteristics of problem situations. This is an issue 
mostly ignored in previous problem solving research that focused on static prob-
lems. But dynamic situations have tremendous consequences for the problem solver: 
they require the anticipation of future developments and of the short- and long-term 
consequences of decisions. The intransparency of a problem situation requires 
active information search and information generation, to gain transparency. The 
polytelic goal structure requires balancing goals that might compete with each other 
(antagonistic versus synergistic goals). The connectivity of a given system requires 
anticipation of even small, unintended side effects of interventions that in the end 
might adversely influence the intended main effects. The complexity of the problem 
situation requires reduction of information, so that limited cognitive resources 
(“bounded rationality” in the sense of Simon 1959) can deal with it.

The transition from static to dynamic problem situations was a turning point in 
problem solving research. The dynamics and complexities of everyday life prob-
lems, as well as those of societal challenges, became subject to theories and to 
empirical work (Dörner 1997; Frensch and Funke 1995; Sternberg and Frensch 
1991; Verweij and Thompson 2006; Zsambok and Klein 1997). “Dynamic decision 
making” (Brehmer 1989) and “naturalistic decision making” (Klein 1997) were 
among the labels for the new movement. With his concept of Operative Intelligence, 
Dörner (1986) emphasized the importance of examining not only the speed and 
precision of some of the basic intellectual processes, but also the more formative 
aspects of problem solving: for example (1) circumspection (e.g., anticipation of 
future and side effects of interventions), (2) the ability to regulate cognitive opera-
tions (e.g., knowing when to do trial-and-error and when to systematically analyze 
the situation at hand; when to use exhaustive algorithms and when to rely on heuris-
tics, when to incubate an idea, and so forth), or (3) the availability of heuristics (e.g., 
being able to build helpful subgoals, to constrain the problem space efficiently). It 
turns out that dynamic problems require these competencies in a greatly different 
way than static problems, which rely mainly on deduction.

This list of examples is not exhaustive, but it gives an idea of what is meant by 
the “operative” aspects that are not adequately addressed by traditional intelligence 
tests but may still be considered relevant for an organized course of intellectual 
processes (Dörner 1986). With its explicit focus on gaining and using information 
and knowledge about cognitive operations, adequate, operative intelligence can be 
considered one of the most relevant expansions of intelligence as it is measured with 
current measurement devices: Intelligence in a problem solving situation turns out 
to consist of being able to collect information, to integrate and structure goal-
oriented information, to make prognoses, to plan and to make decisions, to set goals 
and to change them. To achieve all this, an individual has to be able to produce an 
organized series of information processing steps, flexibly adapting these steps to the 
demands of the situation—only then can it be considered intelligent (Dörner 1986, 
p. 292).
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A central premise of our research approach is its competence orientation (Weinert 
2001). According to Klieme and Leutner (2006), competencies are defined as 
context-specific cognitive dispositions that are needed to successfully cope with 
certain situations or tasks in specific domains. In our case, we address the compe-
tence of dealing with problem situations from different domains that are complex, 
intransparent at the start of action, and that change their state over time.

The Five Facets of Dynamic Problems  The facets of operative intelligence 
emphasized in this characterization closely resemble the facets of complex dynamic 
problems (Dörner 1997; Dörner et al. 1983; Funke 1992, 2001) that are most rele-
vant for coping with these characteristic features: (1) the complexity of the structure 
(requiring information reduction), (2) the intransparency of the situation (requiring 
systematically generating information), (3) the interconnectedness of the variables 
(requiring building a model of the most relevant effects), (4) the polytely of the task 
(requiring goal elaboration and for setting priorities), and (5) the dynamics of the 
system (requiring planning and dynamic decision making). Table 25.1 shows these 
five facets and connects the first three of them to the representation of the problem 
solving situation (system exploration), whereas the last two are connected to solu-
tion approaches (system control).

These characteristic features of dynamic problems and the corresponding facets 
of dynamic problem solving (DPS; see Funke 2001) can be considered a fruitful 
starting point for measuring operative intelligence, which in turn might be the most 
important factor determining DPS performance. In the next section we present our 
ideas for assessing these facets of DPS with the help of computer-based assessment 
instruments.

25.3  �Development of Computer-Based Assessment 
Instruments

Especially in the assessment of interactive, dynamic problem solving, much prog-
ress has been made in recent years. With the help of formalisms such as MicroDYN 
(problem situations based on linear structural equation systems, LSE approach) and 
MicroFIN (problem situations based on finite state automata, FSA approach), 

Table 25.1  The five facets and their relation to the five characteristic features of dynamic problem 
solving within the processes of representation and solutiona

Model phase Characteristic feature Cognitive process

Representation Complexity of the structure Information reduction
Representation Intransparency of the situation Information generation
Representation Interconnectedness of variables Model building
Solution Polytely of the task Goal elaboration and balancing
Solution Dynamics of the system Prediction, planning and decision 

making
aModified from Greiff and Fischer (2013b, p. 50)
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large-scale assessments such as the Programme for International Student Assessment 
(PISA; see e.g., OECD 2013) from the Organisation for Economic Cooperation and 
Development (OECD) have been directed to these competencies that will play an 
important role in the twenty-first century.

Why are these formalisms so helpful in designing assessment instruments? The 
answer lies in the fact that on the basis of some elementary building blocks, one can 
develop arbitrarily complex systems with different semantic embeddings. 
Figure 25.1 illustrates the modules that were used in our item construction: main 
effect, multiple effect, multiple dependence, eigendynamic, and side effects, 
describe different (and arbitrary) relations between an arbitrary number of inputs 
and an arbitrary number of output variables.

With the help of the building blocks shown in Fig. 25.1, one can design a large 
universe of MicroDYN systems, starting with a trivial 1x1 system and changing to 
infinitely complex NxM systems (N, M being the number of input and output vari-
ables, respectively) that have to be explored and controlled by our subjects. The 
building blocks of finite state automata are even simpler: they consist of states and 
transitions between states. One can build arbitrary complex MicroFIN systems that 
represent machineries with very different types of behavior (see the examples given 
by Buchner and Funke 1993). Behind the development of MicroDYN and MicroFIN 
stands the concept of minimal complexity, which has to be explained first.

The Concept of Minimal Complexity  Inspired by ideas from Dörner, but coming 
from a psychometric perspective, Greiff and Funke (2010) introduced the following 
idea: rather than increasing problem complexity more and more, to start with mini-
mally complex systems: that is, systems that are at the lower end of complexity.

The starting point of this concept is the idea that complex systems are needed in 
problem-solving research because their features differ markedly from simple static 
systems (in terms of complexity, connectivity, dynamics, intransparency, and 

main effect

multiple
dependence

multiple
effect

exogenous variables endogenous variables

side effect

eigendynamic

Fig. 25.1  Underlying elementary structure of a MicroDYN item displayed some possible effects 
between exogenous (input) and endogenous (output) variables (from Greiff and Funke, 2009, 
p. 159): The modules that were used in our item construction were main effect, multiple effect, 
multiple dependence, eigendynamic, and side effect
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polytely) and their solution requires not simply the addition of simple processes 
(Funke 2010). The conception of minimally complex systems uses a simple strat-
egy: instead of realizing more and more complex systems (trying to reach for the 
greatest complexity) with questionable content validity, it instead seeks the mini-
mum complexity. Complexity is a very unclear term—the upper limit of complexity 
is still open and yet, the lower limit of complexity must be somewhere between 
nothing and a small degree of complexity. Instead of searching for the upper bounds 
of complexity, we concentrate on the lower limits and introduce “complexifying 
elements”—to use a term introduced by MacKinnon and Wearing (1985, p. 170). 
Figure 25.2 illustrates two types of complexity manipulations for MicroDYN items, 
as described in Greiff and Funke (2009, p. 160).

This shift in focus to the perspective of minimally complex systems has some 
advantages for developers of psychometric tests, which can be characterized by the 
following four points: (1) the time spent on a single scenario is measured not in 
hours but in minutes, thereby increasing the economies of test application; (2) due 
to the short time required for item application, a series of items can be presented, 
rather than one-item testing, thereby increasing reliability; (3) because of our use of 
formalisms, arbitrary semantic embeddings become feasible, thereby increasing 
ecological validity; and, (4) a broad range of difficulty levels can be addressed, 
thereby increasing conceptual validity, as shown by Greiff et al. (2012).
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Fig. 25.2  Example of two independent complexity manipulations: (a) number of input and output 
variables (increasing from 2 to 4), (b) number of connections (increasing from 1 to 12)
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What was the task for the subjects in our experiments? Firstly, a problem solver, 
who is only shown the values of the input and output variables (but not the underly-
ing structure of the system), had to specify a series of input values in order to iden-
tify the system’s structure (the problem solver could draw his or her model of the 
causal structure between the variables in a causal diagram). Secondly, the problem 
solver had to specify a series of input values in order to reach given target values 
(see Fig. 25.3 for an example within a MicroDYN task). In this phase (“rule applica-
tion”), there is a specific goal for controlling the system, whereas in the first part 
(“rule identification”), there is the unspecific goal of exploring the system and draw-
ing a causal model of the assumed relations (“rule knowledge”).

The procedure in the MicroFIN task was very similar: First, participants had to 
explore the given automaton by pressing the available buttons and seeing what hap-
pens. After some time exploring self-selected state-transitions, in the second phase 
the task is to reach a specified goal state in the machine from a given state, with the 
least number of button presses. Figure  25.4 illustrates the interface for the  
“MP3-Player” developed for the PISA 2012 Study.

Fig. 25.3  Screenshot of the MicroDYN-item “handball training” (knowledge application phase). 
The controllers of the input variables (upper left part) range from “− −” to “++”. The current 
values and the target values are displayed numerically and graphically (upper part right). The cor-
rect causal model is presented in the lower part (From Wüstenberg et al. 2012, p. 5)
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On the basis of the two formalisms, a large number of items (both for MicroDYN 
and MicroFIN) with different difficulty levels were developed and used in our 
studies.

Multiple Item Testing  On the basis of the formal mechanisms of LSE and FSA, an 
additional feature of our approach comes into play, called multiple item testing. The 
idea comes from psychometrics and entails multiple items instead of single item test-
ing. It is very easy to construct a universe of independent LSE and FSA tasks, each 
with varying degrees of difficulty. This procedure increases the reliability of mea-
surement, compared to a situation in which one final data point after a long sequence 
of decisions is taken as a measure of performance (as is done, for example, in the 
standard procedure for the computer-simulated Tailorshop; see Danner et al. 2011).

Disadvantages of MicroDYN and MicroFIN  The use of minimally complex sys-
tems and multiple item testing also has some disadvantages, the most important 
being the fact that dealing with complexity, in the sense of uncertainty management, 
is lost completely. In some cases, only main effects between three input and three 
output variables had to be identified—there were neither indirect effects nor delayed 
effects or goal conflicts. One could argue that—if no eigendynamic or side effects 
are implemented—these MicroDYN measurements mostly reflect the competence 
of the VOTAT strategy (“vary one thing at a time”) or, in the phrasing of Klahr 
(2009) the CVS (“control of variables strategy”), but the set of strategies for dealing 
with complex systems is much larger. If broader strategies are to be assessed, differ-
ent task requirements other than the identification of linear systems are needed. This 
has to do with the next point, stimulus sampling.

Fig. 25.4  MicroFIN item “MP3 Player” as an interactive problem-solving item example in PISA 
2012. By pressing the buttons to the right, the MP3 player’s state changes (indicated by the high-
lighted fields) (Version adapted from Greiff et al. 2013a, p. 78)
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Stimulus Sampling of Problems  For assessment purposes, a large item universe 
is needed. That is one of the advantages of formal systems (Funke 2001) such as 
linear structural equation systems or finite state automata. The disadvantage of 
using these formalisms is the restricted range of problems that follow all the same 
model. Subjects are confronted with changing semantics, but the deep structure of 
the problems does not change: one has to deal with linear combinations or with state 
transitions. After a short time, the problem situations become routine and the 
assessment runs the risk of no longer addressing problem-solving behavior. How 
long are subjects in those assessment situations problem solvers, and when do they 
learn from experience? Fiedler (2011, p. 166) warns against the consequences when 
stimulus sampling is not done broadly, namely, that “findings may reveal more 
about the stimuli chosen than the persons being tested”.

Learning Effects  A last problem of multiple-item testing consists in the fact that 
some generalizable strategies (e.g., VOTAT) can be learned during work on the first 
item of an item bundle, thus making the following items of that bundle easier, 
because problem-solving behavior changes from production to reproduction. 
Whereas learning within more complex tasks such as Tailorshop is part of the game, 
in a multiple item situation it could be a disadvantage, and would need to be con-
trolled (see Funke 2014a).

25.4  �Empirical Tests of the Newly Developed Instruments

During the active phase of our project, in cooperation with our partner institutions, 
we ran empirical tests of the newly developed instruments for the assessment of 
complex problem solving (CPS) based on multiple-item testing with 
MicroDYN. These tests addressed the following areas:

•	 Measurement model: What is the internal structure of our assumed competen-
cies? Is it possible to identify the three postulated facets of (1) rule identification 
(adequateness of strategies), (2) rule knowledge (generated knowledge) and (3) 
rule application (ability to control a system)?

•	 Predictive and incremental validity: Do our constructs have validity in predicting 
external criteria like school grade point average (GPA), and is incremental pre-
diction beyond IQ scores possible?

•	 Differences with respect to age, gender, culture: Is the data pattern with respect 
to differential variables (like the mentioned ones) plausible?

To answer these questions, some larger data collections at school were initiated 
by our research group: (1) school studies at the Heidelberg area, (2) school studies 
with a research group at Szeged University, and (3) school studies with a research 
group at Helsinki University. Reports about two of these data collections will be 
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presented here in short (technical details can be found in the following publications: 
a paper from Wüstenberg et al. (2012) on the measurement model and on predictive 
and incremental validity (the Heidelberg School Study), and the paper from 
Wüstenberg et al. (2014) on individual differences with respect to age, gender, and 
cultural background [German-Hungarian School Comparison Study]).

Wüstenberg et al. (2012) analyzed the internal structure and construct validity of 
the newly developed MicroDYN items. The computer-based CPS test, with eight 
MicroDYN items, and the Raven Advanced Progressive Matrices, as traditional test 
of reasoning, were given to a sample of N = 222 university students.

Measurement model: Data analysis based on structural equation models showed 
that a two-dimensional model of CPS, including rule knowledge and rule applica-
tion, fitted the data best. In this study, rule identification could not be established as 
a third facet on its own. Empirically, there was no difference between the two facets 
of rule identification and rule knowledge.

Predictive and incremental validity: Reasoning predicted performance in rule 
application only indirectly, through its influence on rule knowledge: This indicates 
that learning during system exploration is a prerequisite for controlling a system 
successfully. Also, MicroDYN scores explained variance in GPA even beyond rea-
soning, showing the incremental validity of our items. Our conclusion: MicroDYN 
items predict real life criteria such as GPA and therefore, measure important aspects 
of academic performance that go beyond reasoning.

Wüstenberg et al. (2014) analyzed cross-national and gender differences in com-
plex problem solving. Six MicroDYN items were applied to a sample of 890 
Hungarian and German high school students attending eighth to eleventh grade.

Differences with respect to gender and culture: Multi-group confirmatory factor 
analyses showed that measurement invariance of MicroDYN scores was found 
across gender and nationality. In regard to latent mean differences it showed that, on 
average, males outperformed females and German students outperformed Hungarian 
students. The main reason for these results was the comparatively poor performance 
of Hungarian females. Log files of process data showing the interaction of partici-
pants with the task illustrate that Hungarian females used the VOTAT strategy less 
often; as a consequence, they achieved less knowledge acquisition. A detailed log-
file based analysis of such differences is therefore helpful for a better understanding 
of data from cross-national comparisons. We expect that such process analyses can 
also be helpful in better understanding group differences (between nations, gender, 
etc.) in large-scale assessments like PISA.

Summarizing: As can be seen from the empirical tests, our MicroDYN test devel-
opment produced reliable data that were able to predict indicators like GPA, beyond 
IQ scores. Also, differential effects with respect to age, gender, and culture were 
mostly in line with our expectations and underline the usefulness of the new instru-
ments for such comparisons.
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25.5  �Educational Application: PISA 2012

In educational contexts, measures of problem solving are useful if one is interested 
in cross-curricular competencies. The PISA 2012 definition of problem-solving 
competence is as follows:

Problem-solving competency is an individual’s capability to engage in cognitive processing 
to understand and resolve problem situations where a method of solutions is not immedi-
ately obvious. It includes the willingness to engage with such situations in order to achieve 
one’s potential as a constructive and reflective citizen. (OECD 2013, p. 122)

In the PISA 2012 computer-based problem-solving assessment, with about 
85,000 students from 44 countries and economies, over one half of the tasks were 
interactive. Examples of interactive problems encountered in everyday life include 
discovering how to use an unfamiliar mobile telephone or automatic vending 
machine. These PISA tasks were developed with the background described in this 
article; they were constructed on the basis of proposals from our Heidelberg research 
group.

PISA’s interactive problems are intransparent (i.e., there is undisclosed informa-
tion), but not necessarily dynamic or highly complex. Static problems are those in 
which all the information necessary to solve the problem is disclosed to the problem 
solver at the outset; by definition they are completely transparent.

Students’ answers to the 42 problem-solving tasks in the assessment allowed the 
assignment of students into one of seven proficiency levels, including one that con-
tained the students who performed below the first, and lowest, of six described 
proficiency levels. At the highest level, students should be able to do the 
following:

At Level 6, students can develop complete, coherent mental models of diverse problem 
scenarios, enabling them to solve complex problems efficiently. They can explore a sce-
nario in a highly strategic manner to understand all information pertaining to the problem. 
The information may be presented in different formats, requiring interpretation and integra-
tion of related parts. When confronted with very complex devices, such as home appliances 
that work in an unusual or unexpected manner, they quickly learn how to control the devices 
to achieve a goal in an optimal way. Level 6 problem-solvers can set up general hypotheses 
about a system and thoroughly test them. They can follow a premise through to a logical 
conclusion or recognize when there is not enough information available to reach one. In 
order to reach a solution, these highly proficient problem-solvers can create complex, flex-
ible, multi-step plans that they continually monitor during execution. Where necessary, they 
modify their strategies, taking all constraints into account, both explicit and implicit. 
(OECD 2013, p. 122)

What are the educational and political consequences of this assessment? The 
OECD (2013, p. 122) report formulates:

that today’s 15-year-olds who lack advanced problem-solving skills face high risks of eco-
nomic disadvantage as adults. They must compete for jobs in occupations where opportuni-
ties are becoming rare; and if they are unable to adapt to new circumstances and learn in 
unfamiliar contexts, they may find it particularly difficult to move to better jobs as eco-
nomic and technological conditions evolve.
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Training and teaching of problem-solving skills therefore becomes a task for 
schools.

25.5.1  �Two Additional Issues: Optimization and Causal 
Diagrams

Use of Modern Mathematical Optimization Techniques  As we have shown, 
important progress can be expected if the course of problem solving is evaluated 
quantitatively. Rather than merely evaluating the final solution, the concurrent eval-
uation of stepwise decision-making promises additional new insights, which can be 
achieved with the help of modern techniques of mixed-integer nonlinear optimiza-
tion, as demonstrated by Sager et al. (2011) with the business scenario “Tailorshop”. 
For that scenario, a process performance indicator can be computed under the label 
of “what is still possible”: an indicator that shows the optimal solution at each point 
in time (during the round-based proceeding through the task), given all previous 
decisions and actions. For example, even for a subject who has played ten rounds of 
unsuccessful decision-making, there is still an optimal score for the last two rounds 
if, from now on, only the best decisions are made. This indicator allows a much 
more precise evaluation of a subject’s solution path, compared to traditional indica-
tors that measure the available money at the end of each round.

Causal Diagrams  To measure knowledge acquisition by means of causal diagrams 
is a standard procedure in assessment procedures, and is used within MicroDYN. It 
leads to reliable measures of knowledge about causal relations, but it also has some 
disadvantages: On the one hand, considering causal connections between system 
variables stimulates thinking about causality that otherwise might not have been 
possible (see Blech and Funke 2006). On the other hand, Griffiths and Tenenbaum 
(2009, p. 670) point to an “inherent limitation in the expressive capacity of graphi-
cal models”, due to the fact that they cannot discriminate between different types of 
causal entities or different functional relationships between variables, such as con-
ditional links. Progress is needed, with respect to other ways of assessing structural 
knowledge. One has to be aware of the fact that this kind of mind-mapping turns out 
to be a secondary task that needs additional resources besides the identification task 
(see also Eseryel et al. 2013).

This issue relates also to an old question concerning implicit and explicit modes 
of knowledge about systems (see Berry and Broadbent 1988). Knowledge acquisi-
tion processes go for rule-abstraction, whereas knowledge application might be 
driven more by instance-based decision making (Gonzalez et al. 2003). Therefore, 
the question of adequate measurement of acquired knowledge is still open (also, 
learning curves would be helpful, to describe the process of acquisition in more 
detail).
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25.6  �Future Developments

Future developments could run along different, promising lines of research—we 
will explain two of them in more detail: (1) concerning the unit of analysis, an 
extension of complex problem-solving activities from the individual to the social 
dimension might occur, and (2) concerning methods, a more process-oriented use of 
log files resulting from computer-based assessments might reveal more process 
information. Further ideas for future research are described in Funke (2014b).

From the Individual to the Social Dimension  The steep rise of communicative 
and team tasks in modern society (Autor et al. 2003) makes it evident that there is 
an inherently social aspect in any type of learning or problem solving (Lee and 
Smagorinsky 2000). To this end, collaborative problem solving—following Greiff 
et al. (2013a, p. 81)—is to be incorporated into an international large-scale assess-
ment for the first time. In the PISA 2015 assessment framework (OECD 2012), 
collaborative problem solving is tentatively defined as “the capacity of an individual 
to effectively engage in a process whereby two or more agents attempt to solve a 
problem by sharing the understanding and effort required to come to a solution” 
(p. 7). In keeping with previous efforts to define collaborative problem solving (e.g., 
Griffin et al. 2011; Morgan et al. 1993; O’Neil et al. 2003), collaboration and prob-
lem solving are seen as correlated but sufficiently distinct dimensions. That is, for 
problem solving, the cognitive processes of interactive problem solving in the PISA 
2012 framework will be retained, whereas a new assessment of social and collab-
orative skills will be added in the PISA 2015 framework.

Process-Oriented Use of Log files  To quote Duncker (1945, p. 1, in italics in the 
original) once again: “How does the solution arise from the problem situation? In 
what ways is the solution of a problem attained?”, is an important question in under-
standing the process of complex problem solving. To get answers on this old ques-
tion, log files are promising a new era of process research (Schulte-Mecklenbeck 
and Huber 2003; Zoanetti 2010). Behavioral and process data of problem-solving 
patterns are now partly implemented in the PISA scoring procedures, and are 
directly connected to the emerging field of educational data mining, in which exper-
imental and psychometric methods are applied to large educational data sets (Rupp 
et al. 2012). The promises of log-file analyses have been explored in recent work 
(see Goldhammer et al. 2014; Kupiainen et al. 2014) that gives deeper insights into 
problem-solving processes.

Optimistic Outlook  Summarizing recent developments in problem-solving 
research under the auspices of what Stellan Ohlsson has correctly labeled the 
“Newell-Simon paradigm”, Ohlsson (2012, p. 117) wrote:

In summary, Newell and Simon’s first concept of generality, codified in the General Problem 
Solver, failed as a psychological theory because it is not true: there is no single problem 
solving mechanism, no universal strategy that people apply across all domains and of which 
every task-specific strategy is a specific instance. Their second concept of generality initi-
ated research on the cognitive architecture. The latter is a successful scientific concern with 
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many accomplishments and a bright future. But it buys generality by focusing on a time 
band at which problem solving becomes invisible, like an elephant viewed from one inch 
away.

This pessimistic statement (specific problem solving research vanishes and ends 
up in general assumptions on cognitive architectures) is not our point of view. 
Within this priority program funded by the German Research Foundation, we have 
delivered some new ideas for psychometric sound assessment of problem solving 
(multiple item testing based on minimally complex systems from LSE and FSA 
formalisms). The competencies needed for these tasks are derived from Dörner’s 
theory of operative intelligence. The measurement invariance, latent mean compari-
sons, and other psychometrically relevant data are documented in international 
large-scale studies beyond PISA (e.g., Wüstenberg et al. 2014). Therefore, as we 
have tried to show in this chapter, at least with respect to the assessment of problem 
solving competencies, some progress has been made in recent research activities, 
and will also be made in the future.
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Chapter 26
Formative Assessment in Mathematics 
Instruction: Theoretical Considerations 
and Empirical Results of the Co2CA Project

Katrin Rakoczy, Eckhard Klieme, Dominik Leiß, and Werner Blum

Abstract  Formative assessment is considered a promising approach to improving 
teaching and learning, especially in the Anglo-American literature. However, 
empirical evidence supporting this assumption is surprisingly weak. In this chapter, 
we introduce the concept of formative assessment by identifying the core compo-
nents of formative assessment (assessment and feedback) and describing the way 
we assume formative assessment (via students’ perception) affects learning pro-
cesses and outcomes. Furthermore, we present the project “Conditions and 
Consequences of Classroom Assessment” (Co2CA), consisting of four studies in 
which we successively investigated the design and impact of formative assessment 
in mathematics instruction: (1) In a survey study, we described current practice of 
classroom assessment in mathematics, as perceived by teachers and students, and 
developed mathematical tasks as a basis for the assessment component in the fol-
lowing studies. (2) In an experimental study, we investigated the impact of written 
process-oriented feedback on learning in an internally valid setting. (3) In an inter-
vention study, we implemented the instruments and results of the first two studies in 
mathematics instruction to analyze the impact of formative assessment in an eco-
logically valid setting. (4) Finally, we conducted a transfer study to make our results 
usable in educational practice: We developed a teacher training in formative assess-
ment and investigated its impact on teachers’ general pedagogical and pedagogical 
content knowledge. This chapter focuses on a description of the designs and selected 
results of Studies 3 and 4.
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26.1  �Formative Assessment: A Promising Approach 
to Improving Teaching and Learning?

26.1.1  �Formative Assessment: State of the Art

The question whether and how performance assessment can be used productively in 
the classroom is an issue that has been addressed by educational research, school 
practice, and the professional public in Germany for years. On the basis of Anglo-
American literature, formative assessment is described as a promising approach to 
improving teaching and learning (e.g., Black and Wiliam 2009; Stiggins 2006; 
Wiliam and Thompson 2008; for a detailed description that forms the basis of the 
present introduction see also Rakoczy et al. under revision). Probably the most fre-
quently cited source supporting this assumption is the detailed synthesis of 250 
studies on formative assessment published by Black and Wiliam (1998a, b, c). This 
synthesis made an indispensable contribution to research on formative assessment; 
however, the review’s trustworthiness as a source of empirical evidence of the strong 
effect of formative assessment on learning can be challenged (Bennett 2011; Dunn 
and Mulvenon 2009; Kingston and Nash 2011).

Black and Wiliam (1998a) clearly stated that they did not perform any quantita-
tive meta-analytic techniques on the data they gathered (see p. 53). However, they 
reported a range of effect sizes of classroom assessment on student achievement 
between .4 and .7 standard deviations in another paper (Black and Wiliam 1998b). 
Due to the broad definition of formative assessment used in the synthesis, it covered 
a very heterogeneous body of research: this did not allow for reliably answering the 
question whether formative assessment affected learning (Bennett 2011; Black and 
Wiliam 1998a; Kingston and Nash 2011). Accordingly, a more appropriate conclu-
sion for Black and Wiliam (1998a) may have been to outline the need for more 
empirical research in the area of formative assessment (Dunn and Mulvenon 2009). 
More precisely, further empirical research on formative assessment should (1) take 
greater care in evaluating the sources of evidence and in the attributions made about 
them, and (2) develop a clearer definition of what is meant by formative assessment 
(Bennett 2011).

This first requirement was met by Kingston and Nash (2011), who provided a 
meta-analysis and used the following five strict criteria for inclusion of studies: (1) 
the intervention was described as formative or as assessment for learning, (2) par-
ticipants were from an academic K-12 setting, (3) a control or comparison group 
design was used, (4) appropriate statistics were applied to calculate an effect size, 
and (5) publication was 1988 or later. Restricting studies according to these criteria 
resulted in a study base of only 13 studies with 42 effect sizes. Kingston and Nash 
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found a much smaller but still meaningful mean effect size of.25 for formative 
assessment. The second requirement, a clearer definition of formative assessment, 
underlines the need to know more about what exactly constitutes effective formative 
assessment (see Sect. 26.1.2), and how the reported gains in student learning can be 
achieved (see Sect. 26.1.3) (Wiliam and Thompson 2008).

26.1.2  �Components of Formative Assessment

According to Andrade (2010):

any definition of formative assessment must be grounded in its purpose, which includes (1) 
providing information about students’ learning to teachers and administrators in order to 
guide them in designing instruction; and (2) providing feedback to students about their 
progress in order to help them determine how to close any gaps between their performance 
and the targeted learning goals. (p. 344f; a similar definition can be found e.g., in Stiggins 
2006)

To make assumptions how teachers and students should respond to the information 
received, a theory of action would be helpful (Bennett 2011). It would identify the 
characteristics and components of formative assessment and postulate how these 
characteristics and components work together to support learning (Bennett 2010). 
The framework of Wiliam and Thompson (2008) can be seen as a rudimentary the-
ory of action for the second purpose mentioned by Andrade (2010). It suggests that 
formative assessment can be conceptualized as consisting of five key strategies: (1) 
clarifying and sharing learning intentions and criteria for success to determine 
where learners are going; (2) eliciting evidence of student understanding (assess-
ment) to see where learners are; (3) providing feedback that moves learners for-
ward; (4) activating students as instructional resources for one another; and (5) 
activating students as the owners of their own learning. The particular importance of 
the strategies of eliciting information and providing feedback is emphasized by 
many authors (e.g., Black and Wiliam 1998a; Black and Wiliam 2009; Hattie 2003; 
Harks 2013; Kingston and Nash 2011; Sadler 1998; Stiggins 2006), and we will 
focus on both as central components of formative assessment.

26.1.3  �How Formative Assessment Affects Learning

To our knowledge, the question of how the reported gains in student learning are 
due to formative assessment during instruction, has not yet been the subject of 
empirical investigation. We tried to fill in this gap by referring to literature on feed-
back effects and conducting an experimental study on feedback effects (see Sect. 
26.2.2). We combined our results with the assumption of Andrade (2010), who 
states that the essence of formative assessment is informed action. That is, students 
must be armed with strategies and the motivation needed to improve their work and 
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deepen their learning after getting feedback. In other words, formative assessment 
does not simply result in better learning, but is also, drawing upon the theory of 
action, assumed to initiate particular actions that, in turn, lead to better learning 
outcomes (Bennett 2011). Regarding feedback, it cannot simply be assumed that 
students who are provided with it will know what to do with it (Sadler 1998). Rather, 
feedback has a certain functional significance for the learner depending on his or her 
perception and interpretation (Black and Wiliam 2009; Brookhart 1997). As per-
ceived teacher behavior is considered an important intervening variable between 
actual teacher behavior and the learning outcome (Shuell 1996), it can be assumed 
that perceptions of feedback mediate the impact of feedback on learning outcomes 
(see Rakoczy et al. 2013).

26.2  �The Four Studies of the Co2CA Project

The Co2CA project (“Conditions and Consequences of Classroom Assessment”) 
has investigated in four successive studies how the two central components of for-
mative assessment—assessment and feedback—should be designed to allow a pre-
cise and detailed assessment of performance and to influence student learning via 
their perception of feedback (see Fig. 26.1). In the following sections we will briefly 
describe the first two studies—a survey study and an experimental study—and pro-
vide references for further information and results on these studies. Then we will 
describe the design, and selected results, of the last two studies—an intervention 
study and a transfer study—in more detail. The intervention study, like the transfer 
study, was designed to investigate formative assessment in ecologically valid 
settings.

26.2.1  �Survey Study

The first aim of the survey study, which took place in 2008 in 68 German middle 
track secondary school classes (N = 46 teachers, N = 1480 students) was to describe 
the current practice of performance assessment in mathematics classrooms. We 
wanted to learn more about how teachers elicit information in their classrooms, and 
what kind of information they give back to their students. In questionnaires, 
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Fig. 26.1  Studies in the Co2CA project
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teachers reported on their assessment practice in the classroom (e.g., verbal, partici-
pative assessment or assessment by grades) and answered questions on further diag-
nostic issues. While participative and verbal assessment practices can be seen as 
formative assessment practices, assessment by grades reflects a summative charac-
ter. Students’ performance was assessed by a mathematics test, and they reported in 
questionnaires how motivated they were and how much effort they spent on math-
ematics (for more details see Bürgermeister 2014).

Concerning current assessment practices, Bürgermeister (2014) found, among 
other results, that verbal assessment dominated performance assessment in the 
classrooms, and was frequently combined with different teacher-centered forms of 
assessment or grades. Assessment that included students in the process of assess-
ment (participative assessment) was seldom in total. The teachers who indicated use 
of this form of assessment also indicated that they were familiar with diagnostic 
issues. While assessment by grades was related to lower performance, motivation 
and student effort, verbal and participative assessment were connected to higher 
motivation. Moreover, teachers’ assessment practice was related to the preciseness 
of their assessment: that is, participative assessment practices led to higher precise-
ness, which in turn affected performance, motivation, and student effort.

The second aim of this study was to develop and to calibrate the tasks needed for 
our subsequent studies. These tasks were partly taken from the DISUM project (see 
Blum and Leiß 2007b), partly from a Swiss-German study (Klieme et al. 2009), and 
partly were newly developed for the special purposes of our studies. The psycho-
metric quality of the tasks was supported by applying item response theory to the 
data, and content-specific competence models were developed (for further informa-
tion see, e.g., Bürgermeister et al. 2014; Klieme et al. 2010).

Additionally, specific research questions concerning psychometric issues were 
investigated on this database. Harks et  al. (2014a) for example, investigated the 
empirical separability of (a) mathematical content domains, (b) cognitive domains, 
and (c) content-specific cognitive domains. A unidimensional item response theory 
model, two two-dimensional multidimensional item response theory (MIRT) mod-
els (dimensions: content domains and cognitive domains, respectively), and a four-
dimensional MIRT model (dimensions: content-specific cognitive domains) were 
compared. Results indicated that a differentiation of content-specific cognitive 
domains showed the best fit to the empirical data.

26.2.2  �Experimental Study

The second study focused on written feedback as a central component of formative 
assessment. In an experimental study conducted in 2009, three different types of 
written feedback—in addition to a control group with no feedback—were compared 
with regard to their impact on students’ interest and achievement development: (a) 
process-oriented feedback that combines the supportive feedback characteristics 
known from the literature, (b) feedback by grades, which is the most frequently 
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provided type of feedback in school, and (c) competence-oriented feedback, which 
provides students with information about the level of their performance with respect 
to a model of competence levels, which is the current state of the art in standards-
based student assessment in Germany.

Three hundred and twenty nine 9th grade intermediate track students partici-
pated in the study, and each student worked in an individual testing session on a 
mathematics test consisting of selected tasks developed in the survey study. Then 
they received written feedback on their performance—process-oriented feedback, 
or grades or competence-oriented feedback, or no feedback in the control group. 
Focusing the analyses on specific mathematical tasks, process-oriented feedback 
had a positive impact on students’ achievement (Besser et  al. 2010). Taking the 
whole set of tasks into consideration, process-oriented feedback was perceived as 
being more useful for further task completion and as providing more competence 
support than grades. The positive perception, in turn, was connected with better 
achievement and interest development. Path analyses confirmed that process-
oriented feedback had an indirect effect on achievement and interest development 
(Harks et al. 2014b; Rakoczy et al. 2013). Competence-oriented feedback was also 
perceived as more useful than grades, and affected achievement development and 
motivation indirectly via perceived usefulness (Harks et al. 2014c).

26.2.3  �Intervention Study

26.2.3.1  �Aims and Research Questions of the Intervention Study

Using tasks from the survey study, and building on results concerning the impact of 
different types of written feedback in the experimental study, the third study inves-
tigated the impact of formative assessment on student learning in an ecologically 
valid setting. Classroom formative assessment ranges on a continuum from infor-
mal to formal. That is, the formative assessment practices range from “on-the-fly” 
assessment, which arises when a “teachable moment” unexpectedly occurs, to for-
mal curriculum-embedded assessment, which is planned in advance (Shavelson 
et al. 2008). In the present study we implemented two curriculum-embedded forma-
tive assessment interventions in mathematics instruction, which were based on the 
provision of written process-oriented feedback, and compared them to a control 
group, where no formative assessment techniques were applied. Among the research 
questions of the intervention study, the following will be treated in the present 
chapter:

Research Question 1  Do the two formative assessment interventions have a posi-
tive impact on students’ achievement and interest development compared to instruc-
tion in a control group? Feedback has a certain functional significance for the 
learner, depending on his or her perception and interpretation (see also Black and 
Wiliam 2009; Brookhart 1997). The results of our experimental study underline the 
assumption that feedback fosters student learning only when the supportive feed-

K. Rakoczy et al.



453

back characteristics are recognized by the students (Harks et al. 2014b; Rakoczy 
et  al. 2013). Therefore, we assumed indirect effects of the formative assessment 
interventions on achievement and interest development via students’ perception of 
formative assessment practices in the classroom.

Research Question 2  As written process-oriented feedback is the core of our for-
mative assessment interventions, we were interested in its implementation in 
instruction: How do teachers provide process-oriented feedback, with regard to the 
amount of feedback provided and the specificity of feedback comments? And how 
do these feedback characteristics affect students’ math achievement and interest? 
We expected positive effects of both feedback characteristics—amount of feedback 
and specificity of feedback comments—on students’ achievement and interest. This 
hypothesis was based on the assumption that in general, specific feedback, com-
pared to global advice, is seen as more effective (for an overview see Shute 2008). 
Moreover, for complex tasks involving not only declarative knowledge but also pro-
cedural knowledge, more elaborated feedback has been shown to foster achieve-
ment and motivation (Narciss and Huth 2006). More feedback comments, and 
specifically formulated feedback about strengths, weaknesses and hints, were 
expected to provide the learners with a more detailed profile of their competencies 
and of knowledge of strategies for improvement. The detailed profile, in turn, should 
lead to informed adaption of the next steps in learning, increased sense of compe-
tence and self-efficacy, and consequently, to effects on achievement and interest (for 
a detailed description of the theoretical background see Pinger et al. 2016).

26.2.3.2  �Design of the Intervention Study

Participants  In the intervention study 39 teachers (64 % female) of 23 middle 
track schools in the German state of Hesse took part, with one 9th grade mathemat-
ics class each; 41 % of the 970 students were female and the mean age at the begin-
ning of the study was 15.3 years (SD = 7.73 months). Participation in the study was 
voluntary.

Research Design  We used a cluster randomized field trial with pre- and posttest in 
the school year 2010/2011. We implemented two different formative assessment 
interventions in mathematics instruction and compared their impact on student 
learning to the impact of instruction in a control group where no specific perfor-
mance assessment and feedback practices were implemented. Classes were ran-
domly assigned to one of the three conditions: Control Group (CG), Intervention 
Group 1 (written process-oriented feedback, IG1), and Intervention Group 2 (oral 
learning-process—accompanying feedback in addition to written process-oriented 
feedback, IG2). In all three groups the mathematical contents and the tasks the stu-
dents worked on were standardized. Conditions were realized by teachers 
participating in respective teacher trainings (contents of the trainings are described 
in Sect. 2.3.2.4).
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Conception of Teaching Units  The cluster randomized field trial covered the first 
13 lessons of the teaching unit “Pythagoras’ Theorem” and consisted of four phases 
(see Fig. 26.2). In Phase 1, teachers participated in the teacher training appropriate 
to the condition they had been assigned to. Before and after the training, teachers 
filled in questionnaires to assess their professional background, their beliefs and 
attitudes towards mathematics and instructional quality, their perception of the 
teacher training, and their plans to implement formative assessment in the future 
(for detailed information on the instruments see Bürgermeister et al. 2011). In Phase 
2, students were assessed in four steps, in the lesson before the teaching unit started: 
first, students were informed about the content of a forthcoming mathematics test. 
Second, their interest in the forthcoming test was assessed by a questionnaire. Third, 
their pre-knowledge regarding Pythagoras was measured in a pretest, and fourth, 
their perception of instructional quality and of formative assessment practices in the 
classroom was examined by a questionnaire.
Phase 3 was the implementation phase: all teachers applied the didactical approach 
with the mathematical tasks they were provided with in the teacher training to 
implement four segments: (a) introduction, proof of Pythagoras’ theorem, technical 
tasks (Lessons 1–5), (b) dressed-up word problems (Lessons 6–8), (c) modelling 
problems (Lessons 8–11), and (d) consolidation (Lessons 11–13). In both interven-
tion groups the teachers received an overview of their students’ pre-knowledge con-
cerning Pythagoras, assessed in the pretest before they started with the teaching 
unit. Moreover, they assessed students’ performance at the end of each phase with a 
semi-standardized tool (see Sect. 2.3.2.4) at three predefined time points (in the 5th, 
8th, and 11th lessons) and provided written process-oriented feedback in the follow-
ing lesson. In Phase 4, students were again assessed in four steps: first, they were 
provided with information about the content of a forthcoming post test. Second, 
their interest regarding the posttest was assessed by a questionnaire. Third, a post-
test to measure students’ mathematics achievement was administered, and fourth, 
their perception of instructional quality and formative assessment practices was 
assessed by a questionnaire.

In order to get a closer look at instructional quality and formative assessment 
practices in the participating classrooms the teachers’ written feedback was col-
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lected, and two double lessons (1st/2nd and 9th/10th) were videotaped according to 
standardized guidelines (Klimczak and Rakoczy 2010).

Contents of the Teacher Training  To ensure that the subject-specific content and 
the mathematical tasks during the 13 lessons of the study were comparable among 
all participating classes, all teachers took part in a half-day training session on 
mathematical content and tasks (Module 1). Teachers of both intervention groups 
additionally participated in another half-day training in written process-oriented 
feedback with our diagnosis and feedback tool, which has been shown previously, 
in our experimental study (see Sect. 26.2.2; Module 2) to foster achievement and 
interest development. Teachers of the Intervention Group 2 additionally participated 
in a third half-day training session on oral learning-process accompanying feedback 
(Module 3). Figure 26.3 gives an overview of the three modules and the participat-
ing teachers.

Module 1: Teacher Training on Contents and Mathematical Tasks  Teachers of the 
intervention groups were introduced to subject-specific content and provided with 
the mathematical tasks for the first 13 lessons of the teaching unit “Pythagoras’ 
Theorem”. Teachers were also trained to use a didactic approach, one that is focused 
on students’ ability to apply mathematical tools to real-world problems (“mathe-
matical modeling”; see Blum and Leiß 2007a; Leiß et al. 2010). On the basis of this 
approach and its description of learning progression, the 13 lessons of the study 
were subdivided into four phases (see 3a–3d in Fig. 26.2). Tasks in the pre- and 
posttest, as well as the diagnostic tool for the intervention groups, were developed 
to assess students’ achievement at different steps of the learning progression.

Module 2: Teacher Training on Written Process-Oriented Feedback  Teachers of 
the Intervention Group 2 (in addition to the training in the contents and the didacti-
cal approach) were trained to assess students’ performance at the end of Phases (a), 
(b), and (c), and to give written process-oriented feedback. To this end, teachers 
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Module 1:   
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and mathematical tasks 

Module 3:   
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Fig. 26.3  Overview of the three teacher training modules and participating teachers
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were provided with a diagnostic and feedback tool that they were to apply according 
to a partly standardized procedure. The diagnostic and feedback tool (for an exam-
ple see Fig. 26.4) consisted of an assessment part on the left-hand side and a feed-
back part on the right-hand side. The assessment part contained one or two 
mathematical tasks assessing the content that had been taught in the phase before 
(two technical tasks at the end of Phase (a), one dressed up word problem at the end 
of Phase (b), and one modeling problem at the end of Phase (c). At the end of the 
5th, 8th, and 11th lessons, teachers asked the students to work on the task(s) for a 
maximum of 15 minutes. After the lesson the teachers collected the diagnostic and 
feedback tools. They corrected students’ solutions before the next mathematics les-
son and generated written feedback on the right-hand side of the sheet referring to 
students’ strengths (“The following you can do well”) and weaknesses (“In the fol-
lowing area you could improve if you consider my hints”), and to strategies for 
continuing (“Hints how you can improve”).

To support teachers and to ensure quality, we partly standardized the procedure. 
On the basis of cognitive task analyses we developed a list of cognitive processes 
and operations that were necessary to solve the respective diagnostic task. Each 
process and operation could be fed back as a strength or a weakness, depending on 
whether the student mastered it or not. For each process and operation, a suggestion 

Fig. 26.4  Diagnostic and feedback tool of Phase b
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for a strategy or hint was provided that could be fed back when the respective pro-
cess was not mastered. To keep the feedback economical and understandable, teach-
ers were asked to summarize strengths across sub-competencies and to choose the 
weaknesses they believed to be most important.

Module 3: Teacher Training in Oral Learning-Process Accompanying Feedback  In 
addition to the training in content and written process-oriented feedback, teachers 
were trained in providing students with oral feedback that was as adaptive as pos-
sible to the individual needs of each learner, as implemented in one of the conditions 
in the DISUM study (for the conception see Blum and Leiß 2007b; for results see, 
e.g., Leiß et al. 2010; Blum 2011). Teachers were especially prepared to intervene 
into students’ working processes only by minimal-adaptive support, in order to let 
the students work on their own as much as possible (Leiß 2010). Specifically, the 
teachers were trained in respect of two central ideas of teacher interventions: Firstly, 
teachers should recognize that (oral) feedback on students’ learning processes can 
focus on organizational, affective, metacognitive and/or content-specific levels of 
the learning process. Secondly, and with special regard to the topics students had to 
deal with, when they had to work on Pythagoras’ theorem, teachers were trained 
intensively as to what content-specific oral feedback could look like if students were 
working on modeling problems in the classroom, and how such content-specific 
oral feedback could be used to support students’ learning processes in a minimal-
adaptive way.

Measures  Here only the measures that are included in the analyses addressing 
Research Questions 1 and 2 are described. An overview of all scales in the project 
can be found in Bürgermeister et al. (2011).

The amount of feedback was measured by the number of feedback comments 
(the sum of strengths, weaknesses and hints for each student). For the evaluation of 
specificity, a coding scheme was applied in which specificity was judged separately 
for weaknesses and hints and then averaged (Code 0: no comment was specific; 
Code 1: at least one comment was specific). Two raters were trained on the basis of 
a manual. After the third coding round (60 feedback sheets each) the inter-rater reli-
ability was sufficient, with Cohens-κ of .92 (weaknesses) and .97 (strategies).

Students’ perception of formative assessment practices was assessed in the pre- 
and postquestionnaire using a newly developed five-item scale (Bürgermeister et al. 
2011). Students were asked to indicate on a four-point scale, ranging from 0 (com-
pletely disagree) to 3 (completely agree) the extent to which feedback in the class-
room helped them to learn what they already did well, where they can improve, and 
how they can improve. The key item was “During mathematics instruction I learned 
how I can improve what I am not yet good in”. Internal consistency of the scale was 
α= .82 in the prequestionnaire and α=.89 in the postquestionnaire. The difference in 
perception between pre- and postquestionnaire was used as an indicator for the 
change in perception and was included as mediator in the analyses.

Students’ interest was assessed with a four-item scale (Bürgermeister et  al. 
2011). Students were asked in the pre- and postquestionnaire to indicate on a 
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four-point scale ranging from 0 (completely disagree) to 3 (completely agree) how 
interesting they found the topic of the forthcoming test. The key item was “I like the 
topic of the test”. Internal consistency of the scale was α= .83 in the prequestion-
naire and α=.89 in the postquestionnaire. Concerning the first research question, the 
difference in interest between pre- and postquestionnaire was used as an indicator 
for development of interest. Concerning the second research question, multilevel 
regression analyses included postquestionnaire scores as the dependent variable, 
controlled for prequestionnaire interest score.

Mathematics achievement was assessed with 19 pretest and 17 posttest items. 
Test items consisted of technical and modeling items in the content domain of 
Pythagoras’ theorem (for examples see Besser et al. 2013) and had been analyzed 
previously on the basis of a scaling sample (N = 1570) in the survey study. A one-
dimensional Rasch model was applied to the experimental data, and weighted likeli-
hood estimators (WLE)-parameters (i.e., achievement scores) were estimated. 
Analyses were conducted in ConQuest (Wu et al. 1998). The estimated reliability 
(EAP/PV) was .66 for the pretest and.74 for the posttest. The difference between 
pretest and posttest WLE parameters was calculated as an indicator of development 
in mathematics achievement and was included in the path models to answer 
Research Question 1. The multilevel regression analyses to answer Research 
Question 2 included posttest WLE parameters as dependent variables, and con-
trolled for pretest WLE parameters.

Data Analyses  In order to address the first research question (the indirect effects of 
formative assessment on achievement and interest development via students’ change 
in perception of assessment and feedback practices in the classroom), two multi-
level path models according to Preacher et al. (2010) were applied to the data—one 
for achievement and one for interest development as outcomes. In both models, the 
intervention groups were entered as dummy-coded class-level predictor variables (0 
= Control Group, 1 = Intervention Group 1, respectively Intervention Group 2). 
Perceived assessment and feedback practices in the classroom were entered as the 
manifest intervening variable at the individual level and (aggregated) at the class 
level, and z-standardized on the basis of its individual-level mean and standard devi-
ation, and its class-level mean and standard deviation, respectively. Interest and 
achievement in mathematics were included as z-standardized manifest criteria at the 
student level. Random intercepts were estimated for these variables at the class 
level. We estimated total, direct, and indirect effects among predictor, intervening, 
and outcome variables.

Concerning the second research question (the effects of feedback characteris-
tics), multilevel regression models were computed in Mplus7 (Muthén and Muthén 
2012). For the analyses we used a subsample consisting of 17 teachers and 426 
students (classes in which process-oriented feedback was provided as intended at all 
three predefined time points during the unit). Separate analyses were run for effects 
on achievement and interest and for each of the two feedback characteristics. The 
z-standardized pretest score for math achievement and the z-standardized prequest-
ionnaire score for interest, as well as z-standardized scores for amount of feedback 
and specificity, were entered as level 1 predictors.
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26.2.3.3  �Selected Results of the Intervention Study

Indirect Effects of Formative Assessment on Learning (Research Question 
1)  The multilevel path analyses showed that students’ perception of formative 
assessment practices became more positive following either intervention; this 
change was stronger than in the control group (β = .34, p = .01 for IG1; β = .47, p = 
.00 for IG2). The change in perception of formative assessment practices, in turn, 
was associated with a more positive interest development (β = .53, p = .02). The 
indirect effect of Intervention Group 1 (written process-oriented feedback) was 
marginally significant (β = .17, p = .07), while the indirect effect of Intervention 
Group 2 (written plus oral feedback) was significant (β = .24, p = .00). In contrast, 
no significant impact of perception on achievement development (β =−.36, p = .30), 
and consequently no indirect effect could be shown (β = −.12, p = .23 for IG1; β = 
−.17, p = .30 for IG2). So, we can conclude that our formative assessment based on 
written process-oriented feedback—whether provided alone or in combination with 
minimal-adaptive oral feedback—has the power to change the assessment and feed-
back practices from students’ point of view, which then positively influences their 
interest in working on mathematics tasks, but that it does not foster students’ 
achievement development via perceived assessment and feedback practices.

Effects of Feedback Characteristics (Research Question 2)  Multilevel regres-
sion analyses revealed no significant effect of both feedback characteristics on inter-
est. Moreover and contrary to our expectations, we found negative effects of the 
amount of feedback comments and the specificity of feedback on posttest achieve-
ment scores (β = −.11, p = .02 and β = −.09, p = .03, respectively). Negative correla-
tions between the feedback characteristics and the pretest scores (r = −.25, p = .00 
for amount of feedback and r = −.13, p = .02 for specificity, respectively) and the 
posttest scores (r = −.22, p = .00 and r = −.14, p =.01, respectively) indicate that 
students scoring low in the pretest received more feedback comments and more 
specific feedback than did students with high pretest scores and that those students, 
however, unfortunately did not benefit from the feedback received (see Pinger et al. 
2016). More feedback comments might have increased the length and complexity of 
the feedback, resulting in the perception of feedback as less useful, or in processing 
the feedback message at a shallower level (Kulhavy et al. 1985).

26.2.4  �Transfer Study

26.2.4.1  �Aims and Research Questions of the Transfer Study

Previous studies in the Co2Ca-project showed that written process-oriented feed-
back has the power to support student learning in an experimental setting, as well as 
in an ecologically valid setting. To make these results usable for educational prac-
tice, we conducted a transfer study (Besser et al. 2015a, b).
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In the transfer study we referred to research on the quality of teaching, which 
identified teachers’ knowledge as a crucial factor in explaining teacher behavior in 
the classroom (Bromme 2008). According to Shulman (1986), teachers’ content 
knowledge (CK), teachers’ pedagogical content knowledge (PCK) and teachers’ 
general pedagogical knowledge (PK) are central aspects of teachers’ expertise that 
help to explain the quality of teaching and student learning, and to understand the 
teacher’s role in the classroom. Baumert and colleagues stress that:

PCK—the area of knowledge relating specifically to the main activity of teachers, namely, 
communicating subject matter to students—makes the greatest contribution to explaining 
student progress. This knowledge cannot be picked up incidentally, but as our finding on 
different teacher-training programs show, it can be acquired in structured learning environ-
ments. One of the next great challenges for teacher research will be to determine how this 
knowledge can best be conveyed to both preservice and inservice teachers. (Baumert et al. 
2010, p. 168).

Drawing on the results of our previous studies and on empirical evidence for the 
importance of teachers’ knowledge in teaching, we developed a teacher training on 
formative assessment and investigated whether it fostered teachers’ general peda-
gogical knowledge and pedagogical content knowledge on formative assessment in 
competence-oriented mathematics (with a focus on mathematical modeling). In 
order to evaluate this training, we needed to develop new tests for PCK and PK, with 
a focus on formative assessment. In detail, we investigated the following research 
questions:

	1.	 Are our tests for assessing teachers’ PCK and PK on formative assessment reli-
able and valid?

	2.	 Does our teacher training on formative assessment foster teachers’ PCK and PK 
on formative assessment in competence-oriented mathematics teaching dealing 
with modeling tasks?

	3.	 Does our teacher training on formative assessment have an impact on the teach-
ers’ way of teaching and/or on their students’ way of learning as reported by 
students’ self-reports?

26.2.4.2  �Design of the Transfer Study

Participants  To answer the research questions we conducted an intervention study 
with pre- and posttests involving 67 teachers (66 % female) and their classes. 
Teachers could choose whether they participated in teacher training on formative 
assessment in competence-oriented mathematics instruction with a focus on math-
ematical modeling (Intervention Group [IG]) or teacher training in general ques-
tions regarding the implementation of competence-oriented mathematics instruction, 
with a focus on mathematical modeling and problem solving (Treatment Control 
Group [TCG]).

Procedure  The teacher training covered a period of 10 weeks, including imple-
mentation in classrooms. Firstly, teachers filled in a pretest, to assess their PK and 
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general PCK, and their students filled in a questionnaire about their perception of 
teaching quality and of formative assessment practices in the classroom. Secondly, 
teachers participated in a three-day teacher training, either on formative assessment 
(IG) or on problem solving and modeling (TCG). Thirdly, teachers were asked to 
implement the content of the teacher training in their competence-oriented mathe-
matics instruction over 10 weeks. Fourthly, teachers participated in further three-
day teacher training, either in formative assessment (IG) or in problem solving and 
modeling (TCG). Finally, they filled in a posttest on PK and PCK, and a question-
naire examining the perceived usefulness of the training they participated in (either 
on formative assessment [IG] or on problem solving and modeling [TCG]). Once 
again, the students filled in a questionnaire to assess their perception of teaching 
quality and of formative assessment practices in the classroom.

For organizational reasons, each intervention group was divided into two groups 
(IG1/IG2 and TCG1/TCG2), each consisting of a maximum of 20 teachers. IG1 and 
TCG1 participated in the study from February to March 2013, IG2 and TCG2 from 
September to December 2013. The contents of the teacher training for IG1/IG2 and 
TCG1/TCG2 were the same.

Contents of the Teacher Trainings  In the teacher training for the Intervention 
Group (IG1/IG2), teachers were provided with theoretical considerations on forma-
tive assessment and with possibilities for implementing formative assessment in 
competence-oriented mathematics with a focus on mathematical modeling. In the 
training for the Treatment Control Group (TCG1/TCG2) teachers dealt with math-
ematical problem solving and mathematical modeling as a central element of 
competence-oriented mathematics instruction, and were provided with general 
didactical ideas and task analyses. Specifically, the teacher training concentrated on 
the topics shown in Table 26.1 (taken from Besser et al. 2015a, b).

Test of Teachers’ General Pedagogical Knowledge and Pedagogical Content 
Knowledge  To assess teachers’ baseline pedagogical content knowledge before 
the teacher training, the PCK-test from the COACTIV-study (Krauss et al. 2011) 
was administered.

Table 26.1  Contents of the teacher training

Intervention Group (IG1/IG2) Treatment Control Group (TCG1/TCG2)

(1) Diagnostis and feedback as central elements 
of formative assessment: A general 
psychological and pedagogical point of view

(1) Mathematical problem solving as a 
central element of competence-oriented 
mathematics: General didactical ideas and 
task-analyses

(2) Mathematical modeling as a central element 
of competence-oriented mathematics: Analyzing 
students’ solution processes and giving feedback 
to the students

(2) Mathematical modeling as a central 
element of competence-oriented 
mathematics: General didactical ideas and 
task-analyses

(3) Implementing formative assessment in 
teaching mathematical modeling (written and 
oral)

(3) Implementing problem solving tasks and 
modeling problems in teaching competence-
oriented mathematics
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To answer our research questions we developed the following tests of teachers’ 
PK and PCK on formative assessment (FA) in competence-oriented mathematics 
(see Besser and Leiß 2014 and Besser et al. 2015a, b):

•	 Subtest of general pedagogical knowledge (PK-FA): 12 Items assessing theoreti-
cal pedagogical and psychological knowledge (1) about assessment in the class-
room, (2) about ways to diagnose students’ strengths and weaknesses, and (3) 
about how to give process-oriented feedback on students’ strengths and 
weaknesses.

•	 Subtest on pedagogical content knowledge (PCK-FA): 10 Items assessing 
subject-specific knowledge (1) about modeling processes in mathematics, (2) 
about how to analyze students’ solution processes in modeling tasks, (3) about 
how to implement core components of general ideas about formative assessment 
in competence-oriented teaching: that is, especially about how to give feedback 
to students when working on modeling tasks.

Examples of items assessing PCK at the beginning of the study by using the 
COACTIV-test (Krauss et al. 2011), as well as items assessing PK-FA and PCK-FA, 
are given in Fig. 26.5.

26.2.4.3  �First Results of the Transfer Study

Concerning the quality of the tests for assessing general pedagogical and pedagogi-
cal content knowledge on formative assessment (Research Question 1) our results 
showed acceptable internal consistency in the 10 PCK-FA items (α =.78). The 

Fig. 26.5  Examples of items from the PCK-test of the COACTIV-study and the PCK-FA and 
PK-FA tests of the Co2CA project (PCK-FA pedagogical content knowledge on formative assess-
ment, PK-FA pedagogical content knowledge on formative assessment)
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participating teachers achieved on average 10.15 (SD = 4.54) of a maximum of 21 
points (Besser et al. 2015a, b).

Concerning the impact of our teacher training on pedagogical content knowledge 
(Research Question 2), our results show significant mean differences between both 
groups. While the teachers in the intervention group reached on average 13.33 
points (SD = 3.47), teachers in the treatment control group reached on average 7.57 
points (SD = 3.57; t (65) = 6.66, p =.00). The effect size for the independent samples 
is d =1.63, so we can conclude that knowledge about formative assessment in 
competence-oriented mathematics instruction with a focus on mathematical model-
ing was significantly higher when teachers participated in our teacher training on 
formative assessment, compared to teachers trained in general aspects of 
competence-oriented mathematics instruction and problem solving (Besser et  al. 
2015a, b).

Concerning Research Question 3, preliminary analyses show that teachers’ way 
of teaching, as reported by the students, did not increase after our teacher training 
on formative assessment: on the contrary, it decreased. However, analyses of vari-
ance with repeated measures showed that this change in the quality of teaching 
seems to be explained not by the teacher training but by “time”. Examination of 
Research Question 3 is still work in progress, so we cannot as yet give any answer 
to the question how student learning develops after the teacher training.

However, the results we report so far are encouraging and underline the impor-
tance of teacher training to foster teachers’ pedagogical content knowledge of for-
mative assessment. The quality of the PK-FA test, the impact of the teacher training 
on teachers’ pedagogical knowledge about formative assessment, and the impact of 
this pedagogical knowledge on students’ perception of instruction, should be inves-
tigated in further analyses.

26.3  �Summary

In the Co2CA project we analyzed, in four subsequent studies, how formative 
assessment should be designed and implemented to allow for a precise assessment 
of student performance, and to affect student learning. Assessment and feedback 
were identified as central components of formative assessment and were empiri-
cally analyzed with regard to their design and impact. Concerning the assessment 
component, we developed mathematical tasks that were appropriate for assessing 
students’ technical competence and modeling competence in mathematics, and 
investigated psychometric issues of competence assessment, as well as teachers’ 
assessment practice in the classroom (survey study). Concerning the feedback com-
ponent, we developed a prototype of written feedback, called process-oriented feed-
back, and compared it in an experimental study to feedback as it is frequently used 
in classrooms (grades) or in standard-based testing (competence-oriented feed-
back). We found that process-oriented feedback was perceived by the students as 
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more useful and competence-supportive, and that it affects achievement and interest 
development indirectly via students’ perception (experimental study).

We implemented these results into classroom instruction and developed two for-
mative assessment interventions (intervention study). First results showed that the 
formative assessment interventions changed students’ perception of formative 
assessment practices in the classroom, as expected; perception, in turn, was related 
to better interest development but, unexpectedly, not to achievement development. 
The indirect effect of formative assessment on interest development via perception 
of formative assessment practices is in line with the assumptions we made accord-
ing to the results of our experimental study on the effects of process-oriented feed-
back (see Sect. 26.2.2). This is a hint that we succeeded in implementing 
process-oriented feedback in mathematics instruction as an ecologically valid 
setting.

However, the change in perception of formative assessment practices did not lead 
to better achievement of the classes. As implementation quality might, among other 
factors, contribute to explaining the lack of achievement development (Furtak et al. 
2008), further analyses were made on how teachers implemented the interventions, 
and whether the quality of implementation explained the impact on student learn-
ing. Pinger et al. (2016) found that the amount of written process-oriented feedback 
and specificity of feedback comments had no effect on students’ interest, and even 
a negative effect on their achievement. The latter might be explained by the fact that 
students who scored lower in the pretest received more and more specific feedback 
comments. Moreover, if and how feedback is perceived and processed by the learner 
might depend not only on the feedback message itself but also on the way it is deliv-
ered to students. Analyses of the videotaped lessons show that in handing back the 
written feedback, stressing the importance of feedback utilization or emphasizing 
the performance evaluation affects students’ math achievement and interest (see 
Pinger et al. 2016).

Finally, we extended our teacher training on formative assessment and made it 
available to a larger group of teachers (transfer study). The first, promising results 
show that teachers’ pedagogical content knowledge on formative assessment was 
higher after they participated in the respective teacher training than when they par-
ticipated in teacher training on general aspects of competence-oriented mathematics 
instruction and problem solving. Further analyses on the way formative assessment 
interventions were implemented, and how they impact teaching quality and student 
learning, are still in progress.
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Chapter 27
Arguing Validity in Educational Assessment

Simon P. Tiffin-Richards and Hans Anand Pant

Abstract  Interpreting test-scores in terms of whether examinees reach specific lev-
els of achievement (e.g., below basic, basic, advanced), provides a means to assess 
and communicate whether educational goals are being reached and expectations are 
being met. Whether these interpretations of test-scores are informative, however, 
hinges on their validity. While validity plays an important role in educational assess-
ment, it is rarely addressed in a systematic and comprehensive manner. Our aim is 
to detail a theoretical framework in which validation is considered in the context of 
practical test development. To this end, we apply Kane’s (Psychol Bull 112:527–
535, 1992; Rev Edu Res 64:425–461, 1994) interpretive argument approach and 
Toulmin’s inference model (Kane, Lang Test 29:3–17, 2011; Toulmin, The uses of 
argument. Cambridge University Press, Cambridge) to the development of 
competence-based educational assessments and the interpretation of their results. A 
logical argument is presented to provide a theoretical framework for evaluating the 
rhetorical backing and empirical evidence supporting interpretations of educational 
assessment results. The discussion focusses on the role of standard setting proce-
dures which define minimum passing scores on test-score scales in the evaluation of 
the validity of test-score interpretations.
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27.1  �Introduction

The assessment of competencies is an increasingly important tool to measure the 
outcomes of educational and qualification systems (Hartig et al. 2008; Klieme et al. 
2010; Köller 2010; Koeppen et  al. 2008). Competencies are conceptualized as 
context-specific cognitive dispositions in domains such as language, natural sci-
ences and complex problem-solving that are acquired through experience and learn-
ing and can be directly influenced by educational institutions (Hartig et al. 2008; 
Klieme et  al. 2010; Weinert 2001). The development of educational assessments 
that can measure the output and thus the success of such systems, consequently 
involves a set of complex procedures and considerations. These include the defini-
tion of competencies in terms of domain-specific knowledge, skills and abilities, 
and the development of measurement instruments to tap these competencies, as well 
as educational targets against which to measure success.

Setting educational goals requires the definition of criteria against which test-
takers can be measured. Criterion-referenced assessments allow an examinee’s test-
score to be interpreted in terms of whether their performance satisfies criteria for 
reaching specific levels of proficiency. Examinee ability can then be described on a 
discrete ordinal scale with terms such as basic, proficient, and advanced, where 
each level is defined by content or criteria of increasing qualitative and quantitative 
demand. The continuous test-score scale is thus divided into an ordinal scale. It fol-
lows that “[a] criterion-referenced test is one that is deliberately constructed to yield 
measurements that are directly interpretable in terms of specified performance stan-
dards” (Glaser and Nitko 1971, p. 653). These performance standards can be inter-
preted as the success or failure to reach the prerequisites for specific qualifications, 
licensure or entry requirements. The methods used to set minimum test-scores for 
reaching specific levels of proficiency in a competence domain are referred to as 
standard-setting procedures. These procedures are typically based on expert judg-
ments on what constitutes a sufficient score on a particular assessment to reach a 
particular level (Cizek and Bunch 2007). Importantly, these procedures provide the 
critical step in establishing the basis for the later communication of test results 
(see  Pant et  al. 2010), but have also been criticized as being largely arbitrary  
(Glass 1978).

This chapter focusses on the setting of minimum test-scores (henceforth referred 
to as cut scores) on educational assessments as a method of interpreting the results 
of competence-based assessments. To ensure that standards-based interpretations of 
student test-scores are sufficiently defensible as the basis for high- or low-stakes 
decisions (Decker and Bolt 2008), inferences based on student test-scores must be 
supported by evidence of their validity (Kane 1992, 2009; Messick 1989, 1995). 
The move towards standards-based assessment therefore makes the question of 
validity vitally important, as the results of standards-based testing can have conse-
quences, both at the individual level of students and professionals, at the organiza-
tional level of schools and training programs, and at the system level of educational 
administration and policy. However, despite the central role of validity in interpreting 
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test results, there is little consensus on the exact conceptualization of validity, how 
it is best evaluated, or indeed what constitutes sufficient validity (Lissitz 2009). 
Although some aspects of the current conceptualization of validity enjoy “fairly 
broad professional agreement” (Cizek 2011, p. 3), there remain disputes concerning 
the importance of different sources of validity evidence. The view is supported here 
that different sources of validity evidence are necessary, although not individually 
sufficient, to support criterion-referenced test-score interpretations.

We have divided the remainder of the chapter into three sections. In the first we 
provide a brief account of the development of the concept of validity in educational 
and psychological measurement. We next introduce standard-setting procedures as 
a necessary step in interpreting test results, in terms of reaching educational goals 
and minimum or target levels of proficiency in specific domains. In the third section 
we integrate the process of standard-setting in the theoretical frameworks of Kane 
(1992, 1994) and Toulmin (Kane 2011; Toulmin 1958) to construct a validity argu-
ment for test-score interpretations. We provide empirical evidence from studies con-
ducted to examine the factors that may influence the validity of test-score 
interpretations following standard-setting procedures. The discussion focusses on 
the role of standard-setting, cut-score placement, and the importance of considering 
the evaluation of validity as the sequential weighing of rhetorical and empirical 
evidence supporting propositions of validity in interdisciplinary procedures, rather 
than a precise measurement procedure (see Nichols et al. 2010).

27.2  �The Validity Concept

Standards for Educational and Psychological Testing (henceforth referred to as 
Standards) describe validity as “the most fundamental consideration in developing 
and evaluating tests”, where validity is defined as “the degree to which evidence and 
theory support the interpretations of test scores entailed by the proposed uses of 
tests” (AERA et al. 1999, p. 9).

Although validity plays a central role in educational and psychological measure-
ment, it has persistently eluded a straightforward and universally accepted defini-
tion (Cizek 2011). A simple, although arguably incomplete view of validity defines 
it as the degree to which a test measures what it is claimed to measure. The validity 
of test-score interpretations may consequently change, depending on what a test is 
claimed to measure (Sireci 2009).

The concept of validity has experienced a history of reconceptualization. As 
Sireci outlines in his chapter in Lissitz’ (2009) The Concept of Validity: Revisions, 
New Directions, and Applications, validity has been defined both as a unitary con-
struct and as a set of distinct elements described as types, aspects or categories. The 
metamorphosis of the concept of validity (Geisinger 1992) and the changing empha-
sis on various elements of validity can be traced back throughout the last century, 
both in scientific publications and in guidelines for professional standards (Geisinger 
1992; Goodwin and Leech 2003; Lissitz and Samuelsen 2007; Sireci 2009).
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Technical Recommendations for Psychological Tests and Diagnostic Techniques 
(henceforth referred to as the Technical Recommendations), published by the APA 
in 1954, proposed four types of validity: concurrent, predictive, construct, and con-
tent. In their seminal article, Cronbach and Meehl (1955) further elaborated this 
view and introduced construct validity into the validity concept. In a reorganization 
of the types of validity described by the Technical Recommendations, Cronbach and 
Meehl combined concurrent validity, which is concerned with the correlation of 
test-scores on independent assessments of a criterion measure, and predictive valid-
ity, concerned with the correlation of current test-scores with test-scores at a later 
date, to criterion-oriented validity. Content validity was considered to be the degree 
to which a sample of test items represents the universe of possible content that is of 
interest. Lastly, as Cronbach and Meehl (1955, p. 282) write, “construct validity is 
involved whenever a test is to be interpreted as a measure of some attribute or qual-
ity which is not operationally defined”. Consideration of construct validity is there-
fore necessary “whenever no criterion or universe of content is accepted as entirely 
adequate to define the quality to be measured” (Cronbach and Meehl 1955, p. 282). 
The process of validation was viewed as evaluating the validity of the interpretation 
of test results: “one validates, not a test, but an interpretation of data arising from a 
specified procedure” (Cronbach 1971, p. 447). The view of validity as being com-
prised of these coexistent but independent types of criterion, content and construct 
validity has since been referred to as the Holy Trinity (Gorin 2007).

The unitary concept of validity stems from the argument that criterion or content 
universes are never entirely adequate to define the quality to be measured, which 
leads to the conclusion that all validity is necessarily construct validity (Messick 
1998). Samuel Messick, one of the chief proponents of the unitary approach, pro-
vided a straightforward interpretation of the validity concept as: “[i]n its simplest 
terms, construct validity is the evidentiary basis for score interpretation” (Messick 
1995, p. 743). Also, Loevinger (1957, p. 636) reasoned that, “since predictive, con-
current, and content validities are all essentially ad hoc, construct validity is the 
whole of validity from a scientific point of view”. Construct validity is thus concep-
tualized as the integration of all evidence relevant to inferences based on test-scores 
that include sources of both content and criterion-related evidence. The defining 
characteristic of construct validity is the identification of cognitive processes, strate-
gies, and knowledge relevant for task responses representing underlying functional 
models (Messick 1995). Having merged formerly coexistent types of validity into 
construct validity, Messick differentiated the unified concept into six distinguish-
able aspects (content, substantive, structural, generalizable, external, and conse-
quential), which together form the basis for addressing validation procedures in 
educational and psychological measurement (Messick 1995, 1989). The inclusion 
of consequences in the evaluation of validity echoed earlier sentiments of Cronbach, 
(1971, p. 741), who stated that “in particular, what needs to be valid is the meaning 
or interpretation of the score; as well as any implications for action that this mean-
ing entails”.
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27.2.1  �The Place of Standard Setting in Educational 
Assessment

The aim of standard-setting procedures is to allow the interpretation of examinee 
test-scores in terms of whether specific levels of proficiency are reached. These can 
represent minimum and advanced educational goals students are expected to reach 
at specific stages of their education or qualification. Standard-setting methodologies 
typically involve panels of experts discussing the minimum requirements for reach-
ing specific levels of proficiency on an assessment in consensus-building and itera-
tive procedures, resulting in final recommendations for interpreting examinee 
test-scores (Cizek and Bunch 2007).

Standards-based interpretations of test-scores are argued to facilitate the com-
munication of assessment results to non-technical stakeholders, such as policy-
makers, teachers, and parents (Cizek et al. 2004). From a policy perspective, setting 
educational standards and assessing achievement towards them allows the definition 
of educational goals and the implementation of teaching practices that facilitate 
achievement towards these goals.

Test-centered standard-setting approaches focus on the items of an assessment 
and on how likely examinees are expected to be able to answer them correctly, 
depending on their level of proficiency. Popular methods include modifications of 
the Angoff (1971) and Bookmark methods (Mitzel et  al. 2001). Test-centered 
standard-setting methods critically involve experts setting cut scores to differentiate 
proficiency levels, where the cut scores then define the minimum test-score required 
for reaching a proficiency level. Many of the methods currently employed combine 
expert judgment with psychometric analyses of item difficulty and examinee profi-
ciency, allowing cut scores to be mapped directly onto item response theory (IRT)-
derived metric scales (Cizek and Bunch 2007).

The significance attached to validating the inferences of test-scores based on cut 
scores and performance standards is also emphasized in the Standards:

[C]ut scores embody the rules according to which tests are used or interpreted. Thus, in 
some situations the validity of test interpretations may hinge on the cut scores. There can be 
no single method for determining cut scores for all tests or for all purposes, nor can there be 
any single set of procedures for establishing their defensibility. (AERA et al. 1999, p. 53)

The guidelines provided by the Standards have two implications. First, cut scores 
must represent the characteristics and intended interpretations of a test—with regard 
to both content standards (construct representation) and performance standards (tar-
get levels of performance). Second, neither the method for placing cut scores, nor 
the procedure for evaluating the interpretations of test results in respect to cut scores 
is clearly specified; rather, each depends on the intended interpretations of test-
scores. A further important notion is that cut scores and associated performance 
standards are concepts employed to interpret test-scores. Thus, there are no true cut 
scores that could be defined or applied, and therefore there is no method for estab-
lishing whether a cut-score is correct or not. Rather than establishing whether a 
cut-score is correct, the aim of validation procedures is to assess the degree to which 
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there is “convincing evidence that the passing score does represent the intended 
performance standard and that this performance standard is appropriate, given the 
goals of the decision process” (Kane 1994, p. 443).

27.3  �The Argument Approach to Evaluating Validity

The process of validation can be conceptualized as formulating an argument for the 
validity of interpretations derived from test-scores (Kane 1992), involving first the 
specification of the proposed interpretations and uses of test-scores and second, the 
evaluation of the plausibility of the proposed interpretations (Kane 2011). The first 
step is the construction of an interpretive argument, which builds the structure of the 
argumentative path from the observed performance to the inferred proficiency of an 
examinee in the domain of interest (e.g., proficiency in a foreign language). The 
interpretive argument hence “provides a framework for validation by outlining the 
inferences and assumptions to be evaluated” (Kane 2011, p. 9). The second step 
involves the construction of the validity argument, which appraises the evidence 
supporting the inferences that lead to the test-score interpretation and “provides an 
evaluation of the interpretive argument” (Kane 2011, p. 9). The notion of establish-
ing an evidence-based case for an interpretation was shared by Messick (1989, 
p. 13) in his definition of validity as “an integrated evaluative judgment of the degree 
to which empirical evidence and theoretical rationales support the adequacy and 
appropriateness of inferences and actions based on test scores”.

The attraction of the validity argument approach is that it is highly flexible. It is 
applicable to any kind of test use or interpretation, does not rely on any one pre-
ferred source of validity evidence, and is not limited to any specific type of test data. 
Validity is not considered a property of a test, but of the use of the test for a particu-
lar purpose. Kane emphasized the importance of a clear definition of the argument 
for the evaluation of the available evidence, or sources of validity evidence, in its 
support. There is, however, no assertion that the evidence supporting an interpretive 
argument can provide an absolute decision of validity. Validation is, rather, sug-
gested to be a matter of degree. Importantly, Kane (1992, p. 528) also proposes that 
“[t]he plausibility of the argument as a whole is limited by its weakest assumptions 
and inferences”. It is, therefore, important to identify the assumptions being made 
and to provide supporting evidence for the most questionable of these assumptions. 
The greatest attention should be directed towards evaluating the availability of evi-
dence in support of weak assumptions, to rule out alternative interpretations of test-
scores (Kane 1992).

A formal representation of the interpretive argument is presented by Kane (2011) 
in Toulmin’s model of inference (Toulmin 1958). Toulmin’s model provides a 
framework with which an interpretive argument can be structured and the validity 
evidence supporting a test-score interpretation can be evaluated. The basic structure 
of the model is described as the “movement from accepted data, through a warrant, 
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to a claim” (Brockriede and Ehninger 1960, p. 44), represented in Fig. 27.1. Kane 
(2011) summarizes three characteristics of such logical arguments. First, they rep-
resent disputable lines of argument that make substantive claims about the world 
and can be evaluated on the basis of empirical evidence, and in terms of how well 
they refute opposing arguments. Second, they provide arguments for probable or 
acceptable conclusions rather than certain facts, and may include an indication of 
their strength. Finally, informal arguments are defeasible, in the sense that they are 
subject to exceptions.

The movement from datum to claim is justified by a warrant, which is in turn 
supported by backing or evidence “designed to certify the assumption expressed in 
the warrant” (Brockriede and Ehninger 1960, p. 45). The notion of a warrant in the 
context of validation could for instance refer to empirical evidence of the concurrent 
validity of a newly developed reading comprehension test, compared to an older 
established comprehension test. The claim being made in this case is the classifica-
tion of an examinee on a proficiency level (e.g., pass or fail on the reading compre-
hension test) on the basis of their test-score. A qualifier may be inserted if the claim 
is only valid under certain conditions. In the context of test-score interpretations the 
qualifier may relate to specific testing contexts (e.g., only suitable as a university 
entry requirement) and be designed to minimize unwanted consequences of 
testing.

27.3.1  �A Structured Validity Argument

Criterion-referenced interpretations of test-scores are based on the claim that exam-
inee performance on an assessment can be interpreted in terms of levels of profi-
ciency in the domain of interest, such as foreign language proficiency. The goal is to 
be able to generalize an examinee’s performance on a sample of test items from the 
domain of interest to their estimated proficiency across the domain. Hence, the 
score on an English as a Foreign Language exam is extrapolated to infer the general 
communicative language ability of the examinee (see Chapelle et al. 2010 for an 
application of the validity argument approach to the TOEFL). The argument that 
test-scores can be interpreted in this way can be evaluated on the basis of whether 
the propositions or warrants for this claim are met, being supported by sufficient 

DATUM CLAIM

WARRANT

BACKING

QUALIFIER
Fig. 27.1  Toulmin’s 
model of inference
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rhetorical backing and empirical evidence. In the example of a test of foreign lan-
guage proficiency, these warrants could include evidence that the exam requires 
desired levels of vocabulary knowledge and text comprehension, that language 
skills can be applied in realistic communicative scenarios, and that the testing for-
mats allow examinees to demonstrate their abilities adequately (e.g., productive as 
well as receptive language abilities).

The composition of the interpretive argument can be considered as a series of 
propositions of validity (Haertel 2002; Haertel and Lorié 2004), each of which must 
be supported by evidence of validity. Individually necessary—but not sufficient—
propositions of validity can include (a) clear definition of the content standards 
detailing knowledge, skills and abilities relevant to the domain of interest, (b) rep-
resentation of domain-relevant content in the assessment, (c) reliable and unbiased 
test-scores provided by the measurement instrument, (d) unambiguous definition of 
target performance standards, (e) defensible cut-score placements to differentiate 
proficiency levels with minimum test-scores, and (f) alignment of intended test use 
to defensible interpretations of test-scores provided by assessments.

In this context the datum is an examinee’s observed performance in the content 
domain of interest, measured as a test-score on an assessment. The claim that exam-
inee performance can be interpreted in terms of whether they satisfy the criteria for 
reaching a specific level of proficiency can be supported by five warrants or proposi-
tions that indicate that such a claim is appropriate. Each warrant is backed by rhe-
torical and empirical evidence (Fig.  27.2). A qualifier is inserted to detail the 
conditions under which the proposed claims are valid for a specified population. 
The qualifier thus accounts for concerns of consequential validity (Kane 2011) and 
is a justification of test use for specific purposes (Cizek 2011, 2012). The interpre-
tive argument is represented by the path from datum to claim with all inherent war-
rants of validity and the qualification under which conditions the claim holds. The 
validity argument in turn appraises the backing for the warrants supporting the pro-
posed interpretation of the test-scores.
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Fig. 27.2  Application of Toulmin’s inference model and Kane’s interpretive argument to the stan-
dards-based interpretation of test-scores
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27.3.1.1  �Warrant of Well-Defined Content Standards

Content standards must be well-defined and must provide a description of “the 
kinds of things a student should know and be able to do in a subject area” (Messick 
1995, p. 6) and thus define content domain-relevant knowledge, skills, and abilities 
(see Rychen and Salganik 2001, 2003). The definition of the content domain can be 
seen as the premise for any later test-score interpretation and “a necessary condition 
for criterion referencing since the idea is to generalize how well an examinee can 
perform in a broader class of behaviors” (Nitko 1980, p. 465). Domains that are 
poorly defined in terms of relevant behavioral objectives or defined solely by the 
characteristics of the items on an assessment are hence not well suited for criterion-
referenced assessment (Nitko 1980). Clear definition of the content domain in the 
sense of construct validity (Messick 1995) has been described as problematic for 
complex constructs such as communicative language ability (Chapelle et al. 2010). 
However, a theoretical concept of the content domain as a starting point for the 
validity argument is important and “desirable for almost any test” (Cronbach and 
Meehl 1955, p. 282).

Backing for the warrant of a well-defined content domain may include the defini-
tion of educational competencies in terms of underlying cognitive processes and 
domain-relevant behaviors. The importance of considering cognition in educational 
assessment is stated in the National Research Council report Knowing What Students 
Know (Pellegrino et al. 2001), in their assertion that “[a]ll assessments will be more 
fruitful when based on an understanding of cognition in the domain and on the pre-
cept of reasoning from evidence” (Pellegrino et al. 2001, p. 178). The imbalance 
between the significance of cognitive process modeling and educational assessment 
practice is also emphasized by Embretson and Gorin (2001, p.  364) in that “[a]
lthough cognitive psychology seemingly has tremendous potential for improving 
construct validity, actual applications have been lagging”. Similarly, models of cog-
nition have been described as the missing cornerstone of educational assessment 
(Brown and Wilson 2011). Understanding cognitive processes hence is seen as sig-
nificant for educational assessment in three respects: first, to describe the construct 
of interest in terms of relevant mental processes; second, to provide clear construct-
relevant criteria for item design; and third, to provide a theoretical framework to 
assess the construct validity (Messick 1995) of educational assessments, to ensure 
valid interpretations of test-scores.

27.3.1.2  �Warrant of Test Alignment to the Content Domain

The tasks and items designed to assess examinee proficiency in a specific domain 
must be domain-relevant, and their solution must require the application of domain-
relevant knowledge, skills and abilities. The evaluation of test alignment to the con-
tent domain can be considered as an evaluation of construct-representation 
(Embretson 1983).
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Backing may include evidence of content validity (Messick 1995), as in 
construct-representation (Embretson 1983, 2007) and targeting of domain-relevant 
response processes (AERA et  al. 1999). The method of evidence-centered test 
design (Mislevy et  al. 2002) in test development can provide a clear basis for 
construct-representation. It is common practice in test development to conduct item 
construction guided by formal test specifications detailing construct-relevant con-
tent and item characteristics. These test-specifications have, however, been criti-
cized for their often vague and generalized terminology (Embretson 2007; 
Embretson and Gorin 2006; Leighton and Gierl 2007), which may not provide item 
developers with adequate guidelines to translate content and performance standards 
into assessment tasks and items. Incorporating an explicit item difficulty model 
(IDM, Gorin 2006) of how construct-relevant item characteristics influence the cog-
nitive complexity of items is argued to provide item developers clearer guidelines 
for designing content valid assessment items of target difficulty levels. Determining 
the effect of specific characteristics on the cognitive complexity of items allows the 
prediction of psychometric properties (e.g., IRT difficulty parameters) of items 
(Hartig and Frey 2012; Hartig et al. 2012).

27.3.1.3  �Warrant of Well-Defined Performance Level Descriptors

Recent publications (Huff and Plake 2010; Nichols et al. 2010) stress the role of 
performance level descriptors (PLD) in operationalizing standards-based assess-
ments. PLDs are the descriptive definitions of proficiency levels and are key to 
standard-setting procedures where expert panelists set cut scores on test-score 
scales.

Huff and Plake (2010, p. 132) suggest three preconditions to the use of PLDs: (a) 
they must be the product of research-based methodologies, (b) they should be 
derived from empirically-based learning progressions, and (c) they need to be inte-
grated into test design. Hence, the warrant of clear PLDs requires evidence of 
explicit reference and relevance to the content domain, a model of underlying cog-
nitive processes and their development, and the clear construct-representation of the 
assessment. This involves both a model of different levels of proficiency and a 
model of the development of proficiency as a result of learning and experience. The 
quality of the description of PLDs relies to a large extent on the prior definition of 
the content domain, relevant cognitive processes, etc. It should therefore become 
apparent here that the separate warrants of validity are not independent of one 
another, and that a poor foundation—that is, poor definition of the criterion mea-
sure—will lead to difficulties in constructing a strong validity argument for desired 
test-score interpretations.
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27.3.1.4  �Warrant of Reliable Test-Score Measurement

A criterion-referenced assessment must be able to produce reliable and unbiased 
measurements of examinee performance. Evidence for reliable and unbiased mea-
surement can be derived from classical test theory and item response theory analy-
ses, to rule out excessive measurement error, differential item functioning, or other 
sources of construct-irrelevant variance. As Borsboom et al. (2004, p. 1061) state: 
“[A] test is valid for measuring an attribute if and only if (a) the attribute exists and 
(b) variations in the attribute causally produce variations in the outcomes of the 
measurement procedure”. As the issues of measurement reliability in the context of 
competence-based assessment are covered extensively elsewhere (see Hartig 2008), 
we will not go into further detail here.

27.3.1.5  �Warrant of Defensible Cut-Score Placements

The process of standard-setting can be understood as a translation of policy deci-
sions—such as the definition of educational standards or a passing criterion—
through a process informed by expert judgment, stakeholder interests and technical 
expertise (Cizek and Bunch 2007; Kane 1998). This translation is achieved with the 
definition of cut scores by panels of experts, which differentiate discrete levels of 
proficiency on a continuous scale of examinee performance. The credibility of cut-
score recommendations has been the subject of strong criticism (Glass 1978), and 
may be considered a critical but weak element in the interpretive argument.

Backing for the warrant of defensible cut scores can include sources of proce-
dural, internal, external and consequential validity evidence (Cizek 1996; Kane 
1994; Pant et al. 2009; Tiffin-Richards et al. 2013). Procedural evidence can include 
the selection and training of panelists, as well as their reported understanding of key 
concepts of the procedure (Raymond and Reid 2001), the psychometric calibration, 
selection, preparation, and presentation of materials, and the clear definition of per-
formance standards (Cizek 1993). A central element of popular cut-score placement 
procedures such as the Bookmark method is the ordered item booklet, in which test 
items are arranged by increasing difficulty (Karantonis and Sireci 2006). Panelists 
make their cut-score recommendations by marking the boundaries between groups 
of items that represent the material an examinee is expected to have mastered at a 
specific level of proficiency. Tiffin-Richards et  al. (2013) demonstrated that the 
selection of the items which are included in these item booklets can influence how 
expert panelists set their cut scores. In particular, items with a high mismatch 
between their content descriptions and their empirical difficulty presented panelists 
with difficulties in the standard-setting procedure, and in many cases resulted in 
more extreme cut scores for the highest and lowest proficiency levels (Tiffin-
Richards et al. 2013). This indicates that the materials used in standard-setting pro-
cedures may have a significant influence on cut-score recommendations.
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Internal evidence can be evaluated by assessing the inter- and intra-panelist con-
sistency of cut scores across cut-score placement rounds, while external evidence 
can evaluate the consistency of cut scores across different standard-setting proce-
dures or between parallel expert panels. A factor that may impact external evidence 
of validity was demonstrated by Pant et al. (2010), who showed that cut-score place-
ment recommendations appeared to differ between expert panels with different con-
stellations of participants. Expert panels, which included both educational 
practitioners and participants representing educational policy makers, set stricter 
minimum pass scores than did panels solely made up of educational practitioners. It 
appeared therefore that the experience panelists had of the examinee population, 
influenced their perception of what examinees could and should be expected to 
achieve. Of course, the nature of standard-setting studies, in which expert panels of 
highly qualified professionals are necessary, makes controlling for panelist experi-
ence and qualifications exceedingly difficult. Nevertheless, the constellation of 
expert panels may be critical in establishing both the appropriateness and the defen-
sibility of cut-score recommendations.

Importantly, the warrant of appropriate cut-score recommendations for the oper-
ationalization of educational standards on assessments critically depends on the 
prior propositions of validity: well-defined content domain and performance stan-
dards, well-aligned assessment items, and reliable measurements of examinee per-
formance. Without these preconditions, the cut-score placement procedure does not 
offer the basis to make appropriate recommendations for minimum test-scores on 
competence-based assessments.

27.4  �Discussion

The argument approach to validation illustrates the complexity of the operational-
ization of competence-based testing programs, as well as the consequent complex-
ity of the interpretive and validity arguments that can be constructed to provide a 
convincing case for the interpretation of test-scores. The perspective of considering 
validation as an argumentative case supporting a proposed interpretation of an 
examinee’s test-score as an indication of their level of proficiency in the domain of 
interest, leads to two general conclusions.

First, it is evident from the sequential structure of the argument approach to vali-
dation that each element of the validity argument relies, at least in part, on preceding 
propositions of validity being met. Poor definition of the content domain and con-
tent standards will pose difficulties in the definition of clear PLDs, ambiguously 
defined PLDs provide a poor basis for cut-score placement procedures to differenti-
ate proficiency levels, and so on. Deficits in rhetorical and empirical backing for a 
warrant supporting the proposed interpretation of test-scores can thus lead to weaker 
support for subsequent warrants, as well as weakening the overall support for the 
validity argument’s claims. Being aware of the interdependence of the evidentiary 
support for each warrant of the argument’s validity is therefore critical. This is par-
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ticularly important for any institution or program responsible for the development 
and operationalization of educational standards, as validity evidence may need to be 
drawn from different groups of professionals at different stages (e.g., content 
domain experts and practitioners for construct definition, item developers for con-
tent alignment, psychometric experts for test reliability, etc.).

Second, cut-score placement procedures not only rely on the quality of prior 
propositions of validity, but also reflect expert opinions rather than exact measure-
ment procedures. Cut-score placement procedures translate the descriptive PLDs 
onto the empirical test-score scale, to define numerical criteria for reaching profi-
ciency levels on a particular assessment in a well-defined content domain. Cut-score 
recommendations represent expert judgments on how best to operationalize educa-
tional standards, based on the content of an assessment and PLD descriptions. 
Under ideal circumstances, content domains would be perfectly defined in terms of 
the cognitive processes required to complete domain-related tasks, test items would 
cover the entirety of the relevant content domain or represent a random sample of 
all its elements, and PLDs would perfectly describe examinee behaviors relevant to 
the content domain at each proficiency level. Expert panelists’ intended cut scores 
would, in this ideal case, be as close to a true cut-score as possible. However, con-
tent domains and PLDs are usually described in general terms, item samples are 
limited and possibly not representative of the entire content domain, due to practical 
limitations. Cut-score recommendations are at best approximations of appropriate 
and defensible numerical criteria for reaching proficiency levels on assessments 
where the content domain and proficiency level descriptors are usually defined in 
generalized terms and there is a limited availability of assessment items and testing 
time.

The Weakest Link  The logical argument framework for evaluating the rhetorical 
and empirical evidence supporting interpretations of educational assessment pro-
vides a useful structure for validation procedures. This approach involves the 
sequential weighing of rhetorical and empirical evidence supporting propositions of 
validity in interdisciplinary procedures. Cut-score placement procedures are argu-
ably the weakest link in the validity argument for criterion-referenced interpreta-
tions of test-scores, and thus present a bottleneck for validity concerns. Cut-score 
placement procedures therefore require particular attention in the validation process 
and are particularly dependent on the quality of earlier stages of the validation 
process.

The argument approach to validation has both theoretical and practical value in 
the context of licensure, qualification and educational assessment. In all cases in 
which specific standards, minimum qualifications or passing scores are necessary, 
criteria for passing scores need to be defined. Cut-score placement procedures are 
one, arguably difficult and in parts arbitrary, approach to operationalizing these cri-
teria. However, the focus of our efforts in validation should not necessarily only be 
on standard-setting procedures as the final stage of operationalizing educational 
standards. What the validity argument clearly demonstrates is that the validity of 
criteria-referenced test-score interpretation depends on a sequence of warrants of 
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validity being met. A stronger focus on the definition of the constructs of interest 
(e.g., reading, writing, mathematics, natural science) in terms of underlying cogni-
tive processes (e.g., word decoding, text comprehension, number sense, abstract 
reasoning) is the necessary basis for making standard-setting and cut-score place-
ment procedures possible. The argument approach to validity provides a suitable 
framework for the challenging task of combining theoretical concepts and measure-
ment procedures with practical considerations and policy aims, to develop and oper-
ationalize theoretically and psychometrically sound, practical and socially 
acceptable standards-based assessments.

The large programs that have followed the push towards competence-based 
assessment in the contexts of school education, higher education and vocational and 
professional qualification could profit from adopting a validity argument approach 
in appraising the assessment procedures which have been put in place in recent 
years. In this sense, validation procedures can be seen as quality control measures 
designed to evaluate whether the goals of an assessment program (i.e., distinguish-
ing the levels of proficiency of examinees) have been successful. Validation should 
therefore be seen as an ongoing endeavor of quality monitoring, rather than a one-
time procedure.
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Chapter 28
Evaluating Prerequisites for the Development 
of a Dynamic Test of Reading Competence: 
Feedback Effects on Reading Comprehension 
in Children

Tobias Dörfler, Stefanie Golke, and Cordula Artelt

Abstract  Dynamic assessments are often assumed to produce more valid indica-
tors of students’ competencies than do static assessments. For the assessment of 
reading competence, there are only a few, and very specific, approaches to dynamic 
assessments available, and thus there is almost no support for the validity of dynamic 
measures, compared to static measures. Against this background, we explain the 
theoretical and practical prerequisites for a dynamic test of reading competence. 
After describing the concept of dynamic assessments (particularly for the area of 
reading competence), three computer-based experiments are presented that imple-
mented the core principles of dynamic assessment in the domain of reading. In these 
experiments different, theoretically derived feedback and prompting conditions 
were varied systematically. The results show the benefits but also the costs and 
shortcomings of the implementation of a dynamic test of reading competence. 
Finally, further challenges and subsequent stages concerning the development of a 
dynamic assessment tool in this domain are outlined.
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28.1  �Introduction

A major purpose of educational assessment is to measure and forecast academic 
achievement. The assessment of academic achievement most commonly consists of 
measuring students’ current achievement levels. However, since the 1930s an alter-
native approach has developed in which the learning potential of a student is mea-
sured, in addition to his/her current achievement level. To measure the learning 
potential, feedback is provided to the students during the assessment; this procedure 
is known as dynamic assessment. How well students use this feedback to improve 
their performance is thought to reflect their learning potential.

Whereas dynamic assessments are quite common in the field of intelligence test-
ing, the domain of reading has been neglected. However, according to findings from 
research on intelligence testing, a dynamic test of reading competence could help to 
identify students’ capabilities and to inform educators about specific needs for train-
ing in the reading domain.

In the following, we first outline the concept of dynamic assessment in the field 
of reading competence and address its advantages as well as challenges. Second, the 
results of three experiments are presented and discussed. These experiments inves-
tigated what kind of feedback or (meta-)cognitive prompts are useful to understand-
ing in a reading competence test. These experiments were a prerequisite to 
developing a dynamic reading competence test. Finally, a summative outlook on the 
dynamic assessment of reading competence will be afforded.

28.2  �The Idea of Dynamic Assessments

Dynamic assessments are targeted to measure the current achievement level and 
students’ responsiveness to intervention conditions—that is, instructions, feedbacks 
or prompts—at the same time (Embretson 2000). This responsiveness is considered 
to be the manifestation of learning potential. Due to the additional information 
gleaned, about the test person’s potential, dynamic assessments should better deter-
mine and forecast achievement development. Modeling learning potential, in addi-
tion to ability assessment itself, is the major concern of dynamic assessments, 
regardless of the test format implemented or the labeling of the test. The best-
established terms within the framework of dynamic assessment are structural cog-
nitive modifiability (see Feuerstein et al. 1983), learning potential assessment (see 
Budoff 1987), learning test (see Guthke 1982) or testing-the-limits (see Carlson and 
Wiedl 1979). For comprehensive overviews, see Guthke and Wiedl (1996) or 
Poehner (2008).

Regardless of the terms applied to label the procedures, each implies the notion 
of learning potential, the understanding of which is usually based on Vygotsky 
(1964), who stressed the importance of the zone of proximal development, as com-
pared to the zone of current development. The zone of current development 
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represents the performance level an individual can achieve without external assis-
tance. This is the outcome of conventional tests. Dynamic assessments represent the 
zone of proximal development, which “defines those functions that have not matured 
yet but are in the process of maturation, functions that will mature tomorrow but are 
currently in an embryonic state. These functions could be termed the ‘buds’ or 
‘flowers’ of development rather than the ‘fruits’ of development” (Vygotsky 1978). 
Vygotsky assumed that under most circumstances, all flowers will produce fruit—
meaning that what a child can do with assistance today, it will be able to do by itself 
tomorrow. Furthermore, Vygotsky has pointed out that the individual might improve 
their performance under the guidance of adults or more-capable peers. The distance 
between the current developmental level achieved without assistance and the level 
of potential development achieved through guidance, is defined as the zone of prox-
imal development. This zone is assumed to provide additional information about 
individuals’ learning ability in the respective domain, which is supposed to be pre-
dictive of upcoming developmental processes and the learning outcome. Thus, mea-
sures of the breadth of the zone of proximal development should render better 
prospective indications of subsequent courses of learning than do conventional test 
results. Consequently, the predictive validity of tests that measure the zone of proxi-
mal development should be greater than the predictive validity of tests that aim 
solely at the measurement of independent achievement (see Meijer and Elshout 
2001). Studies addressing the validity of dynamic tests reveal modest but discern-
ible superiority on a number of different criteria (e.g., school performance) over 
static tests (e.g., Beckmann 2001; Carlson and Wiedl 2000; Budoff 1987; Caffrey 
et al. 2008). The review of Caffrey et al. (2008), and studies from Fuchs et al. (2011) 
or Gilbert et al. (2013) provide some evidence for the incremental predictive power 
of dynamic assessment, especially for forecasting later reading competence.

Dynamic assessment, however, also brings challenges. This particularly applies 
to issues of scoring and scaling, since item responses to some extent (depending on 
the number of initial false responses) reflect changes induced by the dynamic assess-
ment procedure itself. This implies that the intervention procedure itself needs to be 
scored (Embretson 1987; Guthke and Wiedl 1996), by means such as recording the 
correctness of responses and the number of provided aids that were needed to reach 
a specific criterion (Beckmann 2001). Convenient models for response data from 
dynamic assessments are based on item response theory. Scaling models for 
dynamic tests in complex, multi-dimensional performance domains have to account 
for the possible existence of multiple, domain-specific learning abilities (for an 
overview see Dörfler et al. 2009).

Within typical static tests, students’ performance, assessed at one isolated time 
point (Cioffi and Carney 1983) is seen in relation to the distribution of achievement 
scores of all students in the reference group, which represents the standard. As 
described above, dynamic assessments also take into account how students respond 
to instruction during the assessment procedure. To this end, the emphasis is on col-
lecting information related to the (probably maladaptive) strategies that students use 
during the process of solving test items (Carney and Cioffi 1992) and on identifying 
the student’s learning potential, as defined by Vygotsky’s zone of proximal 
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development. From a diagnostic point of view, this responsiveness allows the exam-
iner to improve interpretations of children’s actual competence range and predic-
tions of further development (Fuchs et al. 2011).

Two formats of dynamic assessment are commonly applied: the test-train-test 
design and the train-within-test design (see Dillon 1997). Both formats use some 
kind of educational assistance (e.g., instructions, feedback) to induce performance 
improvement in terms of Vygostsky’s zone of proximal development. The extent of 
help provided, however, differs according to the dynamic assessment format. 
Dynamic tests in the test-train-test design provide one or more training sessions 
between a pretest and a posttest. In this approach, the degree of performance 
enhancement between pretest and posttest is seen as an indicator of a person’s learn-
ing potential. In general, the test-train-test approach to dynamic assessments is 
similar in design to common training studies and therefore it is likely to produce 
greater gains.

Dynamic assessments in the train-within-test format, conduct performance test-
ing within the intervention. Students respond to test items and receive some kind of 
assistance on their performance, which they can use to improve during the remain-
der of the test session. The assistance can be feedback or a (meta-)cognitive aid that 
is commonly provided immediately after an incorrect response. Students’ respon-
siveness to the support given in this test session is assumed to reflect their learning 
potential. Hence, train-within-tests differ from test-train-tests in that they diagnose 
and predict performance on the basis of a single assessment. Expected performance 
gains are smaller than in the test-train-test format, but the focus of the current study 
rather is on estimating learning potential beyond the assessment of reading 
competence.

28.3  �Dynamic Assessments of Reading Competence: Existing 
Approaches and Challenges

Dynamic assessment approaches have potential for everyday diagnostic practice in 
school (Elliott 2000). In particular, knowledge about individual learning deficits and 
potentials derived from curriculum-based dynamic assessment can be used for the 
development of individual learning plans for students with different learning 
requirements. Dynamic assessments have already been shown to be successful in 
the field of oral language proficiency for second language (L2) learners (e.g., 
Poehner and Lantolf 2013; Poehner and van Compernolle 2013). Convincing 
attempts to dynamically assess reading and language processing either use test-
train-test settings (Kletzien and Bednar 1990) or focus on strategy instructions in L2 
acquisition with English as a foreign language (Birjandi et al. 2013). There are quite 
a few test-train-test studies on reading competence, mostly focusing on training of 
cognitive and metacognitive strategies for text processing (Campione and 
Brown  1987). However, the results of these studies are often discussed as mere 
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intervention/training studies (e.g., NICHD 2000) without an explicit focus on learn-
ing potentials. Dynamic assessment of reading competence in a computer-based 
train-within-test design is still missing, although such one-time assessments can be 
much more efficient than test-train-test designs. The lack of train-within-test designs 
for assessing reading competence might be due to a hesitation to assume a learning 
potential specific for the domain of reading (over and above a general learning 
potential that is measured via dynamic intelligence tests). It might also stem from 
the fact that reading for understanding is a rather complex cognitive ability that is 
oftentimes assumed not to be amenable to short term interventions, especially 
because poor performance on particular reading test items might be due to different 
reasons.

What makes reading comprehension a complex cognitive process, and what is 
challenging about providing learning aids within an assessment? Within assess-
ments of reading competence, students are asked to read one or more texts and to 
answer questions related to the specific text that require the student to generate vari-
ous text-based or knowledge-based inferences. Thus, for the development of a train-
within-test of reading competence, a concept of relevant inferential processes and 
interventions for the construction of tasks and feedbacks is required. Dynamic 
assessments in the domain of reading often rely on instruction and practice in meta-
cognitive knowledge (including strategies) that is specific to certain reading tasks 
and goals. In general, successful dynamic assessments further depend on the 
prompting of domain-specific processes, which are essential for the fulfillment of 
task requirements. The major goal of train-within-tests is an efficient assessment of 
reading competence and learning potential. The learning potential will be uncov-
ered by the way students profit from feedback and prompts. Nevertheless, presumed 
competence improvements are small, due to the minimally invasive intervention of 
one test session. To foster learning and understanding in the focused domain to a 
substantial degree, instructions or hints and feedback are used to observe students’ 
responsiveness to the given support.

The development of a dynamic reading competence test differs considerably 
from the construction of dynamic assessments in other cognitive domains. This 
claim can be illustrated by a comparison with the construction of dynamic tests for 
reasoning ability: Cognitive components of reasoning tasks are well investigated 
(Carpenter et al. 1990). For figural reasoning tasks, for example, difficulty is often 
associated with the number of varying criteria (e.g., shape, color, size etc.) that have 
to be taken into account. These task features are directly used to construct the feed-
back. In the case of unsuccessful trials, the assessment includes a sequence of feed-
back of increasing complexity and well-defined useful strategies that gradually lead 
to the correct solution.

In contrast, reading competence is a more complex construct, involving multi-
level processes in which children often struggle (Cain 2009). In order to compre-
hend successfully—that is, to gain meaning from written text for a particular 
purpose—the reader must engage in various processes at the levels of words, sen-
tences, and the text. The reader is required to identify a series of letters as a word, to 
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access the meaning of words, and to integrate individual word meanings or sentence 
meanings. Generating inferences leads to text-based and knowledge-based connec-
tions, both within and across sentences (Singer et al. 1997). This involves connect-
ing several idea units (propositions) distributed across the text and filling in missing 
information by activating prior knowledge from long-term memory, in an effort to 
construct global meaning from the text (Artelt et  al. 2001; Graesser et  al. 1994; 
Artelt et al. 2005; Graesser et al. 2003). In relation to constructing adequate help or 
feedback for dynamic assessments of reading competence in a train-within-test 
design, one has to take into account not only the specific constraints of the train-
within-test format, as well as the specific cognitive processes of reading compre-
hension, but also general findings from feedback research.

As to the type of feedback, a general distinction can be made between verifica-
tion and elaboration. Verification addresses the correctness of an answer, indicating 
the performance level achieved (e.g., “right/wrong”). This feedback type is the most 
common form of intervention provided in dynamic tests; certainly due to its sim-
plicity, at least in the domain of intelligence (Beckmann et al. 2009). In contrast, 
elaborated feedback offers additional information by means of relevant cues. It can 
address the task or topic, particular errors, or responses. A large body of educational 
research shows that the effectiveness of feedback varies according to the type of 
feedback, with the greatest effects being achieved for elaborated feedback (Bangert-
Drowns et al. 1991; Kluger and DeNisi 1996; Shute 2008). However, Kulhavy and 
Stock (1989) have argued that effective feedback should include both verification 
and elaboration.

A train-within-test calls for brief feedback interventions, due to the short test 
procedure. Feedback usually contains information on how to proceed, or why a 
specific response was incorrect or accurate. When conceptualizing a dynamic test of 
reading competence that focuses on (causal) inferences concerning processes at a 
shallow level (e.g., local coherence) as well as at deep levels of comprehension 
(e.g., global coherence, situational model), elaborated feedback might give error-
specific explanations. That is, the learner is provided with an explanation of why 
his/her response is not an accurate inference or causal relation between several units 
of the text. Another feedback intervention might guide the learner to the correct 
solution without offering the correct answer. When test items refer to (causal) infer-
ences, the feedback can provide a cognitive hint as to how the inference can be 
generated. A further intervention in a train-within-test of reading competence could 
address metacognitive processes, which are known to be highly relevant in the read-
ing comprehension process. For example, learners might be prompted to reflect on 
their monitoring performance, or to evaluate the task requirements when responding 
to test items.

The development of different feedback types related to the complex demands of 
reading comprehension is not as straightforward as it is for reasoning tasks. Given 
that processes necessary for reading comprehension are less apparent than is the 
case in other domains, the implementation of a feedback sequence—as found in 
dynamic tests in other domains—is difficult to realize. Nevertheless, successful 
feedback that is suited to the purposes of dynamic assessment must take such 
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domain-specific complexity into account. Thus, the systematic investigation of 
suitable feedback procedures for reading comprehension is a central requirement of 
our research.

28.4  �Experiments on the Effectiveness of Feedback on  
Reading Comprehension in a Train-Within-Test Setting

Identifying effective feedback on reading comprehension was a prerequisite for the 
development of a train-within-test of reading competence. In a series of three exper-
iments, we investigated the effectiveness of different aspects of feedback interven-
tions on reading comprehension (Golke 2013; Golke et al. 2015). According to the 
logic of train-within-tests, these feedback interventions were provided on specific 
responses during a performance test on reading comprehension. The experiments 
focused the following aspects, which were derived from a literature review: feed-
back content (verification, [meta-]cognitive prompts), presentation-type feedback 
(computer/human-agent delivered), modality of feedback presentation (written/oral 
presentation), and motivational scaffolding, with the help of an agent and tokens. 
The basic research question for each of the three experiments was what type of 
feedback intervention enhances the comprehension of written texts. In general, it 
appears that feedback on reading comprehension in a train-within-test setting is a 
difficult endeavor to accomplish. The three experiments and their results are out-
lined in more detail in the following.

28.4.1  �Experiment 1

The first experiment examined the effectiveness of the feedback content, because 
content is assumed to be the most influential feature of feedback itself (Bangert-
Drowns et al. 1991). The experiment included three types of elaborated feedback 
and two control conditions. The elaborated types of feedback were: (1) prompts that 
referred to the required inference and how it can be generated (called inference-
prompts in the following), (2) explanations for why a specific response to a test item 
is not correct, and (3) a metacognitive prompt that encouraged the participant to 
check his/her understanding of the text. These three types of elaborated feedback 
were chosen because they reflect different ways of supporting comprehension, and 
different levels of specificity. The two control conditions consisted of a condition 
without feedback and a condition with verification feedback. The no-feedback con-
dition represented a traditional, static test. The verification feedback (i.e., “that’s 
wrong”) was implemented because it involved the same procedure as the elaborated 
feedback treatments, while it could be assumed to have relatively little impact 
on  reading comprehension compared to more elaborate forms (Lee et  al. 2009; 
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Schunk and Rice 1991, 1993). Feedback was provided on false initial responses to 
the test items in the treatment phase. Furthermore, all feedback was presented via 
computer. We hypothesized that all three types of elaborated feedback would 
enhance reading comprehension compared to both control conditions. Moreover, 
we specified that the elaborated feedback called inference-prompts would yield the 
highest effects on reading comprehension, and that feedback error-explanation 
would still be more effective than metacognitive prompts, due to its less-specific 
character. Children have to infer from metacognitive prompts how to handle their 
own deficits in understanding what is highly demanding. For this reason, we argue 
for error-explanation as a more direct and less demanding way of fostering students’ 
ability to find the right answer.

A total of 566 sixth grade students participated in the first experiment (M = 12.16 
years, SD = 0.83; 53.0 % girls). During the treatment phase of the experiment, the 
participants worked on five units. Each unit contained a text and on average seven 
multiple-choice items. The five texts were a mixture of two narratives and three 
expository texts. In all, the five units included 37 items. The items mainly asked for 
knowledge-based and text-based inferences that were implicitly contained in the 
text. The feedback procedure was as follows: When the first response to an item was 
incorrect, the participant was provided a feedback message via computer. Then, the 
participant was required to give a second response to the same item. After the sec-
ond response, the next item was presented. When the first response to an item was 
correct, the next item appeared immediately. In this manner, the participants accom-
plished the five units of the treatment phase. In the control condition without feed-
back, participants responded only once to each item.

After the treatment phase, a posttest was conducted that was also computer-
delivered. It contained two new units (one narrative, one expository text), with a 
total of 14 items. The posttest did not offer further assistance—all participants had 
one trial per item. Four weeks after the session with the experiment and the posttest, 
a follow-up test was administered in paper-and-pencil format. It included four new 
units (two narratives, two expository texts), with a total of 30 items.

The analyses of the effects of the feedback were based on measures of the post-
test and the follow-up test, but also on performance within the treatment phase 
itself. Performance within the treatment phase was separated into initial responses 
to the test items and the second responses that followed after feedback was pro-
vided. The second responses therefore reflect the extent to which participants were 
able to successfully correct initially false responses. The results showed, however, 
that none of the feedback types had an effect on reading comprehension—neither on 
the first nor the second responses in the experiment, nor on the posttest or the fol-
low-up (see Fig. 28.1).

The fact that none of the elaborated feedback forms had a learning effect was 
surprising, against the background of feedback research in the field of reading com-
prehension, and our own experiences from cognitive interviews. The cognitive 
interviews were conducted prior to the experiment, in an effort to get a first impres-
sion of how well feedback (and the texts and items) worked.
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The setting of the cognitive interviews was, however, different from that of the 
experiment: the feedback was provided personally by the “experimenter” in a face-
to-face situation. In discussing the results of Experiment 1, we speculated that the 
cooperative-like setting of the cognitive interviews was met by a stronger commit-
ment of the students to engage in the feedback processing. In contrast, students 
working “anonymously” at the computer—as was the case in the reported experi-
ment—may have experienced less motivation. Eventually we pursued the idea 
whether person-mediated feedback delivery in a face-to-face setting might support 
the participants’ commitment to feedback processing, hence allowing elaborated 
feedback to become more effective.

28.4.2  �Experiment 2

The second experiment contrasted computer-mediated and person-mediated elabo-
rated feedback. The type of elaborated feedback was the inference-prompt. The 
control conditions remained the same: no feedback and verification feedback. We 
predicted that the person-mediated inference-prompts would enhance reading com-
prehension within the treatment phase as well as in the posttest (no follow-up in the 
second experiment). In line with the findings of the first experiment, the interven-
tion with computer-mediated inference prompts was assumed to yield no perfor-
mance improvement compared to the control conditions.

A total of 251 sixth grade students participated in the experiment (M = 12.42 
years, SD = 0.58; 50.2 % girls). The methods were comparable to the first experi-
ment. The feedback provision procedure was also the same as in the first experi-
ment, whereas the person-mediated feedback condition had two new features: in 
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this condition the experimenter and the participant worked in a one-to-one setting in 
a room separate from the room in which the participants in the other conditions 
were tested. The experimenter sat next to the student. The student read the texts and 
answered the multiple-choice items on the computer, but when feedback was 
required, it was provided verbally by the experimenter. After verbally providing the 
feedback message to the participant, the experimenter placed a card with the same 
feedback message on the table. This procedure was implemented in order to prevent 
working memory influences.

The results (see Fig. 28.2) showed that the person-mediated inference-prompts 
yielded significantly higher performance than the other conditions. The significant 
positive effect showed in the second responses within the treatment phase, as well 
as in the posttest. The other three conditions (computer-mediated inference-prompts, 
verification feedback, and no feedback) did not differ from each other.

The latter result supports the assumption that computer-mediated elaborated 
feedback in a test setting like the one we used, is not suitable to enhance perfor-
mance. However, when learners are sufficiently engaged in putting effort into the 
processing of the feedback messages, the inference-prompts are useful to success-
fully correcting the comprehension task at hand and to enhancing comprehension of 
further texts.

The second experiment therefore showed that inference-prompts can indeed 
improve comprehension of written texts; a conclusion that was not evident from the 
first experiment. However, with regard to the dynamic test, the feedback presenta-
tion type of the second experiment did not signify the end of our experimental stud-
ies. Person-mediated feedback provision is resource-intensive, and hence, further 
stages of development of the dynamic test of reading competence would hardly be 
achievable. The second experiment therefore raised the question of what features of 
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the computer-based learning program ought to be changed, or what new aspects 
should be introduced, in order to allow motivated, engaged processing of the elabo-
rated feedback.

28.4.3  �Experiment 3

The computer-based learning program in the third experiment differed from the 
previous two experiments in that it contained a reward system for correct responses 
and an animated agent simulating personal feedback delivery. The latter was an 
attempt to implement a cooperative-like setting, which ought to enhance partici-
pants’ involvement in the test and feedback procedure. All experimental conditions 
worked with the same altered learning program. Besides, we varied the modality of 
the feedback provision, contrasting an auditory-and-written format with an auditory-
only format. According to the meta-analysis of Kluger and DeNisi (1996), oral 
feedback is less effective than written feedback, whereas the modality is confounded 
with the feedback source (i.e., person or computer). As person-mediated feedback 
had been linked to negative effects on students’ performance, the impact of verbal 
feedback also diminished. However, modern technologies enable nearly every kind 
of feedback delivery via computer, removing person-induced negative effects on 
performance from the procedure. To our knowledge, the effect of the computer-
provided feedback modality on reading comprehension has not yet been investi-
gated. We saw the implementation of auditory feedback in a test environment, with 
an animated agent simulating personal feedback delivery, as an interesting possibil-
ity for modeling a motivating learning environment. To avoid working memory 
influences, the auditory feedback was also presented in written format on the screen. 
As to the type of elaborated feedback, we again drew upon inference-prompts, 
which were provided either in an auditory-and-written format or in written format. 
The third condition was verification feedback, also presented in the auditory-and-
written format. Moreover, a control condition with no feedback was included. We 
predicted that the inference-prompts in the auditory-and-written format would 
result in higher performance scores than the inference-prompts in the written for-
mat, and that the latter would still improve performances compared to the control 
condition.

The experiment included 238 sixth grade students (M = 12.5 years, SD = 1.58; 
50.0 % girls). The materials and the feedback procedure were the same as in the 
previous experiment.

The results (see Fig. 28.3) showed, however, that no effect could be obtained on 
reading comprehension, neither on the first nor on the second responses to the items 
in the treatment phase, nor on performance in the posttest.

Interpretation of these findings seems quite clear: auditory feedback presentation 
combined with rewards for correct responses and a cooperation-simulating learning 
program, is not sufficient to counter the motivational issues related to learning from 
computer-provided elaborated feedback on reading comprehension.
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28.5  �Effects of Feedback on Reading Comprehension 
Within a Computer-Delivered Test: Lessons Learned

Three experiments were conducted to test whether it is possible to induce learning 
improvement in reading comprehension during one test session, by means of feed-
backs and prompts. This was considered a necessary first step for the development 
of a dynamic reading competence assessment. Taking the results of all three experi-
ments into account, it can be inferred that elaborated feedback in the form of 
inference-prompts is effective for reading comprehension when it is provided per-
sonally in a face-to-face setting. The same feedback does not seem to work when 
provided by a device, rather than a human being. This is a rather awkward constraint 
for the development of a computer-delivered train-within-test. Hence, there is as yet 
no satisfying answer to the question of what type of feedback intervention produces 
sustainable effects on secondary school children’s comprehension of texts in a 
computer-delivered test. However, the presented findings do not rule out the possi-
bility that a train-within-test of reading competence can be created that serves the 
intended purpose within the framework of dynamic assessment.

Before elaborating in more detail on the idea of dynamic assessment in the 
domain of reading, two aspects of the reading assessment operationalizations used 
will be considered, which might have had consequences for the results of the experi-
ments. The first aspect relates to the high demands and workload for the participat-
ing students, and the second aspect relates to the perceived value of the provided 
help, and thus the motivation to perform the reading test items as well as possible.

Processing Demands/Workload  The reading tasks and materials used within our 
study apparently involved a high workload, as several texts had to be read and quite 
a number of test items had to be solved. Indeed, the procedure of having second 
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responses after feedback on initially false responses further raised the workload. 
Moreover, the test items appeared to be rather difficult for the students, except with 
very good readers. Hence, most of the participants needed to work at a rather high 
level of processing. Thus it would seem worthwhile to reduce the reading task load, 
or to precisely align participants’ reading competence level with treatment 
interventions.

Perceived Value of Feedback  The reading task load is also connected to the per-
ceived value of the provided feedback. If a student has to work on a unit that con-
tains a text that is highly interesting to this student, it is likely that she or he would 
have specifically valued feedback messages on how to get the right answers to the 
test items. However, it is impossible to find texts that tap the diverse special interests 
of various students. Moreover, the value of the train-within-test should also reveal 
to the students that when they understand, they can gain relevant strategic knowl-
edge that helps them to improve not only in the test, but in school lessons and every-
day reading situations as well. To this end, more attention needs to be paid to the 
idea of the feedback intervention itself, and how its value and importance could be 
planted into the student’s mind. Basically, learning in a train-within-test is learning 
from errors. In school, however, errors are commonly not much appreciated as 
learning instances. This might be accounted for in the train-within-test, for example, 
by including a practice task on how to use the feedback messages, or an instruction 
about why it is useful, quite beyond the confines of the test.

28.6  �Prospects of Dynamic Tests of Reading Competence

Dynamic assessments of reading competence are supposed to provide incremental 
information about readers’ skills, and particularly so for low performing students. 
For this reason, a reliable and valid—and, for reasons of efficiency, a train-within-
format—test of reading competence seems a desirable goal. Nevertheless, as we 
have learned throughout the experiments, the construction of such a test is not triv-
ial, and more effort must be invested to fulfill all requirements. Furthermore, on the 
basis of our experiments so far, we are not able to prove that a computer-delivered 
train-within-test of reading competence in fact yields added value compared to a 
conventional status test. This does at least apply to the theoretical assumption of a 
reading specific learning potential and its diagnostic value in a train-within-test for-
mat, alike used in the experiments above. However, even without this assumption, 
dynamic assessment in content domains yields added value since the tests in prin-
ciple not only allow for fine grained analysis of errors within the process of reading 
comprehension, but also bear information about students’ responsiveness to specific 
feedback/learning aids and thus, to interventions.

A possible implication of our findings is that fewer prerequisites have to be ful-
filled to build a train-within-test assessment of reading competence that is delivered 
by a human agent rather than a technical device. However, investing further research 
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effort into computer-delivered assessments seems worthwhile. It does not seem 
theoretically satisfying that the same kind of help provided by a human agent differs 
substantially in its effects when provided by a technical device. Further research is 
needed in order to understand, and possibly to work around, the specific constraints 
of computer-based tests. Thus it seems important to take into account recent devel-
opments in computer agents (Atkinson 2002; VanLehn et al. 2007; Sträfling et al. 
2010). There are also other reasons for further elaborating the possibilities of 
computer-delivered dynamic assessments: Such tests are less vulnerable to inter-
viewer effects, since the level of standardization is almost perfect. For train-within-
test formats, standardization is obviously an issue that cannot easily be solved with 
face-to-face interaction. Furthermore, the implementation of feedback and prompts 
that are adapted to the specific responses of the test persons is vulnerable to inter-
viewer errors.

Computer-based assessment also allows for adaptive or branched testing. Item 
administration thus varies as a function of prior performance, leading to a more 
efficient diagnostic process, since the number of items can at best be diminished, 
and the testing finished with a priorly settled reliability (Segall 2005). Students are 
confronted with as many items as needed for an appropriate assessment. In tradi-
tional adaptive tests, unidimensional models are used (Segall 2005). In contrast, 
multi-dimensional adaptive testing allows for the simultaneous utilization of test 
information provided by more than one construct (Frey and Seitz 2009). A possible 
implementation within the framework of dynamic assessment of reading compe-
tence would be to model reading competence as well as learning ability (related to 
reading competence) in a two-dimensional approach. For this sake, specific item 
response models need to be specified, to deal adequately with gain scores in reading 
competence induced by the test procedure itself (see also Dörfler et al. 2009).
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