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Preface

The International Conference on Intelligent Technologies for Interactive Entertainment
(INTETAIN) is the premier platform for research on advances in interactive technology
and the application to entertainment. These are the proceedings of the eighth edition
of the series, which was held during June 28–30 2016, in Utrecht, The Netherlands,
following previous editions in Madonna di Campiglio (2005), Cancun (2008), Ams-
terdam (2009), Genoa (2011), Mons (2013), Chicago (2014), and Turin (2015).

The conference was focused on bringing together researchers to present and discuss
novel interactive techniques, their application in entertainment, education, culture, and
art, and to identify challenges and solutions. The single-track program featured 23 talks
from international speakers. These talks were selected from 37 paper submissions, each
of which was reviewed by at least three reviewers. Several demos showed the state
of the art of interactive technology for entertainment.

The conference featured six thematic sessions: Serious Games, Novel Applications
and Tools, Exertion Games, Persuasion and Motivation, Interaction Technologies, and
Game Studies. We were delighted to have internationally renowned keynote speakers
Elisabeth André (Laboratory for Human-Centered Multimedia, Augsburg University,
Germany) and Mark Riedl (School of Interactive Computing, Georgia Institute of
Technology, USA), who gave outstanding talks on “Emotion-Sensitive Technologies
for Games and Interactive Entertainment” and “Computational Narrative Intelligence:
From Games to Robots,” respectively. Also, the Oscar-nominated trio Job, Joris, and
Marieke (Utrecht, The Netherlands) provided an inspirational overview of their creative
work in animation, illustration, character design, and music.

Two workshops were part of the conference: “Virtual Agents for Social Skills
Training (VASST)” focused on serious games in which virtual agents play a vital role
in training and rehearsing social skills; “Playable Cities: The City as a Digital Play-
ground,” brought together researchers exploring ways to make urban areas smarter by
engaging citizens in playful ways. Clare Reddington (Creative Director, Watershed,
Bristol, UK) provided the keynote talk.

The venue of the eighth edition of INTETAIN was the Instituto Cervantes at the
Dom Square in Utrecht. The social program included a reception, boat trip on the
Utrecht canals, and a conference dinner in the main historic Utrecht University building
the Academiegebouw.

The conference chairs would like to thank all presenters who made this edition so
interesting and enjoyable, as well as the invited speakers Elisabeth André, Mark Riedl,
and Job Roggeveen of Job, Joris, and Marieke for their outstanding speeches. Many
thanks go to the sponsors Utrecht Center for Game Research, EAI, ECCAI, and NWO
for their support. The chairs also thank the members of the Technical Program Com-
mittee and of the Organizing Committee, who made this conference possible. We
would like to thank the EAI representatives Ivana Allen, Sinziana Vieriu, Jana
Vlnkova, and Lenka Laukova for their invaluable help in organizing INTETAIN 2016.



Special thanks also to the INTETAIN Steering Committee Board, who assigned
Utrecht University the organization of the 2016 INTETAIN edition.

June 2016 Ronald Poppe
John-Jules Meyer
Remco Veltkamp

Mehdi Dastani
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Designing Collaborative Games for Children
Education on Sustainable Development

Alysson Diniz Dos Santos1,2(B), Francesco Strada1, Andrea Martina1,
and Andrea Bottino1

1 Dipartimento di Automatica e Informatica, Politecnico di Torino, Turin, Italy
2 Instituto Universidade Virtual, Universidade Federal do Ceara, Fortaleza, Brazil

alysson@virtual.ufc.br

Abstract. Recent research in the digital learning game area strives for
defining a solid grounding methodology, capable of driving the game
design process towards the maximization of the intended educational
results. In this work, we investigate the mix of tangible interaction,
immersive environments, collaborative multiplay and validated theoreti-
cal background in the design of WaterOn!, an educational game focused
on teaching water cycle contents for children. The paper presents the
design decisions taken in light of the adopted methodologies, and dis-
cusses some open questions related to the use of these tools.

Keywords: Educational game · Tangible · Collaborative · Sustainable
development · Water · Children

1 Introduction

Serious games have been used in several fields to convey training or learning [5].
When focused on learning, well designed games must provide an experience in
which entertainment and instruction are seamlessly integrated. How to achieve
such an ideal scenario is the research objective of an increasing number of pub-
lications [13]. In spite of the growing research interest, the digital learning area
still lacks an overarching methodology capable of covering the whole develop-
ment process, from design to evaluation [13]. Although some theoretical tools
exist [7], they have not been extensively used yet [20].

The objective of this work is to investigate the use of practical and theoretical
design background in the development of WaterOn!, a collaborative multiplayer
game focused on teaching water cycle contents for 8–10 years old children. The
game exploits tangible and multitouch interaction on mobile devices and a pro-
jected virtual environment in order to foster collaboration among co-located
users, reinforce the emotional impact of the game [11], and improve the players
feeling of immersion into the game story. The WaterOn! design is based on both
the RETAIN framework [9] and the practical guidelines for collaborative games
described in [1].

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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4 A.D. Dos Santos et al.

As for the related works, sustainability issues has already been approached
in collaborative digital environments, like the game Futura [1,19] and the learn-
ing activity Youtopia [2]. Both works exploit tangibles as interaction tools, since
they were found to be preferred by their audience, in comparison with purely
graphic interaction. However, further investigation over the correlation of tangi-
bles, collaboration, and educational games for children audience is needed. For
example, [19] relates that collaborative activities are more influenced by group
dynamics than by interaction modality and [17] argues that multi-touch inter-
faces do not always promote effective collaboration, since there is always the risk
that players are engaged with their own task with little consideration for their
nearby peers.

In this paper, we thoroughly discuss the choices taken in the design of
WaterOn! and how the selected design models influenced them. We stress the fact
that, to the best of our knowledge, our work is the first that exploits RETAIN as
a design model rather than as a mere evaluation tool (like, for instance, in [4,9]).
For this reason, although actually the implementation of WaterOn! is still in its
preliminary phase and some instructional units are missing, we deemed inter-
esting to share our initial results with the research community. We expect our
contribution to rise a discussion on the use of these tools, hopefully providing
answers to some of the questions arisen in our work.

The rest of the paper is organized as follows. In Sect. 2 we present the the-
oretical background related to the design of collaborative educational games.
Then, we describe the WaterOn! game in Sect. 3 and we discuss our preliminary
results in Sect. 4. Finally, we present the conclusions and outline future works in
Sect. 5.

2 Theoretical Background

Recent researches proposed various methodological frameworks that offer struc-
tured principles to enhance game-based learning by coupling instructional theo-
ries and strategies with traditional game design aspects [12]. Among the possible
options, we decided to base the design of WaterOn! on both the RETAIN frame-
work [9] and the key design factors for collaborative games outlined in [1].

The reasons for choosing RETAIN were threefold: (i) it is both a design
model and an evaluation tool; (ii) its theoretical bases are closely aligned with
modern game design principles; and (iii) it is based on Piaget’s theory of cognitive
development [16] and, thus, well suited for a children game audience.

According to the RETAIN framework the game design should consider six
key factors that can be summarized as follows. The learning materials should be
relevant to the learners and their needs, the instructional units should be related
to each another and the game should underline the relevance of the educational
contents in the real life of the players. Then, the educational content should
be seamlessly embedded into the game fantasy1. The game should also foster
1 In this paper the term fantasy is used, as in [9], to encompass the game storyline,

its narrative structure and the player experience.



Designing Tangible Educational Games 5

the players’ capabilities to use the acquired knowledge in other forms (trans-
fer) or to adapt it to different contexts. Since an educational game is still a
game, immersion, or the subjective sensation of “being there”, is a key point for
enhancing learner motivation. Gunter suggests a step ahead, that is reaching a
“full immersion”, where players are willing to intellectually invest in the learning
situation. Finally, a game with high level of re-playability stimulates naturaliza-
tion of the content, i.e., how well players develop automated or spontaneous use
of the learned information.

A drawback of RETAIN is that, being based on the Piaget’s theory of cog-
nitive development [16], it offers little or no emphasis to the collaborative part
of the learning process. To overcome this issue, we made explicit references in
our design to the guidelines for collaborative game designs outlined in [1], which
can be summarized in the following points:

– the use of spatially separate but shareable individual territories and resources
to facilitate negotiation and learning from others;

– the prevention of a single player to take over the game; and
– the use of discrete world events to pause fast-paced interaction in order to

facilitate reflection and self-regulation.

3 WaterOn!

The motivating factors for the choice of water as the educational focus of the
WaterOn! game were two. First, education towards water in its different aspects,
such as consumption, quality, supply and management, is the basis for under-
standing other knowledge needed by elementary school children (e.g., the life-
cycle of plants and animals, natural disorders, energy production and so on [10]).
Second, although being a fundamental topic, some studies show that there are
still misconceptions in water education of school-age children [18].

The game design and the instructional units have been centered around the
target audience, i.e. 8–10 years old children. This range corresponds to the center
of concrete operational stage of children (7–11 years old according to Piaget [16]).
The game mechanics have been defined taking into account that children at this
age demonstrate logical and concrete reasoning and are more capable of taking
part in cooperative activities, with respect to their younger peers [16].

With reference to both the national curriculum standards alignment devel-
oped by the water.org foundation [15] and the educational materials available
from Project Wet [14], the following three instructional units were defined:

1. identifying the three states of the water and the transitions between them;
2. describing the movement of water within the water cycle;
3. recognizing solar energy as main driver of water movements on earth.

As for the development process, we actually completed the implementation
of the first unit, which will be the focus of the rest of the paper. While the
remaining units are still in their prototypical phase, we will provide in Sect. 5
hints on their mutual relationships.
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3.1 The Game Design

WaterOn! is meant to foster collaboration among children since, in each level,
it requires both communication and coordination between players to fulfil the
objectives. In order to strengthen such cooperation, the game features a pro-
jected virtual environment (Fig. 1(a)). This screen shows the overall game sce-
nario, where players are acting as individuals, and the game status, which is
aimed at offering a shared understanding of what has been achieved and what
has to be completed yet. Players interact with the game through a tablet (thus
being free to move inside the physical game environment), exploiting both mul-
titouch and tangible interaction. Each tablet displays a portion of the whole
environment (Fig. 1(b)) and the system provides a direct feedback of players
position on the projected scenario (Fig. 1(c)).

Unit 1: Level Design. The first three levels of the game are aimed at teaching
children the states of water and the fact that the transition between them occur
when heat energy is added or lost. The story of these three levels is played
around a bunch of villains trying to plunder water resources while players are

Fig. 1. (a) An image of the projected scenario; (b) View on the tablet screen; (c)
Feedback of player positions (the coloured boxes) on the main screen. (Color figure
online)
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the village dwellers fighting the enemies. In the first level, melting, the villains
have frozen all the available water to incorporate the village houses into giant
ice cubes. Players have to melt the ice and fight against the enemies, which
are trying to freeze again the water (Fig. 1). In the second level, vaporization,
players have to blow up an air balloon, which is necessary to chase the (escaped)
villain in chief, by transforming the collected water into steam. Players have to
pour water into huge pots and to fuel the fire below them while enemies try to
steal water from the pots (Fig. 2(a)). The last level, deposition, is preceded by an
introductory scene showing that the air balloon has been attacked by enemies,
which punched holes in it. The steam flowed out and condensed into clouds,
while the air balloon crashed on a mountain top. The goal of the players is to
move the clouds towards the mountain, cool them down to start snowing and
create a snow ramp allowing to rescue the balloon passengers. Here the enemies
use fans to hamper the cloud movements (Fig. 2(b)).

Fig. 2. Screenshots of vaporization (a) and deposition (b) levels.

In all three levels, the lose condition is associated with the extinction of the
shared resources (i.e. the water in the desired state). The aim of aggregating
win-lose conditions to the communal resources is to stimulate negotiation and
players learning from others [1]. Another feature aimed at fostering cooperation
is the absence of individual failure or success in-game, since it is only possible
to win or lose in group.

3.2 Interaction Design

Players can move around the environment using either controls on the tablet
screen or a map-based travel metaphor. As for the game interaction, players can
use tangibles as tools to generate in-game actions. Examples are the heat token
(the heat source used to melt the ice in the first level and evaporate the water
in the second; both have effect only when placed in the proper position), the
cold token (required to cool down the clouds and generate the deposition effect)
and the blower token (used to move clouds in the third level; the position where
the marker is placed around the cloud in the tablet screen determines the wind
direction and force).

To enrich the game mechanics, direct touch interaction is also available.
Besides enabling navigation, player touches can activate specific actions in the
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game. For instance, in all levels, each player can tap on an enemy to imprison
it for some seconds. Each player has a limited number of cages, which can be
unlocked according to the points acquired by the player. The choice for a lim-
ited amount of weapons is aimed at forcing a more “strategical” approach (i.e.
requiring, again, collaboration). These touch interactions are not directly associ-
ated with the educational content of the game, but are meant to keep the player
immersed by creating a more active gameplay and complexity progression among
the levels.

Implementation Details. WaterOn! has been implemented into Unity 3D,
a cross-platform game engine, which offers advanced lighting and rendering
options, built-in support for spatialized audio, physics management, complex
animations, multitasking, pipeline optimization and networking. Multiplayer col-
laborative interaction has been managed implementing a client-server architec-
ture, where the server controls the primary screen and the clients are the players’
tablets.

In order to enable the use of tangibles with devices equipped with commercial
capacitive touch screens, we developed custom passive markers characterized by
unique patterns of conductive touch points that encode both their position and
ID [3]. Our markers use four contact points per marker, where three of them
define an orthogonal Cartesian reference system capable of providing position
and orientation information, and the fourth one, the data point, defines the
marker ID. We experimentally found that the minimal size allowing a robust
marker identification is 30 mm. With this size, the number of unique IDs that
can be represented is 8, and a larger set of distinct markers can be obtained
increasing the marker size. Since four touch points are required for a tangible, a
maximum of two markers and two finger touches can be recognized at the same
time on a standard tablet. Markers are 3D-printed, using conductive graphene
filaments to create the contact points, which are attached to a common base and
then enclosed in a plastic PLA shield (Fig. 3).

Fig. 3. The capacitive tangible (c) consists in a set of contact points (a) enclosed in a
PLA shield (b).

4 Results and Discussion

The main goal of this study was to investigate the mix of tangible interaction,
immersive environments, collaborative multiplay and pedagogical background in
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the design of an educational game for children. Based on this consideration, how
can we assess the preliminary results of our research?

Beside defining the key elements to be considered in game-based learning
design, the work of Gunter proposes as well an evaluation model that classifies
each of these six aspects into four levels. However, we believe that the applica-
tion of such evaluation scheme is too preliminary in our case, due to the fact
that WaterOn! is still in its development stage and some instructional units are
missing. Nevertheless, we think it is interesting to summarize how the RETAIN
model and the principles expressed in [1] influenced our design and where we are
planning to focus our future evaluation.

We underline that we actually tested our application with some volunteers
(aged between 8 and 10). Although their number does not allow a systematic
evaluation, we obtained positive feedbacks from our testers. Children expressed
enjoyment and found challenging to progress in the game, which they commented
was a factor increasing their fun. We observed that children rapidly find out they
have to cooperate to successfully complete a level, although not instructed to do
that. To this end, the shared scenario was effective in coordinating their efforts.
Another positive finding was that all our testers enjoyed the use of tangibles as
interaction tools.

WaterOn! and RETAIN. In the following we will discuss the influence to our
design of each of the RETAIN aspects.

Relevance. The game mechanics (i.e., the use of simple interactions relying
on previous knowledge on touchscreen devices and tangibles) were designed to
match the developmental level of our target players. The learning objective is
clearly defined (the three states of water and the transitions among them) and
the game fantasy is intrinsically related to the educational goals, thus preventing
the focus to shift away from the targeted contents.

Embedding. The educational content is endogenous to the fantasy context,
i.e. the story and gameplay are tightly coupled with the information we want
to transfer. We think that the level of engagement shown by our testers is a
possible indicator of this fact. However, this point requires further investigation.

Transfer. The keys to progress in the game are mastering the instructional ele-
ments, which are introduced in a hierarchical manner, and using active problem
solving approaches. The emulation of realistic scenarios intends to foster the
transfer between the learned contents and real life. Gunter suggests reinforcing
this transfer by introducing post acquisition events (e.g. by exploiting accessory
educational material or reviews). We will investigate this aspect in our future
work.

Adaptation. The first three game levels put forth the basis for adaptation,
which will be necessary to progress in the following instruction units. Indeed,
players will have to extend the learned state transition concepts in order to gain
a clear understanding of the water cycle and, thus, advance in the game.
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Immersion. The use of tangibles and the progressive presentation of mechanics
(i.e., the introduction of new mechanics in each level) intend to maintain the
cognitive immersion of the players. The game plot, the shared environment and
animations aim to harness belief creation. Nevertheless, the achievement of a
“fully involvement to invest in the belief”, as referred by Gunter, needs to be
further investigated.

Naturalization. In the preliminary tests, our users always asked us to replay
the game. Beside being a positive indication of their attitude towards the game,
replaying helps content retention and improves the speed of cognitive response.
This, in turns, leads to positive effects in terms of naturalization, i.e. making it
easier to use the acquired knowledge in novel scenarios. Clearly, further analyses
are required to confirm this conjecture.

WaterOn! and the Guidelines for Collaborative Game Design. The
guidelines described in Sect. 2 were adopted in WaterOn! as follows.

The use of spatially separate but shareable individual territories and
resources is at the base of the game design. The tablets offer single manipula-
tion over a common territory and allow to increase the number of simultaneous
players, since they do not need to share the physical space over the same screen.

The prevention of a single player to take over the game is guar-
anteed mainly through game balancing. The quantity of enemies is adapted to
the number of players and their power, when they act in group, overcome the
capabilities of a single player. Therefore the artificial intelligence acts to group
enemies and prevent a player to win alone.

The first three levels did not require the introduction of discrete world
events to pause fast-paced multi-touch interaction. Indeed, the game
design does not permit fast-paced interaction. The tools controlled by the tan-
gible tokens have a limited speed of action, and the number of items to be used
with direct touches is also limited. On the contrary, we plan to introduce such
events in the extension of WaterOn! game. For instance, in the second instruc-
tion unit, the players will have to use the tokens presented in the first unit to
re-stablish the balance of the water cycle, which was scrambled by the enemies.
During the levels, periodic discrete events like precipitation, glaciation and tran-
spiration will affect water states in the whole game scenario. This will change
the natural balance, requiring players to collaboratively plan new actions, e.g.
to decide which tool to use, where to use it in the scenario and how to face the
enemies.

Open Questions. As we stated in the introduction, the RETAIN framework
has been previously used to evaluate serious games [4,9], and our work is the
first attempt to use it explicitly during the design process. As a result, some
questions arose:

How to make the player interested in keep learning about the topic after the
game experience? This point was not discussed in the work of Gunter. However,
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we think it would be necessary to develop in-game strategies capable of stim-
ulating the children interest after the game finishes, although we have no clear
suggestions yet on how to achieve this objective.

How to assess the fully involvement to invest in the belief (i.e. the full immer-
sion)? Although Gunter links this requirement to the achievement of the highest
level possible of content embedding, we found hard to detect which strategies
can lead to this full immersion. We suggest that this feature can be re-modeled
taking it account as well the flow concept [6].

Concerning the collaborative dimension, we found that the guidelines in [1]
were clearly defined and useful. However, we think they do not completely enclose
the collaborative design of the game. For example, we witnessed that during the
first level played by all our groups of testers, although the majority of the players
understood the need to collaborate, some of them initially attempted to simply
complete their personal goals. Although this problem was readily solved, one
possible solution to avoid it from the very beginning could be the introduction
of challenges requiring multiple actions from different players. While this app-
roach was successfully tested with young adults [8], further investigation on its
adequacy to a children audience is needed.

5 Conclusions

In this work we described the preliminary implementation of an educational game
for children. The game design has been based on solid and validated models and
on sound guidelines that, according to our initial results, seem to provide: (i) a
valuable contribution towards the achievement of the planned educational goals
and (ii) a satisfactory level of engagement of our players.

As for future works, we will complete the implementation of WaterOn! with
the introduction of the missing instruction units outlined in Sect. 3. Then, we
will thoroughly evaluate our work exploiting both user surveys, panels of experts
and the evaluation schema defined by the RETAIN model.
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Abstract. Serious games are increasingly being used for training of commu-
nicative skills. The main idea is to create a virtual environment in which a
trainee can interact with graphically embodied virtual characters. By designing
scenarios in such way that the character’s behaviour provides direct feedback on
the correctness of the trainee’s choices, an interactive learning experience is
created. This paper explores the potential of this approach in the domain of law
enforcement. A prototype has been developed of a serious game that enables
police academy students to train their communicative skills. A pilot study with
41 students has been conducted. The results show that this is a promising
instrument for education in this domain, but also point out several suggestions
for improvement.

Keywords: Serious gaming � Virtual characters � Communication training

1 Introduction

“On Friday, August 16th, around 14.30, a report was received of a man and a woman being
heavily under the influence of alcohol in a park in Zutphen. A number of police officers went to
the park, and found the man and woman there. The man approached the officers with clenched
fists while speaking aggressive language. He refused to show his ID. The woman that
accompanied him did not want to show her ID either. As a result, both of them were arrested
and transferred to the police station. The man showed much resistance to his arrest. Both on
the way to the station and at the station, both arrested persons still showed verbally and
physically aggressive behaviour towards the police. Both were remanded in custody for
insulting and threatening behaviour towards police officers.”

Although it is just one example1, this incident illustrates that aggressive behaviour
against police officers is an ongoing concern in The Netherlands. The aggression can
range from verbal threats and intimidations to physical violence. In 2006, the Dutch

1 Source: http://www.politie.nl/nieuws/2013/augustus/17/02-zuthen-agressie-tegen-politieagenten.
html.
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Ministry of the Interior (BZK) initiated a preventive program ‘Veilige Publieke Taak’
[1]. Part of this initiative was monitoring the incidence of violence in the public sector.
According to this study, around 60 % of the employees in the public sector has been
confronted with undesired behaviour in the last 12 months. Despite interventions ini-
tiated by the Minister of Justice, only a tiny improvement for some services was found
in the period 2006–2011 [1]. For the police domain, no significant improvement has
been achieved at all, so the situation is still very actual.

There is an ongoing discussion about what can be done to better prepare police
officers for such incidents. One of the solutions that are currently considered is to put
substantial effort in training of communicative skills. The underlying idea is that the
way in which employees communicate with citizens might have an effect on whether or
not the citizens misbehave. Indeed, communication training and resilience training
have become important elements in the education program at the Dutch Police
Academy [2]. Such training is typically performed in a group setting, for instance based
on role-play, where student learn to communicate with (aggressive) citizens in such a
way that the situation does not escalate. Although this form of training has shown to be
successful, it is quite expensive with respect to both money and time. Furthermore, the
training is not always easy to control or repeat systematically.

As a complementary approach, in our research we propose the use of
simulation-based training to learn communicative skills. This is in line with a number
of recent initiatives that show promising results regarding the possibility to train social
skills based on simulated environments involving virtual humans [3–7]. These projects
have addressed a variety of tasks in different domains, including police interviews [3],
leadership training for naval officers [4], medical consultations [5], negotiation in
different cultures [6], and manager-employee conversations [7].

The main idea of the current system is that Police Academy students can practice
their communication skills by engaging in conversations with virtual citizens. By
designing the scenarios in such a way that the virtual characters behave well if they are
being approached correctly, but misbehave if they are being treated inappropriately,
trainees will receive immediate feedback on their performance. With such a system,
students have the ability to practice their communication skills in a cost-effective,
personalized and systematic manner.

In this paper, a prototype of such a serious game for simulation-based training is
presented, which has been developed in collaboration with the Dutch Police Academy.
In addition, a pilot study is described that has been performed to evaluate different
aspects of the system. The emphasis of the proposed system is on decision making
aspects in a graphically realistic environment. By using a combination of motion
capture technology and state-of-the-art software from the gaming industry, a realistic
environment with human-like virtual characters is created. To achieve this, the choice
has been made to use a relatively simple interaction paradigm, based on multiple choice
menus and dialogue trees. Hence, the focus of this paper is on developing a learning
tool for decision making in familiar environments, and not so much on affective
multi-modal interaction (which obviously is an important aspect of simulation-based
training too, and which we will integrate with our current system in the future).
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2 Theoretical Basis

To design an effective training tool, a first question to be asked is what should be the
learning goals of the system. For the current context, these learning goals are similar to
the ones used in the existing education program of Police Academy students.

In [2], an overview is presented of the theories that are used in this education
program for teaching social skills. The document covers a wide variety of skills,
including ‘core qualities’, cooperation, feedback, communication, general conversation
skills, task-specific conversation skills, conflict resolution, and emotion/stress regula-
tion. For the proposed project, which has an emphasis on (verbal) communication and
aggression de-escalation, especially the last four skills are of relevance. The idea is to
capture the knowledge available in the relevant theories within the training system, to
enable it to provide appropriate feedback to the actions performed by the trainee (cf.
[8, 9]). Regarding general conversation skills, there are a number of techniques that
students should include in their repertoire by repeated practice; these include techniques
at a verbal (e.g., paraphrasing, asking questions) and a non-verbal level (e.g., nodding
and using eye contact). Regarding task-specific communication skills, there are several
more sophisticated methods that students should learn to apply in the right context. For
instance, in ticket issuing conversations, students can make use of the ‘Van der Steen
method’. This method divides the conversation in three phases (opening, dealing with
reactions, and administrative closure), and prescribes recommended behaviours for
different types of reactions of the conversation partner [10]. Similarly, several theories
are used that enable people to take away resistance during difficult conversations, such as
the Leary Circumplex [11] (which classifies behaviour along the axes of dominance and
cooperation, and provides guidance for selecting a type of behaviour that facilitates
successful interaction), and the Transactional Analysis [12] (a psychological theory that
helps understanding how people express their personality in terms of behaviour).
Regarding conflict resolution, an important theory is the one by Giebels and Euwema
[13], which distinguishes five styles for solving conflicts (namely forcing, avoiding,
problem solving, yielding, and compromising), and enables people to make strategic
choices between these styles in a particular situation. In addition, the CIPA model is
often used, which identifies four phases within difficult conversations (making contact,
gathering information, problem solving, and closure), and provides behavioural
guidelines for each phase [2]. Finally, regarding emotion/stress regulation, students
should learn to recognise the aggression level of their conversation partner as well as
their own stress level, and be able to find a suitable match between the two by switching
between stress levels and corresponding interaction techniques [14]. Although this
overview of communication skills was established specifically for the Police Academy,
it shows much overlap with the techniques that are prescribed for other domains in which
aggression de-escalation plays a role, such as public transport and health care [15].

2.1 Focus of This Pilot Study: The ‘Door Scene’

As it would be impossible to address all of the above skills within one pilot study, the
focus of the current paper is on one specific learning goal. This learning goal is taken
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from the module ‘Noodhulp’ (Emergency Assistance), which is one of the modules in
the education program at the Police Academy. As part of this module, students have to
learn to correctly handle the so-called ‘Door Scene’. This is a situation in which a
police officer has just been informed about an incoming emergency call. For the current
prototype, we focus on the domain of domestic violence (e.g., a call from a crying
woman who claims that her boyfriend is abusing her). The scenario starts at the
moment that the police officer (together with his or her partner) arrives at the address
from which the call was made, and rings at the door. Typically, the door is then opened
by one of the key characters in the scenario (e.g., the woman how made the call, or her
boyfriend). The main goal for the trainee is to find out what is going on (e.g., is this
indeed a case of domestic violence?) and to decide whether or not there is sufficient
evidence to enter the house, while at the same time preventing the situation from
escalating by applying the appropriate communication skills.

3 Training Environment

To develop the training environment, the same approach as in [16] has been followed:
the environment has been implemented in InterACT2, a training platform developed by
the company IC3D Media.3 The InterACT platform is especially suitable for designing
simulation-based training of interpersonal skills, since it focuses on smaller situations,
with high realism and detailed interactions with virtual characters. An example
screenshot of a training scenario for students of the Police Academy is shown in Fig. 1.

Fig. 1. Example screenshot of a training scenario.

2 http://www.interact-training.nl/.
3 http://ic3dmedia.com/.
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In the example displayed in Fig. 1, the trainee plays the role of a police officer,
responding to a potential domestic violence situation. The goal in this situation is to
engage in a conversation with the lady to persuade her to let you help her.

A dialogue system based on conversation trees has been used to enable trainees to
engage in a conversation with the embodied conversational agent (ECA). The system is
based on the assumption that a dialogue consists of a sequence of spoken sentences that
follow a turn-taking protocol. In these scenarios, the trainees starts the conversation by
saying something (e.g. “Good morning, we have been informed that your neighbour
heard someone cry this morning”). After that, the ECA can respond, followed by a
response from the trainee, and so on. These dialogues are represented by conversation
trees, where vertices are either decision nodes or atomic ECA behaviours, and the
edges are transitions between nodes.

The atomic ECA behaviours consist of gestures, combined with pre-generated
fragments of speech, synchronised with facial expressions. Scenario developers can
generate their own fragments using a motion sensing input device such as the Microsoft
Kinect camera and a commercial software package called FaceShift.4 The recorded
fragments are independent from a particular avatar and they can be projected on
arbitrary characters.

Each decision node is implemented as a multiple choice menu. By using this menu,
the trainee has the possibility to choose between multiple sentences. Hence, the
emphasis of the current system is on the verbal aspects of aggression de-escalation. In
the system used for the current study, two to four options are available for every
decision node.

For the current evaluation study, four representative scenarios for the ‘Door Scene’
have been developed, in collaboration with (and approved by) domain experts of the
police academy. In two scenarios the ECA is male, and in two scenarios the ECA is
female. The scenarios have been designed in such a way that the ending can be either
positive (e.g., the ECA lets the police officer enter the house) or negative (e.g., the ECA
closes the door and refuses to open again), depending on the appropriateness of the
trainee’s choices. However, in the current study, no explicit ‘score’ was assigned to the
player’s performance.

The contents of the scenarios (i.e., the conversation fragments) have been recorded
with the help of professional actors (one male and one female). On average, a scenario
lasts about 5 interactions (i.e., both the user and the virtual character speak about 5
sentences before the scenario ends), which means that it takes about 2–3 min to play a
scenario.

4 Pilot Study

To obtain feedback from potential end users on the prototype, a pilot study has been
performed with students of the Police Academy. In the following sections, the par-
ticipants, experimental design, and procedure of the study are described, respectively.

4 http://www.faceshift.com/.
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4.1 Participants

In total, 41 people were selected to participate in the experiment. All participants were
students of the Police Academy, who were following the module ‘Emergency Assis-
tance’. The participants came from three different classes, who participated at different
days: the first class consisted of 16 students, the second class of 11 students, and the
third class of 14 students. No participants dropped out. Out of the 41 participants, 31
were male and 10 were female. The average age of the participants was 27.1 (r = 6.5).

4.2 Procedure

The pilot experiment was executed in a computer room at the Police Academy (see
Fig. 2).

At the start, all participants filled out an informed consent form and provided their
personal data. This, as well as all other data gathered in this experiment, was collected
anonymously. After that, participants received a document with instructions about how
to work with the training software. Participants had to play all four scenarios con-
secutively. They were instructed to first solve each scenario to the best of their ability
by carefully observing the situation and by selecting the appropriate responses in the
multiple choice menu. After that, they could play each scenario again, in order to
explore what would happen in they selected different responses. After having read the
instructions, they could start the training software.

Fig. 2. Impression of the pilot experiment.
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Upon launching the software, the start menu shown in Fig. 3 was displayed. In the
upper part of the menu, participants had to input their personal ID and gender. Below
that, they could select the scenario they wanted to run. As mentioned, there were 4
training scenarios, which were chosen in such a way that they were representative for
the types of situations encountered on the job.

4.3 Questionnaire

After the training, the participants were asked to fill out a usability questionnaire. This
questionnaire consisted of 20 statements about which the participants had to express
their opinion on a 7-point Likert scale. The questionnaire was inspired by Witmer and
Singer [17], and included statements about issues such as user experience, presence,
and perceived effectiveness. In the end, the statements were grouped into 4 categories,
namely content, interaction, engagement, and effect, to obtain an average score on
these aspects. The content category contained statements about the perceived realism of
the scenarios and the characters (e.g., ‘the scenarios were representative for real world
situations’). The interaction category contained statements about how natural it was to
interact with the characters (e.g., ‘I felt that my answers had an influence in the
behaviour of the virtual characters’). The engagement category addressed the perceived
sense of presence of the participants (e.g., ‘during training I felt engaged in the sce-
narios’). Finally, the effect category contained statements asking the participants for
their opinion about the effectiveness of the training (e.g., ‘I think this type of training is
a useful addition to real world training’).

Fig. 3. Start menu of the training software (in Dutch).
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5 Results

As explained above, the statements included in the questionnaire were grouped into
four categories: interaction, content, engagement and effect. The aggregated answers
for these categories are (on a scale from −3 up to 3) are shown in Fig. 4.

The first category, content, contained questions regarding the scenarios and virtual
characters. With an average score of almost 1, the results were mainly positive,
however there were critical remarks as can be seen by the rather larger standard
deviation. Similar results are found for the second category, interaction, and are, with
an average score of just above 1, again mainly positive. The worst results are found on
the category asking about the engagement aspects of the training. This entailed
questions about the participants’ personal involvement in the scenario, asking for
instance about whether they got frightened by the aggression of the virtual characters.
With an average score of −0.1 the results do not look promising, however again the
standard deviation is very large, indicating a large variation in the answer. The last
category contained questions about the participants’ personal belief whether such a
training has an effect. For example, they had to answer if they thought that this type of
training was a useful addition to the current role-play scenarios, and if it would improve
their communication skills. Overall, responses to these questions were positive (aver-
age 0.6), although there is room for improvement.

In all, these results are encouraging, in the sense that participants from a possible
group of end users sees the potential of simulation as an instrument for communication
training. Also, it is promising that the content of the scenarios and the way of inter-
acting is considered fairly positive. Nevertheless, there is room for improvement, as
witnessed, among other, by the responses given on the topic of ‘engagement’. In this
respect, it was also interesting to consider the feedback given by individual partici-
pants. Some examples of remarks made by the participants were:

Fig. 4. Results of the pilot experiment.
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• The scenarios were relatively short; I wanted to continue playing after I was allowed
to enter the house.

• The emotional impact needs to be increased. I found the behaviour of the virtual
characters insufficiently intimidating.

• I did not completely ‘buy’ the conversation with the virtual character. Compare to
training based on role play, I was too much aware that I was only playing a game.

• It might be interesting to include a juridical component in the learning goals of the
scenarios.

• It might be interesting to enable interaction with your partner as part of the game.

Based on these suggestions, we are currently working on improving the game.

6 Discussion

The current paper introduced a prototype of a simulation-based training environment
that enables Dutch Police Academy students to practice their communication skills
during face-to-face conversations. The emphasis of the prototype is on learning how to
handle the ‘Door Scene’ in the context of domestic violence situations.

The prototype was evaluated by means of a pilot study in which 41 students of the
Police Academy participated. The results indicate that with respect to user satisfaction,
participants were positive about the content of the virtual scenarios and the mechanisms
to interact with the characters. Also, they were moderately positive about the potential of
the system as an effective learning tool. This was confirmed by some of the teachers,
who were also allowed to play the game. Nevertheless, also a number of points for
improvement were identified, which mainly have to do with the emotional aspect of the
game. In other words, for many participants their sense of presence was limited because
they did not ‘feel’ the emotion in the virtual conversation partner. One interesting way to
improve this situation, which we are currently considering, is to combine the scenarios
with haptic feedback (e.g., by using a vibrating vest designed for video games). Based
on such technology, a situation can be created in which an (aggressive) virtual character
can actually ‘touch’ the user. Another obvious possible extension would be to use a
head-mounted display instead a flat video screen. Our hope is that such extensions will
in the future lead to a more engaging, and therefore more effective training tool.
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Networking Literacy by Flaming Experiences
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Abstract. In this study, we developed a serious game in which fifth and sixth
grade elementary school students who have yet to use Twitter experience
flaming in a fictitious setting, with the goal of teaching information literacy and
online manners. In our system, elementary school children were able to see their
Twitter timeline alongside concurrent real-world conditions. This virtual expe-
rience gave them an understanding of Twitter without actually using the service,
as well as the opportunity to actively learn what types of posts lead to flaming
and to cultivate crisis management skills. Upon evaluation of fifth and sixth
grade test subjects, it was found that our system is an effective for information
literacy and online manners learning.

Keywords: Social networking literacy � Flaming � Experience � Serious games

1 Introduction

With the diffusion of household internet connectivity, it has become possible for
anyone to make casual statements over the internet. What’s more, the proliferation of
smartphones has enabled easy access to the internet even among those unable to use a
computer, contributing to an internet user base of ever lowering age. In recent years,
inappropriate speech and flaming on social networking services (SNS) have become a
problem. On SNS, flaming describes a situation in which a user who has engaged in
inappropriate speech is criticized by a large number of other users. Flaming has resulted
in many cases in which the offending user is identified, or—based on the content of the
speech—has evidence of his or her actions submitted for prosecution. Posters of such
inappropriate speech are frequently junior and senior high schoolers, leading some to
call for restrictions on their smartphone ownership and SNS usage, while others call for
pertinent education. In this study, we followed the latter way of thinking and developed
an effective SNS education system. Knowing that smartphone ownership increases
sharply in fourth grade, and that smartphone-related trouble often occurs shortly after
purchase, we decided that fifth and sixth grade students could be educated most
effectively. We then developed a serious game that allows children of this age range to
experience flaming in a fictitious setting, with the purpose of teaching information
literacy [1–4] and online manners.

Our goals in developing this serious game [5–7] were to give children a simulated
experience of actual events, and bring resolution to the societal problem of flaming.
Education was the main objective, not simply entertainment. Serious games are in use at
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schools and other educational settings in England, where—despite their status as games
—they have been demonstrated to be educationally useful. Related studies include one
which used a roleplaying game for experiential learning of information ethics [8], and
another which evaluated the use of both a serious game and worksheet [9].

One advantage of employing a serious game is that it allows children to actively use
a mock version of Twitter to experience realistic flaming. Also, it visualizes the
complicated mechanisms of SNS, making them easier to understand. Furthermore, we
by allowing children to make mistakes and experience flaming—something that had
not yet been possible in education—we believed they would be better able to recall
what they had learned due to the Zeigarnik effect [10, 11]. The Zeigarnik effect is a
phenomenon in which people remember uncompleted tasks better than completed ones.
We believed that active learning via a serious game would be a highly effective device
for learning about information ethics, and our goal was to get children to understand
SNS and flaming by experiencing them within such a game. As it is impossible to
educate children on SNS when they have not used them before, we thought that a
serious game in which they use a mock SNS and get instant feedback on their actions
would be the most suitable form of education.

2 A Serious Game for Learning SNS Manners by Flaming
Experiences

We developed the main system using GameMaker: Studio, as it readily lends itself to
event-driven programming. GameMaker: Studio is a piece of game development
software that was developed by YoYo Games.

As seen in Fig. 1, the Twitter screen is displayed on the left side of the game
screen, and the virtual world is displayed on the right. The protagonist’s tweets are
those with the cat thumbnail. On the top right is the Navigator, a character that teachers

Fig. 1. The game screen.
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the user about Twitter and the system, and shows the user the number of tweets he or
she has posted so far.

In this exploration RPG, the protagonist and three of his or her friends are lost in
the world of Twitter, and to return to the real world, they must master tweeting. The
Twitter world contains a number of sparkling spots, which the user must search for to
progress through the game. When the user finds such a spot and examines it, an event is
triggered which the user can then tweet about. A total of 15 tweets have been prepared,
4 of which are inappropriate. Tweeting triggers another event, which has been carefully
designed to convey—in a way that is easy for children to understand—the fact that the
user’s tweets are being viewed by both friends and a large number of strangers. If the
user posts an inappropriate tweet it will trigger flaming and a game over, an event that
makes the user aware of his or her wrongdoing. In addition to the four characters lost in
the Twitter world, there are two other friends in the real world, and these characters can
communicate with the protagonist via Twitter. The Twitter used in this study’s system
is not the real thing, but a mere imitation that can only be used within the system itself.
If the user tweets, that tweet will not be posted online.

2.1 Inputting

We anticipated the game being played on an iPad, so we made input entirely touch and
slide-based. At the start of the main system the user selects a sex and inputs his or her
last name, Twitter user name, and password. This allows the user to control a pro-
tagonist of the same sex and name, who tweets under the username he or she selected.
If flamed, the user will be identified and his or her last name spread across the internet.
Password selection was enabled for an event in which the user, having revealed his or
her password to a stranger, has his or her account hijacked. The purpose of this
personalization was to increase the sense of immersion and realism, and cause the user
to feel remorse after being flamed.

2.2 Tweeting

The user does not write the in-game tweets; he or she tweets messages that have been
prepared in advance. The user examines sparkling spots scattered across the Twitter
world, triggering events which he or she can tweet about. For instance, if the user
examines an ambulance, he or she will be able to tweet about that ambulance. When a
tweeting event is triggered, the user will be asked if he or she would like to tweet. If the
user selects “no,” the event will be suspended. If the user selects “yes,” he or she will
be able to tweet, the event will progress, and the sparkling spot will disappear.
Reactions to the user’s tweet will appear on his or her timeline, and the user’s sur-
roundings will change. For example, if the user tweets about an ambulance, reactions to
the post will appear on his or her timeline, and other users who saw the post will gather
in the area. There are three possible types of tweet: text-only tweets, reply tweets, and
tweets with a picture attached. The following tweets have been created for the system.
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2.3 Flaming

Of the game’s events, the following four involve the user posting a tweet that leads to
flaming:

• The user tweets a picture of him or herself inside a patrol car
• The user tweets a picture of him or herself inside of an ice cream freezer case
• To find the owner of a lost smartphone, the user tweets a photo of the phone’s home

screen picture (the owner’s face)
• The user tweets a picture of him or herself standing on railroad tracks

If the user posts any of these tweets, he or she will be praised by friends, but shortly
thereafter will be bombarded with third-party criticism, resulting in flaming. The user’s
timeline will be inundated with criticism, and the Twitter world screen will turn red and
then to an image of white-noise-like static. Afterward, the police will come arrest the
user, and the scene ends in a game over. All of these events are actual incidents from
the past.

• The protagonist and friends have a picture taken of themselves inside a patrol car,
believing they will be praised by their other friends. To share the picture with said
friends, the protagonist casually posts it on Twitter.

• Caught up in the moment, someone climbs inside of an ice cream freezer case, and a
friend, thinking it is funny, snaps a picture. The friend, wanting to share the picture
with other friends, decides to tweet it.

• The protagonist and friends come across a lost smartphone. Wondering how they
can return it to the owner, they check the home screen and find that it has a picture
of what appears to be the owner. Following the suggestion of a friend, the pro-
tagonist tweets a picture of the home screen, believing that it will allow them to
locate the owner quickly.

• The protagonist and friends, at a loss for what to tweet about, come to a train
station. They take a picture on the railroad tracks and talk about how their friends
would praise them if they were to tweet it. The protagonist decides to act on this
idea, and tweets a picture of him or herself standing on the tracks (Fig. 2).

• Following a game over, the screen transitions to a description of the inappropriate
tweet posted by the user (Fig. 3). This screen shows the actual real-life tweet and
explains what happened to the person who tweeted it and what about the tweet was
inappropriate (Fig. 4). After reading this information, the user will be returned to a
point just before the flaming incident and will have another chance to play the
game.

The main system includes another event involving not an inappropriate tweet, but a
hijacking of the user’s account. In this event, a suspicious fortune teller promises to tell
the user’s fortune after hearing his or her username and password. If the user divulges
this information, his or her account will be hijacked and used to post tweets. Changing
the password will stop these tweets from being posted. This event was inspired by an
incident with a suspicious site onto which people would enter their Twitter user name
and password. Subsequently hijacked user accounts were used to tweet advertisements
for suspicious websites (which included the sites’ URLs), replies to users’ friends
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asking them to buy prepaid credit cards, unintelligible messages posted when a com-
pany’s account was hijacked, and more.

2.4 Strategy for Getting Children to Tweet

There exist gates scattered about the Twitter world, each of which is opened by posting
a certain number of tweets. Therefore, users must tweet in order to play the game.
Advancing deeper brings the user to a teleportation machine, which can be used to
return to the real world and beat the game.

Fig. 2. Wanting to share the picture with other friends.

Fig. 3. The police coming arrest the user.
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Elementary school level SNS education (including Twitter) is challenging because
of children’s difficulty in grasping abstract concepts like SNS, as well as the difficulty
in making children aware of the people on the other side of the screen. So it is
beneficial to portray SNS in a concrete, visual manner. To accomplish this, we had the
protagonist and his or her friends get lost in the Twitter world, where tweeting would
cause changes to their surroundings. In other words, we expressed the various effects of
tweeting visually. This simulated experience gave children an understanding that their
tweets are constantly being viewed by both acquaintances and complete strangers. This
is extremely important, as a misunderstanding of the breadth of the internet, such as the
belief that one’s tweets will only be seen by one’s acquaintances, is one of the reasons
given for inappropriate tweets.

2.5 Experimental Control System

To demonstrate the learning effectiveness of the main system, as imparted by the
Zeigarnik effect, we developed a control system with which to compare it to. It is
different from the main system in that when the user attempts to make an inappropriate
tweet, he or she is stopped by friends that are also lost in the Twitter world. Afterward,
the friends and the Navigator warn the user about the danger of the tweet: while the
tweet may gain the user praise from friends, there will be a flood of third-party criti-
cism, and in the worst-case scenario, evidence of his or her actions will be submitted
for prosecution. The following is an excerpt of such a warning used by the system: “If
you use tweets to brag about reckless horseplay or other behavior that causes trouble,
you’ll be attacked by many people and may even be arrested.” After the warning, there
is no game over, and the user is able to continue playing the game. Everything else is
identical to the main system.

Fig. 4. Game over Screen. Actual incidents from the past are shown.
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3 The Experiments

In this study, we performed a preliminary experiment followed by two full-scale
experiments. Before conducting the experiments, we performed a preliminary survey
testing the depth of children’s knowledge on smartphones and SNS. 19 fifth graders (9
boys and 10 girls) from Akagawa Municipal Elementary School and 81 sixth graders
(41 boys and 40 girls) from Showa Municipal Elementary School participated in the
survey, for a total of 100 participants. Both schools are located in the City, which
cooperated in the subsequent main experiments. We then analyzed the children’s
knowledge base, and used the information to improve the main system’s design.

In the preliminary experiment, 47 students from a High School, aged 14–17, used
the main system or watched it in action, and evaluated whether it was an accurate
portrayal of flaming, and whether the system could be used for learning. When asked if
the main system had accurately portrayed flaming on Twitter, 96 % of students replied
that it was an accurate portrayal, while 4 % replied that while it was an accurate
portrayal, there needed to be more innovative elements. We used this feedback to
improve the main system’s design, including its innovative elements and UI.

The first full-scale experiment had 19 fifth grade subjects (9 boys and 10 girls) from
Akagawa Elementary School, and used 2 kinds of educational tools—the main system
and control system. The purpose of this experiment was to verify whether making
mistakes and experiencing flaming would increase learning effectiveness.

The second full-scale experiment had 81 sixth grade students (41 boys and 40 girls)
from Showa Elementary School, and used 3 kinds of educational tools—the main
system, control system, and video materials on flaming created by the IPA
(Information-Technology Promotion Agency, an Incorporated Administrative Agency).
The goals of this experiment were to verify whether learning effectiveness was
increased by making mistakes and experiencing flaming, to verify whether learning
effectiveness was increased by engaging in active learning, and to verify the difference
in learning effectiveness between the main system and the video-based teaching
materials. A simple test was used for this verification. In creating this test, we referred
to and cited test questions found in information ethics teaching materials [12] created
by GREE for junior and senior high school students. Questions are as follows. Q1:
Posting your wrongdoing on the Internet stays on the right side of the law. (Y/N), Q2:
Posting your comments on the Internet cannot be seen anyone except your friends.
(Y/N), Q3: It will be flaming on the Internet only if someone perpetrates a crime and
runs afoul of the law. (Y/N), Q4: We can post photos on the Internet without prior
consent by a person in a picture. (Y/N), Q5: We can post photos of a close friend on the
Internet without prior consent by a person in a picture. (Y/N), Q6: In the case of
flaming on the Internet, if you erase your posts the problem will be solved. (Y/N), Q7:
Even posting under anonymity, your real name sometimes come out. (Y/N), Q8: We
have to observe the rule and know manners on the Internet as actual life. (Y/N) Q9:
What is the twitter? (written questionnaire) Q10: What kinds of tweets will be flaming?
(written questionnaire).

Subjects were divided into two groups (groups one and two) during the first
full-scale experiment and three groups (groups three, four, and five) during the second
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full-scale experiment. These groups and the teaching methods employed on them are
described in the table below (Table 1).

We first held a simple class on SNS for each group, and then taught them in greater
detail using the prescribed educational tools (main system/control system/video
materials). Afterward we gave each group an identical post-test to measure the learning
effectiveness of the educational tool used.

4 Results

The average scores for the post-test administered to each group at the two elementary
schools are listed in Table 2. In terms of average score for multiple choice questions,
there was not much of a difference observed between groups. In fact, when comparing
each of the groups to one another, no significant difference was observed in most cases.
However, large differences were observed between groups when comparing average
scores for written response questions.

To determine whether there was a statistically significant difference between the
average scores of the groups that used the main system and the groups that used the

Table 1. Groups and conditions

Teaching method

Group 1: akagawa elementary school Flaming/main system
Group 2: akagawa elementary school No flaming/control system
Group 3: showa elementary school Flaming/main system
Group 4: showa elementary school No flaming/control system
Group 5: showa elementary school Video materials

Table 2. Average scores for post-test

Average for multiple choice
questions (100 point maximum)

Average for written response
questions (100 point maximum)

Group 1: akagawa
elementary school

77.50 points 65.00 points

Group 2: akagawa
elementary school

61.11 points 36.11 points

Group 3: showa
elementary school

91.96 points 80.55 points

Group 4: showa
elementary school

90.48 points 38.88 points

Group 5: showa
elementary school

80.41 points 34.26 points
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control system, two-sided t-tests with a significance level of five percent were per-
formed on groups one and two and groups three and four (Table 3). The average scores
were found to be significantly different, with the groups that used the main system
scoring significantly better.

Next, to determine whether there was a statistically significant difference between
the average scores of the groups that used the main or control system and the group that
used the video-based teaching materials, two-sided t-tests with a significance level of
five percent were performed on groups three and five and groups four and five
(Table 3). The only significant difference was found in the written response question
scores for groups three and five, in which group three (a group that used the main
system) scored significantly better than group five.

5 Discussion

In this study we developed a serious game for experiential learning of SNS manners,
and performed experiments comparing the main system with the control system and
video-based teaching materials.

In terms of average scores for multiple choice questions, there was not much of a
difference between groups, with no significant difference observed in most cases.
However, large differences were observed between groups when comparing average
scores for written response questions. We believe this is because the multiple choice
questions were easier and could be solved with less knowledge, while the written
response questions were difficult to solve without acquiring the proper knowledge. The
average scores for written response questions, when arranged in order of highest to
lowest, were as follows: all groups taught using the main system came in at the top,
followed by groups taught using the control system, and the group that was taught
using the video-based teaching materials came in at the bottom. From these findings it
can be said that the main system, by having children experience flaming as part of their
education, was the most effective learning device. Furthermore, judging from the fact
that the control system reaped higher average scores than the video-based teaching
materials, it can be said that active learning and the visualization of Twitter’s mech-
anisms are more effective learning devices than passive learning.

When comparing the groups that used the main system with those that used the
control system, it was found that the main system had significantly higher learning
effectiveness. We believe this is because subjects, stimulated through their experience

Table 3. Two-sample test of groups that used the main system and groups that used the control
system

Multiple Choice
Questions

Written Response
Questions

Group 1-Group 2 t(17) = 2.45,  p = 0.0252 t(17) = 2.18, p = 0.0435
Group 3-Group 4 t(52) = 2.99, p = 0.0043 t(52) = 4.84, p = 0.00001

Multiple Choice
Questions

Written Response
Questions

Group3-Group 5 t(52)=1.57,p=.1221 t(52)=5.14,p=.000004
Group 4-Group 5 t(52)=-0.98,p=.3316 t(52)=0.43,p=.6647
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with flaming, endeavored to gain a precise understanding of Twitter—an inference
which is supported by evidence. The majority of children who (under the control
system) did not experience flaming exhibited a lack of understanding of not only
flaming and inappropriate speech, but of Twitter itself. The only difference between the
main system and the control system was the presence or lack of flaming; all other
aspects of the systems, including their explanations of Twitter, were identical. What’s
more, it was observed that groups using the main system frequently performed
slide-based operations on the left-hand Twitter portion of the screen, while groups
using the control system rarely used these slide-based operations and instead just
watched the right-hand virtual portion of the screen. It is possible that the children’s
flaming experience stimulated an interest in Twitter, causing them to carefully watch
that portion of the screen.

We were worried that in performing a preliminary test (administered before the
main and control systems were used) the children would inadvertently learn about
inappropriate speech, rendering accurate measurement of each system’s learning
effectiveness impossible. Thus, we only administered the test to groups three and four.
However, there was no significant difference observed between these groups and the
group in which the preliminary test was not administered, suggesting that the pre-
liminary test did not have an influence on the experiment. In comparing the results of
the preliminary test and the post-test, no significant difference was observed in the
multiple choice questions, while the average score of the written response questions
was found to be significantly higher in the post-test, demonstrating the learning
effectiveness of the systems.

Regarding Table 3, no significant difference was observed in the average scores of
written response questions, while a significant difference was observed in the average
scores of multiple choice questions. This indicates higher learning effectiveness for the
sixth grade group. This could be related to a difference in the knowledge base of fifth
and sixth graders.

The test results for the written response questions differed greatly between the
group that used the video-based teaching materials and the group that used the main
system. The former lacked an understanding of Twitter itself, and exhibited less
variation in its answers to written response questions. A possible reason for this is the
fact that, compared to the video-based learning materials, the main system provided
subjects with an opportunity to see a greater variety of tweets, including inappropriate
tweets. These results show a large difference in the learning effectiveness of active
learning and passive learning, suggesting that active learning may be more effective. It
can also be said that by visualizing Twitter, the main system succeeded in making the
SNS easier for children to understand, enabling them to learn more about it in a short
amount of time.

6 Summary

In this study we developed a serious game for experiential learning of SNS manners.
Under this system, subjects used a mock version of Twitter to actively learn about
information ethics. To confirm the learning effectiveness of this main system, we
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performed experiments comparing it with a control system and video-based learning
materials, with fifth and sixth grade elementary school students used as subjects. The
main system was found to have higher learning effectiveness than both the control
system (in which children were not allowed to make mistakes or experience flaming)
and the video-based learning materials (a passive method of learning).
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Abstract. In this work, we describe an approach and a conceptual
architecture of a supporting teaching tool that takes into account two
main objectives in new teaching trends: Virtual Learning Environments
(VLEs) and Intelligent Pedagogical Agents (IPAs). We additionally
present an Android application that uses the IPA as a standalone appli-
cation as an initial step towards the realization of such an architecture.
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1 Introduction

In the past years, the rapid growth of the game industry has aroused wide
interest, particularly among educational technology researchers. It is known that
the possibilities to use digital games in education have been considered since the
70s, even if actually the quality of produced games has not met the expectations
of educators and the use of games has not become as general as expected [5];
on the other hand we find commercial games used for learning purposes, famous
examples are portal21 or minecraft2.

In this context, we followed the idea to integrate the most up-to-date tech-
nologies in new teaching trends, namely Virtual Learning Environments (VLEs,
[2]) and Intelligent Pedagogical Agent (IPAs), as deeply investigated in [10].
The VLE is developed as an immersive 3D environment and the game is a role
playing game in which each student becomes a player with her abilities and her
tasks. In order to succeed, all the players should work to achieve a common
objective/goal. The storyboard is designed in a way that there is an evolution in
the role playing game and a progress in the level of learning as well. The use of
IPAs is proposed as support during the game evolution and each student has her
own IPA: IPAs act as learning facilitators and guide the learners in the virtual
environment. In fact, as suggested in [13], one of the Artificial Intelligence (AI)
grand challenges in education is “mentors for every learner”.
1 http://www.teachwithportals.com/.
2 https://minecraftedu.com/.
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In this paper, after introducing in Sect. 2 some background concepts about
learning that motivates our approach, we present the pillars of our game and
its architecture in Sect. 3. Then, in Sect. 4 we focus on the initial Android app
which provides the mobile IPA (as described in the architecture) to be used by
students during learning, and a preliminary validation in real teaching contexts
in Sect. 5. We conclude by comparing with relevant work in Sect. 6 and provide
some final remarks in Sect. 7.

2 Background

The idea of helping students during their learning through a different way
wrt. the classical approach finds support in many psychological studies and previ-
ous work. In particular, Howard Gardner already in 1983 theorized [3]: “My own
belief is that any reach, nourishing topic - any concept worth teaching - can be
approached in at last five different ways that roughly speaking map onto the mul-
tiple intelligence. We might think of the topic as a room with at least five doors
or entry points into it. Students vary as to which entry point is most appropriate
for them and which routes are most comfortable to follow once they have gained
initial access to the room. Awareness of these entry points can help the teacher
introduce new materials in ways in which they can be easily grasped by a range
of students; then, as students explore other entry points, they have the chance
to develop those multiple perspectives that are the best antidote to stereotypi-
cal thinking”. For each of the five entry points theorized by Gardner, as reported
in Table 1, we provide a motivation for the adoption of a role playing game and a
concrete example of a possible game-play situation, based on teaching physics (we
argue the approach is applicable to STEM in general). Notably, in 1999 Gardner
added a sixth entry point [4]: Social - Use group settings, role-play and collabora-
tive arrangements, which perfectly complies with our proposed approach.

Fig. 1. Use case scenario

The learning objectives of the
game are: the physics aspects of a
space mission (gravity, propellent,
orbits, trajectories, etc.); which are
the conditions in which humans can
live (gravity, oxygen, pressure, tem-
perature, etc.) and many other inter-
disciplinary aspect of the proposed
topic. The learning aspects are well
integrated in the game mechanics.
There are simulation rooms where
players, depending on their roles,
can solve problems, simulate certain
conditions, etc.

As shown in Fig. 1, the teacher
introduces the scenario to the stu-
dents and explains the problems that
they have to solve during the game.
After that, the teacher designates a
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Table 1. Gardner’ s theory of five entry points and role-playing game

Howard Gardner five entry
points

Plot and roles’ examples in the game

Narration entry point (read
or tell a story)

The game has a plot (tell a story) that evolves dur-
ing the game. The story has been designed to address
several physics problem linked to a space mission. In
addition several physics tasks are proposed in an inter-
disciplinary way. Story : The Near Earth Object, classi-
fied as 2017 Titan, will impact the Earth 25 May 2017.
A huge team of scientists is studying 2017 Titan, but
unfortunately there is no way to destroy the asteroid
before it will impact the Earth. The best way to avoid
the disaster is to prepare a space mission and colonize
a new planet. The team challenge is to choose an exo-
planet to colonize among three possible ones

Logical-quantitative entry
point (provide data, use
deductive reasoning, exam-
ine numbers, narrative plot
structure, cause and effect
relationship)

During the game, students should solve problems and
specific assigned tasks. Mathematicians. To perform a
flight to one of the exo-planets, a vehicle must first
escape from the Earth. Achieving the right speed, how-
ever, is only part of the problem; other factors must be
considered, e.g., the Sun’s gravitational field and the
motion of the Earth about the Sun. You should trace
the trajectory to the three exo-planets and share your
results with the engineers

Philosophical entry point
(big questions about reason-
ing and the way of reason-
ing)

Students should consider pros and cons of every possible
solution. They should discuss all together and under-
stand the implications of their choices. Astrobiologists:
you should evaluate the consequences of colonizing a
planet. What to do if the planet is already inhabited?
How to protect the local environment?

Aesthetic entry point
(emphasize sensory, activate
aesthetic sensitivities)

The information/social space is explicitly represented as
a 3D immersive world. Space artists: you are a member
of the International Association of Astronomical Artists
(IAAA). You should draw the vexillum of the space mis-
sion

Experimental entry point
(hands-on-approach, dealing
directly with materials, sim-
ulation, personal explana-
tions)

The game requires that students take actively part to
the story by solving problems and finding solutions. The
team discussion is also a must. Physics scientists: you
need to calculate the gravity on the three planets. You
should make some comparison with terrestrial gravity
and suggest which is the best planet to colonize. Com-
municate your results to other team members, in par-
ticularly to the astrobiologists and discuss with them.
Can we survive in those gravity condition?
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master (among the students) that behaves at the same level as the teacher, by
following the approach in which a student can “learn how to learn by teaching”.
Then, the master with the help of the teacher, can form teams and assign a
specific role to each student. Each student, from now on, becomes a player with
her specific role and her own task as well. In this phase, an IPA is assigned to
each student/player that will drive her all along the game. The relation between
the student and her IPA should progress all along two paths: the learning aspect
(giving tips and advices related to the topics and to the tasks assigned) and
the emotional/pedagogy one (the interaction depends on the feelings of the stu-
dent). IPA behaviour has been implemented and tested in the Android app, as
explained in Sect. 4.

3 Overall Architecture

The envisioned role playing game partly runs on a central server (e.g., an inter-
active whiteboard) and partly on mobile devices directly provided by the school
or owned by the students themselves. In our current implementation, the VLE
functionalities, related to class management and handled by the teacher, are
built on top of Opedia3, and are available on the interactive whiteboard. The
VLE indeed allows teachers to manage games, players, teams, etc. A player is a
student that has already registered and that has a previously assigned role, (see
Fig. 1), each player is part of a team, formed by 5/6 players.

The main component that runs on the whiteboard is the Game Manager
engine that control the Unity Server, the Chat Server and the Knowledge Forum
Server. Information and logs about game sessions and related activities are stored
on the whiteboard as well. The game has been conceived to be used in classes
but can be used at home as well, therefore some services should be always up
and running (like login/register, sentiment analysis, etc.). Information about
students/players is stored in a database. The game is developed using Unity 3D
as a multi-players game, that is the reason why there are both Unity server and
client components. The components that run on the mobile device, in addition to
the Game Manager client, concern all the additional functionalities of the game
that can be used by the student, as further explained below. Figure 2 shows the
overall architecture and its main components.

For each team there is a shared space, displayed on the interactive white-
board, in which are shown: the list of players, the live chat among members of
the same team and the Knowledge Forum, as depicted in Fig. 3. If the teacher
touches a player, all the related info (as role, assigned tasks, individual score,
level, power, etc.) are shown. The Knowledge Forum (KF) gives the possibility
to the student to add notes about the game, the assigned tasks, or any learning
aspect of the game. The added notes appear on the shared VLE and are visible
to other students and teacher. The Big Brain (BB) is a peculiar type of help in
the game: if the player uses this kind of help, she could gain points instead of
losing them. In order to gain points, the player should ask the right questions
to BB. For each session just few (2 or 3) questions are foreseen.

3 http://www.opedia.it/.

http://www.opedia.it/
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Fig. 2. Game architecture

Fig. 3. Shared VLE view

Players are able to chat during a game session. The chat is among team
members and it is visible on players’ mobile devices and on the shared VLE.
The IPA live chat gives the possibility to the student to chat with her virtual
tutor that should guide her trough the emotional and learning aspect of the
game. In the workplace, players can analyse their tasks, simulate solutions, read
notes about task topics and provide solutions to the assigned tasks.

Fig. 4. Mobile device game view
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Players play on their mobile devices, as shown in Fig. 4. In the right corner,
there is the assigned task panel; the central bar lists all the available function-
alities; in the left corner, there is the IPA live chat panel. In the top left corner,
there is the individual score. The IPA live chat is a core part of our research:
players can chat with their virtual tutors; the system allows the player to freely
express her thoughts in textual form. A more detailed description of how the
developed IPA works is reported in Sect. 4.

4 The Android App

In order to verify our approach, during the development of the whole game, we
have realized a stand alone application in Android that uses the IPA as inter-
locutor while studying specific contents. The student registers to the application
and once she is logged, she can choose among a list of topics and available IPAs
(with different aspects). Once the topic has been chosen, students can chat with
the IPA simulating a natural dialogue about the topic covering pedagogical and
learning aspects. The app follows a game approach, in fact the session starts
with an initial quest to which the student should answer at the end of her learn-
ing path. The score of the game depends on how many questions the student
asked in order to devise the solution. Some Android application screenshots are
reported in Fig. 5).

Students interact with the IPA via chat, expressing in natural language.
Natural language analysis is then performed on students phrases to detect their
emotions, by exploiting a back-end Web service that analyses the sentence and
returns an emotional state: it returns a label representing the identified sen-
timent (positive, negative, neutral), along with a numeric score ranging from
strongly positive (1.0) to extremely negative (−1.0). Depending on the label
and on the numeric score the user gets back an adequate answer: each possible

Fig. 5. Android app screenshots
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answer corresponds to a pre-registered mp4 file in which an animated avatar has
been modelled (mimic expressions and motivational phrases). For example, when
player logs in, avatar says “Hello, welcome to our app. How are you today?”.
The system analyses the player sentence and reply something like “I am happy
to ear that you are fine” in case of extremely positive label or “I am sorry that
you are not fine” in case of extremely negative label. This approach aims to
establish an empathic feeling between the student and her virtual tutor.

In order to collect emotions, expected IPA behaviors and motivational
phrases, we worked with a group of 20 students from an Italian high school
aged 16–17 years old (target age of our serious game). The work done with stu-
dents lasted three months (from September 2014 to December 2014) and has
been conducted in collaboration with teachers from literature and computer sci-
ence classes. We divided the work into two main parts: a study of the emotions
in school context and the prototyping of animated agents, as described in [12].
The results of the study have been used to model the avatar and his reaction.

In addition to the emotional relation between the student and the IPA, the stu-
dent is able to chat with the IPA about the subject of study via textual messages:
the best answer to learning questions is provided by using a specific AI algorithm,
starting from [8]. As a matter of fact, while in state-of-the-art games, the user usu-
ally interacts by choosing a sentence among a set of predefined possibilities, our
system allows the user to freely express his thoughts in textual form and provides
the user with an adequate answer (selected from a database of answers provided by
an expert). The core of the AI algorithm is an implementation of Näıve Bayes Text
Classification [7], which is a probabilistic classification method based on Language
Modelling under the hypothesis of words conditional independence (unigram or
bag of word model). The first task consists in a sentence lemmatization, which
transforms all the terms of the sentence in a form suitable for word analysis and
computation. We then evaluate the Interrogative/Adjective Pronoun (IAP) of the
question, in order to assign a higher classification score to the sentences from the
database with a matching IAP. Instead of excluding all the sentences in the data-
base with a different IAP, we just penalize them with a lower classification score; in
fact it might happen that an answer might be the best one to respond to the user’s
question even if each of the expected questions that were associated to it in the
database had a different IAP. We then proceed with the Naive Bayes Text Clas-
sification, and filter the result by applying the threshold criterion. If the answer
passes the test, then it will be returned to the player, otherwise the answer will
be replaced with a verbal message of the avatar like “Sorry, there is no adequate
answer to your question”. Threshold criterion have been verified and tuned with
real test sessions.

5 Preliminary Evaluation

In order to evaluate the use of the Intelligent Pedagogical Agent, we tested the
Android application in real schools. The app came with two different learning
paths: one in STEM, in particular physics (the terrestrial atmosphere) and one in
humanities, in particular history (the new deal). Those two learning paths have
been developed by field experts. Each student was free to choose the preferred
topic.
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Appreciation, usability and learnability of the Android app have been specif-
ically assessed in three experimental sessions. The first run of test validation
occurred the 19 November 2015 (11 students, all males, aged 17–18), the sec-
ond run occurred the 20 of January 2016 (16 students, two female, aged 17–18).
After a preliminary evaluation of the first two test runs, we calibrated the AI
algorithm lowering the threshold for the response to the asked question. The
third run occurred the 8 February 2016 (13 students, 8 males and 5 females,
aged 17–18). In all three runs, students were able to play with the application
roughly 40 min (a bit less of a standard lesson time); we just asked them to
play with the application asking question to the IPA about the subject of study.
After that they compiled a questionnaire that has been structured in three main
sections: liking, usability and learnability.

Appreciation. The first set of questions aimed at understanding if students like
the idea of a personalized learning path and the possibility to ask free questions
guided by a virtual agent: 75 % of students like this possibility. The aspect of
the empathetic guide was felt as well: 68 % of students liked the idea to have
an empathic guide and would like to chat also about personal matters. 68 % of
students enjoyed the app and would recommend it to others, even if just 56 % of
them perceived it as a game. 50 % declared the app is more effective for STEM
subject while the other 50 % per cent said both STEM and humanistic.

Usability. It emerged that 68 % finds the interface and the touch screen function
clear. Just 50 % of the students used the side menu and the majority of them
declare they wish to add other functionalities. Most of the interviewed disliked
the scientist avatar (70 %) while liked the young girl (72 %).

Learnability. Tests revealed that 78 % of students thought avatar explanations
are clear and declared that provided answers are in line with asked questions.
64 % declared tips were useful. We asked how many questions they asked to the
avatar before quitting the game: 46 % gave up after few questions, 34 % ended
the game after roughly 10 questions, 15 % around 20 and just 1 student declared
to ask more then 20 questions. Those results were obtained in the first two runs.
That is mainly because very often pertinent questions received no answers due to
the very high threshold settings of the AI algorithm. However, after AI algorithm
threshold calibration, in the third test run we obtained that 38 % ended the game
after roughly 20 questions while 30 % gave up after few questions. So we had an
increment of roughly 20 % in content exploration.

6 Related Work

An example of VLE is the one described in [9]. The research is based on multiple
pre-existing projects which embody virtual technologies. All of them have their
respective benefits, and the goal of the project was to fuse them into a new
collaborative learning environment. Within such a collaborative environment,
those tools provided the opportunity for teachers and students to work together
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as avatars as they control equipment, visualize physical phenomenon generated
by the experiment, and discuss the results.

Concerning emotional learning, [1] presents an approach to a possible mod-
elling of user affect designed to assess a variety of emotional states during inter-
actions: knowing the details of a user’s emotional reaction can enhance a system
capability to interact with the user effectively. Instead of reducing the uncer-
tainty in emotion recognition by constraining the task and the granularity of the
model, the proposed approach explicitly encodes and processes this uncertainty
by relying on probabilistic reasoning. The authors discuss their model in the
context of the interaction with pedagogical agents designed to improve the effec-
tiveness of computer-based educational games. They also introduce Dynamic
Decision Networks and illustrate how they can be used to enable pedagogical
agents for educational games to generate interactions tailored to both the user’s
learning and emotional state. [14] presented a pedagogical agent capable of active
affective support, guided by the logic which integrates the learner’s cognitive
and affective states. They developed an algorithm for feature tracking which
utilizes a combination of common image processing techniques, such as thresh-
olding, integral projections, contour-tracing and Haar object classification. The
experiment results indicate a range of preferences associated with pedagogical
agents and affective communication. According to the authors, affective interac-
tion is individually driven, and they suggest that in task-oriented environments
affective communication carries less importance for certain learners. This paper
inspired us in the modelling of the avatar in a process of reverse engineering.
In fact, the animated avatar is a preregistered mp4 file in which the avatars
face expresses emotions. [11] presents a system that embodies the idea of virtual
humans that act and interact like humans, bringing social elements in the inter-
action: a couple of twins that are virtual teachers in the Museum of Science in
Boston designed to engage visitors and raise their awareness and knowledge of
science. The twins have some aspects that were built in advance, and some that
operate in real time as the user interacts with them. The aspects built in advance
include the character bodies, animations, textual content, and spoken output.
The speech recognition, natural language understanding, and dialogue manage-
ment decisions of what to say are computed in real time, as is the scheduling
and rendering of spoken and gestural outputs. Speech recognition, natural lan-
guage understanding, and dialogue policies also make use of knowledge sources
constructed in advance, using supervised machine learning.

In [8], the system allows the player to express himself in natural language.
The system processes users’ input sentences and returns the best answer among
a set of possible stored answers. The communication is implemented through
an NLP algorithm based on an ad hoc text retrieval problem solver and on a
Naive Bayes text classifier with an inner product-based threshold criterion. The
algorithm implemented in the system is a variation of a text retrieval algorithm.
We extended the work done in this paper has reported in paragraph 4.

7 Concluding Remarks

The proposed use of IPAs in the game, and the related Android app, follows
an inquiry based approach. It starts by posing questions, problems or scenarios



Game@School. Teaching Through Gaming 43

rather than simply presenting established facts or portraying a smooth path to
knowledge. In the app, the initial quest posed to the student is a sort of incipit
that serves to encourage her to start reasoning about a specific topic of study.
Then, students ask free questions to the virtual tutor, designing their specific
learning path and not following a predetermined one. As previously reported,
75 % of students like the idea of a personalized learning path and the possibility
to ask free questions.

We also found that 68 % of students liked the idea to have an empathic guide.
It is important for teachers to create a positive, emotionally safe environment to
provide for the optimal learning of students. Learning how to manage feelings and
relationships constitutes a kind of “emotional intelligence” that enables people
to be successful. Emotional intelligence expands on Howard Gardner’s theory of
multiple intelligences. Although the interplay of affective and cognitive processes
always underpins learning outcomes, affective interaction sometimes may need
to remain in the background, as found in other study [14]; whatever the case, an
Intelligent Tutoring System should let the user decide on the level of affective
feedback. That is the case of our game in which the player can choose if and
when chat with her IPA.

In summary, we believe our Android application, although only preliminarily
validated, gave us a proof that the developed IPA could be an important plus
for the envisioned role playing game. In the future we are planning to asses the
learning outcome of the app comparing control and experimental group.
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9. Scheucher, B., Bailey, P.H., Gütl, C., Harward, J.V.: Collaborative virtual 3D
environment for internet-accessible physics experiments. iJOE 5(S1), 65–71 (2009)

10. Soliman, M., Guetl, C.: Intelligent pedagogical agents in immersive virtual learning
environments: a review. In: Proceedings of MIPRO 2010. IEEE (2010)

11. Swartout, W., Artstein, R., Forbell, E., Foutz, S., Lane, H.C., Lange, B., Morie,
J.F., Rizzo, A.S., Traum, D.: Virtual humans for learning. AI Mag. 34, 13–30
(2013)



44 A. Terracina et al.

12. Terracina, A., Mecella, M.: Building an emotional IPA through empirical design
with high-school students. In: 9th European Conference on Game Based Learning

13. Woolf, B.P., Lane, H.C., Chaudhri, V.K., Kolodner, J.L.: AI grand challenges for
education. AI Mag. 34, 9 (2013)

14. Zakharov, K., Mitrovic, A., Johnston, L.: Towards emotionally-intelligent ped-
agogical agents. In: Woolf, B.P., Aı̈meur, E., Nkambou, R., Lajoie, S. (eds.)
ITS 2008. LNCS, vol. 5091, pp. 19–28. Springer, Heidelberg (2008). doi:10.1007/
978-3-540-69132-7 7

http://dx.doi.org/10.1007/978-3-540-69132-7_7
http://dx.doi.org/10.1007/978-3-540-69132-7_7


Interaction Technologies



Exploring User-Defined Gestures and Voice
Commands to Control an Unmanned Aerial

Vehicle

Ekaterina Peshkova(&), Martin Hitz, and David Ahlström

Alpen-Adria-Universität Klagenfurt, Klagenfurt, Austria
{ekaterina.peshkova,martin.hitz,

david.ahlstroem}@aau.at

Abstract. In this paper we follow a participatory design approach to explore
what novice users find to be intuitive ways to control an Unmanned Aerial
Vehicle (UAV). We gather users’ suggestions for suitable voice and gesture
commands through an online survey and a video interview and we also record
the voice commands and gestures used by participants’ in a Wizard of Oz
experiment where participants thought they were manoeuvring a UAV. We
identify commonalities in the data collected from the three elicitation methods
and assemble a collection of voice and gesture command sets for navigating a
UAV. Furthermore, to obtain a deeper understanding of why our participants
chose the gestures and voice commands they did, we analyse and discuss the
collected data in terms of mental models and identify three prevailing classes of
mental models that likely guided many of our participants in their choice of
voice and gesture commands.

1 Introduction

Over the past decade, researchers have shown increased interest in developing inter-
faces to interact with a UAV (Unmanned Aerial Vehicle) that is partially explained by
recent availability of low-cost UAVs (e.g., Parrot AR.Drone), which became affordable
to a larger range of researchers. Much of the current works investigated novel input
modalities in order to provide more natural ways of interaction such as speech [1],
gestures (including head [2–4], hand [5–8], and upper body movements [9, 10]), face
detection [11], gaze direction [12, 13], and even brain activity [14].

When designing a human-machine interface, the way users imagine interaction with
the system has to be carefully investigated as it is of crucial importance for the intu-
itiveness of the resultant interaction vocabulary. Accordingly, a good understanding of
users’ mental models is believed to be a key aspect to consider in a user-centered
design. A number of authors have explored users’ mental models with the aim to
improve interface usability [15] and to design intuitive interfaces, both for
human-computer interaction [16, 17] and human-robot interaction [18, 19]. Regarding
interaction with a UAV, to our best knowledge, our work is the first attempt to
investigate users’ truly ‘natural’ behavior (i.e., unguided and without instructions and a
set of predefined and imposed commands) with their associated mental models when
navigating a single UAV.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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The goal of our study is to create a collection of user-defined gestures and voice
commands to control a UAV and to gain insights regarding any possible underlying
mental models. Accordingly, we let users define their own input (voice and gesture)
vocabulary for ten main commands to operate a drone: takeoff, land, up, down, left,
right, rotate left, rotate right, forward, and backward. We target our study towards an
interface for users with no previous experiences in navigating UAVs and explore the
behavior of novice users in order to understand what gestures and voice commands are
intuitive for users whose mental models are not influenced by previous knowledge and
experiences with UAVs.

Our exploration of user-defined commands to navigate a UAV is based on three
data sources: (1) an online survey where we collected suggestions for voice commands,
(2) a video interview where we recorded suggested gestures, and (3) a Wizard of Oz
experiment where we observed and recorded participants’ behavior and spontaneous
voice and gesture command choices while piloting a drone (a skilled drone pilot, the
‘wizard’, secretly interpreted participants’ commands and operated the drone accord-
ingly using the standard touchscreen-based interface). With our study, we aim to
address the following questions:

• What are intuitive gestures and voice commands to navigate a UAV?
• Are there commonalities in users’ behavior and command choices?
• What mental models do novice users have regarding the navigation of a UAV?
• Do novice users rely on one coherent mental model when they navigate a UAV or

do they rely on concepts and notions drawn from different mental models?

The main contribution of our work is a collection of user-defined gestures and voice
commands that can serve as a source of inspiration and guidance for future research and
projects on interaction with unmanned agents (Unmanned Ground Vehicles or
Unmanned Underwater Vehicles). We also provide insights regarding the mental
models novice users rely on when navigating a drone. Although our exploration is
focused on commands for a UAV, we anticipate that the obtained results could easily
be extended to the more general case of human-robot interaction and related navigation
tasks. Finally, we also see a minor contribution in our methodological approach by
demonstrating the strengths of combining three techniques to elicit user-defined voice
commands and gestures to allow interaction designers to come up with close to optimal
natural user interfaces.

Next, we provide a brief overview of related work and then describe the used
materials and procedures of the online survey, the video interview, and the Wizard of
Oz experiment. After that we report our findings, discuss mental models in the context
of UAV control, and then analyse our findings in terms of mental models. We conclude
with a summary and an outline of promising directions for future work.

2 Related Work

Over at least two past decades, most research has investigated unconventional input
modalities such as speech, gestures, gaze direction, and facial expressions to interact
with a robot [20]. It is a widely held view that the use of natural cues peculiar to
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human-human interaction could contribute to the development of a more natural
human-robot interaction. In some sense, much human-robot interaction research and
work on interfaces for UAV control, including ours, are guided by the motto of
designing robots or vehicles capable of perceiving and interpreting human behavior,
not the reverse. Previous work has also demonstrated strong advantages of interfaces
that allow the user to interact through multiple “natural” input modalities, such as body
movements and speech. We review inspiring related work on multimodal control
interfaces and work on speech and gesture interaction.

In early work, Hauptmann and McAvinney [21] investigated the use of gestures
and speech to rotate, translate, and scale a 3D cube on a screen. They reported that the
study participants preferred to use a combination of gestures and speech rather than a
single modality. Similarly, Sharma et al. [22] pointed out that multimodal interaction
promotes natural conversation and presented several arguments for multimodality.
Among them was an argument that a fusion of multiple senses is inherent in human
nature. In particular, the combination of speech and gestures has received close
attention [23, 24]. In the context of navigation, Jones et al. [25] explored the use of
speech and gestures to control the flight of a group of UAVs and found that many study
participants found it intuitive to interact with the system using both speech and
gestures.

Quigley et al. [26] compared several user interfaces that employ different modalities
to interact with a UAV. These were: physical interfaces (an altitude joystick, a physical
icon controller or “phicon” – a real object used to interact with a system, and an altitude
TrackPointTM), direct manipulation (PDA- and laptop-based interfaces), voice-based
interface, and an interface with numerical parameter entry. The study found that users
prefer simple intuitive interfaces with a lower precision level rather than numerical
parameter-based interfaces that require entering exact flight data. The main reasons
were that high-precision interfaces result in unreasonably high workload and that the
provided precision would not be needed in most situations. The study also showed that
a future user interface should require reasonable levels of mental and physical demands
and leave out unnecessary complications that impede the operators’ work. Quigley
et al. stressed the effectiveness of voice-based control when a UAV is within an
operator’s field of view, as the operator could fully focus visual attention on the
operated UAV instead of continuously switching visual focus between the UAV and
the input controls.

In more recent years, numerous projects on gesture-based interaction, both with a
single UAV and a group of UAVs, have been presented. These projects have compared
gesture control to standard touchscreen-based interfaces [9] and joystick input [2]. Pfeil
et al. [9] explored five different gesture sets to pilot a UAV (e.g., a user spreads the
arms to the sides and navigates the UAV by bending and rotating the upper body; a
user holds an imagined UAV and its movements are mapped to movements of the
actual UAV) along a predefined path. Pfeil et al. reported that ten of their fourteen
participants preferred gestures over the touchscreen-based interface and that six par-
ticipants rated the touchscreen-based interface as the least fun technique to use. Higuchi
and Rekimoto [2] evaluated and compared their gesture-based interface to the use of
joystick input. The suggested head-gesture interface synchronized the position and
orientation of the operator’s head with those of a UAV. In the study, participants had to
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control a UAV and take pictures of both stationary and moving objects with the
on-board camera. A better performance, in terms of time required to complete the tasks
and in terms of the accuracy of taken pictures (i.e., how close photographed objects
were to the center of a picture), was achieved with the gesture-based interface. In
addition, post-questionnaires revealed that participants found it simpler to control the
UAV with the head-gestures than with the joystick.

Most of the suggested gesture-based interaction techniques were defined by
designers [3, 5, 6, 8, 10–12, 27] and only in some of them the vocabulary was further
evaluated by users [2, 4, 7, 9]. Jones et al. [25] investigated users’ natural behavior
using speech and gestures to control the flight of a group of UAVs in their Wizard of
Oz study conducted in a simulated environment. In a single UAV case, there are two
works where users were let to define the vocabulary. Burke and Lasenby [28] provided
five persons with verbal descriptions of UAV’s responses and recorded the suggested
gestures, and Cauchard et al. [29] used a Wizard of Oz study to explore users’ spon-
taneous command suggestions. None of the two works provided a list of collected
user-defined commands. However, Cauchard et al. reported that most of the nineteen
participants used a “human to human-like” interaction style. This finding makes sense
considering that the participants did knew about the human operator who was inter-
preting and translating their commands. However, this knowledge might also have
influenced participants’ behavior and command choices. Nevertheless, the study by
Cauchard et al. clearly demonstrates the feasibility of exploring users’ natural behavior
and intuitive gesture and voice commands for UAV interaction.

While the review above shows a great deal of work on natural interaction with
UAVs, the main novelty brought by our work consists in the identification of mental
models [30] for UAV navigation and their association with natural interaction gestures
and voice commands, especially for novice users.

3 Data Collection

For our exploration we picked the eight basic motion commands that are necessary to
manoeuvre a UAV: up, down, left, right, rotate left, rotate right, forward, and back-
ward. We also included the takeoff command and the land command. Each of these two
commands is a combination of a functional command, turn on respectively turn off the
rotors, and a motion command, up respectively down (until a certain height is reached
or until the ground is touched). We collected gesture and voice command suggestions
for the ten commands from 110 persons: 50 persons (aged between 25 and 68 years
(mean 37, s.d. 12), 19 female) participated in an online survey, 27 persons (aged
between 21 to 52 years (mean 31, s.d. 8), 12 female) participated in a video interview,
and 33 persons (aged between 21 and 62 years (mean 30, s.d. 9), 11 female) partici-
pated in a Wizard of Oz session. Only five experiment participants and twelve inter-
view participants indicated having previous (childhood or more recent) experiences in
operating remote-controlled toys such as cars, boats, or drones. Among the participants
there were no experienced UAV pilots. Survey respondents were not questioned
regarding their previous experiences. Five persons participated in both the experiment
and in the interview.
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The online survey was open during five weeks and consisted of ten questions
(excluding instructions and demographic questions), one for each of the ten commands.
Each question showed one image to illustrate the outcome of one of the ten commands
and the participant was asked to provide one word, or a short phrase, that he/she
thought would be a suitable voice command for the depicted outcome. The used images
are shown in Fig. 1(a to j).

In the video interview participants watched ten short video clips (2–6 s long, one
for each command) of a drone performing each of the ten commands (e.g., a drone
taking-off from the ground, a drone turning left in the air). After having watched a clip
the participant was asked to suggest a gesture that would be suitable to command the
drone to perform the shown action. Participants’ gestures were captured on video for
later analysis and demographic data were collected through a short questionnaire.

The experiment was conducted in a gymnasium. The participant’s task was to use
voice and gesture commands to navigate a UAV (Parrot AR.Drone 2.0) along a
pre-defined path that was indicated by arrows on the floor, as shown in Fig. 1k and l. To
complete the path all of the ten commands under study had to be used. First, the
participant had to command the drone to takeoff (Fig. 1k, segment 1) from a fixed start
position. After takeoff, the drone had to fly forward (Fig. 1k, segment 2) to the right of
the first vertical pole and then fly left (Fig. 1k, segment 3) without changing its orien-
tation. When the drone was approximately in the middle between the two most distant
vertical poles, the participant had to command the drone to fly down (Fig. 1k, segment
4) until it could pass below the horizontal pole that connected the vertical poles.

Fig. 1. Materials used in the survey (a–j) and experiment (k and l). Survey images to illustrate
commands: (a) left, (b) right, (c) forward, (d) backward, (e) rotate left, (f) rotate right, (g) down,
(h) up, (i) takeoff, and (j) land. (k) Obstacle path. (l) Experiment setup with participant (left) and
wizard (right).
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After having flown below the horizontal pole (Fig. 1k, segment 5) the drone had to fly
up (Fig. 1k, segment 6) higher than the horizontal pole and then fly backward (Fig. 1k,
segment 7) above the pole. Once the horizontal pole was passed, it had to fly sideways to
the right (Fig. 1k, segment 8). Next, the drone had to continue backwards (Fig. 1k,
segment 9) until it was approximately above its initial position. On reaching the initial
position (Fig. 1k, position 10), the participant had to rotate the drone by 180° (either
rotate left or rotate right) so that its front faced the participant. After that, the drone had
to be rotated back in the opposite direction by 180°. Finally, the drone had to land at the
start position (Fig. 1k, segment 11).

The participant was told that the drone could be manoeuvred through both voice
commands and gestures and that the purpose of the task was to verify the accuracy of
the voice and gesture recognizers. Two video cameras on tripods facing the participant
(Fig. 1l was taken by one of the cameras) served both as visual props to make voice
and gesture detection seem realistic and to record the participant’s voice and gesture
commands for later analyses. The ‘wizard’ who secretly interpreted and translated the
participant’s commands and manoeuvred the drone using a tablet was sitting behind the
participants (Fig. 1l). The participant was told that the ‘wizard’s’ role was to take notes
about the recognizers’ performance during the task. The navigation task required a
constant attention of the participants on the operated drone due to its dynamic nature.
One experimenter was standing next to the participants to clarify potential doubts of the
participants. In that way, the participants did not have time and need to look at the
“wizard”.

In order to avoid giving away hints about possible voice and gesture commands
while explaining the task and the required path, the experimenter showed the path by
carrying the drone along the path. After that, the participant did the same to confirm
that he/she had understood the required path. The participant was asked to stand during
the task and to remain within a 2 � 2 m large square that was marked on the floor.

4 Results

We divide our presentation of the results in three parts: we first report on results
regarding voice commands (obtained from the survey and from the experiment). Next,
we present our findings regarding gestures (obtained from the experiment and from the
interview), and finally we discuss how our participants combined voice and gesture
commands during the experiment. The results are summarised in Table 11. The table
lists the most frequently suggested and used voice commands and gestures. The
numbers in the table represent the rounded relative frequency (%) with which the listed
words and gestures occurred among all word suggestions, respectively used gestures,
for the specified command (columns). Numbers in italics (row 4–6) show the number
of experiment participants who used a voice command (Voice), a gesture (Gesture), or
a combination (V + G) for the specified command.

1 Please contact the authors for the full collection of voice and gesture commands.
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4.1 Voice Commands

The first row in Table 1 lists the most frequently suggested voice commands in the
survey. The second row lists the most common voice commands that were used among
the experiment participants who either used a voice command or a combination of
speech and a gesture for the corresponding command.

In the study we observed many commonalities between the voice commands
suggested in the survey and those being used in the experiment. The majority of all
suggestions for the up and down commands in the survey were ‘up’ (81 %) and ‘down’
(83 %). The second most frequent words were ‘upward’ (8 %) respectively ‘down-
ward’ (4 %). Also in the experiment, ‘up’ was the most frequent (88 %) voice com-
mand used to manoeuvre the drone up among the seven participants who used a voice
command. In the experiment, ‘higher’ was the second most frequent (12 %) voice
command for up. All nine participants who used a voice command for down used the
word ‘down’.

In the survey, the most frequent suggestions to command a UAV to fly left or right
were the words ‘left’ (82 %), respectively ‘right’ (84 %). When a voice command was
used for flying left or right in the experiment (8 resp. 10 participants), the mostly used
words were ‘left’ (80 %) respectively ‘right’ (92 %).

Table 1. The most frequently used/suggested voice and gesture commands.

Up & Down Left & Right
Rotate Left & 
Rotate Right

Forward &
Backward

Takeoff &
Land

Su
rv

ey V
oi

ce

up (81)
upward (8)

down (83)
downward (4)

left (82)
west (6)

right (84)
east (6)

turn left (30)
rotate left (26)
rotate counter 
clockwise (17)

turn right (31)
rotate right (25)

rotate clockwise (17)

forward (58)
go (13)

straight (8)
north (6)

back/backward (42)
reverse/south (6)

up (28)
takeoff (21)

lift/start (17)

land (56)
down (23)

E
xp

er
im

en
t

V
oi

ce

up (88)
higher (12)

down (100)

left (80)
turn left (12)

right (92)
turn right (8)

turn (48)
turn left (12)

turn (50)
turn right (12)

forward (56)
straight (32)

back (76)
backward (16)

up (42)
start (32)

land (40)
stop (33)

down (13)

G
es

tu
re

s

–

31 58 24 (left) and 26 (right) 35 23 35

Voice 7 9 8 10 10 9 7 7 9 15

Gesture 9 10 9 9 8 9 9 9 2 3

V+G 17 14 16 14 15 15 17 17 22 15

In
te

rv
ie

w

G
es

tu
re

s

–

33 37 30 30 22 22 37
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The short phrases ‘turn left’ (30 %), ‘rotate left’ (26 %), and ‘rotate counter
clockwise’ (17 %) were the most frequent suggestions in the survey for the rotate left
command. For the rotate right command, an almost identical distribution was observed
between the phrases ‘turn right’ (31 %), ‘rotate right’ (25 %), and ‘rotate clockwise’
(17 %). In the experiment, nine participants used a voice command for rotate left and
for rotate right. Nearly half of the participants (48 %) used either ‘turn’ or ‘turn
around’ in a combination with a gesture to specify the direction to rotate. ‘Turn left’
and ‘turn right’ were used by 12 % of the participants.

Both in the survey and in the experiment, more than half (58 %) of the participants
used ‘forward’ to command the UAV to fly forward. ‘Go’ and ‘straight’ were other
frequently used commands provided in the survey and in the experiment.

In the survey, the same number of the respondents suggested ‘back’ (42 %) and
‘backward’ (42 %) to command a UAV to fly backward. In the experiment, a majority
of the participants who used a voice command preferred the shorter version ‘back’
(76 %) instead of ‘backward’ (16 %). This difference indicates the practical use of the
experiment that allowed us to observe natural behavior of novice users when naviga-
tion a real vehicle in a concrete scenario.

In the survey, the suggestions for the takeoff command were divided between ‘up’
(28 %), ‘takeoff’ (21 %), ‘lift’ (17 %), and ‘start’ (17 %). In the experiment, the most
frequently used voice commands for takeoff were ‘up’ (42 %) and ‘start’ (32 %). The
survey respondents and the experiment participants frequently suggested, and used,
‘land’ (56 % resp. 40 %) and ‘down’ (23 % resp. 13 %) to command the UAV to land.
In the experiment, ‘stop’ was also the second most frequently (33 %) used voice
command to land the drone.

Interestingly, the respondents and the participants used ‘up’ both for the up and
takeoff commands and ‘down’ for the down and land commands. This observation
suggests that there was a tendency to neglect the functional difference of the takeoff and
land commands.

Overall, the strongest agreement on voice commands was for the up, down, left, and
right commands. For the forward and backward commands, the suggestions were
mainly divided between two options. There were other interesting ideas such as ‘let’s
go’ for the takeoff command; ‘park’ and ‘that’s it’ to command land; a phrase ‘ready,
steady, go’ was used for the first forward command.

In the experiment, over half of the participants (58 %) used ‘stop’ to command the
UAV to stop. In addition, the participants kept interacting with the UAV using ‘go on’,
‘again’, ‘(a bit) more’, ‘(it’s) ok’, ‘yes’, and ‘no’ to continue or discourage the current
movement of the UAV. Two survey participants and four participants in the experiment
specified attributes for commands such as ‘1 m up’ or ‘180° counter clockwise’.

4.2 Gestures

Row 3 and 7 in Table 1 show the most frequently observed gesture for each of the eight
motion commands (up, down, left, right, rotate left, rotate right, forward, and back-
ward) during the experiment and in the video interview, respectively. Overall, we
observed a variety of gestures, including small finger gestures, such as pointing with a
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finger, and full-body gestures, such as taking a step towards in a desired direction.
However, hand gestures were the most common. The majority (52 %) of interview
participants and the majority (62 %) of the experiment participants who used hand
gestures tended to consistently use either one or both hands for all the commands; the
others mixed one-handed and two-handed gestures. In case of two-handed gestures, it
is interesting to note that most of the time the involvement of the second hand was
redundant as it simply duplicated the movements of the other. Furthermore, we did not
observe any overlaps between the gestures used for the eight motion commands.

In order to command a UAV to fly up, 33 % of the interviewees and 31 % of the
participants showed the following gesture: arms bent at the elbows in front of the
person point upwards with palms facing the ceiling. The same number of the inter-
viewees moved either one (37 %) or two hands (37 %) down with palms facing the
floor. In the experiment, 68 % of those who showed gestures used both hands for the
down command and the remaining 32 % used one hand.

The most frequently observed gestures for left and right in the experiment were to
put out both hands in front of the torso and then move the hands to the left, respectively
to the right. Most interview participants (30 %) suggested the same gestures, but used
only one hand, the left for the left command and the right hand for the right command.

The most popular gestures, both in the experiment and in the video interview, for
the rotate left and rotate right commands were to put out the dominant hand, bend the
elbow, and then circle the hand/forearm counter clockwise or counter clockwise (ex-
periment 35 %, interview 22 %).

In the experiment, the most frequently used gesture (23 %) for the forward com-
mand among participants who used a gesture or combined a gesture with speech was to
extended both arms in front of the upper chest and “pushed” the hands away. The same
gesture, but with only one hand, was also the most popular (22 %) gesture for forward
in the video interview. For the opposite direction, the backward command, experiment
participants most frequently (35 %) used both hands and “waved” towards themselves.
Interview participants used only one hand (37 %).

4.3 Combination of Voice Commands and Gestures

Our analysis of the video recordings during the experiment revealed that 11 participants
(33 %) mostly (at least for 8 out of 10 commands) used a combination of voice and
gesture commands, six participants (18 %) mostly used a gesture only (at least for 8 out
of 10 ten commands), and seven participants (21 %) mostly used voice commands
only. For each command, the usage of voice commands only, gestures only, and a
combination of both modalities was approximately the same: 25 %, 25 %, and 50 %,
respectively. The exceptions were the takeoff (27 %, 6 %, and 67 %) and land (45 %,
9 %, and 45 %) commands, for which only few participants used gestures only. The
reason might be the functional difference: while the other eight commands suggest only
a certain movement of the UAV, the takeoff and land commands involve an additional
function: turning on and off the rotors, which is possibly more easily communicated
through a voice command.
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In a combination with voice commands, gestures often served to explicitly indicate
the direction, e.g., ‘go up’ accompanied with a hand pointing upwards. The exceptions
were the rotate left and rotate right commands for which 45 % of the participants used
gestures to specify the direction e.g., ‘rotate’ accompanied with a gesture indicating the
direction of rotation.

4.4 The Takeoff and Land Commands

Gestures used for the takeoff and land commands are left out from Table 1. The reason
is their sameness with the gestures shown for the up and down commands, respectively.

In the experiment, the wizards were asked to hesitate with taking off and landing
the UAV to give the participants time to figure out gestures different from those used
for the up and down commands. For most participants, in the end, after the ineffective
insisting on using the up/down gesture to command the UAV to takeoff/land, most of
the participants used a voice command such as ‘start’ and ‘stop’. The fact that the
participants used voice commands instead of inventing a separate gesture for the takeoff
and land commands suggests that speech fits more naturally for the given commands.

Those who participated in the video interview were asked to suggest only gestures
and, as a result, several variations of land gestures different from down gestures were
observed. Almost one fifth of the participants (22 %) separated the land and down
commands either by using a totally different gesture, as visualized in Fig. 2a, or by
augmenting the down gesture (Fig. 2b and c). The gestures shown in Figs. 2b and c
were used both individually and in a combination with the most frequently used down
gesture (Table 1). However, these gestures give an impression of being more “forced”
rather than being natural and intuitive since their mental models are less obvious.

5 Discussion

We set out this study to provide insight into intuitive interaction using voice and
gestures to operate a UAV. The most frequently used voice commands and gestures
listed in Table 1 are apparently the most intuitive ones for novice users and the answer
to our question “What are intuitive gestures and voice commands to navigate a UAV?”
We now present and discuss our main findings that answer the remaining three
questions:

Fig. 2. Gestures used to distinguish the land from the down command: (a) vertical clap, (b) a
horizontal clap, (c) crossed hands move to the sides.
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5.1 Commonalities in Users’ Behavior and Command Choice

The analysis of the observed gestures and voice commands within each part of the
study individually showed that less diversity of voice commands and gestures was
observed in the experiment compared to the survey and the interview, respectively.
With regard to the survey, this finding may partly be explained by the number of the
respondents that is higher than the number of those participated in the experiment (50
vs. 33). As for the interview, though the number of the participants was slightly lower
than in the experiment (27 vs. 33), the same tendency was detected. There is, however,
another possible reason to which we are inclined. The observed diversity is likely to be
related to a number of “degrees of freedom”. Survey and interview participants had full
discretion to suggest any relevant idea. Whereas participants in the experiment were
also encouraged to use any voice command and/or gesture, we cannot exclude that
experiment participants tried to give commands that they thought could be more easily
recognized by the pretended voice and gesture recognizer or that they tried to guess and
use the commands chosen by the developer. This finding suggests that the survey and
interviews are mutually complementary with the experiment as the limitation of one is
compensated by the strong side of the other. Accordingly, we emphasize the impor-
tance of considering all three sources of data to make the picture complete.

In terms of gestures, the data obtained from the interview and the experiment
revealed that the absolute majority of the participants indicated the direction to fly with
their hands and specified the direction to rotate by rotating the forearm. Likewise, there
were many commonalities among the collected voice commands. These findings
suggest that, in the considered context, there is indeed a potential in the development of
gestures and voice commands that are intuitive for novice users.

Overall, the obtained gesture set (Table 1) included from 9 to 17 options for each of
the eight commands. However, if we neglect the orientation of the palms and the cases
where the second hand was used explicitly, meaning that a command would have been

Table 2. Final gesture set, suitable for all participants.

Up & Down Left & Right
Rotate Left &
Rotate Right

Forward & 
Backward
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clear even if only one hand was involved, then an interface able to correctly interpret
the set of gestures presented in Table 2 would allow all our experiment participants to
navigate a UAV without any initial instructions.

5.2 Mental Models

To answer our third and fourth questions “What mental models do novice users have
regarding the navigation of a UAV?” and “Do novice users rely on one coherent mental
model when they navigate a UAV or do they rely on concepts and notions drawn from
different mental models?” we first briefly explain what we mean with ‘mental models’.
The concept of mental models originates from cognitive science and its introduction is
most often attributed to Craik [30], more than seventy years ago. Since then it has been
widely used within the field of Human-Computer Interaction [31] to reason about, and
to understand, human behavior. However, less HRI-related work can be found on
mental models. A mental model about the functionality and behavior of a system is
formed mainly by previously acquired knowledge (e.g., from documentation or
instructions) and experiences with similar systems. Moreover, a system is often con-
sidered to be intuitive to use if the way the system works matches the user’s expec-
tations, which in turn are dictated by his/her mental model of how the system works.
Accordingly, and since we are interested in designing intuitive interactions using
gestures to manoeuvring a UAV, we tried to identify any patterns regarding mental
models in participants’ behavior.

Of course, one could argue that it is unlikely that an interface designer can design
an interface that meets the expectations of all the potential users. While it is true that it
is hardly possible to predict the users’ behavior, mental models might help to guide a
user to the desired behavior. In many cases, a hint can be enough to guide a user to a
certain mental model. The following example illustrates the key idea behind the con-
cept. For example, a user is asked to guide a UAV by imitating the desired actions
using hand movements, as illustrated in Fig. 3. Following this scenario, the user could
intuitively control the flight of the UAV without further instructions simply by adhering
to the mental model “my hand represents the UAV” (imitative class of mental models
in our classification; cf. below). Therefore, the use of mental models that define a
behavior that is intuitive for an individual or a group of users under a certain scenario
could help in stimulating the desired behavior. Accordingly, we aimed to identify
user-defined mental models, which seemed to guide each participant’s behavior, in
order to come up with intuitive interaction techniques.

Fig. 3. Gestures associated with the imitative class of mental models with the hand imitating the
required commands: (a) up/down; (b) left/right; (c) rotate left/rotate right; (d) forward/backward.
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Our analysis of mental models in terms of their commonalities and differences led to
clustering of related mental models into three classes: imitative, intelligent, and in-
strumented. In the imitative class, a part of the operator’s body e.g., a hand, as in Fig. 3,
serves as a surrogate of the UAV and thus movements of this body part are directly
mapped to movements of the UAV. Gestures include those where the UAV follows the
motions of the head, one hand, two hands, the upper-body, or the whole body.

In the intelligent class, an operator expects a certain level of intelligence of a UAV
that enables the UAV to interpret a given command correctly. Gestures include those
where an indication of the direction is given with the index finger, thumb, hand,
forearm, arm, and “come to me” or “go away” gestures.

In the instrumented class, an operator gives the flight instructions using an imag-
inary tool. This class is represented through four mental models. We call these the
‘virtual UAV’, the ‘puppet ruler’, the ‘joystick’, and the ‘super power’. With the
‘virtual UAV’ the operator holds in the hands a virtual UAV whose movements are
mapped directly to the movements of the real UAV. With the ‘puppet ruler’ the
operator holds an imaginary UAV right in front of the body that is ‘connected’ with the
UAV through two invisible ‘strings’, the real UAV copies the movements of the
‘puppet’ UAV. With the ‘joystick’ the operator associates the forearm with a joystick
and tilts the forearm as if it was a joystick: forward, backward, left or right to command
a UAV to go forward, backward, left, and right, respectively. Finally, with the ‘super
power’ the operator keeps the arms in front of the body at chest-height with the palms
facing forward and ‘pushes’ or ‘pulls’ the UAV in the desired direction, as if having a
magic super power.

Most of our participants seem to have preferred an intelligent type of mental model
and seem to have expected that the UAV could correctly interpret all the given com-
mands, including high-level commands such as the “come to me”. A reason behind this
preference might be the strong resemblance to human-to-human interaction.

Another important finding is the tendency participants had to stick to one and the
same mental model while navigating the UAV. Particularly, almost a quarter (24 %) of
all participants who used gestures in the experiment used at least six gestures (out of 8)
that were associated with one mental model and more than one third (38 %) of the
participants used at least four gestures that were associated with one mental model. In
the survey, almost one fifth (19 %) of the interview participants suggested gestures
associated with one mental model and the majority (63 %) suggested at least five
gestures belonging to the one and same mental model. These observations underline the
importance of considering mental models to define a coherent gesture set.

A possible reason for using more mental models could be the inability of the ‘main’
model to cover all commands. For example, tilting the forearm as if it was a joystick
could be intuitively associated with the forward, backward, left, and right commands,
however, the rest of the studied commands are not that intuitively mapped to any such
forearm movement. Another reason could involve aspects related to physical ergo-
nomics. For example, imitation of UAV movements with one hand with the palm
facing downwards can naturally cover all the studied commands except for the rotate
left and rotate right as rotation of the hand at the wrist about vertical axis is not
physically comfortable (Fig. 3c).
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The gesture vocabulary composed of the most frequently used gestures (Table 1)
does not necessarily warrant the coherence of its components. For instance, each
gesture considered individually seems to make sense. However, the gesture set on the
whole seems to be inconsistent. In particular, the up gesture looks like if the operator
holds a virtual UAV in the hands. The down gesture can be seen as the imitation of the
required UAV’s motion with both hands. An operator simply indicates the direction to
fly with a fully extended arm when commanding a UAV to fly left and right as well as
the direction to rotate by rotating the forearm. The forward gesture looks like if the
operator has the ‘super force’ to push the UAV forward. The backward gesture
resembles the “come to me” gesture. Although the gestures might be interpreted dif-
ferently, it is worth mentioning that it is not possible to give an operator only one single
hint that uniquely defines the set of gestures presented in Table 1 and that allows the
operator to navigate the UAV without further instructions. In addition, it seems
illogical to use both hands to command a UAV to fly up and down while only one hand
is used for the remaining commands. In such a case, an operator would have to learn by
heart when to use one hand and when to use both hands. This inconsistency makes the
gesture set shown in Table 1 harder to remember and might lead to a confusion of
gestures. For the set of commands studied, this issue does not seem to cause serious
problems as the vocabulary is small and could be easily learned. However, in cases
where a larger gesture vocabulary is necessary, such inconsistencies might cause
confusion and notably increase the user’s mental workload. In order to avoid such
problems, we recommend avoiding a mixture of mental models, as far as possible. It is
our strong believe that an interaction technique composed of gestures belonging to one
mental model would lead to a lower mental workload.

6 Conclusion

The present exploration used three sources (an online survey, a Wizard of Oz exper-
iment, and a video interview) to elicit intuitive gestures and voice commands for
controlling a UAV from novice users. With our approach we could identify: (1) the
most intuitive gestures and voice commands; (2) important commonalities in users’
behavior and command choices; and (3) various mental models that guided our novice
users in their voice and gesture choices. With our exploration, we also provided evi-
dence that indicates that novice users tend to rely on concepts and notions drawn from
one mental model rather than drawn from different mental models.

The main outcome of our exploration is a collection of user-defined voice com-
mands and gestures to manoeuvre a UAV. Although the focus of the exploration was
on UAVs, the proposed collection of gestures and voice commands, as well as, the
underlying methodology (using several methods to elicit what users’ find intuitive)
might serve as a source of inspiration for other researchers and interface designers in
their development of natural and intuitive interactions for a broader range of unmanned
agents, including Unmanned Ground Vehicles and Unmanned Underwater Vehicles.

For future work we plan to compare the use of the user-defined gestures and voice
commands to other interaction modalities. Further studies are also needed to investigate
the influence of mental models on various usability-related interface aspects, such as
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learnability, memorability, ergonomics, satisfaction, and intuitiveness. In addition, it
would be interesting to compare experiences of individuals within the same task but
with gesture sets associated with different mental models.
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Abstract. This work proposes a human interaction recognition based
approach to video indexing that represents a video by showing when and
with whom was interacted throughout the video. In order to visualize
the length of an interaction, it is required to recognize individuals that
have been detected in earlier parts of the video. To solve this problem, an
approach to photo-clustering is extended to video material by tracking
detected faces and using the information from tracking to improve the
recognition of human beings. The results of the tracking based approach
show a considerable decrease of false cluster assignments compared to the
original method. Further, it is demonstrated that the proposed method is
able to correctly recognize the appearance of five out of the six individuals
correctly.

Keywords: Computer vision · Video indexing · Bag of words · Human
recognition

1 Introduction

The current advance of head mountable video recording devices calls for support-
ive technology regarding the collection of recorded material. The ever increasing
size of personal video collections can be approached by an automated video
indexing system that supports users by giving concise summaries of lengthy
videos. This work proposes a human interaction recognition based approach
to video indexing that represents a video by showing when and with whom
was interacted throughout the video. By interaction we mean any interaction
between the filmmaker and a person that is visible in the video, which includes
social interactions like meeting friends as well as non-social interactions like pay-
ing the groceries at the store. In Fig. 1, several frames are presented that show
the cashier of a store interacting with the filmmaker who is paying groceries.

The index we propose is visualized as a horizontal axis representing the time
in the video. Each detected interaction partner is represented as a bar above the
axis together with a picture extracted from the video. The length and position
of the bar represents the moment in time in the video. For an example of an
index please see Fig. 3, which shows the index representing the ground truth of
the dataset we have recorded for the evaluation of this work. We approach the
problem of creating a human interaction based index by detecting all individuals
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Fig. 1. An example of an interaction is the interaction of the movie maker with a
cashier when paying groceries at a shop.

using face detection. All detections are clustered based on visual appearance.
Optimally, each cluster contains all detections from one individual so that the
first and the last frame within one cluster represents the start and the end time
of an interaction.

The aim of our work is to improve the quality of the clustering as well as
the visual index by extending the work by Song and Leung (2006) [1] to include
video specific information. We identify groups of the same individual by tracking
faces through several frames.

2 Related Work

In the work by Song and Leung (2006) [1], consumer photo albums are clus-
tered based on the individuals they show. For the detection of individuals face
detection is used. The recognition is based on a combined distance measure that
considers the appearance of detected faces as well as the appearance of clothes.
Clothes are detected by selecting a predefined area below any detected face. To
prevent the clothes detections of two individuals that are near to each other
from overlapping with the other individual’s clothes, the clothes detections are
segmented by maximizing the difference between the color histograms of both
detections. We propose an extension to the work by Song and Leung (2006) [1]
to adapt to egocentric video material.

Everingham et al. [2] propose a similar approach of integrating information
from tracking into a distance measure between two detection groups. Opposed
to our approach, they use the maximum distance between all possible pairs of
detections within the detection groups as the distance between two detection
groups. In our work, we build a single descriptor per detection group, modeling
appearances and its changes as a statistical model. By including information from
multiple detections into the descriptor, we improve the quality of the measure
of distance between two detection groups that are known to contain detections
of the same individual.

3 Approach

We assume that any interaction between the filmmaker and another person
involves looking at each other, meaning an interaction can be detected by
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repeatedly recognizing a frontal human face. Thus, to detect interactions, we
apply face detection as proposed by Viola and Jones (2001) [3], which detects
human beings looking at the camera. We track faces using optical flow as
described by Everingham et al. (2009) [2], resulting in detection groups that
are known to contain detections of the same individual. To prevent bypassing
people from being shown as interaction partners, the detection groups can be
required to contain a minimum number of detections.

Optical flow cannot always track a face during the complete interaction, for
example because the interaction partner is temporarily out of sight or occluded.
That means that an interaction can consist of one or more detection groups. In
order to recognize when an interaction starts and where it ends, all detection
groups belonging to the same interaction need to be found. We approach this
problem by clustering all detections based on their visual appearance into a
set of clusters. From the clusters we learn the first and the last frame of the
interaction.

For the process of clustering we use and extend the approach of Song and
Leung [1], which combines face recognition with clothes recognition to cluster
consumer photo sets. In this section, we first give a summary of how the original
approach works and then present the extensions that we propose in order to
improve the clustering results when applied to egocentric video material.

In the approach of Song and Leung [1], for each detection of clothes, overlap-
ping patches are extracted to form a global bag of patches. In order to prevent
parts of skin that might overlap clothes, a skin detector is trained based on
extracted skin patches from below the eyes. Patches that are classified as skin
are ignored in the further. To all patches from all detections principal component
analysis is applied. The first 15 principal components are clustered by k-means
to form a dictionary of visual words. The patches of each detection are quan-
tized with respect to the visual word dictionary and each bin is multiplied with
log( 1

wi
), with wi being the fraction of all patches that has been assigned to the

ith bin of all descriptors. This adjustment emphasizes rare patches as they con-
tain more information compared to patches that are frequent in all detections.
The dot product of both vectors gives the distance between two clothes detec-
tions. Regarding the distance between two faces, we use descriptors based on
facial features as described by Everingham et al. [2]. The distance between two
face descriptors is given by the Euclidean distance between the two vectors.

To combine the two distance measures between faces and between clothes
into a single distance value between two detections, Song and Leung [1] uses
linear regression. The probability that two detections are the same person is
given by

P (Y = 1|xf , xc) =
1

1 + exp(−wfxf − wcxc − w0)
, (1)

where xf is the similarity between the faces and xc is the similarity between
clothes. The weights wf and wc control how much influence each of the similar-
ities has on the combined outcome, and w0 provides an offset. Given a labeled
training set, the values for w0, wc and wf can be learned by applying iterative
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reweighted least squares. In this work the values has been chosen experimentally
due to the lack of an appropriate data set.

Based on the combined distance measure, the affinity matrix is calculated,
holding all pairwise similarities between all detections. The similarity matrix is
used to apply spectral clustering, with the clusters being the desired grouping
of the detected individuals. We currently set the number of clusters manually,
but existing heuristics to estimate the correct number of clusters can easily
be implemented. The work of Luxburg [4] presents several approaches to this
problem.

Until here, the approach of Song and Leung [1] is explained and will be
referred to as the original approach in our experimental evaluation. In the fol-
lowing, we propose two extensions, multiple dictionaries of visual words and
descriptors for multiple detections.

3.1 Multiple Dictionaries of Visual Words

Using multiple dictionaries has the advantage that the dictionaries can be cal-
culated before the data is completed, which is important for possible real time
applications. In our application, detection groups are a good candidate for hav-
ing an individual bag of words dictionary. When using separate dictionaries per
detection group, it is not possible to compare descriptors to each other directly
as they refer to different dictionaries. In the following, two different approaches
are presented that can solve this issue by integrating the dictionaries into the
distance measure between two descriptors.

Multiple Separate Dictionaries. Aly et al. [5] propose to approach multiple
dictionaries by building a descriptor per detection per dictionary. We evaluate
this approach in our experiments.

Multiple Dictionaries with the Earth Movers Distance. Another possi-
bility is to change the distance measure used to compare the descriptors. Instead
of using the dot product between two descriptors, the Earth Mover’s Distance
(EMD) can be used, which allows to take into account the distance between the
dictionaries as well. The EMD can be though of the minimum amount of work
that is required to fill holes in the ground with earth from piles in some distance
to the holes.

In [6], the EMD between two signatures P = {(p1, wp1), . . . , (pn, wpn)} and
Q = {(q1, wq1), . . . , (qn, wqn)} is defined as

EMD(P,Q) =

∑m
i=1

∑n
j=1 fijdij∑m

i=1

∑n
j=1 fij

, (2)

where D = [dij ] is the ground distance matrix, with dij holding the distance
between pi and qj , and F = [fij ] being the flow matrix, holding the flows between
weights wpi and wqj that minimize the overall cost
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WORK(P,Q,F) =
m∑

i=1

n∑

j=1

fijdij , (3)

subject to

fij ≥ 0 1 ≤ i ≤ m, 1 ≤ j ≤ n
n∑

j=1

fij ≤ wpi 1 ≤ i ≤ m

m∑

i=1

fij ≤ wqj 1 ≤ j ≤ n

m∑

i=1

n∑

j=1

fij = min(
m∑

i=1

wpi,
n∑

j=1

wqj).

(4)

Intuitively, applying the EMD to compare descriptors of visual words can be
explained as follows: When comparing two descriptors, the visual words of the
dictionaries they refer to represent the location of the piles and holes that are to
be filled. The visual words of the first descriptor represent the location of the piles
and the visual words of the second descriptor represent the location of the holes
that are to be filled. The distance between two visual words is the difference in
their appearance. As the descriptors are histograms of visual words, their entries
represent the size of the holes and the weight of the piles. Consequently, high
values in the histograms can only be moved to the other descriptor at low cost
when the visual words they represent have a similar appearance and similar size.

Formally speaking, the first part of the signature, p1, . . . , pn, are the back-
projected visual words. The visual words are back-projected because each detec-
tion group uses an individual PCA transformation vector. As a result, the prin-
cipal components cannot be compared with each other in PCA space, because
the principal components of each group have a completely different meaning in
original space. The second part of the signature, the weights w1, . . . , wn, are the
histograms of visual words. The ground distance matrix F is calculated by taking
the L1-distance between every two visual word vectors pi and qj . By normalizing
the histograms to sum up to 1, all descriptors have the same amount of weight
and the EMD between them becomes a metric.

3.2 Descriptors from Multiple Detections

In the original approach by Song and Leung [1], the appearance of each detection
is modeled as a histogram of visual word frequencies. To build a descriptor that
contains information of more than one of such descriptors, this work evaluates
a way of modeling multiple histograms as a single descriptor.

The most simple approach is to build a vector containing the average values
of each bin. The advantage of this approach is that the effect of outlining values
is reduced significantly. On the other hand, bins with a high variance within one
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detection group will not be represented appropriately, as the information about
the variance is lost.

A better approach is to use two vectors containing not only the average, but
also including the standard deviation for each histogram bin. In histograms or a
vector of average bin values, the values of each bin cannot be compared by simply
subtracting the values. Instead, each bin is interpreted as a Gaussian distribution
and the distance between two bins is the probability of them describing each
other. For this, the normalized L2 distance between two Gaussian distributions
is used, which is described in the work of Jensen et al. [7] as

dnL2(p1, p2) =
∫

(p′
1(x) − p′

2(x))2dx, (5)

where

p′
i = pi(x)/

√∫

pi(x)2dx. (6)

In the implementation,
∫
pi(x)2dx is approximated by sampling 1000 linear

data points between 0 and 1.

4 Experiments

For the experimental evaluation of the proposed extensions we recorded a custom
dataset. The dataset consists of recordings of paying groceries from an egocentric
perspective and shows 6 different individuals. The resulting number of detections
and detection groups resulting from applying face detection and tracking the
detected faces with optical flow is shown in Table 1. The face detector is the only
component that requires training, but since we use the trained classifier from
OpenCV we have no training phase at all and consequently use the complete
dataset for testing.

Table 1. Number of detections and detection groups in the evaluation dataset from
face detection and tracking.

Individual #1 #2 #3 #4 #5 #6

Detections 59 201 52 44 81 66

Detection groups 3 3 3 2 3 5

4.1 Clustering Performance

In order to evaluate the proposed extensions we first measure the resulting
receiver operating characteristics (ROC) of the clustering step. As proposed by
Song and Leung [1], the Rand index as proposed by Rand [8] is used to calculate
the true positive rate (TPR) and false positive rate (FPR): Given a set of N
detections,
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“[...] any clustering result can be seen as a collection of N(N − 1)/2 pair-
wise decision. A false alarm happens when a pair actually from different
individuals, but the algorithm claims they are the same individual. A true
positive (detection) is when a pair actually from the same individual and
the algorithm also claims so” ([1]).

The results of clustering the dataset using the multiple dictionaries bag of
words approach with Earth Mover’s Distance (MDBOW EMD) as well as the
multiple dictionaries bag of words approach with separate dictionaries (MDBOW
SD) are compared to the results of the original approach in Table 2. The number
of clusters C is initially set to C = 2 and increased with increasing step size to
calculate the receiver operating characteristic. The correct number of clusters is
C = 6. For this experiment, only descriptors from clothes are used because the
approaches do not influence the distance measure between detected faces.

For the correct number of clusters C = 6, the MDBOW EMD approach has a
21 % lower FPR than the original approach, while the TPR only decreases about
4 %. When the detections are clustered into C = 12 clusters, the FPR of the
same approach is 62 % higher, which show the importance of having the correct
number of clusters. When using the MDBOW SD, compared to the original
approach the TPR is decreased and the FPR is increased independent of the
number of clusters that has been set.

Table 2. Measuring clustering performance: The resulting true positive rate (T) and
false positive rate (F) for the original approach and the two multiple dictionary bag
of word approaches using the Earth Mover’s Distance (MDBOW EMD) and separate
dictionaries (MDBOW SD) as described in Sect. 3.1. The number of ground truth
clusters is C = 6.

Approach C=2 C=4 C=6 C=12 C=18

T F T F T F T F T F

Original 1.00 0.73 0.99 0.28 0.98 0.28 0.98 0.29 0.97 0.29

MDBOW EMD 0.99 0.48 0.95 0.23 0.94 0.22 0.98 0.47 0.92 0.22

MDBOW SD 0.97 0.46 0.97 0.45 0.96 0.45 0.96 0.44 0.95 0.44

In Table 3, the results of clustering the dataset with detection group based
descriptors are compared to those of the original approach. Again, the number
of clusters C is initially set to C = 2 and increased with increasing step size to
calculate the receiver operating characteristic. The correct number of clusters is
C = 6. For this experiment, both face and clothes descriptors are used as the
proposed method applies to both. To relate the measurement to the preceding
experiment, the true and false positive rate are calculated based on the detections
and not the detection-groups.

For the correct number of clusters C = 6, clustering detection groups results
in a TPR decreased by 1 % and a FPR decreased by 89 %. When increasing the
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number of cluster to 10, which is 1.6 times the correct number of clusters, the
FPR becomes 0.001 and the TPR is 0.95.

Table 3. Measuring clustering performance: The resulting true positive rate (T) and
false positive rate (F) for the original approach and the detection group based descrip-
tors (DG) as described in Sect. 3.2. The number of ground truth clusters is C = 6.

Approach C=2 C=4 C=6 C=8 C=10

T F T F T F T F T F

Original 1.00 0.73 0.99 0.28 0.98 0.28 0.98 0.29 0.97 0.28

DG 1.00 0.37 1.00 0.09 0.97 0.03 0.96 0.02 0.95 0.001

4.2 Retrieval Performance

To analyze the quality of the different bag of words based visual descriptors,
the average precision of the first K neighbors is looked at. Since all detections
from the same detection group are already known to belong to the same cluster,
only those detections are considered which are in different detection groups than
the original detection, when retrieving the nearest neighbors. Given a set of
detections D and the K nearest neighbors of each detection KD, the average
precision p is the number of correct neighbors divided by the total numbers of
neighbors, given by

p =

∑
d∈D

∑
k∈KD

knn(d, k)
∑

D

∑
KD

1
, where knn(d, k) =

{
1 if same person
0 otherwise (7)

The average precision of retrieving the first 10 nearest neighbors for each
detection from our complete dataset is shown in Fig. 2. The precision of the
original approach for K = 1 is 0.82 and decreases approximately linearly to 0.68
for K = 10. The MDBOW EMD approach and the MDBOW SD approach have
an overall better precision, which is about the same for both approaches. For
K = 1 the precision for the two new approaches is about 0.95 and decreases to
0.8, which is about 18 % better compared to the original approach.

4.3 Resulting Index

The ground truth index for our dataset is depicted in Fig. 3, whereas ground
truth refers to the ground truth of the clustering results. Each horizontal rec-
tangle represents the presence of the depicted individual within the video.

In Fig. 4, the index is shown that is constructed by the framework. Indi-
viduals 1,2 and 5 are detected at the correct position and with approximately
the correct number of frames. Individual 6 is detected at the correct position,
although clearly several occurrences are not recognized, letting the index entry
begin later and end earlier than the entry in the index representing ground truth.
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Fig. 2. Measuring retrieval performance: The average precision of different clothes
descriptors when retrieving the K nearest neighbors for each detection in dataset 2.

For individuals 3 and 4, two separate index entries are shown. While individual
4 is represented correctly, the 3rd individual’s last frame is wrongly recognized
at the end of the video. Since our algorithm uses the first and the last frame of
a cluster to calculate the beginning and the end of an interaction, the bar for
individual 3 spans the second half of the index.

Fig. 3. The index produced for ground truth clustering results.
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Fig. 4. The index produced for clustering results when using detection group based
descriptors.

5 Conclusion

We have presented two different approaches to extend the work by Song and
Leung [1] to cluster egocentric video material: Using multiple dictionaries of bag
of words and aggregating separate detections into group-descriptors by using
tracking.

Regarding the first approach, the experiments show that using multiple dic-
tionaries with the Earth Mover’s Distance results in a 21 % lower false positive
rate than the original approach, while the true positive rate only decreases 4 %.
Furthermore, the k-NN experiment suggests that both methods perform better
than the original approach when used to query for similar detections. In other
words, the methods might render very useful in other applications.

The second approach, including multiple detections in a single model, shows
good results in our experiments. The false positive rate is reduced by 89 %, given
the correct number of clusters. Furthermore, we show that the clustering app-
roach can be used to create a time based index representing human interactions
for short length video.
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Abstract. This paper presents a sense appealing tangible user interface as an
innovative technological solution to increase a feeling of closeness for two
physically separated persons: an interactive pillow pair allowing intimate voice
message exchange over a distance. The pillow shape incorporates the com-
fortable characteristics of the intimate going-to-bed ritual and is meant to pro-
voke a relaxed and reflective ambience in which dedication for one another can
be revealed. A working proof of concept prototype is evaluated in a qualitative
study based on a combination of cultural probes and interviews to investigate its
applicability for couples living in long-distance relationships. Initial findings
indicate that the pillow concept is successful in the matter of providing an
appealing solution to make lovers feel closer over a geographical distance. Users
slow down, feel warm and safe and compose messages meant to express sup-
port, consolation, love and appreciation.

Keywords: Tangible interface � User experience � Closeness � Physical
separation � Long distance relationship � Cultural probes

1 Introduction

Flexibility and mobility are major aspects of today’s society. Education and career
paths are no longer limited to local areas. Additionally, online dating platforms facil-
itate finding the right partner outside the local scope. As a result, many couples live in
Long Distance Relationships (LDR) today. Digital technology keeps them connected
over vast geographical distances and theoretically enables them to interact with each
other at anytime and anywhere. However, it is questionable whether these common
tools are sufficient enough to create meaningful and pleasant interactions that ease
coping with separation. The aim of this paper is to explore the target group of phys-
ically separated loved ones and to present a reasonable and effective technical solution
to overcome the distance between them.

Social interactions, love and the feeling of belonging are major human needs [1].
Interactions taking place in enduring and stable frameworks with the same person are
particularly important to satisfy this human need to belong, while a lack of belong-
ingness is considered as harmful, causing ill effects such as loneliness and isolation [2].
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A reasonable model to define close relationships is provided by Sternberg’s Triangular
Theory of Love, which includes three basic components of love: intimacy (closeness
felt to another person and emotional investment), passion (state of physical or psy-
chological arousal) and commitment (decision to build a significant bond with some-
one) [3]. In order to strengthen love, it is important to translate these components into
perceivable actions, which is challenging over a distance.

2 Overcoming Separation in Long Distance Relationships

Couples living in LDRs have to overcome several difficulties. Firstly, they need to
establish and hold up a certain level of intimacy. This can only be accomplished in a
private setting, since reciprocal self-disclosing acts like revealing secrets and desires
are essential to build intimacy [4]. Secondly, physical contact is severely missed while
being separated [5]. Hence, using physical objects acting as a proxy for the distant
partner is a common strategy of LDR couples to feel the partner’s presence [6, 7].
These are often received as gifts, which signal great intimate knowledge about the
receiver and can thus be seen as responses to self-disclosing acts by displaying
understanding, care and appreciation. Thirdly, joint actions and rituals are important for
taking part in each other’s life, but are hard to schedule and are often mediated by
technology. Due to that, LDR couples tend to establish digitally mediated rituals to
counteract weakening emotional ties [8]. Recent research investigated how well
commonly available tools and novel design approaches are able to counteract these
issues and will be discussed in the following.

Video mediated communication (VMC) is a wide-spread technique to communicate
over long distances and is used in diverse fields of application [5, 9, 10]. Video
connection enables to perceive rich subliminal information by body language, facial
expression or the partner’s surrounding, which can be used to gain a deeper under-
standing about the partner’s mood and constitution. Hence, VMC is often described as
particular natural and offers the opportunity to join in specific actions and rituals [10].
The time synchronously spent with each other demonstrates presence in absence and
illustrates effort and engagement since the couple grants a dedicated moment in time in
which both are totally focused on the conversation [10]. However, VMC requires great
timing, which is hard to schedule for LDR couples. Besides, being captured by a
camera diminishes the privacy aspect, which is important to reveal self-disclosing acts
[5, 10]. Furthermore, it was observed that the unfulfilled desire to touch the partner
causes a sense of an even greater distance between both of them [5].

Smartphones provide a more flexible usage of VMC or at least voice transmission,
because they can be used on the go. However, being theoretically available 24/7 does
not mean that people are permanently approachable and in the mood for intimate
conversations. This might lead to false expectations: Although it is technically possible
to respond asynchronously at a later time, people expect each other to respond fast and
equally extensive [11]. Delayed responses might result in frustration and negatively
influence the enjoyment of intimate messages on both sides, either by waiting for a
message or by feeling forced to rush. In contrast, handwritten letters follow a slowed
down process that provides time for reflection and demonstrates how much time and
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effort were spent to create a message, which was found to increase the perceived
meaningfulness [7, 11]. As a consequence, future designs should focus on efficient
timing that allows taking a dedicated moment in time for reflection as well as a personal
and contextual fitting to create meaningful intimate messages.

Most of the commonly available technology sets its focus on explicit information
exchange and neglects typical emotional and subtle communication patterns in close
relationships [12]. Following a more recent user experience design approach that
focuses on the user’s emotions, affects and desires, there are various ways of mediating
closeness and intimacy over a distance by addressing awareness or expressivity [12].
Those range from simple yet valuable “one-bit communication” like an on/off signal
effectively used based on great intimate knowledge [13] to complex synchronous joint
actions like having dinner over a distance [14].

Since taking time for synchronous communication can be hard to schedule, inno-
vative asynchronous approaches were more recently developed and tested [15–17].
Here again, results indicate that abstract cues such as texts or visible cues are able to
reflect emotions and are sufficient for creating a sense of awareness when being
deployed in an interpretable context [16]. Furthermore, recent designs and studies focus
on physicalness by providing various approaches: A feeling of relatedness can be
enhanced by reconstructing specific movements [17], displaying physical parameters
such as heart beat rates [18] or using inflatable vests meant to mimic hugs over a
distance [19]. However, finding appropriate ways to physically interact with each other
over a distance is a great challenge, since tools might be perceived as too artificial
leading to uncomfortableness [15]. Hassenzahl et al. [12] suggest that instead of
focusing on directly simulating touch, the experience connected with touch should be
addressed by future designs. Following a metaphorical approach, tangible user inter-
faces can provide pleasant interaction possibilities. Tangible objects inherently have a
certain affordance character, which invites users to perform a certain action [20].
Furthermore, a tangible device could serve as a proxy for the distant partner, which
helps people to feel closer to each other by interacting with it [7, 9]. Chien et al. [21]
introduce a well translated interaction concept in which a pillow is used to leave
messages for the partner, but since one pillow has to be shared by the couple, it cannot
be used over a great distance. Using a pillow as an interaction device is also followed
by two recent commercial projects: Pillow Talk1, which allows listening to the part-
ner’s heartbeat, and Pillo2, which uses a pillow as an interface for playing games.

3 Development of an Interactive Good Night Pillow Pair

In summary, transmitting intimacy over a distance is important to achieve a feeling of
closeness. In this context, privacy and trustworthiness are basic conditions for recip-
rocal self-disclosure and hence intimacy. The ambiance created should allow users to
relax and take time in order to demonstrate appreciation and care by composing

1 http://www.littleriot.com/.
2 http://pillogames.com/.
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reflective messages and to enjoy receiving them. This should be further supported by
the device’s physicality and interaction pattern. All of these criteria are bundled up to a
novel design approach that uses an asynchronous communication pattern, in which
interaction depends more on the experience of being connected in a similar mood and
environment, rather than on being time-dependent.

3.1 Good Night Pillow Concept

Two interactive pillows connected to each other were designed allowing intimate voice
message exchange. Both partners have their own pillow each in order to record a
message by talking to it. This message can then be send to the partner’s pillow where it
waits for the partner to come home and to listen to it in an equally relaxed manner by
placing the head on it. The pillow pair is implemented in the context of a couple’s
goodnight ritual, which is located in the private bedroom offering a trustworthy sur-
rounding for intimate communication. The timing is advantageous for reflective mes-
sages, because daily duties are already fulfilled. The pillow shape is associated with
coziness and comfort and has the affordance character to calm down and relax. It can be
cuddled and hold tight when used as a proxy for the distant partner (see Fig. 1).

Consistent with this conceptual idea the interaction concept is based on quite sound
to support the relaxed setting and to shield the conversation in an intimate way. Voice
messages can be equally created, send and listened to on both pillows. To preserve the
soft and comfortable nature of a pillow, common user input solutions such as buttons
cannot be implemented. Instead, the three core functionalities are triggered by gestures
performed on the pillow. In order to start the recording, the user needs to hold the
pillow tight as long as he/she wants the recording to take place. Through this hugging
gesture, the user is forced to concentrate on the message by spending a dedicated
moment in time without any distractions. Likewise, the listening function is activated
by gently pressing ones head in the cushion. In regard of usability and safety, feedback

Fig. 1. Final pillow interface on the left and schematic overview on the right.
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mechanisms are implemented. A message is not automatically uploaded. Instead, the
user is able to listen to the recorded message and potentially revise it before con-
sciously sending it by bending one designated corner of the pillow. In addition, visual
feedback is provided by two color changing lights to inform the user about applied
pressure, as well as the message’s state (see Fig. 1).

3.2 Technical Implementation

Technically, three main components are used: An Arduino board with attached sensors
and modules, an Android smartphone for recording as well as playing back sounds and
the Dropbox Sync API working as a server to store messages. The Arduino Nano board
is equipped with three force sensitive resistors (FSR) (see Fig. 1). Two are placed in
small pockets and stowed at both sides of the pillow to detect a hug, the remaining one
is placed in the middle of the pillow to detect if the user’s head is placed on the pillow.
A flex sensor is embedded in the upper left corner of the pillow to control message
upload. Two LEDs provide visual feedback: The hug LED changes its color according
to applied pressure, whereas the message LED changes its color to indicate an ongoing
recording, a waiting message to be send as well as a successful or unsuccessful upload.
A Bluetooth module is attached to the board in order to establish a connection to the
Android smartphone, which is stuffed inside the pillow’s cushion and reacts to
incoming Bluetooth commands. The smartphone starts and handles the recording of
messages as well as their playback and provides additional user feedback through
vibration. Furthermore, its Wi-Fi access is used to connect remote pillow pairs with
each other by using the Dropbox Sync API, which allows storing and exchanging
messages between remote pillows.

4 Prototype Evaluation

The evaluation followed a user-centered approach focused on user experience to point
out initial findings about the prototype’s applicability to mediate closeness. To gain
in-depth insights about the users and their interaction context, the evaluation was based
on qualitative research extended by descriptive quantitative data.

4.1 Evaluation Method and General Procedure

The exploratory survey strategy consisted of two phases. In the first phase the current
use of technology was requested to compare the prototype with already existing
strategies and to identify most promising fields of application. Participants were
encouraged to report personal rituals, such as saying goodnight. The pillow was then
presented and tested in the second phase. Here, emotional aspects and the overall
interaction context were focused including ambiance, timing, content of messages,
physicality, personal meaning of the prototype and attitude towards it.

Two closely interwoven methods were used: cultural probes and interviews. Cul-
tural probes are packages including assortments of artifacts, such as diaries or craft
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materials. Along with evocative tasks they are meant to record inspirational responses
to specific events, feelings or interactions [22]. They subjectively focus on the everyday
life and can be used flexibly within private settings without disturbing or unsettling
participants [23]. Since results gained by this method are often ambiguous and less
appropriate to be formally analyzed [24], additional follow-up interviews in which
participants explained the completed materials were conducted. This strategy allowed
participants to concisely reflect on their behavior before being interviewed.

The center piece of the first cultural probe package was a handbook in which
participants were proposed to answer questions with several techniques: text based
methods (e.g. writing story fragments or expressing thoughts by brainstorming) and
graphical presentations (e.g. sketching or completing comic scenarios) (see Fig. 2). The
cultural probe package of the second phase included the pillow prototype and a diary
for recording experiences with it. The two semi-structured interviews followed a
pre-defined guideline and took approximately 30 min with each participant being
interviewed separately. The interviews were audio recorded, transcribed word-by-word
and pseudonymized. In a second step they were analyzed by using the bottom-up
technique affinity diagramming in order to identify thematic clusters [24].

Only couples living in a LDR were included and were chosen based on divergent
patterns (e.g. distance between them, length of love relationship and prior experiences
with sharing a flat) in order to gain a wide spectrum of answers while keeping the
number of participants small. Three heterosexual couples were recruited ranging in age
from 23 to 27, with an average distance of 165 km between them (70–325 km) and
approximately 8.6 days spend together per month. The first couple (C1) was together
since 1.5 years, never lived in the same city and only met each other at weekends.
Couple two (C2) experienced both residing together and being separated across country
boarders within their 5.5 years as a couple. The third couple (C3) (together since
0.5 years) was in a transition phase at the study’s point in time because he just moved
to another city.

The study was conducted in two phases and required three appointments with
participants. In the beginning, participants were introduced to the study and equipped
with the first package. After 7 days to fill out the material participants were met again

Fig. 2. Cultural probes material including diaries and craft materials.
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for the first interview. Afterwards, the second phase started with handing out the second
cultural probe package. The couples had 10 days to test the pillow and were then met
for the final 30-min interviews.

4.2 Results

Results from the first study phase confirmed the assumptions made about LDR couples:
While being separated, physical aspects were missed most and difficulties of planning
shared activities occurred. The partner was mostly missed in the evenings (56 %) and
mainly due to situations that would usually be experienced together. Two of the three
couples follow a ritual pattern to communicate while being apart: C2 uses Skype every
evening and keeps the video connection open the whole night while sleeping. C1 uses
text messages in the evenings and reported that sometimes an almost synchronous
chatting unfolds, whereas other messages were not read until the next morning. This
ritual behavior was important for both couples. Yet, C1 thinks that the text messages
themselves could be replaced by any other medium, whereas C2 reported that the video
connection was too important to be replaced and that e.g. a phone call would not create
the same sense of presence in absence. C3 was newly challenged with living in a LDR
and did not show established routines yet.

In the second phase the pillow prototype was deployed. In summary 60 messages
were exchanged over the pillows, hence approximately 10 messages per participant.
The average length of messages was 00:29 min with the shortest message being only
one second and the longest message lasting 02:38 min. A tendency was found that
messages got longer over time.

The interviews of the second phase revealed that the basic interaction concept of the
pillow worked for participants. They particularly emphasized the cozy interface and
reported that they felt invited to calm down and to cuddle the pillow. The interaction
concept of lying down on the pillow in order to trigger message playback and to hold it
tight for the purpose of recording a message was reported as well-translated. Partici-
pants enjoyed the interaction with the pillow and particularly stressed the importance of
the LEDs’ visible feedback responding to the user’s applied pressure as well as the
tactile vibratory feedback. Furthermore, the low sound volume and the fact that the
pillow was exclusively used among the couple were mentioned to support intimate
communication. The going-to-bed setting was another important factor, because this
limited context attached further meaning to the messages: Participants reported that
they were able to immerse into the situation captured by their partners.

All these factors build the basement for three types of unique experiences partic-
ipants made with the pillow (identified by affinity diagramming): slow movement,
moment capturing and reflection. Participants reported that due to the soft interface, the
low sound volume and the timing, they felt slowed down and focused on the partner.
They consciously tried to prevent potentially disturbing factors, e.g. an enabled TV, in
order to not compromise the ambiance. Additionally, besides taking time for oneself to
record a message, it was also meant to spend a dedicated moment in time while
listening to the partner’s saying. Not being able to intervene the partner was reported as
beneficial. On the one hand it is a matter of respect and devotion, on the other hand it
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facilitates the opportunity to capture a moment in which one can immerse. One par-
ticipant explained: “I can’t exercise influence on what she is saying. Therefore, it is
something, it shall not sound too enthusiastic, but it is something monumental that you
can’t influence this moment. […] [The message] was like a small glass of compote,
which you filled and then you can simply open it and then due to these scents, to carry
this metaphor further, through these scents or this taste, you were able to immerse into
this situation” (C2, male, 27).

Furthermore, having time to phrase a message was believed to support reflective
behavior. The participants’ messages were thought through and they took a significant
amount of time to compose a valuable and meaningful message before sending it to
their partners. They tried to put themselves in the partner’s place to figure out what
content would be enjoyed most. The playback mechanism of a recorded message
before being able to send it fostered this behavior. One participant explained that this
mechanism would be advantageous in disputes. Instead of reacting too emotional, it
would help to calm down before responding hastily and improperly.

Regarding the content of messages, different topics and purposes could be identi-
fied. There were messages meant to keep the other one on track about daily activities
and to verbally express love and care. Other messages were more creative (e.g. con-
taining songs or bedtime stories) and considered as more special. Furthermore, the
meaning of a message was believed to be increased by well-considered timing, like an
up-cheering message in the night before an important exam. Besides effort being
demonstrated by time and emotional investment, one participant indicated the physical
investment of applying pressure to the pillow while recording a long message. In his
opinion it further underlined the effort and thus the dedication for one another, again
increasing meaningfulness. Generally, messages were interpreted as small gifts, rather
than as a source of information. Joyful curiosity was reported before lying on the pillow
to hear a new message. Accordingly, participants claimed that no negative messages
should be transmitted through the pillow, since it would ruin the caring experience. In
this context one participant explained: “The pillow [suppresses unfriendly utterances]
because it is so soft. It gives you closeness and as a child you also had this cuddle-
pillow. That is something familiar, where you seek for solace” (C2, female, 26).

In response to questions about the perceived level of connectedness, a range of
responses was elicited. C1, who was used to exchange text-based messages, reported an
increased sense of connectedness using the pillow due to voice transmission as well as
the cozy overall situation and exclusivity of messages. This view was echoed and
expanded by C3, who particularly referred to the physical aspects of the pillow when
giving reason to higher perceived connectedness. Although C2 appreciated the tactile
interaction experience as well, they both agreed that the pillow could not replace their
daily Skype ritual in the matter of perceived connectedness. The main reason was the
lack of direct synchronous communication that they were used to. However, most
participants indicated that the pillow had or would have helped them to overcome
moments in which they missed their partners. Advantageous was the fact that the pillow
could be used as a proxy when the partner was not directly available. Participants
reported that in contrast to smartphones and computers, the soft texture was more
human-like and that a feeling similar to cuddling with the partner evoked by interacting
with it.
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During the testing period, most participants required time to make themselves
comfortable with using the pillow. Speaking to a pillow, listening to one’s own voice
and thinking about pleasant content was unfamiliar and constituted an inhibition
threshold that needed to be overcome. Furthermore, some participants were initially
concerned about the pillow’s trustworthiness and felt insecure if their message would
please their partner, since they did not get a direct reaction to it in response. However,
all of these initial concerns diminished over time. Receiving a message in response
eased the feeling of uncomfortableness and the couples fell into a routinized pattern.

Finally, participants were asked if they could imagine themselves using the pillow
again over a longer time span. Half of them agreed to this question, whereas two
answered with yes, but felt unsure about possible wear-out effects and only one par-
ticipant explained that he would not need to use the pillow again, because of his already
successfully established Skype ritual that was more beneficial in his opinion.

4.3 Discussion

Although results do not allow for universally valid statements due to the small group of
participants, the combination of cultural probes and semi-structured interviews led to
profound insights about the target group, their opinions and attitudes towards the pillow
concept. The pillows are supposed to provide an intimate setting in which meaningful
messages are exchanged aiming at a greater sense of connectedness. In the following it
is discussed how well the concept was able to meet these requirements.

Since the pillow was exclusively used among designated partners and locally
limited to the bedroom, a sufficient sense of privacy evolved to transmit intimate
messages. This was further supported by the low sound volume that did not expose the
partner. However, in the beginning an inhibition threshold was identified. On the one
hand, participants felt unsure about the trustworthiness of the device, which might be
due to its novelty and the lack of prior experiences with comparable products. On the
other hand, using the pillow is an act of self-disclosure. As it is explained by the
intimacy model [4], this kind of interaction requires an equivalent response to provide
reciprocity. This leads to the assumption that initial inhibition thresholds result from
intermittently delayed feedback (and might be higher compared to a synchronous
communication). Furthermore, this can also explain why participants felt much more
comfortable about sending messages after they received a similar message or positive
feedback of their partner. Accordingly, we observed an increasing length of messages
over time.

In respect of meaningfulness the chosen going-to-bed setting and the matching
pillow shape can be identified as important facilitators. Participants stated that they
inherently associated the pillow with relaxation, which explicitly invited them to take
time for their messages. Thus, results indicate strong tendencies of reflective behavior:
It was considered what kind of content would be delightful and in what kind of mood
the other might be when receiving the message. Furthermore, participants appreciated
the implemented play-back function and revised their messages before sending them
off. Similar to findings about handwritten letters [11], we assume that taking time to
choose the right words intensified the meaning of messages. Another important aspect
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was the familiar environment in which messages were recorded, since it allowed
participants to immerse in the situation and to experience a sense of taking part in this
moment. This not only fits to results stated by King et al., who assume that a shared
experience is often related to a specific location [7], but also fosters the approach to
experience joint actions based on a specific individual moment rather than on time.
Accordingly, this promotes the assumed potential of asynchronous techniques to
mediate intimacy and closeness over a distance.

Generally, the pillow was less seen as a tool to communicate with each other, but
rather as a device to demonstrate love, awareness, care and appreciation due to its
gift-giving character, which moreover allowed immersion into a specific moment.
Furthermore, the pillow acted as a proxy for the distant partner to some extent, which
led to a feeling of being warm and safe and therefore completed the overall ambiance.
Based on the discussion above, we conclude that the pillow concept works. However,
that does not give evidence to its general suitability for every type of couple. Regarding
everyday applicability, the three divergent couple manifestations indicate that prior
experience of using technology to mediate intimacy and connectedness influences the
likeliness of establishing a ritual framework. When being used to communicating
synchronously, the pillow might not be sufficient to create a greater sense of con-
nectedness due to its asynchronicity. However, all participants identified the tactile
experience as well as the embedding into a specific context as added values. This seems
to be a supplement and the major advantage towards common tools.

5 Conclusion and Future Work

The qualitative evaluation of the pillow concept with couples in LDRs led to reason-
able initial findings proofing the general concept and supporting its applicability in the
tested field. The pillow’s distinctive characteristics like the soft and cozy tangible
interface, it’s embedding into the specific, intimate application context of the
going-to-bed ritual and the hug-alike interaction mechanisms result in reciprocal acts of
self-disclosure and great perceived connectedness. Hence, those features distinguish the
device from commonly existing communication tools and provide additional value
regarding meaningfulness and intimacy. Though the pillow device is not sufficient to
replace synchronous communication between partners, it is supposed to be a valuable
complement to enrich interaction, to retain love despite physical separation and thus to
support the quality of human relationships. While results from the initial evaluation
display predominantly positive resonance, future long-term comparative studies should
be conducted that also include quantitative methodology in order to further elaborate on
the pillows’ effects and the potential advantages and disadvantages compared to other
communication tools, particularly in situations such as disputes or moments of great
yearning for the partner. Furthermore, an experimental comparison with other objects,
which are for example less soft or which are deployed in other home-settings, can be
conducted to prove benefits of the pillow shape and the bedroom setting.

Besides, the pillow concept is supposed to be applicable to other target groups of
separated loved ones as well. While LDRs were focused in the study at hand, parent-child
relationships might also benefit from the device in case of physical separation.
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Social support and care are particularly needed in serious situations such as illness and
significantly help in regard to well-being and health [25, 26]. Accordingly, we initially
tested the pillow with a family who was physically separated due to cancer therapy of one
child, as well. Within this serious context, the pillow appeared to have a positive effect in
providing support and care, and its consolation character was emphasized. The mother
claimed that she would like to use the pillow when her children feel sad and seek for
solace while she is unable to be physically present. Yet, the trial revealed that the simple
pillow shape seemed to be less appropriate for children. Hence, we suggest a teddy bear
shape and an additional focus on more playful interaction methods to further engage
children as well. Future research in this field will follow to investigate the pillows’
applicability in other context than LDRs and to particularly prove its benefits regarding
coping strategies for loneliness in hospitalized settings.
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Abstract. Single-sensor EEG hardware provides possibilities for researchers to
measure fear in human beings. Previous research show that consumer-grade
EEG devices can be used to measure different states of mind. However, as is
often the case with similar research, post-hoc questionnaires are used to measure
the emotional state. This paper will focus on the physiological and psycho-
logical state of an individual in fear, comparing continuous subjective feedback
with EEG measurements. Data has been collected using a Myndplay Brainband
and a rotary meter, while 30 subjects viewed soothing and scary films. The
rotary meter proved useful for obtaining continuous feedback and, although
more research is needed, differences in brainwaves for fearful and calm states
are found for multiple frequency bands.

Keywords: Fear analysis � EEG � Psychological response � Physiological
response

1 Introduction

Emotions like fear are difficult to measure. On the psychological level, subjective
ratings can be biased and difficult to compare. On the physiological level, multiple
techniques can be used to measure the level of fear, like fMRI’s, skin conductance or
heart rate monitors. If you measure the physiological effects, it is still very hard to
know if these effects are caused by fear, or by another factor. For example, sweating
can be caused by experiencing fear, but on a hot summer day it is difficult to say if the
sweating is caused by fear or by the heat. More often electroencephalography (EEG) is
used to measure physiological changes of a human being. An EEG device measures the
brainwaves of an individual.

In several studies, the physiological level of fear is measured using skin conduc-
tance and heart rate [1–3]. These studies show that skin conductance is a good method
to measure the physiological effects of fear. Though, skin conductance is also a mul-
tifaceted phenomenon. It shows elevation in sweating in fear, but also in other emo-
tions [4]. This makes it hard to recognize if the sweating is caused by fear or another
emotion. Using an EEG headset, the researcher has a better indication of the emotion of
an individual. However, professional EEG devices with over a hundred sensors are
difficult to use and very expensive. These days, single-sensor EEG devices are
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becoming more readily available. These consumer-grade headsets only have a few
sensors and are mostly used for gaming purposes [5].

Because these headsets have fewer sensors, it could be that data retrieved from
these headsets are not as reliable or accurate as professional EEG devices. To use these
single-sensor headsets in research, it is necessary to know if it is possible to measure
emotions like fear with these headsets. If this would be possible, applications would be
able to use these single-sensor headsets as an input device, resulting in a more
user-friendly setup and possibly even more accurate results. This in turn could be
beneficial for any such application, ranging from entertainment to serious gaming and
training.

This research project will focus on the question if such psychological and physi-
ological levels of fear are related to each other. In other words, do measurements from
single-sensor EEG devices correspond with physiological measurements and subjective
ratings with regard to fear. This will be done by first researching if single-sensor EEG
devices, in this case the MyndPlay Brainband, can be used to measure fear responses of
an individual. Second, using continuous subjective ratings of fear, the EEG measure-
ments are explored to find indicators for different aspects of fear.

2 Background

The limbic system is a set of brain structures that lies directly under the cerebrum. The
limbic system is considered to play a major role in emotion processing. Using func-
tional magnetic resonance imaging (fMRI) researchers demonstrate that the amygdala
(a part of the limbic system) shows a higher activity in response of fear stimuli [6].
Because the limbic system is a structure deep in the brain, the use of fMRI was the most
common non-invasive technique to measure these fear responses.

It was long thought that emotions like fear were only processed in the limbic
system. However, more recent research suggests that not only the limbic system is
responsible for emotion processing and that there is some kind of emotion circuit in the
brain that processes emotions [7]. This would mean that brainwaves are produced while
processing emotions. Brainwaves are synchronized electrical pulses from neurons
communicating with each other. Brainwaves can be detected by the use of an elec-
troencephalography (EEG) recorder. EEG is a non-invasive measurement of electronic
activity on the scalp. Studies used an EEG recorder to find more brain areas involved in
emotion processing and one of these studies show that the right frontal region of the
brain is activated for negative emotions such as fear [8]. In other research not only
different brain regions activated during emotions like fear was looked at, they also
investigated a certain ratio called the slow wave/fast wave ratio [9]. Putman et al. found
that the slow wave/fast wave ratio (SW/FW) is increased in hyperactivity disorder and
that this SW/FW correlates negatively with fearful modulation.

Nowadays, EEG devices are not only available for professionals and more and more
consumer-grade devices using dry electrodes become available. This makes the EEG
device cheap as well as easy to use for non-professionals. There is however the question
to what extent these devices can be used for research and other purposes, including
questions such as are the measurements accurate enough or can they be used reliably.
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Studies show promising results about the use of these single-sensor EEG headsets for
research to detect different mental states [10, 11]. In this paper a further analysis is made
of measuring emotions with a single-sensor EEG device.

3 Method

The research conducted for this paper is explained in detail below. First, more infor-
mation on the participants and measurements taken are given. Thereafter, the procedure
for the experiment is explained as is the analysis that will be performed on the data
gathered.

Participants. The sample consisted of 30 students and employees from the VU
University Amsterdam. From these participants, 70% were male (N = 21) and 30%
were female (N = 9). The youngest participant was 18 years old and the oldest par-
ticipant was 38 years old (M = 22.20, SD = 3.69).

Measures. To measure the psychological level of fear of the subjects, the subject will
make use of a rotary potentiometer. The rotary potentiometer will be connected to a
Phidget board and gives continuous values from zero to 1000. Every second an average
of all the values will be recorded, which will be scaled to a value between 0 and 10,
rounded down and averaged over all participants to end up with a single rotary meter
value for each second. Besides the rotary meter values, there is a seven-item ques-
tionnaire about the feelings of the subject. Individuals answer the items on a five point
Likert scale. EEG signals are used to measure the physiological effects. It measures the
brain waves of a human, expressed in Hertz. The MyndPlay Brainband, used in this
study, is a single sensor EEG headset providing data at a sampling rate of 512 Hz. It
can recognize eight different types of EEG frequency bands (brainwaves): delta (0.5–
2.75 Hz), theta (3.5–6.75 Hz), low-alpha (7.5–9.25 Hz), high-alpha (10–11.75 Hz),
low-beta (13–16.75 Hz), high-beta (18–29.75 Hz), low-gamma (31–39.75 Hz), and
mid-gamma (41–49.75 Hz).

Procedure. All the participants from the sample are asked to watch a set of videos
used in previous research [11, 12]. Before the subjects watch the video, they will
practice using the rotary meter. In this research, four videos will be presented to the
subjects. The first video is a relaxing video of a beach, the second video is a docu-
mentary, the third video is a stressful video with scary clips, and the last video is again
the video of a beach. The EEG is measured during this whole trial. During the trial, the
subject is asked to turn the rotary meter if he or she feels more scared in order to
measure the subjective thoughts of the individual. After this, the participant is asked to
fill in a few questions about how they felt during the trial. All the questionnaires and
measurements are anonymous.

Data Analysis. The data analysis of this research consists of three parts. The Mynd-
Play BrainBand provides EEG measurement per second with brainwaves ranging from
delta to mid-gamma, as well as eSenseTM values for attention and meditation. The
eSenseTM values will not be used in this study. The brainwaves are categorized in delta,
theta, low-alpha, high-alpha, low-beta, high-beta, low-gamma or mid-gamma waves.
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Firstly, the average values of the rotary meter will be used as an approximation of an
overall subjective rating of fear for that video. This will be done to see if the rotary
values are more or less comparable to subjective ratings given in post-hoc question-
naires and results found in previous research.

To determine if there is a difference between the brainwaves in calm and fearful
state, a paired t-test will be used. This will be done by comparing peaks of the calm
state and fearful state. In this research, the fearful state is measured during the stressful
video. The calm state is measured during the documentary and is used as a baseline.
Peaks will be determined individually by finding values more than four standard
deviations away from the mean value of the individual during the calm state. This will
be referred to as the peak-value. Consecutively, all the peaks are summed up per person
per brainwave.

Next, the brainwaves of the calm and fearful state will be compared. To compare
these states, the brainwaves will be processed to get a peak-value ratio. This will be
done by dividing the amplitude of the brainwave by the peak-value of the individual.
This peak-value ratio will signify a possible discrepancy between a brainwave value
and the peak-value. If this ratio is higher than one, it will mean that there is a peak at
that moment. This peak-value ratio is calculated in order to dismiss noise of the
different individuals. The peak-value ratio will be compared to the video content. This
will be a subjective analysis.

Visualizations will be made in order to show the relation between the psychological
and physiological levels of the individuals. This is done by making graphs displaying
the relation between the rotary meter values and the peak-value ratio of the EEG in
fearful state. These graphs will be analyzed manually to find which frequencies of
brainwaves correspond with subjective ratings of fear.

4 Results

Below various results of the experiment are presented. At first, the subjective ratings
alone are considered, after which these ratings are compared with the measurements
taken with the single-sensor EEG device. Here, first the calm and fearful state are
compared using various frequencies, after which those frequencies are compared with
the continuous subjective ratings of fear gathered with the rotary meter.

4.1 Subjective Feelings

The first aim of this research was to see if the rotary meter is a reliable way to measure
the subjective feelings of an individual. Figure 1 shows the average rotary meter values
during the different videos. As can be seen, during the scary video the test group was
most frightened. However, in the beach videos some people felt a little frightened as
well. This pattern corresponds with subjective ratings found in similar experiments
using the same videos [11, 12] and is supported by the answers of this questionnaire as
well. Here, participants indicated that they did not feel completely calm during the first
video of the beach and were even less calm during the second video of the beach.
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Moreover, participants did feel frightened during the third video and experienced
various startle moments, but did continue to watch the video without closing their eyes.

4.2 Brainwaves in Calm and Fearful State

The first aim of this research was to test if there is a difference between the amount of
brainwave peaks in a calm state and a fearful state. To test this, a paired t-test was
conducted, comparing the amount of peaks in calm state and fearful state. This was
done per brainwave. The paired t-test results show that there is a significant difference
between the peak levels in calm state and fearful state for the delta (p = 0.003), theta
(p = 0.005), low-alpha (p = 0.048), high-beta (p = 0.030), low-gamma (p = 0.049)
and mid-gamma brainwaves (p = 0.011).

Figures 2, 3 and 4 show the peak-value ratio of the brainwaves during the docu-
mentary and the scary film of the delta, low-beta and low-gamma bands. The x-axis
represents the time and the y-axis represents the average value of all the trials of the
peak-value ratio. In these graphs, the grey line corresponds with the brainwave in the
fearful state. The black line represents the brainwave in the documentary. The docu-
mentary was 180 s long and the scary film was 310 s long.

Fig. 1. Average rotary meter values for the different videos.

Fig. 2. Delta brainwaves from documentary (black) compared to scary film (grey).
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In this study there will be focused on two kinds of fearful states. First, there are the
startle moments. In the video used, two of such moments occur at 14 and 30 s into the
video. Secondly, there are the moments where the tension is rising for the viewer.
These are the moments where the viewer thinks something is going to happen, but
nothing did so far. In the video used, two of those scenes were shown from 15 to 30
and 177 to 227 s into the film.

As can be seen in Fig. 2, the delta brainwave does not specifically react to one of
these fearful moments. The two lines overlap with each other. This means that the
peak-value ratio in the documentary and the scary film are very alike. The delta band
does not react on the fearful moments.

As can be seen in Fig. 3, the high-beta brainwaves react on the startle moments, but
not to the moments of tension. The dashed grey line from the scary film is higher than
the black line of the documentary during the startle moments, but not during the
moments of tension. This means that the peak-value ratio of the low-beta band is higher
in the scary film during these startle moments than the peak-value ratio during the
documentary. The high-beta band reacts only on the startle moments.

Fig. 3. High-beta brainwaves from documentary (black) compared to scary film (grey).

Fig. 4. Low-gamma brainwaves from documentary (black) compared to scary film (grey).
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As can be seen in Fig. 4, the low-gamma brainwaves react on the startle moments
as well as some of the moments of tension. The grey line from the scary film is higher
than the black line of the documentary during the startle moments. During the moments
of tension, the low-gamma brainwave has more activity during most of this moment. It
is seen that from seconds 15 to 20 and 182 to 190 into the film, the low-gamma has a
higher peak-value ratio in fearful state. This is during the beginning of these tension
moments. The low-gamma band reacts on the startle and tension moments.

Overall, the high-alpha, low-beta and low-gamma brainwaves differ most from each
other in the calm and fearful state. These frequency bands react the most in fearful
situations. The low-alpha, low-beta, high-beta and low-gamma brainwaves react on the
startle moments. The high-alpha, low-beta and low-gamma react on some of the
moments of tension. However, this is only a preliminary finding and more (targeted)
experiments are required to identify exact causes for each activity in the various
frequencies.

4.3 Rotary Meter Values and EEG Peak Levels

The second part of this research was to test if there is a relation between the psy-
chological level, the rotary meter data, and the physiological level, the EEG levels, in
fearful state. Figures 5 and 6 show the rotary meter values and the peak-value ratio of
the brainwaves of the scary film over time. The dashed grey line represents the rotary
meter values, while the black line represents the brainwave values over time.

Figure 5 represents the high-beta band compared to the rotary meter values. In the
previous subsection, it is shown that the high-beta band reacts on startle moments on
seconds 14 and 30. It is expected that the rotary meter values will be higher on these
moments as well. Looking at the rotary meter values, there are two peaks right after the
peaks of the high-beta band, on seconds 20 and 35 into the video. These peaks of the
rotary meter show that the subjects were more scared on the startle moments. The
rotary meter values do show a delay.

Fig. 5. High-beta brainwaves (solid black) compared to rotary meter values (dashed grey).
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Figure 6 represents the low-gamma band compared to the rotary meter values. In
the previous subsection, it is shown that the low-gamma band reacts on the beginning
of tension moments. It is expected that the rotary meter values will get higher over the
time on these tension moments. Looking at the rotary meter values, these get pro-
gressively higher from seconds 22 and 180 into the film. These progressively higher
values of the rotary meter show that the subjects gradually got more frightened. The
rotary meter values again show a delay with the tension moments of the videos.

5 Discussion

Different results are reported in the previous section. In this section, the results of the
major findings will be discussed. First, the significance found in the peaks of the
documentary compared to the scary film will be discussed. Secondly, the results of the
peak-value ratios in the different films are of interest. Thirdly, the rotary meter values
compared with the questionnaire will be discussed. Lastly, the rotary meter values
compared with the brainwaves are of interest.c

5.1 Peaks in Calm and Fearful State

There is a significant difference found in most of the brainwaves of the subjects in calm
and fearful state. These findings do not correspond to previous research [11]. This can
be explained by the different method used to define peaks in the brainwaves. The
method used in this research is based on the method used in the research of De Man,
with the main difference being that they used the standard deviation of an individual
while watching the first beach video. In this research, the standard deviation of an
individual watching the documentary is used. The standard deviation of the docu-
mentary is used, because many subjects indicated they were stressed during the first
beach video. They expected something scary to happen. In the documentary they were
calmer. The documentary therefore is a better baseline. This could be an explanation
for the different findings. The fact that significant differences were found, suggests that
a low level EEG device like the MyndPlay Brainband can indeed be used to measure an
emotion such as fear.

Fig. 6. Low-gamma brainwaves (solid black) compared to rotary meter values (dashed grey).

Analyzing Fear Using a Single-Sensor EEG Device 93



5.2 Brainwaves in Calm and Fearful State

The results of the peak-value ratios in the different films are very promising. Though
research about EEG brainwaves in different settings is still very recent, these results
show that different brainwaves react on different aspects of fear. The higher frequency
bands, like the beta and gamma, seem to have more activity during the fearful film.
This corresponds with the hypothesis that higher frequency bands are more active
during moments of concentration [13]. If the low-alpha, low-beta, high-beta and
low-gamma waves have a higher amplitude, it might suggest that the person has a
startle moment. There are however numerous reactions visible in the peak-value ratios
which are more difficult to relate to the video content in this manner. As such, it is
important to continue this line of research and devise more focused experiments to
figure out the exact nature of these reactions.

5.3 Subjective Feelings

Looking at the values of the questionnaire and the rotary meter, it can be seen that the
rotary meter gives a good representation of the subjective feelings of the individuals.
The rotary meter values reflect the answers in the questionnaire and are in line with
results found in previous research. The subjects indicated that they did not feel calmer
during the second beach video than during the first beach video. The rotary meter
values show a slightly higher average in the second beach video. This can suggest that
the rotary meter is a good indicator of the subjective feelings of an individual over time
and could result in more fine grained results than Likert scales tend to provide. Using a
rotary meter to show the subjective feelings instead of a questionnaire afterwards, can
thus be very useful in research. This way, subjects are not distracted by other factors of
the test that can change their feelings afterwards. The rotary meter is not difficult to use
for either the researcher or the participant. It is necessary to show the participant how
the rotary meter works beforehand, otherwise the subject seems to forget to use the
rotary meter.

5.4 Rotary Meter Values and EEG Peak Levels

The results show that the rotary meter values have some correlation with the brain-
waves. Though it is hard to test this correlation, as different brainwaves seem to react to
different aspects of fear. To test the correlation between the brainwaves and the sub-
jective feelings, there has to be a research testing for only one aspect of fear. For
example, there could be a study where subjects watch a video with only startle
moments. Then it can be statistically tested which brainwave reacts to these startle
moments and a correlation test can be conducted. It can be seen in the graphs that there
seems to be a delay between the brainwaves and the rotary meter data. This is likely
caused by the reaction time of the participant. When testing for correlation between the
physiological and psychological effects of fear, the reaction time of the individual has
to be taken into account.
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6 Conclusion

Using a single-sensor EEG device and a rotary meter, psychological and physiological
reactions towards fearful stimuli were analyzed. On various levels, promising results
were found. For one, a difference was found in the amount of peaks and in the
peak-value ratio between the brainwaves in calm and fearful state. Moreover, it appears
that different brainwave frequency bands react to different aspects of fear, like startle
moments. On the other hand, using a rotary meter to retrieve continuous subjective
ratings of fear worked very well. Although subjects needed to practice using the rotary
meter beforehand, using the device did not interfere with the experiment and viewing.

Nevertheless, more research has to be done to determine exactly which brainwaves
react to which aspect of fear as well as the response to other types of emotion or
activity. Especially experiments focusing on very specific triggers should be considered
to underpin the exact causes of the various reactions found in the EEG measurements.
It is however clear that even with these low-cost consumer-grade EEG headsets, var-
ious emotional responses can be detected.

Acknowledgements. Special thanks go out to Tibor Bosse and Marco Otte, for providing the
necessary support for this research.
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Abstract. There is a variety of persuasive applications that have been
proposed in different application domains like well-being, health-care and
e-commerce. However many have been designed largely for a general
audience. Designers of these technologies may achieve more success if
applications consider contextual information of the user for making them
more adaptable. This paper is an proposal for improving medication
adherence by sending personalized persuasive message and reinforcing
feedback. To do this, we propose an adaptive services oriented archi-
tecture, and a persuasion strategy defined for selecting the appropriate
persuasiveness level according to contextual information such as time
and stress. Stress measure is derived from physiological data (e.g. Elec-
tro Dermal Activity, heart rate, temperature), which is collected through
a wearable wireless multi-sensor device.

Keywords: Medication adherence · Persuasive message · Stress · Fuzzy
logic · Inference system

1 Introduction

The World Health Organization1 (WHO) ensures that the failure of the medical
treatment is the main cause that has not obtained all the benefits that medi-
cines can provide patients [1]. In consequence the poor medical adherence car-
ries medical complications, psycho-social and economic in the person and society.
It reduces the quality of life due to the complication of the disease and the use
of more potent drugs, depression and in the worst cases, death. This is why the
importance of generating new strategies that fit the patient’s needs for stimulating
medication adherence. For instance, a health-care game using a robotic assistant
was proposed by Gonzales and Riek [2]. Kamal et al. uses text persuasive messages
for reminding when to take the medicine [3]. The specific content of the persua-
sive message is derived based on the Social Cognitive theory and Health Belief

1 http://www.who.int/en/.
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model. In contrast to our approach, authors do not consider different persuasive-
ness levels and reinforcing feedback. Moreover, both approaches do not take in to
account internal context information of the user (i.e. physiological data), which
can be used not only for providing personalized and adaptive messages but also
for monitoring heart rate or skin temperature. We also find other related strate-
gies such as counting of pills, electronic control, telecommunications systems for
monitoring and counseling and care equipment [4,5].

With the increasing power of mobile phones and the recent technological
advances in non-obtrusive and ubiquitous monitoring technology, in this article,
we propose an architecture of a context-aware mobile application that exploits
real-time physiological data for delivering self-adaptive persuasive messages that
stimulate the medication adherence. We will use the E4-Wristband2; a wearable
wireless multi-sensor device for real-time computerized biofeedback and data
acquisition. The paper is organized as follows, in Sect. 2 we present our adopted
persuasion strategy. Section 3 describes the main components of our architecture.
Finally, conclusions and future work are discussed in Sect. 4.

2 Persuasion Strategy

Cialdini [6] developed six principles of persuasion (i.e. Reciprocity, Commitment
and Consistency, Social Proof, Authority, Liking and Scarcity), which have been
successfully applied in different domains, such as e-commerce [7] or well-being
[8]. Based on these six principles [6], we identify four levels of persuasiveness as
the most appropriate for stimulating the medication adherence:

1. Scarcity (Level 1): When something is scarce, people will value it more
(e.g. I believe rare products (scarce) are more valuable than mass products).

2. Consensus (Level 2): People do as other people do. When a persuasive
request is made people are more inclined to comply when they are aware that
others have complied as well (e.g. when I am in a new situation I look at
others to see what I should do).

3. Commitment (Level 3): People do as they said they would. People try to be
consistent with previous or reported behavior, resolving cognitive dissonance
by changing their attitudes or behaviors to achieve consistency. If a persuasive
request aligns with previous behavior people are more inclined to comply (e.g.
I try to do everything I have promised to do).

4. Authority (Level 4): When a request or statement is made by a legitimate
authority, people are more inclined to comply or find the information credible
(e.g. I always follow advice from my general practitioner).

The hierarchical ordering of persuasiveness levels is defined based on the
findings reported by Kaptein et al. [9], who found the authority and commitment
principles as the most influential, and scarcity as the least. We adopt also the
liking principle (“People prefer to say ‘yes’ to those they know and like” [6])

2 https://www.empatica.com/e4-wristband.

https://www.empatica.com/e4-wristband
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Fig. 1. Strategy for delivering adaptive persuasive messages

because it is easier to obtain changes of attitude, by using personalized messages
at all persuasiveness levels. We consider that these messages, emitted by people
that care-giver knows and likes, will be more friendliness for the care-receiver to
improve his/her medical adherence.

The mobile application emits an alert message (non persuasive message) “X”
minutes before for alert to user that is time to take the medicine. “X1” minutes
after to take the medicine the mobile application will emit persuasive messages,
which can be generic or personalized.

Figure 1 illustrates how the variables of stress and time are used as main
inputs for rendering messages with different levels of persuasiveness. For
instance, if a high stress level is detected, then a level 4-persuasive message
is rendered. Whereas having a medium stress level, messages of level 2 or level
3 can be emitted.

We use fuzzy theory for representing the Stress level as a linguistic variable.
The Fig. 2(a) shows the graphic of this function and the values of our sigmoidal
membership function is defined as Fig. 2(b).

Where x ∈ [−1; 8], this interval of values corresponds to the scale of the
EDA (Electro Dermal activity) sensor (using E4-Wristband). The unit is mea-
sured in microSiemens (µS). According to Ollander [10], the presence of stress
is considered when the EDA value is ≥4.5µS.

(a)

sigmf(x, 2, 4.5) =
1

1 − e−2(x−4.5)

(b)

Fig. 2. (a) Graphic of membership function. (b) Sigmoidal membership function for
Stress linguistic variable.
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In order to adapt the persuasiveness level and time interval, we design an
inference engine based on the Adaptive Resonance Theory (ART) [11]. ART is
an unsupervised learning method that allow to retain previously learned knowl-
edge and simultaneously integrate new discovered knowledge. Moreover, ART
compared to other type of classifiers require less training effort (usually less
than 20 epochs) [12]. Thanks to the ART algorithm, our approach will be able
to render adaptive persuasive messages by using as main input the outcome of
the sigmoidal membership function defined for the stress. This way, we avoid
that messages become monotonous for the user (care-receiver) by changing the
level of persuasiveness and type of messages.

Therefore, our messages catalog is classified by persuasiveness level and type
of messages (i.e. generic and personalized). The generics will be given by default
and the personalized messages are those messages, whose content is defined by
care-givers (i.e. family member). The Table 1 illustrates some examples of per-
suasive messages.

Table 1. Persuasiveness messages catalog.

Level Type Action

L4: Authority Personalized 1. Emit Message: “Mom should take
the pill for you’re well.”
2. Send a text message to the
phone of doctor or relatives close
with authority, indicating that the
patient is not in compliance with
the prescription

L3: Commitment Generic personalized Emit Message: “Remember that
improve your health is your goal.”
Emit Message: “Grandma should
take your pill remember that you
committed to improving your
health.”

L2: Consensus Generic personalized Emit Message: “All people care
about their health and you too!.”
Emit Message: “Grandma takes her
pill every want that you are well.”

L1: Scarcity Generic personalized Emit message: “Your health could
worsen if not take their medicines.”
Emit message: “Grandma takes her
medicine for that you can still visit
her friends.”

L0: Notification Non persuasive Emit message: “It’s time to take the
pill.”
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3 Adaptive Persuasive Mobile Application Architecture

The Fig. 3 depicts the architecture and main components of the persuasive mobile
application. On the left side, there is the care-receiver, who would wear a E4
wristband, an smartphone with the application running on it, and, optionally,
a bluetooth wearable speaker hanging on the lapel or any other suitable place
according to user conditions. The wristband has several sensors embedded that
provides readings about stress measures (EDA), heart rate (Photoplethysmogra-
phy), and physical activity (3-axis accelerometer) and skin temperature (Infrared
thermopile). The data gathered in run-time is submitted to the smartphone via
bluetooth.

The application basically consists of a messaging interface that is able to
(i) make use of the feedback user interface to render persuasive messages and
reinforcing feedback to care-receiver; and (ii) push messages targeted at care-
givers. The rendering of messages can be done in text and/or in audio form,
depending on a format header associated to each message.

On the right side, there are the different service layers to support the working
application. The primary service layer is the one responsible for the direct commu-
nication with the application. It basically contains a messaging gateway, which is
able to reach recipients (e.g. care-givers and care-receivers) and deliver messages.
The Scheduler controls when messages should be delivered and re-transmitted
again provided by the Feedback service. The messages are configured following
the persuasiveness strategy described above, which is implemented by the services
in the Management layer. This also uses the Context layer, which maintains the
relevant context data for users, including the historical information.
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Messaging
application

Smartphone

Feedback

Scheduler

Messaging
gateway

Service layer

Rule base

Inference
engine

Management layer

Emotional
data

User profile

Medication
register

Context layer

Fig. 3. Persuasive mobile application architecture

4 Conclusion and Future Work

In this paper we present the architectural design of an adaptive persuasive mobile
application for stimulating the medication adherence. The purpose of the appli-
cation is to provide the most effective reminder service by means of using adap-
tive persuasive messages. We argue that this adaptation is possible by exploiting
physiological data in order to adjust the different persuasiveness levels at run-
time. Based on the six principles of persuasion proposed by Cialdini, we have
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defined a persuasion strategy by identifying four different persuasiveness lev-
els and proposing a catalogue of types of messages; which can be generic and
personalized. Another important contribution of our approach are the evalua-
tion rules defined for determining the stress and the persuasiveness levels, as
well as the decision rules for selecting the most appropriate persuasive message
(management layer). As part of our future work, we are going to validate the
prototype of our adaptive persuasive application in two different stages. First, we
plan to conduct a series of simulation-based experiments to assess our inference
rules. Then, we plan to conduct a single case-base experiment for evaluating the
effectiveness of persuasive messages delivered by our prototype application. Our
case is a patient with hypertension (83 years old), who will use the wearable and
wireless E4 Wristband device for collecting real-time data in her daily life and
long-term settings.
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Abstract. The Internet has profoundly changed the nature of ads by making
them interactive. We are currently observing an evolution to the Internet of
Things (IoT) and it is inevitable that interaction designers will utilize IoT for
creating a new ilk of interactive ads. In this paper, we present evidence that the
attitude towards a TV ad interacting with a robot is positive when compared to
the absence of interaction. Furthermore, we sketch the interaction space of TV
ads and generally TV content with smart objects.

Keywords: Interactive advertisement � Human robot interaction � IoT

1 Introduction

The extension of the viewer’s experience of content on the TV has been researched and
has proven to have market success in the near past. One of the first well-known
examples of such an extension, which was brought to the market with quite some
success, is that of Philips’ AmbiLight TV. The device itself was extended with several
LED lights in its edges. Moreover, the TV was also able to recognize certain color
patterns in the played content and based on that content it turns on the LED lights to
create an extension to the experience in the ambiance of the room. Microsoft
researchers have recently extended that idea with the IllumiRoom project [6].

Enabling interconnectedness among devices – anytime and anywhere - is called the
Internet-of-Things. Due to the Internet-of-Things (IoT) paradigm, several devices can
be connected to a (smart) TV and this enables cross-media interaction [5]. This entails
that a TV can also be extended, by connecting it to several devices. One of these
inventions is the ability to remotely control a TV system through a smartphone. These
forms of interactive television also offer the ability to create interactive advertisements.
For example, Durex was the first to introduce a dual-screen advertisement, which
provides an extra layer to the story through a mobile app [6].

Although advertisements have been used for centuries the advent of the Internet
and mobile technology has driven ads to become more personalized and more inter-
active. The ultimate goal of ad designers has been to make them effective. With the new
Internet-of-Things (IoT) paradigm, new forms of ad interactivity will arise. With all of
the new forms of interactive ads, attracting the viewers’ attention to the ad has become
more important. The Interactive Advertising Model (IAM) [8] has examined the unique

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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attributes of the Internet and the way they impact the experience of ads. The primary
aspects are “interactivity and virtual reality”. The advertiser-controlled aspects in IAM
state several “Ad-Formats” that extend Internet ads compared to print ads, such as:
banner, pop-up, hyperlink, etc. As was the case with the Internet, in an IoT era we
would expect the concept of ad interactivity to extend to other dimensions. For
example, smart objects in the viewers’ environment (e.g. robots or smart toys) could
extend the ad’s interaction space.

In the area of robotics, an increasing number of robots are designed for personal
use. Robots are a unique opportunity to create new systems to cooperate in reaching
better living conditions [4], even within a living room environment. The design of such
personal robots extends the use of simple, mundane tasks -e.g. robotic vacuum cleaner
and lawn mowing- to entertainment purposes -e.g. Sony’s robotic singing Elvis [3].
Thus, robots can actively change the environment by performing actions and offer the
possibility of richer interaction with humans. Recent research on social and personal
robotics has shown that these robots are already accepted in a living room environment
[2].

Thinking along this line of extending media content around the output device we
envision a TV ad in which the characters involved can interact with physical robots in
the proximity of the TV. Based on previous research that has shown that interactive ads
are more engaging and that robots in the living room environment can be engaging
social partners, we hypothesize that this form of interaction will lead to an enriching
user experience when compared to its absence. For example, one might imagine a
simple interaction in which the characters in the TV ad might wave to the side of the
robot and the robot might wave back, to more complex interactions such as the physical
robot actively being part of the content in the TV whether that is an ad, an animated
movie or a computer game. Although similar ideas have been already proven suc-
cessful in mass-entertainment venues, such as Disney world and 4D films [1], no one
has yet explored them in a home setting and in relationship to ads.

2 Method

We conducted a between subjects experiment (N = 70). One group (N = 35 - control
group) watched a short (8 min) TV documentary with an ad (40 s) and the robot next to
the TV but without the robot actually moving at all. The other group (N = 35 -
experimental) watched the same movie and ad only in this case the robot also moved in
combination to the advertisement that was playing on the TV.

2.1 Material and Setting

The documentary was eight-minutes and it was about the KMA - the military academy
in Breda, the Netherlands. Halfway through the video, we included an ad, about LEGO
Mindstorms (Fig. 1). The ad features LEGO Mindstorms, a robotic platform for
teenagers. The ad was specially produced for our research. Before the production, a
brainstorm session with the production crew, comprising of five students (background
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in media design) was held. Five ideas/scenarios were elaborated on storyboards and we
picked one scenario, named “Bedtime stories” (Fig. 1) which conveyed the best rela-
tionship between the ad and the robot. The story of the ad depicts a young boy who is
sleeping on his bed and wakes up when his sister drives with a remote control the snake
figure of the LEGO Mindstorms to scare him off. Since there were several robot-figures
one could build with the kit of LEGO Mindstorms that we had, we chose the snake
figure that fitted best the ad’s storyline. Since this was a new concept for our partici-
pants, we were particularly careful about choosing an interaction that would not seem
accidental or random. That is why our main criterion for choosing an idea to produce
the ad was the one that better conveyed the interaction between the robot and the ad.

The interaction of the robot with the ad was pre-programmed with LEGO’s
Mindstorm software platform. The interaction was programmed to mimic part of what
was presented in the ad itself. We used the snake figure, as it was in the ad (Fig. 3). The
robot moved on the TV table when the snake moved in the ad (Fig. 2). Finally the
snake-robot did an attack move and played a snake-rattle sound at the same time when
this was shown in the ad. The installed program on the robot itself was triggered
through the researcher’s computer that was connected through Bluetooth to the robot.

A room at our university was transformed to resemble a typical living room. A TV,
couch, chairs, plants and coffee table were strategically placed to make the setting as
realistic as possible. The researcher sat behind the participants, primarily for launching
the robot’s movement and secondarily for observing.

2.2 Measurement Instrument

When the viewing session finished, participants were asked to fill out two question-
naires. The first one measures the general attitude towards the ad, found in the mar-
keting scales handbook [4]. It is a six item, seven-point Likert-type scale that measures
a person’s reaction to an advertisement he or she has been exposed to. The second one

Fig. 1. Left: Position of the researcher (left arrow), two participants at a time (right arrow) and
the robot (top arrow) are highlighted, as well as the movement of the robot. Right: A frame of the
TV ad featuring the snake-figure of LEGO Mindstorms. The same toy-robot was placed next to
our lab’s TV. The experimental group saw the robot actually interacting with the TV ad.
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is about Human-Robot Interaction [7]. It is a fourteen item, seven-point Likert-type
scale that measures the negative attitude toward communication robots in daily life.
This scale is divided into three subscales: (1) the negative attitude toward situations of
interaction with robots, (2) the negative attitude toward social influences of robots, and
(3) the negative attitude toward emotions in interaction with robots. Since the robot was
an integral part of the interaction we wanted to find out whether there is any negative
perception of it being part of a living room leisure activity. Next to the questionnaire,
eight structured interviews (four control group and four experimental) were conducted
to get a more detailed insight into participants’ views about the general concept. The
interviews were audio recorded and transcribed.

3 Results

For the first questionnaire, the general attitude towards the ad was significantly higher
t(68) = −2,687, p < .01, in the experimental group (M = 4.30) than in the control
group (M = 3.61). For the second questionnaire, for subscale 1, the participants’ atti-
tude toward situations of interaction with the robot was not statistically significant for
the two groups t(68) = 1.668, p = 0.10 (control group M = 3.63, experimental group
M = 3.23). For subscale 2, the participants’ attitude toward social influences of robots
was not statistically significant as well, t(68) = 1.740, p = 0.086 (control group
M = 4.94, experimental group M = 4.11) and the). For subscale 3, the participants’
attitude toward emotions in interaction with robots was also not statistically significant,
t(68) = 1.756, p = 0.084 (control group M = 4.48, experimental group M = 3.94).

When asked about the interaction between robot and advertisement our participants
had a very positive opinion about it. Most interviewees agreed that it would also help to
make TV advertisements more effective. Participant 2 (female, 25) described it as
follows: “normally, you look at advertisements, but you do not really see them. It is like
you shut yourself down until the seven minutes are over and you can continue watching
your movie or TV show. Something like this (the interaction with the robot) really
grabs your attention.”

On the issue of attention, there was the concern expressed that one will only be able
to focus on the robot once it starts moving around during advertisements. Participant 3
(male, 22) said the following about it: “the main problem has to be how to divide the
attention (between the advertisement and the robot). For example, if the robot would
walk behind my couch, I would turn around and focus on the robot, because I tend to
find a robot more interesting that an advertisement. This means that placement and
timing are extremely important, because it could also be distracting.”

Finally, participants saw an opportunity for this concept to be specifically addressed
to children. This might be due to the use of LEGO Mindstorms as the robot itself.
Participant 7 (male, 21) was one of those interviewees who mentioned: “I believe that
this robot interaction could have a greater effect on children, because I think that they
would be more sensitive to something like this.”
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4 Discussion and Conclusion

This study extends the current line of research by showing that smart objects –toys- can
be used for extending TV experience. Our study clearly shows that this is a promising
direction for designing such interactions and investigating its effects. We found a
statistically significant difference for the ad that includes interaction with a robot. Our
second measurement was about negative attitude towards robots of which we found no
evidence when comparing the two conditions –a result that is also positive when
designing such types of interactions in a living room setting. Our results are in line with
the previous studies where it has been shown such an extension adds to the user’s
experience [6] and shows a clear potential for further research.

In terms of further research, the possible movements of a robot can be thought of in
relation to the: (1) TV content; (2) TV as a device (Table 1). In our study the movement
was synchronous replicating the content but we can imagine other scenarios. An
example of synchronous that extends the content is when the robot would interact with
the virtual character in the TV – in a simple scenario waving back to the virtual
character. An example of asynchronous would be a movement that does not necessarily
directly relate to the TV content. We can imagine an abstract movement during a TV ad
that has as purpose just the aesthetic enhancement of the ad.

In relation to the TV as a device, the movement can take place either attached to the
device or detached from the TV. In the case of our study, the movement was detached
from the TV. We envision more rich movements such as the robot actually moving
behind the TV –“disappearing” from the physical world while appearing on the virtual
- or even moving on top of the TV in the case of drones. Further, we envision robots
that could actually be physically extended parts of a TV and could move in the
periphery or on top of the actual screen of the TV. In that case movement would be
actually attached on the TV itself.

Since attitude is a precursor to behavior [1] we expect that this interaction will
actually positively affect the overall ad experience of users. Nevertheless, more
research is required to further investigate behavioral aspects such as purchasing or
social recommendations. This study was particularly focused on ads only. We do
envision other media types such as animated movies, documentaries, talk shows, and
even educational programs to take advantage of this novel way of extending the TV
content. For future research we will explore a robot and type of TV ad are applicable to
an even broader audience.

Table 1. The possible robot’s movements that we envision.

Movement

Synchronous Asynchronous

In relation to TV content Replicating the
content

Extending the
content

In relation to the TV (as
device)

Attached Detached
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Abstract. This paper presents the primary results of a study that examined the
difference between exertion vs. non-exertion in game experience and social
presence. This study aims to gain more insight in the influence of body
movement in a cooperative game on social presence and game experience, to be
better able to design interactive technology that helps people to adopt a healthy
lifestyle and to connect people socially. The study was performed among 336
adults (age range: 16–64 years) who played a two-player exertion (n = 167) or a
non-exertion (n = 169) version of cooperative Tetris. Analysis of an extended
version of the Gaming Experience Questionnaire showed that although partic-
ipants who played the exertion version of the game found themselves less
competent, there was no significant difference between the two groups (exertion
players and non-exertion players) in game experience or social presence.

Keywords: Gaming � Exertion interface � Exertion gaming � Physical
interface � Game experience � Body movement � Social interaction � Social
presence � Physical activity

1 Introduction

Technology is increasingly becoming part of all aspects of everyday life [1, 16]. This
has many consequences, such as an increased inactive lifestyle [5] and decreased and
shallower face-to-face social interaction [1, 16]. As researchers and designers of new
technology we should study how technology in can help people gain an active lifestyle
and stimulate social interactions.

Exertion games and exertion interfaces are increasingly being used to encourage
people to be physically active in a fun and accessible way. These games and interfaces
focus on individual activities or have a competitive goal, while many sports activities
are collective [11] and not necessarily competitive.

Knowledge on the relationship between social and physical exertion play is still
limited [4]. If we want to be able to design social exertion interfaces and games that
invoke social interaction and encourage physical activity, we need to understand which
factors play a role in the relationship between cooperation, exertion, game experience
and social interaction.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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2 Related Work

Bianchi-Berthouze et al. found that body movement positively affects engagement
when playing Guitar Hero [2, 15] when playing with a guitar-like controller vs. a
dual-shock controller. In addition, Lindley et al. have found a relation between body
movement, social interaction and game experience when playing Donkey Konga with a
conga-controller (requiring more natural body movement) [10]. Segura and Mueller
et al. have also shown that physical and exertion interfaces (interfaces that deliberately
require physical effort [11]) have a positive influence on game experience and social
connection between players [13, 15].

Social and physical forms of play have many similar effects: higher engagement,
arousal and positive emotions [15]. Combining both these types of play might increase
these effects.

3 Goal

Previous research into the effects of body movement in games and interfaces have
mainly addressed multiplayer games in which players are competing against each other
[2, 9, 11] while in many traditional sports activities players have to cooperate to
achieve a certain goal.

Research into cooperative exertion games [14], where people have to work together
to achieve goals is still limited and further research is needed to gain insight into the
influence of cooperation in exertion games on game experience and social interaction.

Our study aims to gain more insight in the influence of body movement in a
cooperative game on social presence and game experience to be better able to design
interactive technology that stimulates people to adopt a healthy lifestyle and interact
socially.

4 Research Question

What is the difference in game experience and social presence between playing a
cooperative game with and without exertion?

5 Method

In this study, adults were recruited at the 2016 Lowlands festival in the Netherlands
(visited by >48.000 people). Bypassers were either randomly invited to participate or
volunteered themselves after seeing other people play. All participants played once and
voluntarily over a period of three days; the non-exertion and exertion condition were
alternately played. Participants did not know in advance which version they would play.

Participants were asked to play a modified version of Tetris that required cooper-
ation of both players to control the game. The left player was responsible for moving
the bricks to the left; the right player was responsible for moving the bricks to the right.
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An action by both players simultaneously caused the brick to rotate clockwise (Fig. 4).
In the non-exertion version the players played by pressing buttons (Figs. 1 and 5), in
the exertion version players played by jumping while wearing an accelerometer belt
(Figs. 2 and 6).

After an explanation of the experiment and game, participants gave their written
consent. Next, participants were invited on stage to play. They were told which version
of two-player Tetris they were going to play and the controls were explained to them.
All duos played for four minutes. When finished playing, the participants were asked to
fill in a questionnaire about their game experience and social presence in an area next to
the stage were they played the game (Fig. 3).

6 Participants

A convenience sample of 336 adults (180 males, 156 females, mean age: 25,3 years,
SD = 7,3) participated in this study. We included all 336 participants who filled in the
questionnaire in this study.

Fig. 1. Non-exertion Fig. 2. Exertion

Fig. 3. Participants filling in questionnaires
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Condition 1 – non-Exertion. (Figure 1) The non-exertion version of the game was
played by 169 participants (70 females (41,4 %) and 99 males (58,6 %)), with an
average age of 24,7 years (SD: 7,0).

Condition 2 – Exertion. (Figure 2) The exertion version of the game was played by
167 participants (86 females (51,5 %) and 81 males (48,5 %)), with an average age of
25,9 years (SD: 7,6).

7 Materials and Measurements

7.1 Game

For this study we developed a multiplayer version of Tetris (based on an existing Tetris
game written in Processing [6]). We chose Tetris because it is fun to play, well known
and intuitive; we expected most people to have prior experience with and under-
standing of the mechanics and the goal of the game. Tetris’ original gameplay allowed
it to be modified into an exertion and non-exertion cooperative two-player version
without losing the goal or affordances of the original version. While playing, players
can still communicate and it is possible to hold a similar posture in both the exertion
and non-exertion condition.

Fig. 4. Exertion vs. Non-exertion cooperative Tetris
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7.2 Controllers

Condition 1: Non-exertion. The input device for the non-exertion version of our
experiment was a wooden box with two arcade buttons that controlled the game
(Fig. 5). This controller was custom made (Arcade buttons connected to a Adafruit 5 V
16 MHz Pro Trinket for keyboard output), avoiding possible effect of familiarity with
the input device [1].

Condition 2 – Exertion. The input device for the exertion version of our experiment
was a custom-made belt (Fig. 6) (Adafruit MMA8451 Triple-Axis Accelerometer
connected to an Adafruit 5 V 16 MHz Pro Trinket) that allowed us to send keyboard
input based on the players body movements. Players had to jump to send keyboard
output.

7.3 Screen and Stage

The game was projected on a large screen in front of the players (Fig. 7). Participants
played standing on a slightly elevated stage in front of the screen, visible for other
festival-visitors.

Fig. 5. Button controller for Non-exertion
condition

Fig. 6. Accelerometer controller for exertion
condition

Fig. 7. Screen and stage used for gameplay
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7.4 Questionnaire

To measure Game Experience and Experienced Social Presence we used revised
versions of the Core and Social Presence Modules of the Game Experience Ques-
tionnaire by IJsselsteijn et al. [8] and de Kort et al. [9] with a 5-points Likert Scale.
Items unrelated to our type of game (Sensory and Imaginative Immersion; Psycho-
logical Involvement - Negative Feelings) were removed. We included relevant ques-
tions from a previously used social questionnaire [12] to the Social Presence Module to
gain more insight into the social interaction between players. In addition, background
variables were gathered such as age, gender, how well participants knew the other
player, exercise and gaming frequency.

7.5 Video

Besides the questionnaire responses, videos of all games played were gathered. This
data will be analyzed in a next phase of this study.

7.6 Analysis

The answers to the Core and Social Presence Module of the Game Experience
Questionnaire were coded (Not = 1; a Little Bit = 2; Somewhat = 3; Quite = 4;
Very = 5). To compare the exertion and non-exertion condition of our experiment, we
checked if the results were normally distributed and calculated the mean scores and
standard deviation for each component and individual questions, followed by a t-test
(two-tail, two-sample, unequal variance). To avoid the risk of a type-1 error we per-
formed a post hoc Holm-Bonferonni [3, 7] correction.

8 Results

8.1 Game Experience

Participants who played the exertion version (M = 2.55, SD = 0.84) of cooperative
Tetris felt significantly (t(334) = −4.51, p = <0.0001, Holm-Bonferonni correction:
p’ = <0.0001) less competent than participants who played the non-exertion version
(M = 2.97 SD = 0.86) (Fig. 8). On the other constructs of game experience (Flow,
Annoyance, Challenge, Negative Affect, Positive Affect) no significant differences
were found.

8.2 Social Presence

The results for the constructs that measure social presence (Empathy and Behavioral)
do not show a significant difference between the exertion and non-exertion condition.
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9 Conclusion, Discussion and Further Work

Previous work shows a relationship between exertion games, user experience and
social play. Our results show a difference in perceived competence between the
exertion and non-exertion version of cooperative Tetris. We could however not find a
quantifiable difference in other aspects of user experience and in perceived social
engagement between the exertion and non-exertion version of two-player cooperative
Tetris, even though participants found the exertion version more difficult and chal-
lenging to play.

9.1 Gender, Familiarity, Exercise and Gaming Frequency

The exertion condition (86 females (51,5 %)) was played by more women than the
non-exertion condition (70 females (41,4 %)). Furthermore, other variables were
measured (How well players knew each other, Exercise and Gaming frequency) in our
questionnaire, that we did not include in our current analysis. Further analysis will have
to show if these variables had an influence on the outcome of our questionnaire.

Fig. 8. Means of all components of the core and social presence module of the game experience
questionnaire.
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9.2 Cooperation vs. Competition

Our study compared two conditions where players had to play together to achieve the
goals of the game. To gain more insight into the role of cooperation on social
engagement and game experience, in future work we will look further into the role of
cooperating with or competing against each other when playing.

9.3 Social vs. Individual

To see what the influence is of playing a game together on game experience, we
consider extending this study with a one-player exertion version to look into the
difference between social vs. individual exertion play.

9.4 Effect of Novelty

What previous research doesn’t address well is the novelty value that might play a role
in game experience. Is a new type of gameplay more engaging than a familiar game and
is a new controller more exciting than a familiar controller? In this study we used two
novel controllers to avoid any influence caused by controller-novelty and we designed
novel gameplay for both conditions.

9.5 User Research Methods

For this paper we relied on self-report for our analysis. We have however used a
mixed-methods data collection (questionnaire and video) and will improve our study
with a mixed-methods analysis approach [12]. We will improve this study by including
video analysis to be able to keep track of verbalizations, speech, utterances, non-verbal
behavior, instrumental gestures and empathic gestures while playing [10].
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his technical support and assistance and Else ten Broeke, Thijs Heemskerk, Susan Hombergen,
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Abstract. This paper presents work in the field of distributed exertion
games, which are controlled by moving the body. People play these games
together while being located at different places in the world. The novel
contribution of this paper is the introduction of distributed team play in
which both collocated and distributed players participate. In our Distrib-
uted Interactive Pong Playground (DIPP) players bounce a ball towards
a goal by moving, walking, and running around in a 5.3 by 5.3 m interac-
tive playground. We investigate whether we can increase coordination in
movement between players by changing the game to enforce teamwork.
This was done by letting the players in a team control one end each
of a shared paddle, as opposed to both players having separate paddles.
Although the results should be taken with care, the comparisons do indi-
cate that we could steer the amount of coordination between players in
this way. Furthermore, we investigated the effect of distributed team play
on the level of coordination. The results indicate that coordination goes
down if the teammate is at another location. In this distributed team
setting, enforced team work through a connected paddle still leads to a
higher level of measured coordination. In contrast, our current analysis of
self-reported social presence did not show a clear difference, not favoring
enforced team work nor a particular team distribution. With the DIPP
and this study we provide a new direction for distributed exertion games
with a focus on aspects of team play.

Keywords: Play · Interactive playground · Embodied interaction ·
Exertion games · Pong · Coordination · Social presence · Collocated ·
Distributed · Team play

1 Introduction

Computer entertainment can help people fulfilling a happy, pleasant and perhaps
even a meaningful life [3,23]. Physical exertion and playing together with other
people are a large part in this. Distributed games build upon the rise of broadband
internet gaming technology. They allow computer entertainment to better include

This paper builds on Steven Gerritsen’s Master’s thesis work [5].
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the social-relatedness factor, even when the people whom we want to play with are
physically far away. Exertion games (or exergames) target intense physical effort
to play the game [16], which can result in enjoyment but also has other benificial
effects. For instance, the high prevalence of obesity in western countries could be
targeted with these exergames, as these games have been proven to increase energy
expenditure [21]. The combination of the two leads to distributed exertion games
[16], which allow one to play intense physical games, together with other people,
over a geographical distance. Mueller et al. created several games and sport expe-
riences that can be enjoyed with people on the other side of the world, including
table tennis for three, jogging over a distance, kicking a ball against a wall (break
out for two) and airhockey over a distance [18].

Although these games target interaction with distributed players, they do
not allow for concurrent interaction with collocated players. In our research
we thus investigate an extension on these distributed exertion games in which
players are distributed as well as collocated, using our Distributed Interactive
Pong Playground (DIPP). This allows us to investigate social connectedness and
team interactions in a distributed exertion game. The game is played in teams
of 2 vs. 2. Players control their paddle in order to bounce the ball into their
opponents’ goal by stepping, walking and running around an interactive space.
To play this game we use an interactive camera-projection system based on the
Interactive Tag Playground [9]. Our current system shows the same game visuals
at two different locations. The interactive space of 5.3 by 5.3 m tracks players
based on the depth streams of four Kinects and a real-time tracking algorithm.
Subsequently our game incorporates these positions and uses two projectors to
provide appealing visualizations on the floor. Two of these interactive spaces
were linked to each other in combination with a microphone array and Skype
connection to create the DIPP.

Our current study explores how people play together in the DIPP. An impor-
tant part of people’s interaction is how they coordinate their movements and how
present they feel the other is [1,19]. We try to change and measure this coor-
dination between players. We propose and try-out five different configurations
of the game. We vary whether the two players in one team control one paddle
together or if each player in the team has his/her own paddle. We also vary
whether each team is collocated at one location (with the opponents being at
the other location) or whether the members of the teams are distributed over
the two locations (physically sharing that location with one person from the
opponent team). In order to compare this to non-distributed play we use also
observed play in a totally collocated game of interactive pong.

2 Related Work

Several distributed exertion games have been introduced in the last decade [18].
Almost all of them build upon an existing game, activity or sport. Breakout for
two, is an interactive wall on which targets have to be hit with a ball, while an
opponent player is simultaneously shown on the same wall but is playing from
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another location. The game is a combination ‘of soccer, tennis and the popular
computer game Breakout’ [10, p. 4]. The targets are shared between the players
and have to be hit several times before they break out, and only when the last hit
is delivered a point is awarded to that player. Table tennis for three, is similar to
break out for two but is based on table tennis instead of soccer and tennis. The
players see their two opponents and hit similar targets on an upstanding part at
the end of a table tennis table [17]. Here two players can decide to play ‘together’
against one. Airhockey over a distance, is a distributed game that builds on the
table game of air hockey [15]. Players again can view their opponents projected
at the half of the table. Players have to slide a puck into the goal of the opponent,
by hitting the puck with a small round bat. Half-way (under the ‘wall’) a system
detects the position and velocity of the hit puck where it disappears in a small
slot. A ‘canon’ at the other location then shoots a puck with similar velocity
and from approximately this position towards the goal of the opponent. This
opponent defends its goal and attempts to score by hitting the puck back again.
Shadow Boxing, is an installation where players can kick, punch and use their
bodies to hit the opponents’ shadow, which is projected on a ‘touch sensitive’
mattress-like wall [14]. Tug of war, is a system where the well known game of
rope pulling is used as a starting point for a distributed game [2]. The game
provides distributed haptic feedback, it is played by pulling a small rope that is
connected to a servo motor which provides a pulling force based on the opponent
pulling force. The game unlike the previous games is played in a cooperative way,
by pulling or releasing the rope the players control a shared basket on the screen
that can be used to collect falling objects.

Several of these systems have also been used to show that (distributed)
embodied gaming can have positive effects on play experience and relation
between players. Playing with Tug of war, when compared to a variation where
there was no physical feedback of the other user, resulted in an increase of several
dimensions from social presence of the distributed player [2]. Playing with break
out for two when compared to a keyboard alternative, made the players feel they
knew one another better and became better friends, increased fun, and unexpect-
edly resulted in increased perceived quality of the audio and video [11]. Partici-
pants playing with the table tennis for three reported that they could imagine it
would help to increase rapport, and forgot the world around them [18]. Exertion
games, also when not distributed but still compared to non-embodied interaction
styles, can indeed have an effect on social interaction, trust, emotional experi-
ence, role-taking, competition, and connectedness [12]. Exertion games as well
as similar movement-based social immersive media including camera-projection
systems, can be designed in various ways to encourage emotional responses, deal
with appropriate game-play time, competition etc. [20], can be designed to steer
or change player interactions [8,22], and a wide set of guidelines have been cre-
ated to aid in development of such games [7].

Many benefits of the developed distributed exertion games and distributed
games have been linked to how players play together with another player.
Although two players playing a game together was seen in tug-of-war and it was
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Fig. 1. The Distributed Interactive Pong Playground (DIPP). In this configuration,
two opposing players are collocated and have distributed teammates, the paddle can
be seen between the distributed team of green (L) and yellow (R). (Color figure online)

also welcomed for local players to team up during the Breakout for two games
to increase throughput, to our knowledge there are not yet team distributed
exertion games [10,18].

3 Design of DIPP

We propose our team distributed exertion game DIPP that includes two players
on each team, two players on two location, a virtual ball and two virtual goals,
see Fig. 1. Each player is represented with a unique colored circle projected at
their position. The players control a paddle by moving around the play-field,
the paddle can be used to bounce the ball in their opponents goal. The game is
played for 7.5 min after which it will automatically stop.

3.1 The System

The system consists of duplicate setups at two locations communicating over the
(university’s) network using the UDP protocol. Both setups have four top-down
oriented depth sensors (Kinect), a tracker PC (transforming depth information
to tracks of players), a visualization PC and two projectors, see Fig. 2. One
‘game’ PC, the master, gathers the track information and transforms these to
game coordinates. These game coordinates are used to run the game, the master
sends the game information to another ‘game’ PC at the second location. This
second PC simply visualizes the game objects at the second location. This setup
forces the game to be deterministic. This is unlike the setup of what seems to be
the first distributed embodied game, arm wrestling over a phone-line, in which
both players could win at their end of the game [13]1. Mueller et al. pointed out
that the audio channel is the premium communication channel (in a distributed
game) [18]. In order to let players communicate verbally we set-up a Skype call
between the two locations using two additional Kinects, allowing communication
in the entire playing field without letting the players wear microphones.
1 Introduced in 1986, idea by Doug Black and Norman White, http://v2.nl/archive/

works/telephonic-arm-wrestling, last visited 27-2-2016.

http://v2.nl/archive/works/telephonic-arm-wrestling
http://v2.nl/archive/works/telephonic-arm-wrestling
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Fig. 2. The setup of the DIPP. On the left the system layout, at 2 locations we installed
4 Kinects and 2 projectors, and we use two tracker PCs sending tracks of players (ID
and position), and by processing this info a master PC sends game info (ball, players,
score and paddles) to a slave PC. On the right the two game variations are shown.

3.2 The Variations in Game and Distribution

Our contribution focuses on cooperative team play and the mix between collo-
cated and distributed players. We are interested to see how players will play in
different distributions and if we can increase coordination between players by
changing the game play. Ideally, such an increase in coordination could also lead
to an increased social presence of the other players.

We made two game variations, see Fig. 2. In the individual mode players
are assigned an individual paddle. They still play in a team but each paddle is
controlled by one player. The paddle rotates towards the ball until the distance is
below a certain threshold (approximately 1.5 m). In this way players can bounce
the ball in different directions by approaching the ball in different angles. In the
connected mode players in a team each control one end of a connected paddle.
Players can also rotate this paddle by moving around the other player. When the
players are too far apart (approximately 1.5 m, twice the size of an individual
paddle) the paddle breaks (disappears). While both forms require teamwork,
we try to encourage closer coordination between players with the connected
version. Especially once the game is distributed we still want the players to still
pay attention to the (other) distributed players.

We also vary the way players are distributed. Players can either have
their teammate at the same location, or have their teammate distributed and
have an opponent at the same location. This leads us to 5 conditions to
investigate: (#1) collocatedindividual, (#2) collocatedconnected, (#3) distributed-
opponentconnected, (#4) distributed-teamindividual, and (#5) distributed-
teamconnected. A possible sixth condition, distributed-opponentindividual, was
played only once, deemed least interesting and was omitted from analyses due
to a lack of participants.

We expect (1) that the coordination will be higher if we steer towards a
more connected game than with an individual game (coordination in #1 > #2 ),
(2) distributing a connected team still has a detrimental effect on their coor-
dination in movement, thus in distributed play the coordination will be higher
for collocated teams than for a distributed teams (coordination in #3 > #5 ),
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(3) that if we have distributed teams the connected version will still have a higher
coordination (coordination in #5 > #4 ).

4 User Study

4.1 Procedure

The experiment consists of groups of four participants that know each other,
playing only one of the five conditions in order to reduce the threshold (time)
to participate. The two setups are both located at our university, in different
buildings 400 m apart. Participants were recruited in groups of four players that
knew each other at the university. Participants were told that they would play
a game of Interactive Pong, were informed about the game and had to give
written consent. Participants were then asked to fill in a digital pre-experiment
questionnaire, including questions regarding familiarity with each other and a
baseline for the ‘including Other In the Self’ (OIS) scale by Aaron et al. [1]. We
let the participants choose the teams, so there was no influence from us in this
creation. Based on which distribution type the group had to play in, we took
the participants to the associated locations.

Once the players arrived at the other location we tested the communication
channel. We had to omit the Skype connection in one game from #4 due to
technical difficulties. In another game from #5 we switched to a speaker phone.
We first let the participants play the game as long as they needed to get used
to the game (about 1 min). This was done in order to remove any difference in
pre-knowledge people may have in playing interactive games and/or previous
versions of the pong game. We then started a 7.5 min session where we let them
play uninterrupted. At the end of the session, participants answered a question-
naire including the OIS-scale, and questions regarding the social presence of the
other players including six different constructs [6]. This particular questionnaire
was chosen as it fitted the intended measure, had proven internal consistency,
its development based on existing theory seemed appropriate and it was applied
successfully in the context of the Tug of war game. After finishing the question-
naire we asked the participants to share their thoughts on the game. We also
saved the real-world positions of the players during the games, this data of the
tracker allowed us to investigate the physical coordination between the players.

4.2 Participants

In total we had 80 participants, equally divided over the four conditions, 62 were
male and 19 were female. All participants were between 19 and 34 years of age
(23 on average), most were studying at our university. Two participants had
an autism spectrum disorder (in #2 and #5). Seven participants had physical
discomforts/limitations (back-ache, motor disorder, low energy levels etc.) most
were unnoticeable in play-behavior with our direct observations, and spread over
all conditions, although 3x in #5 and 2x in #3.
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4.3 Results

Observations and Interviews. Some players in the distributed opponent con-
figurations thought they were part of a Turing test. We were explicitly asked this
question a couple of times (seemingly more often in #3). Players immediately
had several ideas how to improve the game, like restricting the time one stands
close to the goal. Nonetheless, most players indicated to us they liked the game
very much, and we heard utterances such as ‘This is so strange, this is so cool!’
(in #4). During the games several players were cheering and booing, giving high
fives if they scored, and some made exaggerated movements like jumping in the
air when (almost) scoring. These behaviors all seem to be qualitative indications
of players being immersed in the game.

Questionnaire. Similar to Beelen et al. we performed comparisons on the social
presence constructs between players in the different conditions [2]. However, as
we are performing more exploratory investigations in this new type of setup, in
our study this resulted in two-tailed tests on 13 different hypotheses regarding
the effect of distributions and game variations on the social presence. A detailed
description of each test or even hypothesis is outside the focus for this current
paper as it would require too much space for explanation, instead we only discuss
some interesting (condensed) ‘results’.

The analyses of these 13 hypothesis on 6 constructs plus the difference in
pre- and post-test in the OIS-scale, resulted in 91 comparisons, thus requiring a
Bonferroni correction (0.05/91 = 0.00054). Reliability for the six constructs is
known [6] and internal consistency for this study was good to excellent, Cron-
bach’s α in the range of 0.74–0.92 for all player comparisons for each of the
constructs. Due to non-normal distributions we used the two-tailed version of
the Mann-Whitney U test and all with n1 = n2 = 16. With the uncorrected sig-
nificance level only 21 of the 91 comparisons would have been significant
(p < 0.05).

None of the social presence constructs or the IOS scale indicated a
difference for teammates in the distributed teams conditions compar-
ing connected (#4) and individual paddles (#5), (7x n = 16, p > 0.05).
Furthermore, no effect is seen for teammates if we compare the collo-
cated version (#1 and #2), (7x n = 16, p > 0.05). Although not significant,
there were even indications that aspects of social presence (PAU/PMU)
of the remote opponent might even increase with individual paddles
(#4) instead of connected paddles (#5). PMU did not differ significantly
(#4, Mdn = 3.33 vs #5, Mdn = 2.67), U = 61.5, z = −2.52, 0.05

91 < p < 0.05.
Nor did PAU differ significantly (#4, Mdn = 2.92 vs #5, Mdn = 2.00), U = 53.5,
z = −2.82, 0.05

91 < p < 0.01).
We did find a significant difference for teammate-OIS during enforced dis-

tributed play, between having a teammate distributed (#5, Mdn = 0.0) or col-
located (#3, Mdn = 2.0), U = 35, z = −3.56, p < 0.05

91 ). PMU was not sig-
nificantly different (#5, Mdn = 3.25, #3, Mdn = 4.17), U = 44, z = −3.18,
0.05
91 < p < 0.001), nor was PAU (#5, Mdn = 2.33, #3, Mdn = 3.42), U = 67,
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z = −2.31, 0.05
91 < p < 0.05. All (trends) were in the direction of decrease of

OIS/PMU/PAU for the connected distributed teammate (#5) com-
pared to a connected collocated teammate(#3).

Coordination Between Players. One measure for coordination between peo-
ple is their correlation in movement2 [19]. For our exploratory study we see speed
as an appropriate measure for movement. If players are coordinating their play-
behavior more, we should be able to see an increase in correlation between player
speeds. If over the game both players have high speeds and low speeds at the
same moments in time, we see this as form of coordination.

Implementation of Coordination Measurement with Players’ Speed. To investi-
gate this form of coordination we filtered and transformed the position data.
Using Matlab 2012a we did this as follows. Our tracker provided ‘lines’ of raw
position data with a time stamp (t(i)), id, and x,y positions. The interval with
which the tracker provides information is not constant (varying around 12.5 to
28 fps). For every first time stamp (t(0) = ts0) we encountered, we looked for
position data within a time slot of 50 ms (± 1/fps) or less ((t(i) ≤ (ts0 + 50)),
and saved all available position data for all players. When more than one posi-
tions is given for a player id within this time slot we only used its latest value.
We continued until position data with a time stamp outside this time slot was
found (ti ≥ (tsj + 50),→ tsj+1 = t(i)).

We then interpolated the empty slots for each player with the x and y posi-
tions that were available. For values that had many consecutive missing values
(≥ 10, ≥ 500 ms) we kept the slots empty instead. We then calculated the
speeds between slots and used a median filter (5 values, ≥ 250 ms) to filter
out noise/outliers. We averaged the existing values over a period of 10 slots
(≥ 500 ms). We threshold these values to a realistic maximum value of
11.61 km/h (top 0.05 %), in order to minimize impact of extreme values for which
Pearson’s r is sensitive. We then correlated these average speeds between players.

Correlations. The correlations of teammates can be seen in Table 1. If team-
mates correlate their movement most, this allows one to attempt to automatically
recognize teams using the optimal scores of correlations between player combi-
nations from the correlations matrices. This optimum correlation combination
resulted in 19 out of 20 proper combinations (one mismatch in the collocated
versions #1), where the baseline would be 7.

Feeling slightly more confident in the applicability of the used correlations,
we investigated our three expectations regarding coordination with the explained
method. We expected (1) correlation values in #1 > #2, (2) correlation values

2 Ramseyer and Tsacher also incorporated Pearson’s r as a core part in their automatic
measurement of synchrony [19]. They used temporal correlations and nifty correc-
tions for random correlations. For our study we will keep to correlating (windowed)
average concurrent speeds over entire sessions.
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Table 1. Pearson’s correlations (r) of teammates in the different configurations. L1 or
L2 labels Location 1 or 2. Each session (s#) has two teams shown left and right in the
table. * Not the optimal combination, r optimal non-team: .10 and .20.

Condition

#1 co.ind. #2 co.con. #3 dis.-opp.con. #4 dis.-teamind. #5 dis.-teamcon.

rL1L1 rL1L1 rL1L1 rL1L1 rL1L1 rL2L2 rL1L2 rL1L2 rL1L2 rL1L2

s1 .15 .15 .57 .49 .45 .52 0.16 0.07 0.31 0.17

s2 .14 .15 .40 .45 .34 .56 0.11 0.24 0.38 0.33

s3 .13* .10* .48 .47 .44 .47 0.18 0.07 0.32 0.16

s4 .11 .13 .6 .43 .49 .30 0.10 0.12 0.30 0.33

Avg. .14 .47 .45 .13 .28

in #3 > #5, (3) correlation values in #5 > #4 but due to the exploratory state
of the research we also test for differences in the other direction using two-tailed
test. Pearson’s r is known to have a non-normal distribution and a Fisher z-
transformation can be applied to transform towards a normal distribution [4].
Knowing the known non-normal distribution of Pearson’s r we simply performed
the more well known non-parametric two-sided Wilcoxon rank-sum test, all with
n1 = n2 = 8.

In the collocated game, the used speed values have a significantly different
Pearson’s r correlation between teammates when their paddles are connected
(#2 Mdn = .47) compared to individual paddles (#1 Mdn = .14), Wr = 36,
z = −3.36, p < 0.001. This difference is in the expected direction of higher
coordination in movement of teammates if teammates are connected ,
when they are playing a collocated game, #2 > #1.

With connected paddles the Pearson’s r correlation of the the used speed val-
ues significantly changes between teammates being collocated (#3 Mdn = 0.46)
or teammates being distributed (#5 Mdn = .31), Wr = 42, z = −2.73, p < 0.01.
The difference is in the expected direction of an increase in coordination of
teammates if they are collocated , when they are playing distributed
play where they are connected to their teammate, #3 > #5.

In this distributed playground with distributed teams the Pearson’s r corre-
lation of the transformed and filtered speed values significantly changes between
teammates when they are connected (#5 Mdn = .31) instead of having their indi-
vidual paddle (#4 Mdn = .12), Wr = 41, z = −2.84, p < 0.01. This difference
is in the expected direction of an increase in coordination in movement
of teammates if the teammates are connected , when they are playing
with a distributed teammate, #5 > #4.

5 Discussion

The method of correlation that we used seems usable to investigate the differ-
ence between distribution and enforcing team work. Our results suggest that
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forcing people to work together, to control/share an element together, increases
a form of coordination. It would be interesting to investigate if these results
would generalize to other games. It is important to realize that the FPS and the
recognition seem to differ between locations. As the temporal character, linear
interpolation and linear correlation are intertwined in the analysis results should
be considered carefully. The collocated version did not suffer from these prob-
lems and still showed similar tendencies, larger correlation between teammates
and especially larger when they are enforced.

Regarding the analysis of social presence it seems we set out a too broad
investigation. More focused attention to aspects of interactive distributed play
and core factors influencing social presence would be worthwhile in the future.
The current reported values of the social presence are also leaning towards cherry
picking results of such a questionnaire and show the shortcomings of having
many hypothesis in an exploratory state of research. Nonetheless, there is a
suggested trend towards a decrease in social presence constructs once teammates
get distributed, asking for further investigations of these effects and possible ways
to mitigate this decrease.

The game was enjoyed by many players. We think the collocated aspect in
combination with distribution and the novelty of such a system were important
reasons for this. The game itself could be improved, as suggested by some players,
to trigger other more risky types of game play and providing a richer game
play. For instance, adding a ball that speeds up or restricting the time that a
player can be near to the goal. We found the idea of doing a Turing test with
distributed interactive exertion games very interesting. Perhaps as a first step,
future distributed exertion games could even become a combination of collocated
players, distributed players, and computer players.

6 Conclusion

We reported on what to our knowledge is the first distributed embodied game
with a focus on teams with collocated and distributed play at the same time, the
Distributed Interactive Pong Playground (DIPP). We investigated if we could
increase coordination, measured as correlation between speed of players, by more
strictly enforcing teamwork in the game. This was done by letting both play-
ers control one end of a shared paddle (the main game object), as opposed to
both players having separate paddles. Although the results should be taken with
care, the comparisons strongly indicate that we could steer coordination between
players in this way. Furthermore, we investigated the effect of distributed team
play on the level of coordination. The results indicate that coordination goes
down if the team mate is at another location. In this distributed team setting,
enforced team work through a connected paddle still leads to a higher level of
measured coordination. In contrast, our current analysis of self-reported social
presence did not show a clear difference for either enforced team work or team
distribution. Nonetheless, the combination of distributed and collocated games
seems to be an interesting new avenue for distributed embodied play.
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Abstract. This study introduces a throw training system that aims to improve
the athletic performance of children who see themselves as not good at sports.
The lack of exercise among children has become more severe in recent years, the
main causes being fewer opportunities and environments in the neighborhood
that enable children to play outside and engage in sports activities. The authors
of this study have developed a throw training system that utilizes visual and
sound effects. The system is designed for use in elementary school physical
education (PE) classes and allows for enjoyable use, training, and learning. The
effectiveness of the system was evaluated by elementary school students who
participated in a set of experiments in a PE-class setting.

Keywords: Visual effect � Sound effect � Throw training

1 Introduction

The lack of exercise among children has given rise to declining athletic performance in
recent years in Japan. The average record of a softball throw declined by 5.2 m among
boys and 3.4 m among girls in the 2012/2013 school year compared to the mid-1980s.
The widening gap between children who exercise and those who do not has become a
social issue. While the frequency of exercise is an important factor to maintain a
healthy level of fitness, many children who consider themselves not good at sport or
physical activity in fact like to exercise but have fewer opportunities to engage in
physical activity because they do not want to be made to feel incompetent in com-
parison to their peers. The goal of this study was to develop a training system that
would improve children’s perceptions of physical competence and provide them with
an intrinsic motivation to become more involved in physical activity.

In related studies, sample movement and a first-person perspective for effective
motion training [1] and anticipation in tennis were examined using realistic film sim-
ulations, movement-based response measures, and a portable eye movement recording
system [2]. In sports, learning every part of the movement involved in a physical action
is an effective training procedure [3]. Recent years have seen a wide range of studies on
sports, exercise, and the applications of motion capture. These studies form the basis
for support systems aiming to improve sports skills and attitudes toward exercise. In a
study [4], a system that learns the movements of a user’s dominant hand is developed.
The system then uses these movements to make a mirror image, which the user can
utilize to acquire motor skills with their non-dominant hand effectively. A system using
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the Kinect motion-sensing device to learn how to throw darts accurately focuses on
darts, which is an activity that requires very consistent movements, aims to improve a
user’s throwing mechanics by clarifying how the user’s throwing motion differs from
an ideal throwing motion [5]. In a study [6], the authors introduced a devised inter-
action method using an acceleration sensor and a noren-turned-screen, which uses the
surface of a split shop curtain (noren) to project video images. These enabled more
accurate representations of pitches thrown, by accommodating a wider range of ball
behavior and the throwers’ body movements.

Recent years have seen a rise in learning tools and methods that involve games,
such as serious games [7–9] and gamification [10–12]. Serious games are computer
games that aim less to offer entertainment than to solve social problems, and they are
used in areas such as education and medicine to advance learning, practical experience,
and the arousing and development of interest. The current study’s training system is
similar to serious games in that it aims to improve performance in physical activity and
to enable enjoyable training through the use of a system. There is increasing attention
being turned toward the educational applications of games, such as serious games and
gamification.

Leveraging the power of serious games and other games, this study succeeded in
developing a throw training system that motivates users through the use of visual and
sound effects.

2 A Throw Training System Utilizing Visual and Sound
Effects

Our research group has been implementing system-based throw training programs in
PE classes in schools [13]. Our past studies have shown that by using visual and sound
effects in the feedback provided by the system that records the student’ throws, students
can improve their throwing distance while enjoying the practice. This study takes a
closer look at the training system and examines the effectiveness of each set of visual
and sound effect.

Microsoft Kinect was used to record each student’s throwing motion, which was
then evaluated and scored based on an ideal throwing motion (Fig. 1). Unity 5 was
used to develop the entire system. The system is made up of three main segments,
which can be defined by user-interface screens: the Start Screen, the Training Screen,
and the Special Effect Screen.

When the Training Screen appears after the Start Screen, the student is asked to do
three throwing motions, each of which is given a score. The Training Screen segment
of the system is made up of a session for learning through observation and a practice
session (when the student does the throwing motions). One practice session involves
three sets of three throws, providing nine chances to do throwing motions in total. The
practice only involves the motion, or gesture, of throwing a ball, without actually
throwing it. The reason is that by doing the throwing motions while looking at the ideal
throwing motion, the student can pay more attention to and hence improve their
motion. The Training Screen displays the ideal throwing motion together with a pro-
jected image of the student’s motion (Fig. 2).
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The ideal throwing motion was based on the motion of a college student with five
or more years of experience in baseball. This throwing motion was shot using Opti-
Track’s Motive. The projected image of the student was laid over the college student’s
ideal throwing motion to help the thrower (student) understand their motion. The
display with the image was placed in a position such that the student could see where
they were throwing and the image at the same time.

Throwing motion was broken down into three stages, each of which was subject to
evaluation, according to the pitching biomechanics [14].

1. First half of cocking: In this stage, the evaluation is based on whether the arm is
pulled back fully and whether the position of the hand is lower than the elbow.

2. Second half of cocking: The evaluation of this stage is based on whether the elbow
is raised high enough and on the position of the elbow relative to the shoulder.

Fig. 2. Training screen.

Fig. 1. System settings.

138 K. Sumi and Y. Tsukamoto



3. Acceleration: The evaluation of this stage is based on whether the thrower is taking
a stride forward as they throw and on how big the stride is relative to the distance
between their feet at stage 1.

The scores for the evaluations of the three stages were added up (one point per stage)
for each of the three throwing motions done by a thrower in a set, and the next Special
Effect Screen was determined and displayed based on this total score for the set (out of a
maximum of nine points). Scores took into account whether the timings of the stages of
the throwing motion by the student were in line with those of the ideal throwing motion.
Each student received a total of nine scores for the nine throws that were graded (three
scores per set). The Special Effect Screen provided the student with feedback, com-
municating how well the student was able to imitate the ideal throwing motion.

The special effect was designed to appear after the Training Screen. The system’s
camera device could follow a ball’s trajectory as instructed by the student who threw a
ball. As feedback, a student was shown one of three special effects: SE_Poor,
SE_Good, and SE_Excellent. SE_Poor was shown when the throwing motion was
done poorly, and SE_Excellent was shown when the throwing motion was done very
well. A student was shown one of the three special effects based on the total score of
the three throwing motions recorded while on the Training Screen: SE_Poor for 1–3
points, SE_Good for 4–7 points, and SE_Excellent for 8–9 points.

In this study, we prepared three types of special effects to see whether performance
and behavior during practice would vary depending on the special effect used. The
three kinds of special effects involved: manga “speed lines” (Fig. 3), cheering voices
(Fig. 4), and a “flashy” animation (Fig. 5).

Fig. 3. Special effect screen (speed lines, SE_Excellent). The animation of a ball in a straight
line accompanied by the sound of a thrown a ball.

Fig. 4. Special effect screen (cheering voices, SE_Excellent). The animation of a ball in a
straight line along with people shouting and applauding, accompanied by the sound of a thrown
ball, and cheering and applause.
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3 Experiment 1

We divided 80 sixth graders (39 boys and 41 girls) into six groups to examine the
effects of training and special effects. The students’ scores in the nationwide sports test
that the students took while in fifth grade (the “Shin-tairyoku test”) were taken into
account when deciding the groups. For this experiment, each student did three minutes
of training using our system. The six groups are the following.

Group 1: Control group, Group 2: Special effects-only group, Group 3: Training-
only group, Group 4: Training-and-speed-lines group, Group 5: Training-and-cheers
group, Group 6: Training-and-flashy group.

Group 1 served as the control group to gauge the effectiveness of the system. Group
1 members did the throwing motion ten times as they saw themselves projected on the
screen, without using the training features of our system. Group 2 members were
shown special effects at predefined intervals as they did the throwing motions. Group 3
members did the throwing motion ten times while using the training features. Members
of Groups 4, 5, and 6 were shown their respective special effects in addition to using
the training features.

The purpose of Group 2 was to see whether scores improve just by seeing special
effects. The purpose of Group 3 was to see the effectiveness of the training features of
our system. The purpose of Groups 4, 5, and 6 was to examine differences in how
scores improve after seeing the respective special effects after using the training
features.

At the start of the experiment, the students were explained about the different
user-interface screens, using the training manual. The following are the guidelines for
the softball throw in the Shin-tairyoku test, which were largely followed in the
experiment.

Use a “Type 1” softball (with a circumference of 26.2–27.2 cm and a weight of
136–146 grams) and a tape measure. A circle with a diameter of 2 m is drawn on flat
ground. A mat is placed on the ground, with one end at the center of the circle,
orienting it in the direction in which the ball should be thrown, so that students could
all throw in roughly the same direction.

The rules when doing a throw were that: (1) the thrower must stay inside the circle
to throw the ball, (2) the thrower must not step on or outside the circle both while and
after throwing the ball, and (3) the thrower may only leave the circle after coming to a

Fig. 5. Special effect screen (flashy, SE_Excellent). The animation of a flying phoenix
accompanied by the sound of flaring up.
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complete stop after releasing the ball. A speed gun was used at a certain distance away
from the circle to take measurements. Each measurement was rounded to the nearest
kilometer/hour. Five sets of throws and measurements were recorded. All measure-
ments were documented and kept.

As for additional notes: 1. There is no set way one must throw, but throwers are
encouraged not to throw underhand, 2. To enable equal conditions, supervisors were
asked not to provide advice or practice after making the measurement before treatment.

As a result, improvement was quantified by calculating an improvement rate based
on a score before treatment and a score after treatment. An analysis of variance was
then carried out in order to compare the improvement rates between the groups. The
analysis showed that the differences in improvement rates were not significant (F
(5,74) = 2.11, n.s.). T-tests were carried out to see whether there were significant
differences between the improvement rate of Group 1 (control group) and those of the
other groups. A significant difference was found for Group 1 and Group 6 (t = −1.75,
df = 17, p < .05), suggesting that Group 6’s treatment was an effective training
method.

4 Experiment 2

Experiment 2 was designed to study the impression one receives when shown the
special effect used in Group 6 of Experiment 1. We asked 13 people (12 male and 1
female) from a University to participate in a survey to evaluate impression. We aimed
to use the results of this impression evaluation survey to obtain a quantitative under-
standing of the special effects used in our system. We hypothesized that the impression
made by the special effects with speed lines and cheers would be different from the
impression made by the special effect with a flashy animation. In the survey, a par-
ticipant was shown a special effect after doing a throwing motion. The participant was
then asked to associate their impression of the special effect with a number (on a scale
of 1 to 5) in terms of eight impression variables (these were the same variables as those
used in Sect. 5).

A factor analysis (exploratory factor analysis and Promax rotation) was conducted
for the eight variables. Eight factors had at least one variable for which the factor
loading was 0.40 or more (Table 1). Two factors were chosen based on the magnitude
of the initial eigenvalue and eigenvalues after rotation (3.919, 1.141, and 1.065). The
first factor was interpreted to be the “Success” factor, and the second factor to be the
“Evaluation” factor. The results are shown below. Factor scores were calculated for the
two factors and were averaged in terms of “Display” (content displayed on the Special
Effect Screen), as shown in Table 2. The values were then used to perform a cluster
analysis, the results of which are shown in a dendrogram (Table 4).

The mean factor scores for Displays show that the special effects with “speed lines”
and “phoenix” scored high on the “Success” factor while the display with SE_Poor
(Display A) was characterized by a weak “Success” factor” (Table 3). The special
effect with cheers had a strong “Evaluation” factor while the special effects with “block
destruction” and “phoenix” had a weak “Evaluation” factor. The results supported the
hypothesis that “the impression made by the special effects with speed lines and cheers
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Table 1. Factor loadings.

Variable/adjective Factor 1 Factor 2

Powerful (distance thrown) 0.88 −0.04
Cool 0.85 −0.04
Pleasant/delightful 0.84 0.18
Fast 0.82 −0.03
Flashy 0.76 −0.28
Natural −0.03 0.69
Praiseful 0.48 0.55
Light/casual 0.39 −0.55
Rotation sums of squared 3.89 1.31
Loadings (a)

Table 2. Variables and interpretation of factor meanings.

Factor Variable Rotation sums of squared
loadings (a)

Interpretation of
factor meaning

1 Powerful, cool,
pleasant/comfortable, fast, flashy

3.89 Success

2 Friendly, natural, light 1.31 Evaluation

Table 3. Mean factor scores.

“Success” factor “Evaluation” factor

Display A (SE_Poor) −1.73 0.19
Display B (SE Good) 0.06 0.34
Display C (speed lnes) 0.59 0.17
Display D (cheers) −0.15 0.95
Display E (block destruction) 0.24 −0.57
Display F (phoenix) 0.99 −1.07

Table 4. Dendrogram.
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would be different from the impression made by the special effect with a flashy ani-
mation.” The results therefore suggest that the special effects with flashy animations
used in the group that experienced improved performance can be characterized by a
strong “Success” factor and a weak “Evaluation” factor.

5 Discussion

Our experiments showed that effective training was achieved in the group that used our
training features and a special effect with a flashy animation (Group 6). Students in this
group showed signs of continued engagement in practice and seemed to be enjoying
the practice as well. The use of a special effect that has elements to draw attention and
arouse interest may have played a role to achieve continued practice and improved
athletic performance. A special effect that introduces a sense of newness or originality
to the practice seems to have enabled the students to practice continuously. However,
the standard deviation of the improvement rates in this group was larger than in other
groups, implying a large gap between those who were improving and those who were
not. This disparity in improvement suggests that the training method may have been
difficult to understand for some members. Future efforts should therefore be directed
toward adjusting the training method so that all users may improve scores and
performance.

No significant difference was found between the improvement rates of the control
group and the group that did training only without special effects. Some members of
this group found the training too monotonous and lost the motivation to continue.
A significant difference was also not found between the improvement rates of the
control group and the group that only used special effects without using the training
features. The group members seemed to be enjoying the practice but were not able to
improve their scores. They may have enjoyed the special effect itself but may not have
been able to utilize the enjoyment for the improvement of their scores. No significant
differences were found between the improvement rates of the control group and the
“training-and-speed-lines” group (Group 4) and between the improvement rates of the
control group and the “training-and-cheers” group (Group 5). The behavior of the
students in these groups suggested that seeing these special effects during practice had
no effect on sustaining the motivation to practice. This may be because the special
effects were not appealing or interesting enough. The behavior of the students in these
groups suggested that they had lost the motivation to continue practicing, and some
students stopped doing the throwing motions in the middle of practice. This may
account for the decline in scores after treatment compared to before treatment.

The impression survey administered to college students showed that the special
effects that improved performance were those that scored high on impression variables
that were associated with the “Success” factor extracted through factor analysis (i.e.,
powerful, cool, pleasant, fast, and flashy) and scored low on impression variables that
were associated with the “Evaluation” factor (i.e., praiseful, natural, and light).

The flashy special effect may have caused an extrinsic motivation during practice.
Human behavior based on extrinsic motivation is motivated by external factors such as
evaluation, reward, punishment and coercion, while behavior based on intrinsic
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motivation is motivated by motives that occur from within, such as interest, enthusi-
asm, and desire. While extrinsic motivation is generally considered to have a temporary
effect that does not necessarily lead to character development, behavior that is initially
based on extrinsic motivation may eventually give rise to interest and enthusiasm and
hence lead to intrinsic motivation-based behavior. This suggests that, while practice
based on the training system we developed alone may not improve performance, the
concurrent use of special effects may enable the user to engage in continued practice,
which may in turn lead to improved performance.

6 Summary

We developed a training system that utilizes visual and sound effects. Results of
experiments involving elementary school children showed a group of students who
experienced improved athletic performance. A survey to evaluate the impression of the
special effect that caused improved athletic performance showed that the effective
special effect/could be characterized more by “Success” (associated with the impres-
sions of powerful, cool, pleasant, fast, and flashy) than by “Evaluation” (associated
with the impressions of praiseful, natural, and light).
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Abstract. Promoting social behavior is one of the key goals in inter-
active games. In this paper, we present an experimental study in the
Interactive Tag Playground (ITP) to investigate whether social behaviors
reported in literature can also be observed through automated analysis.
We do this by analyzing players’ positions and roles, which the ITP logs
automatically. Specifically, we address the effect that gender and age
have on the amount of tags and the distance that players keep between
them. Our findings largely replicate existing research, although not all
hypothesized differences reached a level of statistical significance. With
this proof-of-concept study, we have paved the way for the automated
analysis of play, which can aid in making interactive playgrounds more
engaging.

Keywords: Interactive playgrounds · Social behavior analysis ·
Children’s play · Ambient entertainment

1 Introduction

Studies have shown that play is essential for the development of children [1,2],
of their physical capabilities [3], cognitive processes [4], and social understand-
ing [5]. Playgrounds, parks, or, in general, spaces that allow children to move
and interact with other children freely, have been the typical settings for play.
Nowadays, children spend a significant amount of time consuming online digital
media, and a considerable part of this time is dedicated to digital gaming [6].
Most young people play video games at least occasionally, and many, especially
boys, play them on a daily basis [7,8]. The consequences of these changes in
children’s play habits are increasingly becoming apparent. There is an alarming
trend of children playing “together and apart”, playing games with others but
not directly interacting with them [9].

To counter this trend, interactive technology is being used to design games
that aim to bring players closer together and trigger social interactions amongst
them [10]. This can be achieved by implementing games where multiple players
play together, such as interactive playgrounds [11,12], or by explicitly designing
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interactive installations that target social interactions such as competition [13]
or collaboration [14]. To evaluate whether these games achieve their specified
goals, questionnaires, observational studies, and interviews are typically used
[15,16]. This leaves room for improvement as these measurement techniques
are usually subjective and their application in analyzing play behavior is often
time-consuming. Considering that there are fundamental differences in social
play behavior between boys and girls [17,18], being able to measure and act
upon these differences in-game could help make interactive play more engaging.

This paper addresses this scenario by investigating whether players’ social
behavior can be objectively measured and analyzed automatically in the Inter-
active Tag Playground (ITP). The ITP is an interactive game installation that
uses sound, sensor and projection technology to enhance the traditional game of
tag [19,20]. It has been designed to retain the essence of the original game while
making it possible to introduce novel gameplay elements easily. The ITP tracks
players and displays a colored circle underneath them. The color of the circle
indicates the role of the player: orange for taggers, blue for runners. To facilitate
the tracking of the players, instead of physically touching other players to tag
them, the tagger has to get his circle to overlap with a runner’s circle. The ITP
can automatically measure cues that can aid in the analysis of social behavior,
such as the distance between players or the number of times a player is tagged.

This paper is structured as follows: Sect. 2 presents literature related to
gender-typed behavior, typical behavior exhibited specifically by boys and girls,
and how it affects how children play together. In Sect. 3 we describe our exper-
imental setup and the user study that we conducted to analyze gender-typed
behavior. In Sect. 4 we present and discuss the results of our study. Finally, in
Sect. 5, we summarize our findings.

2 Age and Gender Effects on Social Play Behavior

Children prefer to interact with other children of the same gender [21–24]. This
tendency starts very early in childhood, and lasts well until children reach puberty.
A study of children between one and twelve years old showed that, although this
behavior is already shown at an early age, it is more evident as children grow older
[25]. This is due to the fact that they become more conscious of, and grow into,
their own gender as time goes by. Moreover, the behavioral patterns exhibited by
these groups differ between genders. Boys prefer to interact in larger groups, lead-
ing to many “shallow” relationships, whereas girls prefer smaller groups, typically
of only a couple of “best” friends [21,26]. Differences in behavior that are typically
attributed to gender are called gender-typed behavior.

Gender-typed behavior is not only limited to everyday social interactions, but
it can also be observed during play. Boys, for instance, often prefer to play in
public spaces such as streets, whereas girls usually get together in private homes
or yards [17]. Maccoby and Jacklin showed that boys usually play in groups,
whereas girls play mostly with one or two best female friends [18]. Although
children most often play with children of the same gender, cross-sex play is
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also seen in children’s play. Often this is due to external factors such as limited
availability in playing partners [27].

Preference towards certain play activities that children engage in, and the
manner in which the activities are carried out, also differs between genders.
Pellegrini observed that rough-and-tumble play is not only seen more often in
boys than in girls, but it is also related to the social standing amongst boys
[28]. Archer also presented several studies where boys engaged in more active
play than girls [29]. Eccles and Harold found that gender plays a big part in the
attitude of children towards certain sports [30]. Interestingly, they mentioned
that the preference was not so much about their aptitude towards the sport
itself, but more related to gender-role socialization. In other words, the more
they saw sports as being appropriate for their gender, the higher they rated
their abilities. Cherney and London considered not only sports, but also toys,
computer games, TV shows and outdoor activities differences for kids between
five and thirteen years old. They found gender to be a significant factor [31]. Boys
preferred to spend more time doing sports, playing video games and watching
television, whereas girls preferred only to watch television. Also, the activities
they preferred became more gender-typed with age.

Since the ITP automatically collects players’ positions and roles, this paper
serves as an experimental validation of whether this information can be used to
analyze social behavior. We are especially interested in whether gender and age
change the way in which players behave during interactive tag games. In the
next section, we present how the data obtained from tracking players in the ITP
can be used to analyze social behavior automatically during games.

3 Objective Analysis of Social Behavior in the ITP

To test if we can measure differences in gender-typed social behavior in the ITP,
we conducted a user study with children of different ages and genders playing
interactive tag. Each session consisted of four children, two boys and two girls,
of the same age group. The playing area was 6 m× 5 m. This arrangement was
designed to bring forth differences in play behavior, as seen in the literature. The
user study was approved by the university’s ethical committee. Our hypotheses
and the cues that we measure are explained in Sects. 3.1 and 3.2, respectively.

3.1 Hypotheses and Operationalization

We define social engagement as the construct to analyze how children’s social
play behavior differs between genders and age groups. Social engagement refers
to how socially active players are during the game. We identified in the lit-
erature three different approaches that are normally followed when studying
gender-typed social engagement: the analysis of differences between same-gender
interactions (i.e. boy-boy versus girl-girl), differences between mixed-gender and
same-gender interactions (i.e. boy-girl and girl-boy versus boy-boy and girl-girl),
and differences between interactions of children of different ages.
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For same-gender interactions, differences have been observed between boys
and girls. Specifically, boys tend to play in larger groups than girls [18], which
leads to many, but superficial, relationships [21,26]. On the other hand, girls
play in smaller groups, which leads to fewer, but more intense, relationships. We
believe this will be reflected in the ITP by (a) girls interacting with (tagging)
girls more often than boys interacting with boys, and (b) girls staying closer
to other girls than boys stay from other boys. This leads to the first set of
hypotheses:

Hypothesis 1a (H1-Tg). The average number of tags between girls is higher
than between boys.

Hypothesis 1b (H1-Dt). The average distance between boys is bigger than
the distance between girls.

In regards to same-gender versus mixed-gender interactions, researchers have
suggested that children usually form groups made up of children of the same
gender [22,24], and that children mostly play with children of the same gender
[27]. We believe this will lead to (a) players preferring to tag players of the same
gender over those of the opposite gender, and (b) players staying closer to players
of the same gender. We thus formulate a second set of hypotheses:

Hypothesis 2a (H2-Tg). Players of the same gender will tag each other at a
higher rate than players of the opposite gender will.

Hypothesis 2b (H2-Dt). The average distance between pairs of the same gen-
der is smaller than the distance between pairs of opposite genders.

Finally, gender-typed behavior is exhibited from a very young age up until
the teen years. Studies have shown that this type of behavior becomes more
evident as children age [25]. We believe that this will manifest itself in the form
of greater differences between the measurements of behavioral cues for young
and older children. Our final set of hypotheses is as follows:

Hypothesis 3a (H3-Tg). The number of tags between players of the same
gender will be higher for the older children.

Hypothesis 3b (H3-Dt). The distance between pairs of the same gender will
be smaller for the older children.

3.2 Behavioral Cues

To investigate our hypotheses, we use two behavioral cues derived solely from
the position and role information of each player. The first cue, Tg, is the average
number of tags between players per session. By analyzing whom a player tags
the most, we should be able to find if there is a preference to interact with
players based on their genders. The ITP keeps track of the roles of the players
and, by counting the number of times the tagger role switches, we can measure
the number of times a player has tagged someone. We consider the gender of a
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player when counting the number of tags. Therefore, we look at the number of
tags between male players, female players, and players of the opposite gender.

The second cue, Dt, is the average distance between players. By calculating
the distance to other players, we expect to find preferences related to whom
they want to be close to and, therefore, interact with more. Since the ITP tracks
players and logs their position during the game, we calculate Dt by averaging,
over the entire game duration, the distance between any two given players. This
means that, inherently, Dt is a pairwise cue. When analyzing this cue, we specifi-
cally look at pairs of players, taking into consideration their genders. As such, we
analyze the distance between pairs of male players, female players, and players
of the opposite gender. Dt is measured in meters.

3.3 Experimental Design

In this study, we specifically look at how children’s social engagement is affected
by gender and age. For the first variable, gender, we designed each session in
such a way that the same number of players from each gender played together.
For our second variable, age, we had players of 6–8 years old playing together
(A-Y), and players of 9–10 years old playing together (A-O). We will refer to
these two groups as younger and older children, respectively.

Thirty two children from two different schools were invited to our university
over the span of two days. The children took part in many activities, including
playing tag in the ITP. The children were divided into groups of four players,
which led to a total of eight groups. Sixteen of the children were boys, and half
of those sixteen were 6–8 years old. This means that we had eight young boys,
eight young girls, eight old boys and eight old girls. The consent forms that we
used only asked whether we could record and analyze the data of the children.
Therefore, there are no pictures or video recordings of the game sessions.

3.4 Experimental Procedure

Once the children arrived at the university, they were shown all the possible
activities they could partake in. After this, they were allowed to move around
and participate in any activity they wished. For each session, two boys and two
girls were chosen randomly from the pool of available children. This meant either
choosing children who were at the ITP or, if needed, asking children who were
at other stations if they wanted to play a game of tag.

Once the children were selected, the game was explained to them. Afterwards,
they were asked to stand on specific colored stars located in the corners of the
playground (Fig. 1). Girls were asked to stand on the red stars, whereas boys
were asked to stand on the yellow ones. Using this method, we could know which
players were male and which females at the start of each game session. Each
group played the game for one minute and a half. After each session, players
were asked to participate in a very brief feedback session.
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Fig. 1. Projected image before every tag game session in the ITP. (Color figure online)

Manual Annotation of Data. Although the performance of ITP’s tracker is
good (on average, two track switches per game session) [32], occasionally, the
label assigned to each player by the ITP changes when players run too close
to each other. For this study, we had to ensure that the labels assigned to the
players at the beginning of the game were maintained throughout the entire
session, as a player’s starting position indicates its gender. Therefore, the track
information provided by the ITP was manually revised and corrected.

The manual correction was carried out by saving unprocessed depth images
from the game sessions. These images were watched next to a visual repre-
sentation of the ITP’s tracker output on a frame-by-frame basis. Although we
could not identify players from the depth images, their contours provided suffi-
cient information to distinguish them from each other when in close proximity.
Whenever labels were incorrectly assigned, they were corrected. When a player
was lost by the tracker, its position was annotated. After the manual correction,
we ran a median filter with a window of 1/3 of a second on the position data to
smooth it. By manually correcting the label assignment process, we made sure
that the analysis of behavior could be carried out not only at the group level
but also at the individual level. Nonetheless, this process significantly increases
the time needed to analyze behavior.

4 Experimental Results

To evaluate social engagement, we study in detail the pairwise interactions
between the players. We specifically look at how the distance between pairs
of players (Dt) and the number of tags (Tg) differ between genders and age
groups. A total of eight play sessions were analyzed: four play sessions in the
A-Y condition, and four in the A-O condition. Each session consisted of two
boys playing with two girls in the same age group.
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4.1 Average Number of Tags per Player

We first calculate the tagging ratio of the players based on their gender. We
count the times a player tagged children of a specific gender, and divide this
value by the player’s total number of tags. Results are shown in Table 1.

Table 1. Tagging ratio based on a player’s gender and age. Male-Male represents tags
from a boy to other boys. Female-Female represents tags from a girl to other girls.

Tagging ratio

Male-Male Female-Female Average

A-Y 0.33 0.30 0.32

A-O 0.37 0.44 0.41

Average 0.35 0.37

Considering that every game session consists of two boys and two girls, for
any given player, the baseline ratio of tagging a player of the same gender is
0.33, and 0.67 for a player of the opposite gender. We can see that only the older
children show a preference to tag other players of the same gender (0.41). In the
A-Y condition, we can see that the tagging ratio between boys is 0.33, which
means there is no preference. For the girls, this value is 0.30, which is also close
to the baseline value. However, when we look at the A-O condition, we can see
that the tagging ratio for boys increases to 0.37, and the ratio of girls tagging
other girls increases to 0.44.

To get a better picture of how tagging behavior changes between conditions,
we also calculate the number of tags between players. Since there are two players
of each gender, we normalize the number of tags between players of opposite
genders by dividing them by two. Results are shown in Table 2.

Table 2. Average number of tags between players based on their gender and age. The
number of tags between players of opposite genders has been normalized.

Normalized average number of tags between players per session

Male-Male Male-Female Female-Female Female-Male

A-Y 1.75 1.81 1.63 1.81

A-O 1.88 1.50 2.25 1.56

Average 1.81 1.66 1.94 1.69

The average number of tags between girls (1.63) is lower than for boys (1.75)
when considering the A-Y condition, but in the A-O condition the average num-
ber of tags per player for girls (2.25) is higher than for boys (1.88). This means
that, apparently, the age of the children has an influence on tagging preferences.
Also, it seems that girls prefer to interact with girls more often than boys do
with boys, at least for the older group of children.
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Fig. 2. Average number of tags between
players based on age and gender.
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based on age and gender.

The average number of tags between players of the same gender increases
in the A-O condition when compared to the A-Y condition. Consequently, the
average number of tags between players of the opposite gender decreases. The
difference is more marked for girls, which changes from −0.18 (1.63–1.81) to
0.69 (2.25–1.56). For boys, the difference in tagging preference from A-Y to A-O
changes from −0.06 (1.75–1.81) to 0.38 (1.88–1.50).

The interaction between Tg, gender and age can be seen in Fig. 2. The graph
shows an important increase in the number of tags between girls when going
from the A-Y to the A-O condition. There is also an increase in the number
of tags between boys, but it is considerably smaller than the one seen for girls.
The number of tags between players of opposite genders decreases in the A-O
condition. Notice that the younger girls have the lowest number of tags between
players of the same gender, but the older girls have the most.

To evaluate H1-Tg and H3-Tg, we run a 2-way factorial ANOVA to find the
effect of gender and age on the number of tags between players. There was no
statistically significant interaction between the effects of gender and age on the
number of tags per player (F (1, 28) = 0.415, p = ns). To assess H2-Tg, we run a
set of 1-sample t-tests against the baseline tagging ratio for players of the same
gender (0.33). We found no statistically significant differences in any of the four
tests (number of tags between males and number tags between females for the
younger and older children).

4.2 Average Distance to Other Players

In Table 3 we can see that for both the A-Y and A-O conditions, the distance
that girls keep between them is shorter than the distance boys keep. When
looking at A-Y, we can see that the distance between boys (2.86 m) is larger
than the distance between girls (2.60 m), but is almost the same as the distance
between players of opposite genders (2.89 m). This means that boys did not show
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Table 3. Average distance to other players based on their gender and age.

Average distance to other players (m)

Male-Male Female-Female Opposite gender

A-Y 2.86 2.60 2.89

A-O 2.47 2.37 2.63

Average 2.67 2.49 2.76

a marked preference in staying close to players of the same gender. Girls, on the
other hand, already show gender-typed behavior in the young group.

When looking at the A-O sessions, the distances between all the players
shrink, and boys start to exhibit a preference to stay close to other boys. This
can be seen in the 2.47 m they keep from each other, in comparison to the 2.63 m
that players keep to players of the opposite gender. Girls do not really change
their behavior, and prefer to stay even closer to other girls (2.37 m). The graph
with the interactions between the variables can be seen in Fig. 3.

To test H1-Dt, H2-Dt and H3-Dt, we conducted a 2-way factorial ANOVA to
measure the effect of gender and age on the distance between players. The test
shows a statistically significant decrease in Dt for the older children (F (1, 42) =
11.78, p < 0.05). We also found that gender has a statistically significant effect
on Dt (F (2, 42) = 4.215, p < 0.05). After running a post-hoc test on gender, we
found that the distance between girls was significantly lower than the distance
between players of different gender (p < 0.05). However, there was no statistical
difference in Dt between boys and girls, nor for boys and opposite gender pairs.
Finally, the interaction between age and gender did not show a statistically
significant effect on Dt (F (2, 42) = 0.275, p = ns).

4.3 Discussion of Social Engagement Results

The results show that there are some differences in social engagement with
respect to gender and age in the ITP. For the number of tags between players, Tg,
we only found small differences. From these differences, the most noticeable one
was found for girls in the A-O condition, which had the highest number of tags
between them when compared to tags between boys or between mixed gender
pairs. Also, the difference in tagging behavior between the girls in the younger
group and the older group was the most pronounced. Nonetheless, neither the
2-way factorial ANOVA nor the 1-sample t-tests we ran showed statistically sig-
nificant differences in tagging ratios or number of tags per player. Consequently,
we reject H1-Tg, H2-Tg and H3-Tg.

When looking at the distance between players, Dt, we found the largest dif-
ferences for girls in the A-O condition. In this case, the older girls kept the
shortest distance between them when compared to the distance between boys
or players of opposite genders. The biggest difference between age groups was
seen for the boys. We found a statistically significant difference in the distance
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between girls in comparison to the distance between players of different genders.
However, since there was no significant difference between girls and boys, or boys
and pairs of children of opposite genders, we reject H1-Dt and H2-Dt. In regards
to H3-Dt, we found a statistically significant decrease in the distance between
players when going from A-Y to A-O, which confirms this hypothesis.

One possible limitation in our current study is that, by explicitly telling boys
and girls to stand on specific corners to start the game, we may be priming them
into thinking about their gender and enhancing their awareness of it. Moreover,
studies suggest that gender segregation is more evident when situations have
not been structured by adults [17], which could mean that by forcibly arranging
mixed gender play groups, children may feel pressured to adapt their playstyle
to fit the situation. We have no evidence to suggest that either happened, but it
would be better if the children themselves chose who they wanted to play with.

This relates to another limitation in our experiment: the number of children
that took part in the experiment. Since we only had eight mixed gender sessions,
the number of observations was quite low. This could be one of the reasons why
some of the observed differences were not found to be statistically significant.
With a larger sample size, the variance of the measurements may diminish.

Lastly, since the children that played together knew each other, we may
be overlooking the effect that their social relationships have on their playing
preferences. Since each group was composed of randomly selected children, this
effect might be mitigated. Nonetheless, future studies could be carried out with
children that do not know each other to see if the behavior changes.

5 Conclusions

In this paper, we have addressed the automated analysis of gender-typed social
play behavior in the ITP. We have conducted a user study with children of
different age groups and genders playing interactive tag. We have analyzed these
play sessions using two behavioral cues that were measured unobtrusively by the
ITP: the number of tags and the distance between players. Our results generally
follow what we expected based on the existing literature on children’s play.
Our analyses show that age has an effect on the distance that players keep to
each other during interactive tag. More specifically, older children tend to stay
closer to each other when compared to younger children. We also found that the
distance between girls is significantly shorter than the distance between players
of opposite genders. Other measurements hint at the presence of gender-typed
social play behavior, but the differences were not statistically significant.

These results convey that certain gender-typed behavior is exhibited during
interactive tag games, and that it can be measured in the ITP. This is important
because it allows us to evaluate game interventions that target specific aspects
of social play. For instance, a game intervention that encourages isolated players
to interact with other children could be evaluated based on the distance between
players. An intervention to steer passive players to engage other players could be
evaluated based on the number of times the player tags others. Although these
interventions and the results of this study might be specific to this particular
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type of game, we consider this study a first step towards the automated analysis
of social behavior in interactive playgrounds.
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Abstract. In our research, we aim to predict attributes of human play-
ers based on observations of their gameplay. If such predictions can be
made with sufficient accuracy, games can use them to automatically
adapt to the player’s needs. In previous research, however, no conven-
tional classification techniques have been able to achieve accuracies of
sufficient height for this purpose. In the present paper, we aim to find
out if deep learning networks can be used to build accurate classifiers for
gameplay behaviours. We compare a deep learning network with logistic
regression and random forests, to predict the platform used by Battle-
field 4 players, their nationality and their gaming culture. We find that
deep learning networks provide significantly higher accuracies and supe-
rior generalization when compared to the more conventional techniques
for some of these tasks.

Keywords: Deep learning · Computer games · Player classification

1 Introduction

In recent years, research into gaming and how people interact with games has
received much interest. That interest stems partially from the advent of so-called
“serious games”, i.e., games used for educational purposes [5]. While most serious
games use a “one size fits all” approach to their users, adapting a game to a user’s
personality, skills, and needs, has the potential to make the games more effective
[10]. Developers have thus shown interest in modeling the characteristics and
behaviours of game players [11].

Games tend to form a rich environment of interaction, from which much
knowledge about a player can be gleaned. Previous research has, for instance,
focused on modeling a player’s personality [3,7], demographics [6], and national
culture [1].

While it is relatively easy to gather data on players and their in-game behav-
iour, attaching meaning to this data is problematic as only player actions can
be observed, and not the motivation behind those actions. As a consequence,
deriving higher-level interpretations of the observations that allow the game to
actually draw conclusions on the player, so that it can adapt effectively to the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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player’s needs, is a tough challenge. Basically, a model is required that is highly
accurate in classifying aspects of a player’s characteristics. Previous research
has shown that player models can be constructed using regular classification
techniques, but that such models do not make predictions of sufficient accuracy.

Recently, a resurgence of interest in neural network research has occurred,
driven by the increase in computational power and the high availability of data.
“Deep learning networks”, i.e., neural networks with dozens of layers of high
numbers of neural nodes, can be trained to perform classification tasks that have
not been handled successfully before. Deep learning has demonstrated its power
in classifying images [9], general gameplaying [4] and in recognizing patterns in
challenging board games [8].

Our research is driven by the question whether deep learning networks can
also be used to classify attributes of game players from observations of their
game-play behaviour. The present paper describes our initial research in this
respect, where we train a deep learning network with observations of around
100,000 Battlefield 4 players, in an attempt to classify their gaming platform,
their nationality and their gaming culture. We chose gaming platform as target
variable as it is known for all players, only a limited number of platforms is
possible, and because we felt that gaming platform might have subtle interactions
with other player features. Nationality was chosen, as previous research [1] has
also shown a relation between nationality and gaming behaviour. Moreover, we
created a third target variable by dividing the nationalities over five clusters,
to reduce the number of target values compared to nationality on its own. We
compare the accuracy of our results with the accuracies achieved using logistic
regression and random forests.

2 Data

We built a data set of gameplay behaviours of Battlefield 4 players, as such data
can be derived easily online. We used a web crawler to acquire the data of about
100,000 Battlefield 4 players from the website www.bf4stats.com. As Battlefield
4 can be played on five different platforms (PC, PS3, PS4, Xbox 360, and Xbox
One), we made sure to get data for each of those platforms for about 20,000
players.

The web crawler started by retrieving names from the leaderboards, thus
making sure that we were mainly gathering data from players who were actually
involved with the game. Then we retrieved information on each of those player-
names, consisting of statistics such as kill/death ratio, objective scores, scores for
different game modes, scores for different roles within the game, and the usage
of different weapons. Retrieved statistics concerned the performance of a player
up until the moment of retrieval. All player features which are time-dependent
were divided by the total playing time. Finally, the dataset was centered and
scaled with the R package caret, i.e. the mean of every feature was removed
to have an average mean of zero and every feature was divided by its standard
deviation. During the preprocessing several records were removed, for reasons



Deep Learning for Classifying Battlefield 4 Players 163

such as a player having zero playtime, or a playername simply being inaccessible.
The resulting dataset contained 99, 912 training examples and 159 features. All
features were checked to not have a strong correlation with the target variable
platform, which they did not. The distribution of the training examples among
the five platforms is shown in Table 1.

Table 1. Platform distribution of the dataset

Platform PC PS3 PS4 X360 XOne

Nr of examples 19,839 20,007 20,010 20,021 20,035

Percentage (%) 19.86 20.02 20.03 20.04 20.05

Nationality was known for only 10, 665 out of the 99, 912 players. 155 differ-
ent nationalities were present in the dataset. We selected only countries with 50
or more representatives, resulting in a dataset consisting of 9, 770 training exam-
ples with 33 different nationalities. The most common nationality was American,
with 1, 897 players. k-Means clustering with k = 5 was performed on the aver-
ages for each country, resulting in the five different clusters as shown in Table 2.
An ANOVA on the effect of cluster on each of the six Hofstede dimensions [2]
was performed. Cluster 2 was left out in this analysis, as it consisted of only
one nationality. A significant effect at p < 0.05 level of cluster on the dimen-
sions Power Distance (F (3, 28) = 9.34, p < 0.001), Individualism (F (3, 28) =
15.25, p < 0.001), Long Term Orientation (F (3, 28) = 4.28, p = 0.013) and
Indulgence (F (3, 28) = 8.14, p < 0.001) was found. A significant effect was found
between every pair of clusters, except for cluster 3 and 5. As Hofstede’s cultural
dimensions are clearly distinguishing the clusters we found, we may assume that
the clusters can be regarded as a representation of culture.

Table 2. k-Means clusters with k = 5

Nr Size Members

1 934 China, Chech Republic, Russia, South Korea, Turkey, Ukraine

2 101 Saudi Arabia

3 3612 Australia, Belgium, Britain, Canada, France, Poland, USA

4 1071 Argentina, Brazil, Chile, Mexico

5 4052 Austria, Denmark, Finland, Germany, Italy, Japan, the Netherlands,
New Zealand, Norway, Portugal, Spain, South Africa, Sweden, Switzerland

3 Data Analysis Models

We used three different data analysis models: (1) logistic regression, (2) random
forest, and (3) deep learning network.
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Multinomial Logistic regression with regularization is a widely used model for
data analysis. It is an adaption of the Linear Regression model in order to make
it usable for classification. There are different methods for subset selection for
this model, for which the standard is the shrinkage method, by which a penalty
is given on large weights in order to prevent overfitting. We used the R package
glmnet for logistic regression.

A Random Forest is a collection of decision trees, where the output of all
decision trees is combined into one classification label. We used the R package
randomForest to implement this classifier.

A deep learning network is a neural network that may have many layers,
and a great many nodes per layer. For training the network we use standard
backpropagation, using the Python Keras library, which is built onto the Theano
library.

Each model has different parameters which need to be optimized. To do so,
we divided the dataset into a training, validation, and test set before learning
the models for predicting platform. The training set consists of 60, 000 examples,
the validation set consists of 20, 000 examples and the test set consists of the
remaining 19, 912 examples. The different models are trained on the training set
and their error percentage is evaluated on the validation set in order to determine
the best parameter(s) for each model. The test set is used to determine the final
accuracy of the model. Because of the smaller size of the dataset for nationality
and cluster culture, we used 10-fold cross-validation instead of a seperate training
and validation set. The cross-validation set for this approach consists of 8, 000
examples, and the test consists of the remaining 1, 770 examples. All models use
the same division of training examples among the sets for each type of target
variable.

4 Results

The results for all four models are shown in Table 3.
For the logistic regression, we used different values for α and λ.
For the random forest, we tested different numbers of trees (ranging from 10

to 5,000) and different numbers of minimum leaf node sizes (ranging from 1 to
500). In total, we compared 56 different configurations. However, these results
are in all cases worse than those for logistic regression.

For the deep learning network, we considered a perceptron network with one
hidden layer and with two hidden layers, and for classifying platform also with
three hidden layers, with different numbers of hidden nodes in each layer. The
number of hidden units varied within the values (128, 256, 512, 1024). Moreover,
the values (0.01, 0.001, 0.0001) were considered for the learning rate. As the out-
come of a neural network is dependent on the start weights, we built each model
five times with different random start weights. The final error percentage for a
set of parameters was calculated by averaging over these five networks.

The error percentage on validation set for classifying platform was 18.99 for
one hidden layer, 17.69 for two hidden layers and 17.24 for three hidden layers.
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The best performing neural network for classifying platform has three layers
with 1024 hidden nodes each. Due to the diminishing returns of adding more
layers, we did not test what adding a fourth layer would do.

The table shows that neural networks show a significant better performance
than other models when classifying platform. For classifying nationality and
cluster culture, they show similar performance as logistic regression. This is not
surprising, as the dataset used for nationality and cluster culture consisted of
only 10% of the examples for platform, and neural networks perform better on
large datasets.

From the table it can also be seen that the results for almost all models are
slightly better on the test set than on the validation set. This demonstrates that
they all generalize well.

An analysis of the confusion tables for the neural networks on platform
showed that identifying a PC player is most easy. Xbox One players are some-
times confused with PS4 players, and Xbox 360 players are sometimes confused
with PS3 players. Evidently, the generation of the console has more impact on
playstyle than the type of console.

Table 3. Error percentage on validation and test sets

Model Platform Nationality Cluster

Validation Test Validation Test Validation Test

Baseline 79.49 79.79 80.48 81.07 58.64 58.02

Logistic regression 20.39 20.33 55.88 55.93 39.46 39.77

Random forest 23.37 22.99 60.24 60.17 43.59 42.77

Neural network 17.24 16.43 56.10 55.75 39.67 39.31

5 Conclusion

Our research goal was to investigate to what extent a deep learning neural net-
work can derive players’ characteristics from their gaming behaviour. We remark
that a neural network with three layers is a fairly simple deep learning network,
but the gain in accuracy between two and three layers in the present setup
did not warrant adding more layers. However, even the three-layer neural net-
work has proven to perform significantly better than conventional approaches
for classifying platform, with a classification accuracy of 83.57%. On a much
smaller dataset, neural networks perform similar to logistic regression to classify
nationality and culture, with a classification accuracy of 55.75% for nationality
and of 39.31% for cluster culture. We are currently investigating whether using
a larger dataset improves the neural network performance for this task.

We have shown that neural networks, by their strong performance, are a
viable modeling approach to player attribute classification, and thus have the
potential to open the road to actual automatic game adaptation based on player
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observations. However, improved accuracy could definitely be achieved when we
use more extensive feature sets. In this research, all the features were snapshots
of statistics at a specific time. Previous research has shown that far better results
can be achieved by including features that express behaviour change over time
[6]. Naturally, we also need to investigate predicting different player attributes.

Note: A white paper with many details on the experiments described in this
paper is available from the authors on request. The dataset is also available from
the same source.

References

1. Bialas, M., Tekofsky, S., Spronck, P.: Cultural influences on play style. In: Pro-
ceedings of the 2014 IEEE Conference on Computational Intelligence in Games,
pp. 271–277. IEEE Press (2014)

2. Hofstede, G., Hofstede, G.J., Minkov, M.: Cultures and Organizations: Software of
the Mind, revised and expanded 3rd edn. McGraw-Hill, New York (2010)

3. Van Lankveld, G., Spronck, P., Van den Herik, J., Arntz, A.: Games as personality
profiling tools. In: 2011 IEEE Conference on Computational Intelligence in Games,
pp. 197–202. IEEE Press (2011)

4. Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A.A., Veness, J., Bellemare, M.G.,
Graves, A., Riedmiller, M., Fidjeland, A.K., Ostrovski, G., Petersen, S., Beattie,
C., Sadik, A., Antonoglou, I., King, H., Kumaran, D., Wierstra, D., Legg, S.,
Hassabis, D.: Human-level control through deep reinforcement learning. Nature
518, 529–533 (2015)

5. Prensky, M.: Digital Game-Based Learning. McGraw-Hill, New York (2001)
6. Tekofsky, S., Spronck, P., Goudbeek, M., Plaat, A., Van den Herik, J.: Past our

prime: a study of age & play style development in battlefield 3. IEEE Trans.
Comput. Intell. AI Games 7(3), 292–303 (2015)

7. Tekofsky, S., Spronck, P., Plaat, A., Van den Herik, J., Broersen, J.: PsyOps: per-
sonality assessment through gaming behavior. In: Proceedings of the 2013 Foun-
dations of Digital Games Conference (2013)

8. Silver, D., Huang, A., Maddison, C.J., Guez, A., Sifre, L., Van den Driessche, G.,
Schrittwieser, J., Antonoglou, I., Panneershelvam, V., Lanctot, M., Dieleman, L.,
Grewe, D., Nham, J., Kalchbrenner, N., Sutskever, I., Lillicrap, T., Leach, M.,
Kavukcuoglu, K., Graepel, T., Hassabis, D.: Mastering the game of Go with deep
neural networks and tree search. Nature 529, 484–489 (2016)

9. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition. In: Proceedings of the ICLR 2015 (2015)

10. Westra, J., Dignum, F.P.M., Dignum, M.V.: Organizing scalable adaptation in
serious games. In: Proceedings of the 3rd International Workshop on the uses of
Agents for Education, Games and Simulations (2011)

11. Yannakakis, G.N., Spronck, P., Loiacono, D., André, E.: Player modeling. In: Arti-
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Abstract. The role people play in real or virtual environments can have an
influence on how we make decisions. Furthermore, it has been suggested that
stimulating analytic or impulsive information processing can influence framing
effects. In this study we combine these previous results and examine whether
virtual role-playing influences the strength of the effect of message framing.
Participants were subjected to an experiment in which they played different
characters in a computer game. Within the game, the effects of different types of
message framing where measured. The results suggest that susceptibility to
attribute framing increases when role-playing an impulsive character. The cur-
rent study contributes to the existing literature both by demonstrating a novel
effect virtual role playing has on our information processing, as well as by
introducing games as a novel medium for studying the effects of message
framing.

Keywords: Behavioral economics � Framing effect � Proteus effect �
Role-playing � Avatars � Serious gaming

1 Introduction

Ever since its demonstration by Tversky and Kahneman [1], the so-called ‘framing
effect’ has been a well-researched phenomenon in the field of decision-making and
behavioral economics. The framing effect is a cognitive bias, it assumes that choices
between logically equivalent alternatives can be influenced by framing the problem in
different ways. It is claimed to be one of the strongest cognitive biases in human
decision-making. As such, the presence of the framing effect is often used as evidence
for irrational or impulsive decision making. In this paper a study is presented which
investigates whether the effect size of different variants of the framing effect can be
influenced by playing a specific role or avatar in a virtual environment. We hypothesize
that by playing a distinct role different types of information processing can be primed,
and subsequently influence the strength of the framing effect. Thus, the goal of the
study was to show the influence of digital persona on cognitive processes related to
decision making. In particular, the focus of this research is the question: “Does playing
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an analytic or impulsive character, respectively, influence the susceptibility to the
framing effect?”

This research can be seen as a proposal for how virtual role-playing environments
can be used to produce novel and interesting insights, especially in the field of behavior
psychology and decision-making. Where most of the research on framing is conducted
in a lab-setting and by using questionnaires, the present research shows how a game
can be used as an alternative medium to gather data in situ. Even though games are
virtual, they may provide a more natural environment in which psychological exper-
iments may be concealed, as well as provide some increased motivation to win by all
means, thus reducing observer effects such as the Hawthorne effect. Whilst the main
interest of the authors is in biases in decision making in general, this kind of research
can also contribute to the use of gaming for serious, non-entertainment purposes.

The remainder of this paper is structured as follows: First, a background section
will provide an overview of the literature regarding the framing effect and serious
gaming, as well as explaining the different variants of the framing effect. Second, an
overview of studies on video-games and behavioral change is given. Third, the method
used for the research is discussed, as well as its merits in comparison to methods used
in other framing studies. Finally, the empirical results are presented and reviewed.

2 Background

In this section a more detailed explanation of the framing effect and the types of
framing, is given.

2.1 The Framing Effect Explained

The classic understanding of the framing effect is often called the ‘risky-choice framing
effect’. An example of the risky-choice framing effect is the ‘Asian Disease Problem’ as
described by Tversky and Kahneman [1]. The ‘Asian Disease Problem’ is an experi-
mental setup in which two groups of participants are proposed the situation of a
hypothetical outbreak of an Asian disease that infected 600 patients. For this outbreak
the participants need to choose one out of two treatments. For each of the two treat-
ments a different description is given, either describing a sure outcome or a gamble. E.
g. the first treatment would be described as “Treatment A will save 200 patients” while
the second treatment would be described as “With treatment B, there is a 1/3 proba-
bility that everyone will be saved, and a 2/3 chance that nobody will be saved.” For
both groups a similar description is given. However, the difference in the descriptions
for each of the groups is that net results of each of the options is either described as a
gain (positive frame) or a loss (negative frame). For example, instead of the example
descriptions as given above (the positive or gain-frame), in the second group the
medicines would be described as: “With treatment A, 400 people will die” vs. “With
treatment B, there is a 1/3 probability that nobody will die, and a 2/3 chance that
everyone will die” (a negative or loss-frame). Note that the description in both groups
is logically the same; for both groups the expected net results of either option is 200.
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Although logically equivalent, the different frames have a profound effect on the choice
preference of the participants in each group. Kahneman & Tversky observed that most
participants avoided risks when presented with a positive frame, while seeking risks
when presented with a negative frame. Even more, they found the effect to be as strong
as to induce an almost symmetric reversal of choice preference in both groups; in the
‘positive framing’ group 72 % choose for the sure option while only 22 % chose for
the sure option in the ‘negative framing’ group (and vice versa).

Apart from the risky framing effect other variants of framing can be distinguished,
namely attribute framing and goal framing. In the case of attribute framing a choice
shift is caused by describing the attributes of an object, or a procedure, in either a
positive way or in a (equivalent) negative way. The effect of the attribute framing is
then measured by the willingness to do the action or the evaluation of the product. For
example, consumers are more likely to rate a piece of meat positively when it is
described as 25 % lean instead of 75 % fat [2].

Lastly, goal framing entails the effect that is caused by describing either the positive
or negative consequences of doing an action or avoiding to do that action. For example,
women are more apt to participate in breast self-examination when they are presented
with the negative consequences of not engaging in the procedure than when presented
with information stressing the positive consequences of doing the procedure [3].

2.2 Causes of and Influences on the Framing Effect

Although the framing effect has been proven to be consistent and strong, several
influences on the magnitude and presence of the framing effect have been found. For
example, when one is presented with a risky framing problem and is asked for a
rationale for the decisions, the framing effect seems to disappear [4]. Even more, the
framing effect seems to (dis)appear when a participant is respectively asked to ‘think
like a scientist’ or ‘choose using their gut feeling’ before a framing experiment [5].

Due to the supporting research, the causes of the framing effect have often been
related to dual process theories, which roughly state that our cognitive information
processing system is divided into two separate systems, namely a system concerned
with intuitive judgments and an analytic or rational system [6].

2.3 Role-Playing, Avatars and Behavioral Change

The influence of virtual characters on human behavior is often related to video-games.
For example, the research by Konijn et al. [7] suggests that when adolescent boys
identified with a violent game character, they show increased aggression while playing
against other players. An earlier study by Nowak et al. [8], suggest that playing
aggressive video games can increase aggressive behavior outside the virtual world.
Even more, a study by Yoon and Vargas [9], more specifically researching types of
avatars, showed that the specific type of avatar can have a profound influence on the
behavior of a subject outside the virtual environment. In their experiment the subjects
played either a hero or a villain. After their play-through they were asked to pour either
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chili-sauce or chocolate sauce on a dish which was said to be for the next participant.
Ultimately, the results showed that the participants who played as a villain not only
chose to pour chili-sauce more often, but did so in considerably higher amounts than
the participants who played the hero avatar. A study by Happ et al. [10], relating
avatars to (pro) social behavior, showed similar results.

Although the relation between avatars and behavioral change has been demon-
strated multiple times, studies concerning the relation between virtual role-playing and
the framing effect are lacking. This is especially surprising since the framing effect
could provide interesting insights in the cognitive processes of players playing a
specific kind of avatar.

3 Method

The goal of the present research was to answer the question: “Does playing an analytic
or impulsive character, respectively, influence the susceptibility to the framing effect?”
In this section the design and procedure of the experiment is discussed. Furthermore,
the rationale for using a digital environment is given.

3.1 Experiment Design

The experiment utilizes a ‘mod’ made for the well-known video role-playing game
called Skyrim.1 A mod or modification is an addition to an existing game, changing the
content or the game-play mechanics of the game. In this research a self-developed mod
was used to modify Skyrim so that it was usable for the experiment.

Out of a group of 86 participants, each participant was randomly given a specific
role and had to play a small scenario. More specifically, 29 played as a ‘Warrior’
character, 29 played as a ‘Scientist’ character and 28 as a ‘Neutral’ character. The
reason for including the neutral character was that it functioned, more or less, as a
‘control group’ character. For example, it was expected that players playing the warrior
role showed the highest susceptibility to the framing effect, players playing the scientist
role the lowest, while a moderate effect was expected for the players playing the neutral
character.

Each of the roles had certain abilities which let the player manipulate the world in
certain ways. For example, the warrior had the possession over a sword and a shield,
allowing him to defeat enemies by force. The scientist had the ability to activate certain
puzzle elements in the game. The neutral character had no specific abilities. In this
research a combination of visual cues and character traits are given to manipulate the
concept of “role”. In the research we added a number of manipulation checks to assess
whether our role manipulation was successful.

During the gameplay, the participants were presented with four framing tasks in
either a positive framing or a negative framing. The tasks the participants received were

1 See https://cognitiveroleplaying.wordpress.com/ for screenshots and http://bit.ly/1mdfsre for user
feedback and downloading the mod.
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two risky framing tasks, one attribute framing task and one goal framing task. The
framing for each separate task was randomly assigned. As such, this experiment uti-
lized a 3 (role) x4 (task) x2 (valence) mixed-subject design with role and valence as
between subject factors, and task as a within subject factor. Most participants were
subjected to the experiment by face-to-face contact; the participants met the researchers
in ‘real-life’ and were instructed by the researchers directly. A sub group of 26 of the
participants were found on internet fora and were instructed how to conduct the
experiment through online media. Of 66 out of the 86 participants the age is known,
which averaged around 25 years old (median = 25.5).

3.2 Procedure

The players were asked to take place behind a laptop and were given a small expla-
nation of the research. However, the explanation did not include any references to the
framing effect itself. Instead the participants were told that “they partook in a study
regarding role-playing and behavior”. The participants were asked to play through a
small introduction level to get acquainted with the mechanics and the controls. After
the introduction level, the main story of the game was explained. Finally, participants
were given one specific role and were presented with a small background story of their
character. Again, as a means of avoiding any bias of the participant for (non) risky
behavior, the characters were described simply by their occupation and origin. Ref-
erences suggesting whether the characters themselves would or wouldn’t take risks
were avoided.

The main premise of the game consisted of finding a cure for an outbreak of a
mysterious disease, in a supposed abandoned research facility. Throughout their
exploration they were presented with two challenges. For the first challenge the player
had to find a way past a guarded gate, either by using force, solving a puzzle or using
dialogue. The second challenge consisted of a group of enemies which the player had
to evade by using force or triggering a trap. However, if player was the neutral
character, the player would be allowed to cross without the need for any interaction.
The purpose of these challenges for the research was to prime the players to ‘get in
character’ and roleplay.

In the game the player met a non-playing-character (NPC) which guided the player
through the use of dialogue. The reason for including this character was threefold: first,
through this character more story-elements were given to the player. Second, through
the interaction with the character the player was able to role-play his or her character by
giving answers during the dialogue. Lastly, through the answers on the dialogue, data
was generated by which could be deduced whether the player was giving answers like
the character (the participant was playing) would. On a similar note, the actions per-
formed during the challenges were also recorded for the same reason. After going
through the level, a code was generated which contained the data of the experiment,
namely the choices as well as the role-playing actions performed by the player. A full
play-through from begin till end, for either online or offline participants, averaged
around 20 min.
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Framing tasks: Throughout the play-through each player was presented with four
framing tasks:

Task 1 (Goal framing task): In the starting dialogue with the NPC, the player is told
that there are several items present in the research facility. After this dialogue, the
framing message is given in either a positive or negative frame. In the positive frame
the message was as follows: “If you take these valuable items, you might receive a
reward in the end”. The negative frame read: “Don’t leave these items, since you might
miss out on a reward in the end”. At the end of the experiment the amount of valuable
and non-valuable items the player picked up were measured.

Task 2 (First risky framing task): After the first challenge the player encounters a
chest which initiates the task. The player is told that there is an amount of 400 gold
pieces in the chest. Two options are given in either a positive or negative frame. In the
positive frame the two options were described as follows: either the player could gain
exactly 100 gold pieces for sure, or the player would have a 1/4th chance to gain all
gold pieces while having a 3/4th chance of gaining none. In the negative framing the
two options were described as follows: either the player could lose exactly 300 pieces
(from the 400) for sure, or the player would have a 1/4th chance to lose none of the
gold pieces while having a 3/4th chance to lose all the gold pieces.

Task 3 (Attribute framing task): During dialogue with the NPC, the player is told
about a medical procedure one of the patients in the research facility had to undergo.
An attribute or characteristic of the procedure is described, namely the success or
mortality rate. In the positive frame the procedure was being described as “2/3th chance
of being successful”. In the negative frame the mortality rate was being described,
which was 1/3th. After, the player was asked whether he or she would or wouldn’t have
done the procedure.

Task 4 (Second risky framing task): At the end of the play-through the players find
a medicine cabinet with ingredients to make the final cure. However, they are being
told that they can make only one cure out of two possible cures. This task is essentially
the classic ‘Asian disease experiment’. In the positive frame both cures were described
as follows: The first cure saves exactly 300 out of 900 patients while the second cure
has a 1/3th chance of saving all patients and a 2/3th chance of saving none. In the
negative frame the cures were described as follows: The first cure lets exactly 600 out
of 900 patients die, while the second cure has a 1/3th chance of letting no patients die
and a 2/3th chance of letting all patients die.

3.3 Rationale for Using a Digital Medium

The main reason for using a digital environment was that the researchers were
essentially able to ‘catch the subjects in the act’ (roleplaying while being subjected to
framing research). Furthermore, by using a digital medium instead of using a more
traditional approach to framing research is that it’s escaping the controlled and
sometimes more unrealistic circumstances of the lab. Although not all framing research
is conducted using this setting, often the classic framing research method is to provide
participants with hypothetical situations and simple A/B choices on questionnaires.
However, ‘real-life’ choices are often made in more subtle contexts in variable
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circumstances. Therefore, by providing the participants with a digital video-game, a
game similar to games they play at home as well, the present research can be con-
sidered somewhat of a field-research instead. An interesting observation, acquired by
informal interviews after the experiment, supporting this claim was that during the
experiments the players actually thought there was something at stake; that by
answering the questions they could eventually ‘win’ the game. It was strongly believed
that, since they were presented with a game, a reward and punishment system existed.
This provided the advantage that the players really took the experiment seriously.
Therefore, one could argue that the results of the research present a more realistic
picture. Especially, in comparison with classic risky framing research it might be that
the participants felt more involved. In the classic risky framing experiment, participants
were asked to imagine the hypothetical outbreak. Instead, in the research as presented
by this article, participants (implicitly) thought that their actions had an impact, since
that’s normally how a game works.

3.4 Results

In this section the main results of each framing task are given. This means that for the
attribute framing and risky framing tasks the choice preference of the participants for
that task are evaluated. For the goal framing, the amount of valuable was measured.
Although all of the framing tasks are evaluated, graphs are shown for key results only.

During the play-through the role-playing actions of the subjects were measured on
specific control tasks to determine whether the player behaved like a warrior, scientist
or neutral character in terms of choices made, based on the randomly assigned role.
Based on the amount of these actions it was determined whether the player acted
according to his or her role. For example, if a participant receiving the warrior role
would chose the warrior option at all five moments, that participant would receive a
score of 5 for ‘playing according to their role’. Based on the average amounts of correct
actions done according to role per participants for each group (War: M = 2.8; Sci:
M = 3.6; Neu: M = 3.6), we can conclude that for the warrior and scientist group the
role manipulation worked as participants receiving those roles, mostly chose the
options according to their given role. Hence, there was a positive association between
the role, and the actions selected by the participants indicating that our role manipu-
lation was successful.

Attribute framing task: In Fig. 1. (figure in the right-corner) the results of the
attribute framing for all the participants, independent of the role they played, are
shown. A significant effect of attribute framing was found with X2 = 4.54; df: 1;
p = 0.033. These results suggest that, overall, attribute framing had a significant effect
on the choices made by the participants.

The main graph of Fig. 1. represents the choice preferences of participants playing
the different roles. Since the different role-groups were relatively small, a fisher-exact
test was used for producing more powerful results. Comparing the three different
groups, interacting with attribute framing, no difference between each of the groups
could be demonstrated (p = 0.075) > 0.05. However, a “trend” indicating the warriors
being affected more strongly by the framing effect was shown. Using a fisher-exact test
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a difference between the two frames in the warrior group was found (p = 0.047). Since
no differences were found in either the scientist group (p = 1) or the neutral group
(p = 0.192), these results suggest that participants playing the warrior character were
indeed influenced by attribute framing, while participants playing the other roles
weren’t being affected.

Risky framing task 1: From looking at the results independent of role (Fig. 2.
right-corner), there was no indication that there was a framing effect. The results as
divided by role showed a more noticeable difference in the warrior group. However,
using a fisher-exact test a p-value of 0.264 was found, indicating that there was no
statistical difference between the two framing groups. Also, in all other groups no
difference was found (fisher-exact test, Sci: p = 0.682; Neu: p = 1). Comparing the
three roles, no difference between the groups could be demonstrated (p = 0.176).

Risky framing task 2: The results independent of role, didn’t suggest there was a
framing effect present. Moreover, from a role-specific perspective no big differences
can be distinguished. A fisher-test found a p = 1 for the warrior group, p = 0.390 for
the scientist group and p = 0.705 for the neutral group. Also, there was a difference in
preference for choosing either the risk or certain options among roles in general. For
example, the participants playing the warrior role preferred the risky option despite the
framing. Instead, both the neutral and the scientist group preferred the certain option.
Lastly, no difference between the three role-groups could be demonstrated (p = 0.134).

Goal-framing: At the end of the play through the amount of valuable items, that
were picked up by the players, was measured. The mean scores of picked up valuable
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items for the three class groups under both valence conditions, were respectively: War
(positive): M = 8.92, SE = 0.33; War (negative): M = 12.43, SE = 0.35; Sci (posi-
tive): M = 9.43, SE = 0.42; Sci (negative): M = 9.54, SE = 0.40; Neu (positive):
M = 9.64, SE = 0.30; Neu (negative); M = 9.73, SE = 0.42.

For determining whether there was a main effect for either the role or framing,
an ANOVA test was used. However, no main effect was found for either role,
F(2, 72) = 0.330, p = 0,720, or framing, F(1, 72) = 0.625, p = 0.432. These
non-significant results suggest that framing and class, overall, have no impact on the
amount of valuable items that the participants picked up (or that the study was
underpowered to demonstrate the effect). Moreover, using a two-way ANOVA it was
found that there is no interaction between the role participants played, and the framing
of the message on the measured amount of valuable items, F(2, 72) = 0.554, p = 0.577.

4 Discussion

The results as presented by this research bring some interesting implications to light.
First, since the framing effect has often been regarded as one of the stronger cognitive
biases, the fact that the results as presented in the current didn’t show the framing effect
convincingly in most tasks raises some interesting questions. For example, it is of
interest to see whether the current manipulation and measurement contained too much
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variation (or whether merely the sample was too small) to replicate earlier studies. Most
importantly, it raises the question whether the framing effects found in previous studies
would be present when those studies would utilize different environment. When using a
digital medium amounts to the disappearance of the framing effect, one could doubt
whether current framing methodologies should be revised.

The results suggest that using a video-game as the medium may have been an
influence on the absence of the framing effect in most cases. However, this immediately
raises the problem of immersion. When is a participant really involved in a video
game? And, can use of a game as a medium, if the player isn’t feeling immersed, result
in the player behaving more rational in their decision making? Furthermore, can the
fact that the player may or may not have identified with the character influenced the
results?

Some of these concerns can be addressed by evaluating the experimental results in
detail. For example, in the research included multiple control tasks to check whether
the player assumed his or her role correctly. These checks showed that most players
acted according to their role. However, this still might have left the possibility open that
the player acted according to his or role while not feeling ‘connected’ with the char-
acter. Even though some players, after finishing the experiment, did mention that they
felt immersed more thorough measurements of immersion or the ‘emotional involve-
ment’ of the player, could be provide some interesting insights.

Most importantly, the current results not only shed some light on current framing
methodologies, but can be seen as an argument for using digital media, such as role-
playing games, for more serious research topics. Often, videogames are considered to
be meant for more playful or entertaining purposes. However, these results clearly
show that research into video games combined with more serious topics can shed some
interesting, new insights and yield results which are against established findings.

5 Conclusion

In this research an answer was sought to the question whether playing an impulsive or
analytic character respectively induces or reduces the framing effect. In our in situ
experiment a main effect of attribute framing was found. Furthermore, it was found that
the group playing the warrior character was influenced strongly by the attribute
framing effect while the other groups were not. The results, however, did not show a
strong effect of risky-choice framing or goal framing: in our in situ experiments the
effects of these manipulations were apparently small. However, even in these condi-
tions results indicated that players adopting the warrior role seemed more prone to the
effects of framing. Hence, we conclude that while a study with more power is certainly
worthwhile, the current study at least provides initial evidence that the “warrior” —
and hence impulsive — role is more prone to framing effects. Furthermore, our pre-
sented method using immersive gaming introduces a novel methodological paradigm
to study human decision making: we hope this approach can benefit future studies.
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Abstract. Gender, native English speaking, and age significantly effect
game genre preference and gaming motivations. Ordinary Least Squares
(OLS) regression shows they explain 5%–10 % of the variance in game
genre preference and up to 7 % in gaming motivation. Gender coefficients
show males prefer the competition-based First Person Shooter (FPS)
games while females prefer the immersion-based Massively Multiplayer
Online Role Playing Games (MMORPG). Native English speaking coef-
ficients show native English speakers prefer the text-heavy MMORPGs,
while non-Native English speakers prefer the text-light Multiplayer
Online Battle Arenas (MOBA) and FPS games. Age coefficients show
younger players prefer MOBAs, while older players prefer FPS games.
When it comes to gaming motivation, males are more driven by compe-
tition, while females are more driven by immersion and social motiva-
tions. Native English speaking only factors into two motivations related
to immersion. Age coefficients show that gaming motivation decreases
across the board as players grow older.

Keywords: Gender · Age · English · Video games · Motivation

1 Introduction

Video games have grown into a mainstream pastime, with half the American
public engaging in the activity on a weekly basis [1]. As video games have gained
more traction with the general public, they have also grown as a field of academic
inquiry. An expanding body of work has emerged that seeks to uncover who plays
video games, how they engage with video games, and why they feel driven to
pursue video game play as a pastime [2–4].

To ensure reliable and robust research results on such complex issues, the
effect of potential confounds such as gender, native English speaking, and age
should be determined. Currently the video game literature shows mixed effects
of these confounds on the behavioral and cognitive processes underlying, per-
petuating, and resulting from video game play. For instance, in a meta-review of
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35 research reports, Anderson et al. [5] determined that gender is not a signifi-
cant confound on aggression resulting from video game play. Conversely, seminal
research by Yee et al. [6] on gaming motivation, as well as extensive work by
Mitchell & Savill-Smith [7] on the role of video games in education have shown
that gender significantly confounds the appeal and impact of video game play
in their research.

To shed more light on the strength of potential confounds in video game
research, we look at the effect of three common confounds on the most basic
aspects of video game play: what people play, and why. The potential confounds
in question are gender, native English speaking, and age. The what and why of
play are instantiated as an individual’s game genre preference and their gam-
ing motivations. If the confounds significantly impact game genre preference
and gaming motivation, then the case is strengthened for controlling for these
confounds to ensure robust results in future video game research.

2 Methods

To test the effect of gender, native English speaking, and age on game genre pref-
erence and gaming motivation, we collected data from participants online. Data
consisted of gender, age, country of residence, English skill level, a survey of gam-
ing motivation [6,8,9], and a valid game account in at least one of four games:
World of Warcraft (WoW), League of Legends (LoL), Battlefield 4, and/or Bat-
tlefield: Hardline. Battlefield 4 and Battlefield: Hardline are functionally iden-
tical games. For that reason, the players of these two games are grouped and
jointly referred to as ‘Battlefield’ (BF) players for the remainder of this paper.
Each game represents one of the most popular online multiplayer games and
supports an active player base of at least 10 million players. World of Warcraft
represents the fantasy themed, third-person, cooperative/competitive, story and
exploration driven genre of Massively Multiplayer Online Role Playing Games
(MMORPG). League of Legends represents the fantasy themed, third-person,
team-based competitive, match-structured genre of Multiplayer Online Battle
Arena games (MOBA). Battlefield represents the realistic military shooter, first-
person, team-based competitive, match-structured genre of First-Person Shooter
games (FPS). The survey of gaming motivation was compiled by using a short
form of 13 motivational factors validated by Yee et al. [6], Hilgard et al. [8], and
Sherry et al. [9]. The short forms are reliable as they correlate with the original
long forms with effect sizes over .9. The 13 motivational factors are listed in
Table 1.

Before analysis, the data was filtered on four criteria. First, data from minors
(age < 18) was excluded from the sample, resulting in the inclusion of 2817
players. Secondly, 28 players were excluded as outliers for showing no univariate
variance in their responses. Thirdly, 19 participants were excluded as outliers for
indicating the gender value “other” while all remaining participants indicated
either “male” or “female” for gender. Lastly, 363 participants were excluded
for indicating an English skill level other than “Advanced” or “Native”. Both
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Fig. 1. Age distribution

advanced and native speakers of English are expected to fully understand all
survey items. Therefore, native English speaking became a proxy for culture
(Anglosphere cultures versus non-Anglosphere cultures).

The characteristics of the remaining sample are as follows. It contained 2400
participants, including 2073 males and 327 females, of which 943 were advanced
English speakers and 1457 were native English speakers. The average age was
26.17 (std = 7.72), with a zero-inflated distribution around the minimum age of
18 (see Fig. 1). Most participants played World of Warcraft (n = 1181), followed
by League of Legends (n = 919) and Battlefield (n = 824). In total, 436 partic-
ipants indicated playing two of the aforementioned games, and 44 participants
indicated playing all three games.

3 Results

Ordinary Least Squares (OLS) regression showed that gender, native English
speaking and age are significant confounds to game genre preference. They
explain 5 %, 10 % and 9 % of the variance in preference for playing World of
Warcraft, League of Legends, and Battlefield, respectively. Table 1 shows the
results of the regression. The gender coefficients reveal that women show a mild
preference for MMORPG and MOBA games, while males show a pronounced
preference for FPS games. The native English speaking coefficients reveal that
native English speakers are biased toward (the more text-heavy) MMORPG
genre, while advanced English speakers show a slight preference for (the less
text-heavy) MOBA and FPS genres. The age coefficients reveal that age is not a
confound for MMORPG play, while age is negatively related to MOBA play and
positively related to FPS play. The age coefficients seem low compared to the
gender and native English speaking coefficients, but this is due to the value range
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Table 1. OLS regression of the predictors gender, native English speaking, and age
on the outcome variables game genre preference and gaming motivation. Game genre
preferences are binary and gaming motivations are continuous variables. Gender is
(M)ale or (F)emale. Native English speaking is (A)dvanced or (N)ative. Age is a value
from 18–65. * indicates that R2 < .01. All models are significant at α = .05. Coefficients
are listed when R ≥ .01 for the relevant model and p ≥ .05 for the relevant coefficient.

Gender 1=M, 2=F English 1=A, 2=N Age 18–65 Model Fit

β t β t β t R2

Game genre preference

MMORPG: WoW .18 6.22 .19 9.30 .05

MOBA: LoL .08 2.85 −.12 −6.31 −.02 −14.24 .10

FPS: BF −.33 −12.08 −.08 −4.11 .01 8.76 .09

Gaming motivation

Competition −.40 −6.90 −.02 −9.09 .06

Challenge *

Fantasy .22 3.79 .23 5.48 −.02 −5.87 .03

Arousal −.01 −5.15 .01

Story .22 3.70 −.02 −8.12 .03

Escapism .27 4.50 .24 5.65 −.01 −3.51 .02

Loss aversion *

Customization .65 11.20 −.02 −8.06 .07

Grinding/completion .40 6.76 .02

Autonomy/exploration *

Socializing *

Relationships .39 6.57 −.01 −5.21 .03

Team work *

of each variable. For instance, the reasonably large difference between males and
females on Battlefield (β = −.33) would be equaled by a 33 year difference in
age (β = .01) on the same game.

Gender, native English speaking, and age explain up to 7 % in the variance in
gaming motivations. The coefficient values for gender, native English speaking,
and age for the outcome variables related to gaming motivations are conceptu-
ally in line with the coefficient values for game genre preference. They show that
men prefer competition, such as can be found in FPS games, while women prefer
Fantasy, Story, Escapism, Customization, Grinding/Completion, and Relation-
ships, such as can mainly be found in MMORPGs. Native English speaking is
only weakly related to gaming motivation. The notable exception is that native
English speakers show a preference for Fantasy and Escapism motivations that
are in line with their preference for MMORPG games. Age is negatively related
to half the gaming motivations, showing either a cohort effect and/or that people
progressively lose interest in gaming as they grow older.
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4 Discussion and Conclusion

Gender, native English speaking, and age have been shown to be significant con-
founds for game genre preference and gaming motivation. The variance explained
by the confounds is between .01 and .10. Although these values are too low to
form a predictive model, they are considerable in the context of confounding
variables. They indicate that when the confounds are not controlled for, research
results may incur an additional error of 1 %–10 %. Translated to effect sizes in
correlational studies, this can lead to the misattribution of .1 to .32 of the effect
sizes of variables that are influenced by gender, native English speaking, and/or
age.

We wish to point out that the (already considerable) effects of gender in
the realm of gaming might be more pronounced than found in this study. Addi-
tionally, interaction effects were not explored, even though it is plausible that,
for instance, gaming motivation develops differently with age for males than for
females. Due to the recruitment method of using anonymous online volunteers,
the sample became biased towards male gamers, with a male-female ratio of
around 5:1. This ratio is common in the field of video game research [6], and
does not actually reflect the gender distribution among gamers. In their 2015
rapport on the gamer demographic in America, the Entertainment Software
Association reports an almost 50–50 ratio of males to females [1]. Presumably,
females are less vocal in sharing their gaming interest and engaging in the video
game culture online where most game research samples are drawn from. This
gender bias in the research samples can be remedied by specifically recruiting
females. Hilgard et al. [8] and Sherry et al. [9] follow this approach in their
studies. However, in order to verify and recruit an even gender distribution, it
is necessary to resort to offline recruitment, such as is common at college cam-
puses. This in turn strengthens the sample bias toward native English speaking
and age, as most participants are college age individuals who are predominantly
from one culture.

All in all, the results of this study show that gender, native English speaking,
and age have a considerable effect on what (game genre preference) and why
(gaming motivations) people play video games. Therefore, they underline the
importance of controlling for these variables in video game related studies. Future
work should endeavor to minimize sample biases on these three variables, as well
as further explore how they interact with more detailed game behaviors and
related cognitions.
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Abstract. In this paper, we aim to measure affect and behaviour indi-
cators of players to understand how they feel in different play modes and
how games could be improved to enhance user experience, immersion and
engagement. We analyse the affective states in sets of two users playing
a Wii video game in three play modes: solo, competitive and collabo-
rative. We measured their physiological signals and observed the non-
verbal behaviours to infer their affective states. Although other studies
have looked at these signals in gaming, this work focuses on the differ-
ences between the three play modes aforementioned. Our results show
that: (1) Players experience similar levels of arousal during both solo and
collaborative play modes; (2) players’ heart rates are significantly corre-
lated during the competitive mode but not during the collaborative one;
and (3) heart rate variability is a good indicator of engagement when
playing video games.

Keywords: Affective gaming · Physiological signals · Non-verbal
behaviour

1 Introduction

User affective states play a major role in immersive and engaging game expe-
riences by influencing user experience and satisfaction [1]. As the present focus
of game design is to increase the degree of immersion, enjoyment or simply to
provide a pleasurable experience to the player, it is important to understand how
players feel when interacting with the game and how different game events change
their affective states. The recognition of the player’s affective states brings excit-
ing possibilities to gaming, from controlling games using physiological signals
(biofeedback) to adapting it according the player’s emotions (affective feedback)
[2,3]. Gilleade et al. [1] propose that affective gaming should be used to keep
the player engaged and motivated to play. For example, if the player gets bored,
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the game should increase the difficulty level to keep him engaged, but if he gets
frustrated or too stressed, the game should be easier or give hints about how
to progress. Current research in affective gaming is mainly focused on affective
feedback, trying to enhance user experience by adapting the game to the player’s
affective state. However, not many studies have explored the effects evoked by
video games in different play modes such as competitive, collaborative or solo.

This study is interested in investigating how collaborative and competitive
game modes affect the player interactions and whether we can assess this by
measuring players’ physiological and behavioural signals in different play modes.
We present a pilot study which explores the physiological and behavioural dif-
ferences between sets of two co-located users playing a Wii video game in three
play modes: solo (one-vs-computer), competitive and collaborative. Our analysis
show that (1) heart rate is a good measure for assessing arousal and heart rate
variability for assessing player engagement; (2) competitive play evokes higher
arousal than the other two play modes; and (3) players experience a similar
arousal level when playing solo and collaboratively.

2 Related Work: Affective and Multiplayer Gaming

The recognition of affective states is key for any affective computing application.
The classification of affect can be a challenging task due to subjective cognitive
and physiological reactions to external stimulus, since not everybody responds
in the same way to different events. The most common classification approach is
the two-dimensional arousal-valence [4]. The first dimension, arousal, maps the
activation level and can be measured through the physiological modality such
as cardiac activity, using electrocardiogram (ECG), or sweating level, measured
with Galvanic Skin Response (GSR) [3,5]. The second one, valence, describes
the degree of pleasantness of the affective state, frequently measured by looking
at the visual or audio modality, including facial expressions, non-verbal and
verbal behaviour [2]. Savva and Bianchi-Berthouze [6] used a motion capture
system to analyse the affective states of the users playing a Wii tennis game.
Using a Recurrent Neural Network algorithm, they grouped the affect into four
different categories: happiness, concentration and low and high intensity negative
emotion. The results showed recognition accuracy of 57 %.

The physiological signals related to the player’s affective state have been
mostly used in affective gaming in two different ways, either to directly control
the game (biofeedback) or to indirectly adapt it to the player (affective feed-
back) [2,3]. Relax-to-win [7] is a biofeedback game where the player’s arousal,
measured by the GSR, controls the speed of a racing dragon, decreasing the
dragon’s pace when the arousal level increases so the player who relaxes more
quickly wins the race. The game Left 4 Dead 2 [8] was transformed into an affec-
tive feedback game, where the player’s stress level was monitored by measuring
arousal through heart rate. The game automatically adapted to the player’s
affective state, changing certain elements such as music loudness if the player is
too stressed.
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The objective of co-located competitive and collaborative leisure games is
to encourage social interactions between players [9]. Collaboration is defined
as the behaviour shown when multiple people work together towards a shared
goal [10]. Collaborative and competitive games have been studied, often sepa-
rately, looking at the affective states and behaviours they evoke. Different groups
of researchers have investigated whether competitive games promote negative
affective states but results are controversial. Some studies affirm they promote
aggressive behaviour [11] while others argue that these games can also promote
positive affect (if the player’s motivation is winning, s/he might experience stress
as positive affect) [12]. Kivikangas et al. [10] explored gender differences in emo-
tional responses in collaborative and competitive games. The results revealed
that males experienced more positive emotions during competitive than collab-
orative games whereas female participants evidenced no discernible difference.

Table 1. A summary of studies in affective gaming for solo and multiplayer games

Ref. Play mode Sensors Self-rep. labels Behaviours Measured labels

[9] Solo & Comp. ECG, GSR, EMG & Resp. Boredom, Engag. & Fun N/A Arousal

[10] Collab. & Comp. ECG, GSR, EMG SAM & SPGQ N/A Valence & Arousal

[3] Solo ECG, GSR, EMG & Resp. SAM Valence & Arousal

[7] Comp. GSR N/A N/A Arousal

[8] Collab. ECG N/A N/A Arousal

[13] Collab. & Comp. ECG, GSR, EMG & Resp. GEQ N/A Social interaction
& Presence

Ours Solo, Comp.
& Collab.

ECG, GSR GEQ & IQ Non-verbal Arousal

Notes: SAM: Self-Assessment Manikins. SPGQ: Social Presence in Gaming Questionnaire. GEQ: Gaming
Engagement Questionnaire. IQ: Immersion Questionnaire

Collaborative games have been shown to lead to engagement, social interac-
tion and positive emotions (i.e., enjoyment [9]). Mandryk and Inkpen [9] investi-
gated the physiological changes in competitive and solo games (see Table 1). The
study showed a significant increase in the sweating level (GSR) during the com-
petitive mode, which correlated with a higher level of fun [9]. These results were
confirmed correlating the physiological signals with the self-reported data gath-
ered. However, this experiment did not look into differences between competitive
and collaborative play modes. Chanel et al. measured the physiological compli-
ance, defined as the correlation between the physiological signals of a dyad [13], in
competitive and collaborative games both in co-location and remotely. They con-
cluded that physiological compliance is higher in competitive games, with minor
differences related to the location. In this paper we present a study where we mea-
sured the affective, physiological and behavioural indicators in solo, competitive
and collaborative gaming in order to understand how players feel in these play
modes and the differences in behaviour they exhibit in each mode.

3 The Study

Participants played a video game for Nintendo’s Wii1 console called Boom Blox:
Bash Party (Fig. 1), a physics-based puzzle video game designed by Steven
1 Nintendo’s Wii console: http://www.wii.com/.

http://www.wii.com/
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Fig. 1. Screenshot of Nintendo’s Wii game “Boom Blox: Bash Party”

Spielberg. The game consists of knocking down a structure made of blocks by
throwing balls against it using the Wii Remote controller as if it were the ball itself.
Each block has a number drawn on it that indicates how many points it gives. We
had to slightly modify the collaborative play mode in order to allow both players to
play simultaneously without time limit. No prior experience was required to par-
ticipate in this study, except both players within a pair had to know each other
before the experiment to increase the chances of collaboration between them [14].

3.1 Tasks and Measurements

The players had to play Boom Blox: Bash Party in three play modes. In solo,
players play alone and get points by knocking down the structure. In competitive,
two players compete to get as many points as possible knocking down the blocks.
In collaborative, two players play together to break the structure with as few
throws as possible. The number of throws were counted for both players, so they
had to talk and think about how to do it in the most efficient way. The duration
of each play mode lasted 4–7 mins and the play order was randomised for every
pair to avoid bias.

Subjective (self-reported) and objective (continuous and physiological) data
was recorded from all players in every play mode. Table 2 summarises the data
gathered and the features extracted. An electrocardiogram (ECG) to measure
the heart’s electrical activity was used, sampled at a rate of 512 Hz. We extracted
the Heart Rate (HR), Inter-Beat Interval (IBI) and Heart Rate Variability
(HRV). We also used a Galvanic Skin Response (GSR), which measures the
activity of the sweating glands. The electrodermal activity is associated with
stress and anxiety, an indicator of emotional arousal [5]. This sensor was placed
in the hand holding the game controller and sampled at 51 Hz. The GSR sen-
sor used also had an accelerometer incorporated to record the movements of
the hand holding the controller. Baseline activity levels were recorded for all
physiological signals to normalise individual differences.

Three questionnaires were designed using 5-point Likert scales: pre-
experiment (PRE), post-play (PPQ) and post-experiment (POST) question-
naire. PPQ were given after each play with questions about player engagement
[15] and immersion [16]. Questions were randomised to avoid any bias due to
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Table 2. Objective (continuous) and subjective (self-reported) data recorded.

Measure Sensor/method Features Type of data

ECG Shimmer

ECG sensor

Heart Rate (HR): mean & SD

Inter-Beat Interval (IBI): mean

Heart Rate Variability (HRV):

Root Mean Square of

Successive Differences (RMSSD)

Quantitative

GSR Shimmer

GSR sensor

Skin Conductance Level (SCL): mean & SD

Skin Conductance Response (SCR): mean & SD

Quantitative

Motion Accelerometer Number of throws (peaks), quantity of motion,

highest peak (velocity throw)

Quantitative

Video Front-facing

camera

Gestures, body position, spatial behaviour, num-

ber of gazes, positive and negative facial expres-

sions...

Quantitative

and qualitative

Self-report PRE, PPQ & POST Engagement, immersion, frustration, stress,

enjoyment, effort, boredom

Quantitative

repetition of the questionnaire after each play mode. Finally, a video camera
placed at one side of the monitor displaying the game recorded the experiment
for observational analysis and qualitative data extraction.

3.2 Data Pre-processing and Feature Extraction

As all the physiological data was recorded using the same software, all the data
was recorded at the same sampling rate. Data from all sensors was plotted to
check if it was correct. The GSR data was extremely noisy since it was placed
in the hand holding the controller, which was constantly moving and shaking
while playing. We applied different filters such as lowpass or moving average
filter to remove the noise, making the data considerably smoother although it
was still too noisy to use in this analysis. ECGTools2 was used to analyse the
ECG and extract the R-peaks, which corresponds to individual heart beats. We
then calculated the HR and IBI values per second and extracted the (HRV),
which measures the variation of the frequency of heart beats over time.

The mean Quantity of Motion (QoM) of the Wii controller was computed
from the accelerometer data. Using a peak detection algorithm, we extracted the
number of throws of each player per play mode. Video recordings were manually
annotated to determine the predominant facial expressions in each play mode as
well as the non-verbal behaviours such as gestures, body positions and spatial
behaviours (i.e.: moving around the room).

4 Analysis

4.1 Analysis Between Play Modes

Eight players (four pairs) took part in the experiment with a mean age of
30.88 (SD: 4.28). Half of the players preferred playing video games alone, three
2 http://www.ecgtools.org/.

http://www.ecgtools.org/


Measuring Affect in Gaming 189

Table 3. Paired T-tests among
play modes

Param. Mean SD t(df) Sig.

Mean HR 10.67 5.25 5.38 (6) .002

Num. throws 20.75 7.50 9.03 (7) .000

Mean QoM 1.07 .56 5.35 (7) .001

Fastest throw .50 .78 1.83 (7) .109

Note: SD = Standard Deviation.
df = degrees of freedom.

Table 4. HR correlations.

Pair 1 Pair 2 Pair 3 Pair 4

Comp. .509** .165** −0.066* .200**

Collab. .021 .034 .061 .022

Note: Significance of Spearman’s rho:
*p< .05 ; **p< .01.

collaboratively and only one competitively. Four out of the eight players reported
in the POST questionnaire to have enjoyed the collaborative mode the most,
three preferred playing competitively and one the solo mode. Players reported
to be equally engaged with their colleagues during the collaborative (M: 3.88,
SD: 0.99) and the competitive play mode (M: 3.25, SD: 1.16). No significant
differences were found in the immersion level.

In order to analyse whether there was significant differences among play
modes in the continuous features, we carried out various paired t-tests, spe-
cially between the competitive and collaborative play modes (Table 3). One of
the players who reported neither enjoyment nor engagement in any of the play
modes and whose physiological signals did not vary much across play modes,
was removed in the HR paired t-test, which would just mean as if he would not
have taken part on the experiment. The mean HR and the mean IBI showed very
significant (p < 0.01) statistical difference between the competitive and collabo-
rative modes, with a mean variation of 10.67 in the HR (SD: 4.09) and −100.24
in the IBI (SD: 63.35). Participants experienced a higher HR of 10 Beats Per
Minute (BPM) average in the competitive play mode.

The accelerometer showed some significant (p < 0.01) differences, particu-
larly in the number of throws and the mean QoM. The statistical difference of
number of throws had a mean of 20.85 (SD: 7.01), meaning that players made on
average 20 throws more in the competitive than in the collaborative play mode.
This high difference is caused not only by the nature of the collaborative mode
where players had to make as few throws as possible, but also due to the turn-
taking strategy all pairs followed when playing together. The mean QoM of the
hand holding the controller was higher in the competitive mode (see Table 3).

4.2 Physiological Analysis Within Pairs

In this section we compare the behavioural and physiological responses between
the players within each pair, investigating the correlations in the continuous
signals of the two players. Due to the intrinsic auto-correlation of the ECG
signal, it is not possible to perform a simple cross-correlation with this data as
it is biased [17]. One way to overcome this problem is to make a 1 s interpolation
of the HR values in order to have an evenly spaced continuous data. Then a
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Table 5. Spearman’s correla-
tions between continuous and self-
reported data

Param. Depend. var. Rho Sig.

Mean QoM Norm. Mean HR .413 .052

Mean QoM Norm. Mean IBI −.462 .053

Effort Norm. Mean HR .584 .001

Engage w/Partner Norm. Mean HRV −.535 .001

Enjoy w/Partner Norm. Mean HRV .265 .211

Enjoy w/Partner Norm. Mean HR .122 .571

Flow Norm. Mean HR −.157 .497

Table 6. Spearman’s correlations between
play modes at individual level

Play mode Param. Depend. var. Rho Sig.

Competitive Effort Engagement .756 .030
Effort Immersion .571 .139
HRV Fun w/partner .639 .088

Collaborative Effort Engagement −.103 .808
Effort Immersion .130 .759
HRV Fun w/partner .041 .923
Mean Norm.
HR Solo

Mean Norm.
HR Collab

.929 .001

non-overlapping window of 3 s was generated for every single participant and
play mode. Once the data was windowed, we were able to perform a normal
Spearman’s correlation between members of a pair in each play mode separately.

As shown in Table 4, all players experience a statistically significant higher
correlation in HR when playing competitively than collaboratively. We think
that the higher correlation of pair 1 during competitive mode might be due
to their increased motivation levels as player 2 of this pair was the only one
reporting to prefer playing competitively. This important detail might explain
an emotional contagion between players. However, the low (and in some cases)
negative correlation in the collaborative play mode can be again explained by
the turn-taking strategy followed by all the pairs. In the collaborative mode,
whilst one player experienced arousal while playing, the other player was more
relaxed. For example, pair 3 in competitive mode have a very small negative HR
correlation due to the lack of engagement, immersion and even enjoyment of the
second player reported in the POST questionnaire. Therefore, player 1 was more
activated than player 2 as their HR differ considerably.

4.3 Analysis Across Play Modes and Pairs

This analysis focused on the relation between continuous and self-reported data
of all players. Prior to this analysis, we had to normalise the physiological data
of each player to mitigate individual differences. Each player’s ECG data was
normalised according to his/her own baseline. In order to normalise the physio-
logical data of each play mode, we divided the mean of the baseline by the mean
of each mode, getting the percentage of increase for a particular play mode. For
example, if the mean resting HR of one player was 73 BPM and the mean HR
for this same person was 96 BPM in the competitive play mode, we can say that
the HR increased by 131 % in that particular mode.

Once all the physiological data was normalised, it was correlated with objec-
tive (QoM) and subjective measures such as effort or enjoyment (Table 5). The
mean QoM had a moderate positive correlation with the normalised HR (r .413,
p < .05) and, at the same level, was negatively correlated with the IBI (r −.462,
p < .05). This correlation between QoM and HR is probably related to the sig-
nificant correlation (r .584, p < .01) of the mean HR with the effort reported in
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the questionnaires. These correlations are meaningful, since the BPMs increased
with the required movement and effort needed to achieve a good performance.

The normalised mean RMSSD (Root Mean Square of Successive Differences)
of the HRV showed a strong significant but negative correlation with engagement
with the partner (r −.535, p < .01). This correlation demonstrates that the HRV
is lower when the player is more engaged. Previous studies have demonstrated
that HRV decreases with mental effort [9], meaning that when the subject is
more focused, the body tends to be more relaxed and the heart activity settles
down without much fluctuations.

4.4 Individual Analysis Between Play Modes

Since we are interested in how players experience each play mode at both a
physiological level and through self-reports, we looked at each individual’s data
in the different play modes (Table 6). We examined the Spearman’s correlations
of effort with engagement and immersion. The rho coefficient in the competitive
mode is clearly higher, which means that a higher effort leads to higher level of
immersion and engagement.

The normalised mean HR in the solo and collaborative modes were also cor-
related, looking for relations in the physiological responses in these play modes.
This analysis evidenced an extremely significant and very strong correlation
(r .929, p < .01). Thereby, we can affirm that when a player is relaxed playing
alone, s(he) will calm down at the same level when playing collaboratively.

4.5 Behavioural Analysis

The analysis in this section focuses on the video observations of the facial expres-
sions, gestures, body positions and spatial behaviour of players. We manually
labelled the facial expressions into 3 groups: positive (smiling or laughing), neg-
ative (frustrated or angry) or neutral. We also described spatial behaviour or
movement as the activity of one individual moving through the surrounding
environment (the room).

We divided each recorded video into three equal parts and annotated the pre-
dominant facial expressions for each part. The most common expressions in the
competitive mode were negative as the players tried to win but not always got
the expected results (getting stressed and even angry). Positive facial expressions
were also present in this play mode, usually appearing at the end of the game
when both players got more relaxed and talked about their performance. Some
participants had recurrent ‘specific’ expressions such as biting their lower lip,
sticking out the tongue or frowning, which displayed their frustration or engage-
ment. The collaborative play mode elicited more positive facial expressions and
laughters, and neutral faces were the most frequent in the solo mode.

When labelling body positions, gestures and spatial behaviour of players,
we looked at their reactions and behaviours over the whole play mode. Overall,
players had a more relaxed behaviour and body posture during the collaborative
and solo play modes than when competing (Fig. 2), displaying a greater spatial
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Fig. 2. Participants playing competitive (left) and collaboratively (right).

movement and more gestures such as head nods or moving arms around their
body. Players changed their body position more often in this play mode, normally
after each throw, and had more social interactions, conversations and mutual
glances. In the competitive play mode, players were more static, barely moving
their body or legs, and rarely speaking to each other until the game was over.

5 Results and Conclusions

In this paper we looked at the physiological signals and non-verbal behaviour
indicators in solo, competitive and collaborative play modes for co-located gam-
ing. The significant correlation of HR between players during the competitive
mode, plus the significant mean HR difference compared to the other two modes,
demonstrate a clear arousal increase when playing competitively. The strong cor-
relation of the normalised mean HR in the solo and collaborative modes show
that the arousal level in these modes are related. HRV is also an interesting
cardiac feature to measure engagement [3], evidenced by a significant negative
correlation with the self-reported engagement with partner. Video observations
also revealed that competition evoked a tense behaviour in players, whereas
playing collaboratively players were more relaxed and positive (Fig. 2).

However, HR must be interpreted carefully in gaming. While an increase
in HR, caused by the cardiac sympathetic activity, is associated with affective
arousal, a slow HR inflicted by the cardiac parasympathetic activity is related
to attentional engagement [18]. Since video games can evoke both states simul-
taneously, HR alone might not be a good measure of arousal in games. Although
skin conductance is a good and unambiguous indicator of arousal [2], it is very
prone to noise. For this reason, GSR is not appropriate for experiments where
the players have to constantly move their hands.

The results presented from this study are indicative of the affective states
and behaviours players manifest in different play modes. Further research will
investigate how affective states can be measured using non-invasive sensors and
how this data can be used to enhance user experience in competitive and collab-
orative gaming. Also, it would be interesting to look at how certain game events
have an impact on the player’s affective states in the three play modes.
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Abstract. The purpose of this research was to determine the level of narrative
comprehension in films when watched in a virtual reality headset (Oculus Rift).
A 360-degree live-action film was created and was shown to participants after
which the level of comprehension of various literary aspects as well as the
feeling of distraction and enjoyment were measured using questionnaires and
interviews. Revealing how increased freedom to view a movie in virtual reality
has an effect on storyline understanding, provided a framework to start a dis-
cussion on whether and how to utilize virtual reality as a means for storytelling
through films.

Keywords: Oculus rift � Virtual reality � Film � Storytelling � Narrative
comprehension

1 Introduction

Films provide a brief escape from reality. They provide distraction, add action, love
and fear and in doing so change a person’s mood [1]. Films absorb viewers in a
storyline in which case viewers might forget time and place. In recent years advanced
virtual reality technologies have been developed that might enhance a film experience,
shifting feelings from absorption to immersion. Immersion can be described as the
“psychological state characterized by perceiving oneself to be enveloped by, included
in, and interacting with an environment that provides a continuous stream of stimuli”
[2]. Virtual reality (from here on abbreviated as VR) devices, which made use of
head-mounted displays, were created as early as the nineteen fifties. A device created
by Sutherland and Sproull in 1968, which made use of a stereoscopic display and a
mechanical tracking system, is considered as one of the first head-mounted VR devices
[3]. However recent progresses related to display improvements, positional tracking
possibilities, new interaction options, audio improvements (such as built-in interactive
3D audio) and viewer comfort (lower weight, better ergonomics) increased the atten-
tion for using VR as a means to experience a film. A successful example of a
head-mounted VR device is the Oculus Rift (OR). The OR was initially created for 3D
gaming in 2012 and the company behind OR achieved global success, which is
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demonstrated in the $10 million deal acquired via crowdfunding campaigns and the $2
billion acquisition deal with Facebook in March 2014. The success is related to being
the first to introduce a relative low cost and technologically advanced head-mounted
(large field of view) display that created true feelings of immersion without feeling
nauseous [4].

Since the introduction of VR and the OR there are ‘believers’ that are looking for
possibilities to use VR for films, wanting to utilize the expected advantages of an
increased experience. There are however also ‘challengers’ that prefer possibilities in
‘traditional media’, such as cinema, that provide more control over the narrative.
Heilig, who created the famous VR device ‘Sensorama’ in 1962, already described in
his paper “The cinema of the future” (1955) how film critics were sceptical about new
3D and other VR related developments, as it could have a negative effect on story
perception [5]. The same discussion continues today, see for instance online articles by
Conditt (2016) and Franklinn-Wallis (2016), leading to the question whether the
freedom to look around in a 360-degree virtual world increases a film experience or
decreases the experience due to a lack of control and comprehension of how a story
unfolds [6, 7].

Despite criticism and scepticism, the OR has gained popularity as a medium for
film since the Sundance Film Festival in 2012 [8]. Films for the OR might have started
small but quickly received a lot of attention. An important development was the
establishment of the new Oculus company called ‘Story Studio’. The main goal of this
company is to build truly immersive cinematic experiences and is lead among others by
a former Pixar director [4]. The growing interest in VR films is also demonstrated in
new investments, such as the $66 million investment in VR start-up Jaunt by among
others The Walt Disney Company. Other examples that reveal a rising attention for VR
as a medium for film, relate to an increase in available content (see for instance new VR
films shown at the 2016 Sundance film Festival) and available channels that release
new VR channels (such as YouTube) or are present in VR environments (such as
Netflix and Hulu).

Many small independent companies and enthusiasts came up with an idea for an
OR film. More often tips and tricks are shared on how to create a VR movie [9, 10].
However a mere three years ago ‘pioneers’ had no guidelines concerning how to make
a film that could engage as well as immerse viewers in VR without losing grip of the
story and needed to learn by doing [11]. In the Netherlands the Creative Lab at the
NHTV University of Applied Sciences, created one of the first short films for the
Oculus Rift called ‘Dyskinetic’. The film allowed the viewer to experience being a
helpless coma patient while your family is discussing whether or not they should end
your life [12]. The Media Lab Amsterdam, together with the company WeMakeVr,
created a live-action movie, which was one of the first interactive films in the
Netherlands [13]. Both films were well received. However as the OR (DK1) was only
accessible for developers, audience reach was low. The first OR for consumers, with
many improvements, however has recently been released (March 28th) which will open
doors to a larger audience and will stimulate the creation of more VR films [8].

Creating a story based immersive film in VR is not an easy-to-reach goal and often
confusion arises whether content should be regarded as a film or more as a different
kind of experience. A horror film created by The Sid Lee Collective for example did
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allow viewers to “experience a 360-degree nightmare”. This film however lacks a
storyline and might therefore be perceived not as a ‘film’ but an experience.

Films in the OR seem to provide a different viewing experience compared to
traditional film viewing. Using the OR seems to reduce the possibilities a director has
to guide the audience. It is the viewer who seems in charge of deciding what to look at,
where to look and for how long. For this reason, traditional perceptions of and rules for
filmmaking cannot simply be applied when using VR technologies. As VR films are
relatively new, little research is available on the subject. Hence the need to study what
aspects of a film’s storyline could be understood without enforcing the director’s vision
on the viewers by making use of traditional film techniques such as restricting the
amount of freedom to look in a virtual reality environment.

The objective of this research is to understand the viewers’ experience of a VR film
in terms of immersion and comprehension and in how far these effects are determined
by the storytelling techniques adopted. In particular, we focused on the storyline to
determine what aspects of a film’s storyline can be comprehended in VR and whether
viewers find it pleasurable to watch a film in a head mounted display such as the OR. In
doing so we provide new insights to be used to answer the question whether or not it is
possible to create a story that can easily be comprehended in virtual reality while
generating an immersive experience. Insights that will enable further development
ideas on how to create a movie in VR and in doing so stimulate future endeavours in
VR filmmaking. In order to study the viewers’ experience and understanding of an OR
film, a film had to be created that could serve as a case study. A film called ‘The Prism’
(see Sect. 3.3 for a full description) was created specifically for this research and was
one of the first of its kind. This film was a detective themed live-action film shot in
360-degrees. The viewer was part of the story having the actors speaking to them and
looking at them for guidance, however as this was not an interactive film the viewer
could not interact with the actors. The film can be viewed via YouTube (https://www.
youtube.com/watch?v=oIqXdtkFKDg).

In the next sections we provide a brief outline concerning the challenges of creating
a VR film in connection to film comprehension challenges. Next, we discuss how the
research was conducted and provide the research results. Finally, we discuss future
research recommendations and avenues for creating films in VR.

2 Oculus Rift Filmmaking

Throughout the years, many proposals have been created on how on screen data is
converted into a story world and how viewers perceive this. Scholars have identified
the most important elements in a film as being script, setting, technology, performance,
conflicts, camera shots, style, plot and narration, which combined can be described as
the literary aspects of a film [14]. In traditional filmmaking, directors function as
narrators and use various techniques to tell the story on screen. They for example use
shot sequences, editing and unify functional diegetic time and space to guide the
audience’s attention [15]. The abovementioned techniques however are hard to apply to
VR films, as they might break that feeling of immersion [9]. When watching a VR film
the viewer needs to feel like being part of the film. By editing the film and changing
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shot sequences as in traditional filmmaking, the viewer could be ripped out of the
current situation and forced to acclimatize themselves to a new surrounding or a new
angle which could be confusing as well as disturbing. In a certain sense, the viewer
takes over the role of the director within a VR film, as they are able to look around and
can determine what they want to look at, when they want to look at it and how (often)
they want to look at it. This means they can direct their own attention, instead of having
particular items, feelings or people being focused on for them. This provides the viewer
with an extra sense of freedom. However it is still unclear whether this freedom has a
positive or negative result on the viewing experience. Without having the certainty of
the viewer’s attention for objects, actors or emotions, important parts of the film can for
instance be missed, resulting in a ‘reduced experience’. Style, which represents the
director’s vision and attitude towards the film, is also limited in a VR film. Directors
see the style of a film as a way to add value to it by giving the film their own distinct
signature through the use of camera shots and editing. But in VR films this is for a large
part absent due to the primacy of the viewer. Technical aspects of filming need to be
given considerable attention when making a film for the VR. Not only because of the
viewer’s freedom but also because a 360-degrees view means that there is no place to
hide. However, script, plot and narration are aspects from traditional filmmaking that
should and can still be taken into account when creating a VR film. The assumption
behind this is that viewing a film in VR creates a better experience when storyline, or
any of the aforementioned narrative elements, are taken into account and kept intact as
much as possible. Therefore, comprehension of the narrative elements and storyline is
taken as the key focus of the current study when watching a VR film.

3 Method

We were interested in the viewer’s understanding of a film when watched in the Oculus
Rift (OR). The focus was on the literary aspects of a film, in particular the aspects of
characterization, plot and mood. Our hypothesis was that the viewers would be able to
recognize and understand the literary aspects of a VR film, despite the lack of story
control due to more freedom and possibilities in how to view the film content. The
study took place in April 2015 at two different locations. A survey was conducted at the
Go Short International Short Film Festival in Nijmegen (Fig. 1). A qualitative research
by means of face-to-face interviews was conducted at the NHTV University of Applied

Fig. 1. Participants viewing the film at the Go Short International Film Festival
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Sciences in Breda. The literary aspects were examined in the survey as well as the
interviews. Whereas the survey identified what literary aspects where understood, the
interviews gave an indication to why these aspects were (not) understood. In both
locations participants viewed the film while sitting at a table, which mirrored the
seating situation in the film (see Sect. 3.3). An Oculus Rift Development Kit 2 was
placed on their head with a Sennheiser HD202 over-ear headphone. The film played on
a Micro-Star International (MSI®) Gaming Series laptop that ran on Windows 8.

At the Go Short Film Festival, participants were given a multiple-choice ques-
tionnaire after they watched the film. The interviews were conducted a week later with
a different group of participants. Interviews were conducted a few minutes after
viewing the movie.

3.1 Participants

The Oculus Rift is not advised for children under the age of 13 or for any adults who
suffer with heart conditions or epilepsy [8]. Sixty-three participants were recruited via
convenience sampling and all matched the target group of the film and had never seen
the movie before. Thirty-three participants were female, with two thirds of the sample
being between the ages of 18–30 years old. All participants were inexperienced VR
users. Almost 70 % of the participants had never used a VR device before. Participants
that already used a VR device had only experienced this once with an older version of
the OR. This high number of inexperienced users was expected because of the newness
of the product; no consumer edition of the OR was available and the Development Kit
2 had just been released (in July 2014).

Nine semi-structured interviews were conducted with a separate group of partici-
pants between 18–30 years old (five males and four females). After the ninth interview
it became apparent that conducting more interviews would not provide the research
with any new information and therefore the amount of interviews was considered
sufficient. Seven participants had no experience with VR. The remaining participant
used the OR a few times before this study was conducted.

3.2 Measurements

A questionnaire was used to understand the participants’ comprehension of the sto-
ryline. The questionnaire mainly consisted out of five-point Likert scale questions with
a few nominal questions to allow participants to choose the answer ‘other’ and to
answer freely. Frequency of distribution was used to determine the overall level of
agreement for the descriptive statistics. Themes and patterns were sought throughout
the interviews to bring more meaning to the information as well as to explain and
support the quantitative data. In order to understand plot comprehension, characteri-
zation and mood as specific narrative elements in an OR film, we adopted methods
used for traditional film analysis.

Story Comprehension. Several studies have been conducted that measured the
comprehension of film narratives and images all having a different focus. Bordwell
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discussed measurements of narration in fiction film [16], Turtola focused on the lit-
erary, theatrical and cinematic approaches within drama comprehension [17] and
Branigan discussed narrative comprehension and film in general [14]. A widely
accepted way to measure the level of plot comprehension in films is the three-R scale
[18]. The three R’s are used as a direct method to access memory, as they measure
Recognition, Recall and recognition, with the latter sometimes being replaced by
Recounting [19]. Recognition is the quicker and simpler way to access information in
the memory, as you can compare information provided now with information you
learnt in the past, but all three are important [20]. The three R’s combined determine
the level of comprehension the viewers had of that particular film [21]. The questions
addressing recognition of the storyline are multiple-choice questions in which the
participant can read more options and determine which answer they recognize to be
correct for the film they watched. For recall and recognition, open questions were used
to allow participants to recreate the story in their mind on their own with the infor-
mation they remember (not recognize). This type of questions allowed participants to
recall the main storyline of the film and reconstruct all surrounding parts to make up the
whole story. By having the participants recognize, recall and reconstruct the storyline
after watching the film in the OR, comprehension of the storyline could be assessed.

Characterization Comprehension. Whereas the three R’s are specifically suited for
plot analysis and comprehension, there is no agreed upon scale to distinctively measure
how viewers understand characterization in a film. Characterization is described as a
way for the writer to reveal the personality of a character. The mnemonic device of
STEAL (Table 1) is frequently used to explore characterization in a film as it includes
all of the aspects of indirect characterization [22].

These aspects of STEAL can be applied to VR film as they rely on the film’s
storyline and not on the technology showing the film.

Mood Measurements. Finally, to determine the mood of the film, a mood measure
grid was used which was inspired by Russell’s cognitive structure of affect [23].
Russell’s cognitive structure of affect summarizes representations of affect covering the
level of pleasure-displeasure and those of arousal-sleep. Different moods from each part
of this structure were used to describe the feelings of mood experienced by the par-
ticipants when watching the OR film.

Table 1. Mnemonic device of STEAL [22].

Speech What does the character say? How does the character speak?

Thoughts What is revealed through the character’s private thoughts and
feelings?

Effect on others toward
the character

What is revealed through the character’s effect on other people?
How do other characters feel or behave in reaction to the
character?

Actions What does the character do? How does the character behave?
Looks What does the character look like? How does the character dress?
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Interview Topics. The approach used for the mixed method was connecting data,
which is when a dataset is analysed and then used to inform the subsequent data
collection [24]. Firstly, the quantitative data was analysed, which gave an indication as
to which topic needed a higher level of understanding. These topics were then used to
create the questions for the qualitative data. Participants were asked to reconstruct the
storyline. The interviews allowed the participants to go back and forth through the
film’s storyline, recalling the overall storyline in order to be able to answer elaborately
[14]. The participants were given neutral questions such as “What can you tell me
about the characters in the film?” which were formulated in such way to not influence
or persuade the interviewee [25]. By not mentioning a specific character it was up to the
participant to recall the characters they saw in the film and reconstruct the story
surrounding that character.

Frequency of distribution was used to determine the overall level of agreement for
the descriptive statistics. Themes and patterns were sought throughout the interviews to
bring more meaning to the information as well as to explain and support the quanti-
tative data.

3.3 Material

The film that was created for the research was called ‘The Prism’ (Fig. 2). The film was
created to entertain as well as to make it possible to measure comprehension of specific
literary aspects of the film. The film was shot with four Canon 5D cameras, on which
fish eye lenses were attached allowing for a full 360-degree coverage. The film lasted
7 min in which the viewer was given numerous cues about why they were sitting in the
interrogation room and what information about the crime to investigate was known.

The story was about a police interrogation. The viewer (participant) experienced the
film from the perspective (viewpoint) of the police officer (the interrogator) in the
storyline and was being spoken to by police officer ‘Winters’ and by the interrogatee
‘Emma Garner’. The story was set in an interrogation room with a one-way mirror with
the police officer (the viewer) as well as the interrogatee sitting at a table. Information
was spread out on the table in front of the police officer to give the viewer more clues
about the storyline.

Fig. 2. Screenshot from ‘The Prism’ showing the point-of view of the viewer
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The characters Emma Garner and a second officer were present in the room and
were speaking to the viewer as if the viewer was the other interrogator. Additionally, a
second officer (Bell), who was sitting behind the one-way mirror and therefore not
visible to the viewer, spoke to officer Winters and the viewer via a headpiece and in
doing so provided the viewer with more information on the case. The two-sided
conversation, headset information and visual clues allowed the viewer to understand
the literary aspects.

4 Results

The usage of the newest OR version helped to create a positive experience: 94 % of the
participants and almost all interviewees did not suffer with any health problems whilst
watching the film. For those that had some complaints, this was related to dizziness or
eyestrain problems. The film was perceived positively with just under 90 % admitting
to enjoying watching a film in the Oculus Rift and over 90 % of both samples agreeing
to expecting a future for films in head mounted displays. Over 60 % of the participants
felt that being able to look around during a film felt like a distraction, however the
interviews made clear that the feeling of distraction was also due to the newness of the
product/experience. Many participants mentioned that as this was their first encounter
with the Oculus Rift they were more interested in the features of the display than in
what was actually being shown. In addition only a weak correlation was found
(r = −0.29) for the enjoyment of watching the OR between first-time users and users
who had used the Oculus Rift before. Both equally enjoyed the experience. The
interviews revealed that even for the more experienced users VR still felt new (espe-
cially the DK2) and that they never experienced a film in VR before.

Characterization of the interviewee Emma Garner and officer Winters. Descriptive
statistics were used in the questionnaire relative to the questions formulated by using
the mnemonic device of STEAL. When watching the film in the Oculus Rift the
participants frequently mentioned body language and the fact that they were evidently
reading the body language of the people in their surroundings. They also mentioned
the feeling of empathy towards the characters as the participants felt part of the
story with the characters pleading for their help. Finally, the feeling of intimidation
bestowed upon by the police officer as he circled around the participants and got in
their personal space was also frequently mentioned, a fact that is not possible with
regular film.

More than 60 % of the participants correctly acknowledged that the police officer
was not experienced nor in charge of the interrogation and more than 80 % correctly
read Emma Garner’s body language and tone of voice as saying she was insecure and
losing control.

Plot. Simple nominal questions were used to confirm whether the participants could
recognize and recall factors of the film’s storyline. The distribution of responses were
analysed showing that for each statement over 65 % of the participants selected the
correct answer, therefore confirming they understood the plot of the story. One of the
facts mentioned on numerous occasions in the film was the brother and sister
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relationship between the interviewee and the suspect. However, surprisingly, 14 %
claimed to have no clue about this relationship proving that the Oculus Rift did distract
some participants a lot more than others. Readable facts placed on the table in front of
the participant were noted by nearly all. However, they could not be read easily,
limiting the amount of small details possible for films. The participants of both the
questionnaires and interviews confirmed that they received most information from
audible clues. Overall the participants comprehended the film’s plot correctly. However
some of the smaller details were overlooked or overheard. The participants were able to
recall and reconstruct the film’s plot when asked about what happened. They also
experienced no difficulties in describing what happened prior to the beginning of the
film moving back and forth through the film’s story [14].

Conflict. Most participants understood the conflicts in the film: 81 % of the partici-
pants understood that the internal struggle of betrayal and protection was a reoccurring
theme. Participants inferred these themes mainly using visible cues ‘reading’ the
interaction between the police officer and the interviewee as well as the internal
struggle displayed within the characters.

Setting and Mood. Being fully immersed in the setting helped the participant feel part
of the film. The feeling of tenseness was recorded by 70 % of the participant. They
mentioned in the interviews that this feeling of tenseness was evoked by the storyline
and by the aggression the police officer displayed. Being surrounded in an interrogation
environment did contribute to the storyline comprehension but did not seem to increase
feelings or mood experiences.

Distracting Elements. Besides the literary aspects there were a few noticeable dis-
tracting elements, which were frequently mentioned throughout the interviews. Espe-
cially the unexpected immersion and point of view was a reoccurring topic in the
interviews. Many participants mentioned they felt being part of the film and yet they
also mentioned that they felt slightly confused with the point of view of this film, which
differed from a regular film. Participants did not expect and are not used to being part of
the story in a film, let alone that the characters acknowledge the presence of the viewer.
Or as one participant explained: “It took me a while to understand that I was part of the
story”. Especially as a character was staring at the participant as if waiting for a
response, viewers missed the option to interact as if in a game: “It made me feel kind of
stupid”. This increased the distraction and therefore decreased story comprehension.

5 Discussion and Conclusion

The research showed that viewers liked the experience of a VR film. Although the key
features of a VR device do distract the viewer, the overall story comprehension remains
intact. When watching a film in the OR participants felt distracted by the freedom the
device provided. Being able to look around during the film, even when a character was
looking directly at or talking to them was a different viewing experience and added a
new feature to film viewing. As such the research showed that important factors of a
storyline are missed and this must be taken into account when creating a story in VR.
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Although the results make clear that it is a challenge for a director to guide viewers’
attention in VR, the difficulty to do so is also related to the unexpected point of view
and the newness of the medium. The newness factor created a wow feeling that
stimulated the viewing behaviour, which might not reflect the viewing behaviour when
more VR movies have been seen. The participants were trying to experience all of the
features possible in the OR and were less interested in following the actual storyline. It
is to be expected that when the device becomes more accessible the newness will wear
off and the viewers will pay more attention to the content instead of the technology and
environment context. Once viewers become more experienced in viewing films in VR,
they might better understand the intention of a director and feel less inclined to test all
movement possibilities. That could also result in viewers noticing more and thus
following cues given by the director such as what and where to look at in a specific
moment. Even so, increased viewing experience is still no guarantee that a viewer will
be looking in the direction the director wishes. The challenge remains to produce a
story that fits into the VR world created and takes into account the (higher) need for an
experience.

However even though the experience was new and exciting and participants wanted
to test what was possible, this did not negatively affect the level of comprehension of the
film. The majority of the participants had not been in contact with the OR before, but
surprisingly they were still able to comprehend the film’s storyline even though they had
to get used to the technology whilst watching the film. The participants were able to
recognize the characterization and conflict within the film; as well as being able to easily
recall factors, which supported their level of comprehension of these aspects [19].

There were several limitations in this research mainly due to the lack of previous
research. For this reason research conducted on general films had to be used. However
due to the large differences in regular films and 360-degree OR films, not all research
could simply be adopted. Due to the lack of pre-existing research it was also difficult to
find supporting data. The most challenging part of this research however was the
creation of a 360-degree film. Without any guidelines and with timing issues and
restrictions, some unexpected effects were stimulated, among which the point-of-view
used that made viewers want to interact with the characters as if being in a game.
However, overall the results provided positive insights into films for the OR and
indications on how to achieve better results, which is very insightful for future research.
Elements, which were not comprehended as much, were mood and setting. It became
apparent in the interviews that these elements were not felt sufficiently as they received
insufficient attention from the filmmakers. The room was extremely bare and did not
project any feeling to the participants. The participants felt as if they were in the room,
however there was nothing in the room to give them a certain feeling or mood, which a
more exciting genre could have made better use of.

A genre that relies heavily on mood and that could profit from the OR is horror
as the genre tries to provoke the feeling of tenseness and scariness in viewers.
Especially the use of darkness could benefit in the horror genre as the OR allows for
a viewer to look around and search for what might scare them. The question of what
happened next in ‘the Prism’ arose by numerous participants, fuelling their desire to
know more, however this desire was only limited. Reason being that the detective
genre and storyline lacked tension and an attractive setting to get the viewers excited.
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Frequently mentioned in the interviews as well as in personal conversations was the
need for more. Participants wanted to interact with their surroundings, picking up
items, moving and speaking to the characters, thus showing a preference towards
interactive films over non-interactive films for the OR.

More research should be conducted on comprehension of a storyline within the
Oculus Rift. The results from this study provided insights into acquiring more adept
results from a more detailed and elaborate survey. Films of different genres should be
examined and results compared to this current research to provide more insightful
information. The film we studied was perceived as very immersive. However any
technical issue, such as small editing errors or little glitches would break this feeling of
immersion as it would remind the viewer that it was not a real-life experience. It is
therefore of high importance that when creating a film for the OR, it is technically of a
high quality to minimize distractions and maximize the feeling of immersion.

This research was not about whether VR is a better means than traditional cinema to
create a film. With this research we wanted to see whether a film experience could be
created that takes into account possible benefits of a more immersed experience as well
as possible drawbacks of a decreased comprehension due to less control. Although hard
to conclude based on one research using one movie (genre), that has not been optimally
created for VR, the results seem to indicate that it is possible to tell stories in VR by
means of a film. As such we tend to join the ambassadors and advocate VR to be used
for films. VR devices such as the Oculus Rift offer a lot of potentials for the film
industry by creating new viewing experiences.

Acknowledgements. We would like to thank the Creative Lab team for providing the facilities
to create this movie as well as Anneliene van den Boom for the production of the movie.
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Abstract. Communicating and sharing knowledge through teleconferencing
systems is a common phenomenon now a days. But the traditional remote
collaboration systems lack naturalness and are not very immersive. Though
existing mixed reality systems support natural interactions, many of them use
3D avatars to represent remote users, hence do not reflect finer movements and
emotions of the remote users, and a number of them are quite cumbersome to
setup and calibrate. We present our remote collaborative mixed reality envi-
ronment which provides virtual co-location and gestural interactions using
Kinect user image masks and skeletons and is simple to setup. The resulting
system is both immersive and natural, gives a feeling to participants that they are
in the same physical location, communicating and sharing knowledge objects
through natural gestural controls and speech [1].

Keywords: Mixed reality environment � Virtual co-location � Remote
collaboration � Kinect user mask streaming � Audio conference � Gestural
control

1 Introduction

Communicating and sharing knowledge through teleconferencing systems is a common
phenomenon now a days. But the traditional video conferencing and eLearning systems
like Skype and Vidyo lack naturalness and are not very immersive. They require users
to adopt un-natural interaction mechanisms through keyboard and mouse, resulting in
interruptions to the communication flow and thought process. The existing eLearning
systems present each knowledge-object such as video, whiteboard, document and 3D
models in separate components, hence the users need to focus on multiple parts of the
screen(s) simultaneously, resulting in loss of concentration and subsequently loss of
interest. In the case of video-conferencing systems the video of each location is pre-
sented in a separate window with their native backgrounds. Because of that there is
never a feeling of co-location as the remote users are always seen to be separated by
virtual walls.
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Though there are mixed reality systems which try to solve the above problems of
lack of immersion and naturalness, many of them require a lot of equipment, setup and
calibration [2–4]. Some of the mixed reality systems try to solve the co-location
problem through creation of 3D avatars to represent the remote participants, but the 3D
avatars do not reflect finer bodily movements and facial emotions of the remote users.

In this paper we introduce the World Without Walls (WWoW). It is a virtually
co-located, naturally interactive, and remote collaborative knowledge sharing and
conferencing system which would address the above mentioned issues and it is quite
simple to setup and does not require any calibration. WWoW system allows users from
remote locations to interact through 3D content as if they are in the same room. The
Kinect extracts user mask images and these are streamed into the mixed reality envi-
ronment, which is shared across all the clients in real-time. As the user masks get
assembled against the common background of the mixed reality environment, it
appears as though the users are in the same location and interacting with the local 3D
objects (Fig. 1).

Fig. 1. Remote user performing rotation gesture on 3D object.
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Apart from extracting user masks, Kinect also extract skeleton joint locations of the
tracked users. The relative locations and movements of the joint locations can be used
to derive various natural gestures which are used to load, move, rotate, zoom in/out and
unload the 3D objects. All the interactions are replicated to all the clients in real-time.
The streaming and rendering of image masks against common background, natural
gestural interactions with content, replicating it in real-time to all the clients result in
immersive and engaging experience.

The rest of the paper contains related work, architecture, testing and data analysis,
applications and conclusions.

2 Related Work

Research on mixed reality environments has been going on for decades, as it provides
tremendous immersion and user engagement. According to [5] mixed reality is based
on the basic principles of immersion, interaction and user involvement. These qualities
make it a perfect fit for entertainment games and serious games. Reference [6]
developed a collaborated game of ball passing using mixed reality with physics engine.
They use Kinect to track user skeletons to identify ball passing and ball catching
gestures. The remote users are represented only through skeleton joint frame and hence
it does not provide immersive co-location experience.

Reference [7] presents a thorough study of how virtual reality evolved over the
period and how it is applied in the fields of education and health. Their study
acknowledges the inconvenience of wearing virtual reality helmets and goggles for
extended period for ergonomic reasons. In WWoW system users do not have to wear
any equipment on them. Reference [8] points out that a player’s real world gaming
experience consists of physical, social, mental and emotional parts. Our WWoW
system provides physical experience through the use of natural gestures to control the
3D objects, best social experience as users feel that they are in the same location and
can interact with each other, provides mental experience through immersion and
interaction and finally emotional experience through problem solving and learning with
3D objects. Reference [9] states that the future mixed reality system should satisfy the
conditions of telepresence, interactivity, connectivity and synthesis. The WWoW
system enables telepresence through real-time streaming of audio and video (image
masks) of all the users, provides interactivity through gestural control of the 3D objects
and connectivity through remote collaboration and synthesis through rendering content
and users on the mixed reality environment and sharing it across all the clients in
real-time. Reference [10] concludes that a co-located environment which provides
freedom to interact with content freely and allows movement of people around the
content enables for better collaboration and learning. Reference [3] achieves
co-location by developing 3D model of the remote user in real-time using Kinect. This
system is quite laborious to setup and needs 6 Kinects to be connected and calibrated
precisely, which makes this system not so easy to use.

Mixed reality concepts are applied for learning as well [2, 4, 11, 12]. Reference [11]
observes that immersion in a digital environment can enhance education by allowing
multiple perspectives, situated learning, and transfer. In the WWoW system, the users
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can use rotation and movement gestures to interact and see multiple perspectives of 3D
content, and in future, solve puzzles and quizzes under the supervision of other par-
ticipants. Reference [2] proposes an elaborate mixed reality collaboration system
around physical artifacts by using virtual reality glasses and pocket computer per
participant, 2 Kinects, webcam, computer per location, and a central server, to project
3D avatars of remote participants in the augmented space. We believe this system is too
cumbersome and costly to implement and because the remote users are represented as
static 3D model avatars their real-time finer emotions and body movements are not
represented and another limitation of this system is that only local participants can
control the physical artifacts directly, the remote participants can only have indirectly
control through requesting the local participants. On the contrary, the WWoW system
needs much less hardware and almost no setup, the finer physical moments and
emotions of the remote participants are reflected through the user image masks and
since the participants control the virtual artifacts, all the participants can control them
directly. Reference [4] developed a system that created avatars for remote participants
using Second Life. Participants are able to view remote participants through head
mounted displays and interact with digital objects. But this system has the same lim-
itation of avatars mentioned above and also requires an identical physical environment
to that of virtual environment, which would be cumbersome to achieve for every user.
Gestural and speech based controlling of the electronic artifacts is another challenging
area. The gestures have to be natural and effective at the same time. Reference [13]
studies that direct free-hand manipulation gestures are good for selection, rotation and
moving the objects, whereas indirect multimodal gestures perform better for scaling the
objects. Reference [14] developed and studied the effectiveness of tracking bare hands
to detect natural gestures for picking, moving and releasing objects on the tabletop
digital surface and achieved comparable results to that of real world activity. Reference
[15] developed a system to interact with and manipulate the objects in virtual world
through hand gestures. Users found their system to be very natural and easy to use. In
WWoW system, the users use their bare hands to control the 3D objects.

3 Setup and Architecture

WWoW system requires minimum hardware and is very simple to setup. Each client
should have a Windows PC with Kinect and the server can run Linux or Windows
operating system. The Adobe Media Server (AMS) should be installed on the server
(Fig. 2).

The Connection manager on the AMS keeps track of all the connected clients,
synchronizes the connection status, and automatically tries to re-establish the lost
connections to achieve the fault-tolerance and recovery. The collaboration manager
maintains the lifecycle of the shared objects with the help of connection manager to
make sure that they get reconnected in the event of connection restoration. Client
system also has the corresponding stubs for the connection manager, collaboration
manager and shared objects and has the Flare 3D virtual environment to host the image
masks and 3D objects and to enable the interactions (Fig. 3).

212 R. Guntha et al.



Fig. 2. System setup.

Fig. 3. System architecture.

The shared objects synchronize various data elements across the connected clients
to achieve remote collaboration. Each shared object contains data in the form of
key-value pairs. When a client modifies the data in a shared object, the changes get
propagated to all the shared objects at the connected clients. ClientStatus shared object
synchronizes the connection status. The key is clientName and the value is client’s
status. Control shared object synchronizes the userId of the control user. The key is
“ControlUser”, the value is the concatenated string of clientName & Kinect userId of
the user who has the control over 3D object. MaskSkeleton shared object synchronizes
the user mask image and skeleton joint positions of the users. The key is the con-
catenated string of clientName & Kinect userId and the value contains user mask image
and the skeleton object. It is updated with the user mask and skeleton as they are
provided by Kinect at 30 frames per second. Gesture shared object synchronizes the
current gesture and the related details such as position and rotation angle. The value of
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the “GestureName” key is the name of the latest gesture performed by the control user
and the value of the “GestureDetails” key is the gesture details object (Fig. 3).

4 Testing and Data Analysis

The system is tested for gesture stability, performance, and level of immersion as
compared to Skype through a pilot user study. The results are presented below.

4.1 Performance

We have tested the system to analyze how the performance metrics like fps, latency,
and bandwidth vary with the number of collaborating users. We used three client nodes
and a server, which are connected over 1 GB Ethernet LAN network. Each of the
clients have Windows 8.1 PC with Intel Core i7-3770 CPU and 3.4 GHz processor
with 8 GB memory and 100 Mbit/s network adapter. The server has Ubuntu 12.0.4 OS
with 12 core processor and 16 GB memory.

The FPS start at 22 frames per second, and stay around 15 till 4 collaborating users
and comes down to 5 when 8 users are collaborating, similarly the average latency
starts at 30 ms from client to client and goes up to 200 ms with 8 users. The average
bandwidth consumption starts around 100 Mbps at the server for single user and goes
to 250 Mbps for 8 users, the reason it is not growing linearly with the number of users
is because fps is reducing as the number of users go up. Similarly the average client
bandwidth consumption per transmitted frame is around 5 Mbps for single user and
goes up to 33 Mbps for 8 users (Fig. 5).

Fig. 5. Performance analysis of WWoW system.
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Overall the system seems to be stable and within the limits of acceptable fps and
latency for a smooth collaborative and interactive session.

4.2 Gesture Stability

While positioning the 3D Object based on the hand coordinates it is noticed that the 3D
object is shaky, even though the user is keeping the hands as still as possible. The xyz
coordinates of the left and right hand joints are analyzed to assess the variations
(Fig. 4). The measurements are taken for the duration of 10 s after the user is in

Fig. 4. Analysis of Kinect joint position variations.
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absolutely still position. The top row presents the variations of xyz coordinates of both
hands; while it takes few seconds stabilize in the beginning, they become quite stabilize
with some jitter. The jitter seems to increase as the user moves away from Kinect. The
second and third rows show the plot of the moving average of variations between
subsequent frames at the depth 1.2 and 3.5 m respectively with. It is noted that both 7
and 10 frame moving averages show much less variations compared to raw and 3 frame
ones. So we chose 7 frame moving average as a balance between stability and
responsiveness.

4.3 Level of Immersion - Comparison with Skype: A Pilot User Study

The level of immersion provided by WWoW system is tested by comparing it with
Skype. We have setup a two location conference with Skype and WWoW system in
two separate rooms of our lab. For the Skype session, the topic of Windmill is taught
with the help of 3D model through screen sharing and video conference. For the
WWoW session the topic of 4-Stroke 4-Cylinder Internal Combustion engine is taught
with 3D model augmentation. We tested the two sessions with the same set of users
consisting of men and women of ages between 25 and 30, none of are familiar with the
topics taught. Same method of teaching and testing is used for both the sessions; The
remote instructor taught the subject, then gave opportunity for the students to ask
questions and then left the students for themselves to explore the subject by interacting
with the system, later the students are called to the teacher’s room one by one and are
interviewed. The interview questions are both qualitative such as level of immersion,
learning experience and difficulty of the subject etc., and also specific questions such as
locate various parts, name various parts, explain the principle, explain the working of
the system etc. (Fig. 6).

Fig. 6. Models used for immersion test.
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Even though the topic in WWoW system is much more complex and took much
more time to teach, the students exhibited lot of interest and asked a lot of questions to
the teacher and also spent much more time in interacting and exploring with the system
and among themselves. As the results suggests that WWoW system performed better
than Skype in qualitative terms by providing much more engaging and immersive
experience with lot of student-to-student and student-to-teacher interaction (Table 1).

The students have done equally well in answering subject specific questions in both
the methods of teachings, but they preferred learning though WWoW system as they
found it much more interesting to see the 3D object augmentation on the remote
teacher’s image, and to interact with the 3D model through natural hand gestures.

During the post-test discussion the students mentioned that there is a lot of potential
to the WWoW concept if we can improve it by implementing more natural and smooth
gestures and improve the video quality and gaze alignment.

5 Applications

WWoW system has many applications in education, meetings and panel discussions,
trainings, demos, and presentations.

In education it can be used for teaching of complex engineering, medical and
science subjects with engaging and interactive multi-media content, it can be used for
quizzes, to test the assembly of various engineering components, it can be used for
virtual labs, e.g., students can learn to operate various machinery in mechanical
engineering labs, students can learn to make various circuits or electronic boards in
electrical and electronics labs, in medical labs, students can experiment various medical
equipment to examine body parts.

Table 1. Level of immersion test results.

Test criteria Skype WWoW

Lecture duration 3 min 15 min
Number of questions by students 0 7
Student’s exploration duration 2 min 18 min
Complexity of the subject Medium High
Level of immersion Medium High
How other students spent time during
interview

On smart
phone

Discussing and playing with
system

Students explanation of principles Excellent Excellent
Number of subject questions asked in the
interview

9 12

Average percentage of questions answered 100 % 100 %
Level of immersion Medium High
Preference to learn complex topics through
the system

Medium High

Overall experience Medium High
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The meetings in WWoW can be refreshing to see the distant participants in the
same virtual room, interacting with power point presentations or presenting latest
design models by controlling rotations and zoom, all with through using only natural
gestures.

Engineers and marketing personnel in the industry can present and interact with
various 3D models of components or products and see how they look by altering
various physical properties such as color and sizes of these models in run time.

6 Conclusions

This work needs to expand to include many more gestures to control variety of mul-
timedia content. The resolution of the image masks can be improved greatly if we use
KinectV2 as it provides HD resolution image masks. User masks can be replaced with
3D textures of users built from point clouds in real-time, such 3D representations of the
users can be used to interact with mixed reality environment much more intimately.
Much more work needs to go in to the positioning of user’s masks in the mixed reality
environment, so that there is proper gaze alignment to bring even more naturalness in
conversations, as the current system shows only the frontal view of all the participants
to each other, which is ideal for instruction and demo scenarios, but it is not quite suited
for a discussions and round table meetings, where each participant should be presented
with different angular perspectives of the remote users.
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Abstract. This paper presents My Drama, a story-based game application that
helps to understand emotions in context. The game was developed for young
people with autism, who usually have trouble understanding the non-verbal
expression of emotions. We combined elements of drama therapy and mobile
game design to let players experience taking perspectives by assuming the role
of the cartoon character and practice context-dependent recognition of expressed
emotions in the story, and collecting of related to the story emotional expression
photographs n in a known environment. The outcomes of a pilot test indicate
that My Drama is a promising and engaging training tool for emotion under-
standing while collecting of emotional expression photographs increased the
communication. Long-term research on its effectiveness is needed.

Keywords: Interactive game design � Drama therapy � Emotion
understanding � Design for children with autism � Educational applications
for adolescents with ASD

1 Introduction

Deficits in emotion recognition [1] and empathy [2] in children with Autism Spectrum
Disorders (ASD) may lead to isolation from their peers and difficulties to integrate into
education and everyday life situations. It was shown that drama training can promote
self-efficacy and greater awareness and sensitivity towards others [3]. Drama therapy
[4] can provide context for the participants to tell their stories, set goals and solve
problems, express feelings, or achieve catharsis. Through drama therapy, the depth and
breadth of inner experience can be actively explored, and the ability to establish
interpersonal relationships can be enhanced. Participants can expand their repertoire of
dramatic roles to increase confidence in interaction in real life encounters. This therapy
has shown to be both fun and educational.

One example of an application of drama therapy is Social Emotional NeuroScience
Endocrinology (SENSE) Theatre [5]. It was proposed that the “active practice” of
reciprocal social interaction, video modeling, and role-playing might facilitate social
awareness and perspective taking. During the evaluation, participants showed
improvements in emotion recognition and empathy [5].

Mobile applications about emotion development that are related to our method were
reviewed. Among the existing apps, demonstrative but not interactive ones are
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prevalent. For instance, Model Me Kids [6] demonstrates social skills by modeling peer
behavior in videos. Autism Emotions [7] models behaviors in photographic story-
boards. Mobile applications like Between the Lines [8] and Look at Me [9] combine
context modeling with tasks. The tasks in these apps are independent of each other and
are mainly categorized by topics and difficulty.

The current study aims to improve the interaction and playfulness of emotion
training tools. Instead of using independent behavior modeling materials, we test
whether embedding tasks into a consistent story will help users to perform better in role
transformation and contexts awareness. Furthermore, playful elements were also added
to keep children with ASD motivated and engaged in the training.

2 Design of the Experimental Tool

The current study aims to design a novel tool for children with ASD to develop abilities
of emotion understanding in context. We combine theatrical intervention [5] with
mobile game application methods.

The theatrical intervention [5] features role-play and contextual stimuli, which can
create a safe space to work through individual issues. However, it is hard to make a
large-scale theatrical intervention, because of high demands on sites, facilities, and
trainers. To decrease the expense, we propose a mobile application on the digital
devices. The affinity of children with ASD with digital devices is well established [13]
while the mobile apps provide conditions for privacy and own tempo of training [14].

With this game we aim to train the children with ASD to recognize emotions, to
switch perspectives and learn to gain empathy with others. It aims to demonstrate the
importance of the skills of reading and using social cues during interpersonal
interaction.

To increase the engagement, we included playful elements in the training. Inspired
by the Look At Me app [6], rich interactions, reward system, visual/sound effects, etc.
were implemented to let the child learning with fun.

Also, familiarity with the context was shown to give very positive effects on
training children with ASD [11]. That is the reason to look for popular cartoon movies
as the basis of the drama script in this game application.

2.1 Background Information

The song of the sea is a 2014 Irish animated fantasy film by Cartoon Saloon, which is
about a little girl who departs on an adventure with her brother, Ben, to save the spirit
world and other magical beings like her. The story line of the game My drama was
adapted from this film. To stay consistent, all the images and music of this game were
reproduced from the original movie.

The game was initially designed on Keynote. Links and animation effects were
used to make the game interactive. Music and audio effects were added to create a more
immersive experience. Then, the game was exported as an HTML file and uploaded on
the Internet so that everyone can access it.
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2.2 My Drama

My drama is a story-based game application that can be used on a tablet. A cartoon
movie The Song of the Sea has been adopted as the story background in My Drama.
The script of the game is adapted from the original story to make the tasks fit into the
storyline smoothly. The tasks are related to emotion recognition, understanding, and
expression. While emotion recognition has been a subject of many studies, the more
complex skill of emotion understanding has not received enough attention in studies of
using technologies for autism training. Emotion understanding has been defined by
Saarni [19] (p. 106) as the ‘ability to discern and understand others’ emotions, using
situational and expressive cues that have some degree of cultural consensus as to their
emotional meaning’. Emotion understanding encompasses a range of behaviours. For
example, Denham [20] describes nine areas of emotion understanding. These include
the ability to identify situations that might elicit specific emotions, and the ability to
understand more complex emotions, such as confusion, shocked, boredom, guilt, pride,
or empathy. A story line as The Song of the Sea provides opportunities to identify
situations and contexts in which an emotion emerges, and to suggest causal relations
between an event and the triggered emotion [18].

Tasks that intend to help understanding of emotional states were divided into four
increasingly complex levels and embedded in the storyline. These are (1) emotion
learning, (2) facial expression recognition, (3) context dependent emotion expression
recognition and (4) social interaction with the people in the child’s environment.

Considering that boys to girls ratio among the children with ASD is close to 6:1
[15], the story is presented from the perspective of a male character (Ben) that is also
the role the player takes.

In the story, Ben’s sister, Sanneke, was caught by an evil witch who stole emotions
from fairies and turned them into stones. On the way to save Sanneke and the fairies,
Ben went through a tunnel where emotion diamonds could be collected and used for
defeating the evil witch later.

Collecting emotion diamonds is the first task of emotion learning (Fig. 1). It aims to
help the player understand the emotions in different facial expressions. A certain
emotion will be introduced when the player succeeds in collecting an emotion

Fig. 1. Task 1 – The player learns about the basic emotions by collecting emotion diamonds.
Emotions are presented as a combination of facial expression and context.

222 X. Shen and E.I. Barakova



diamond. The basic emotions like happiness, anger, sadness, fear and complex emo-
tions like confused, shocked, bored were used. Because the complex emotions are more
related to the contextual cues, examples of situations that trigger an emotion were
presented (e.g. “When something unexpected happens you will feel shocked.”).

At the end of the tunnel, Ben ran into an old fairy who knows everything. To get his
trust, Ben must prove he was not a spy from the evil witch by showing his emotions
were not stolen. The task given by the old fairy was to recognize the right facial
expression for a limited time across a range of increasingly complex levels (Fig. 2).
The goal of this task is to review the learning outcomes of the first stage.

With the help of the old fairy, Ben finally found the evil witch. However, the sly
witch tried to seduce Ben to give up his emotions and then steal them. To stop her, the
player must place right emotion diamonds into memory pieces, such as “Sanneke was
taken by Macha’s owls” and “fairies sacrificed themselves to protect you”.

The third task requires the player to express emotion appropriately in different
contexts (Fig. 3). This assignment aims to develop the ability of appropriate emotion
expression. The contexts were selected from the previous story line. The facial

Fig. 2. Task 2 - Facial expression recognition. The player needs to find the right facial
expression in a limited time across a range of increasingly complex levels.

Fig. 3. Task 3 – Context-dependent recognition of expressed emotions. The player needs to
choose the right emotions for different contexts selected from the previous story line.
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expressions in the main pictures were removed, so that player needs to recall the whole
story and find the right emotion for each context.

In the end, Ben found Sanneke half-stoned. To save her and defeat the evil witch,
the player needs to take photos of specific facial expressions. The final task aims to
encourage social interactions. By taking photos of others’ face with certain emotion,
players will be encouraged to communicate and experience how people express
emotions in daily life.

Learning with fun was shown to be more effective [16]. According to the study of
Alan Amory and his colleges, game elements could provide sufficient stimulation to
engage learners in knowledge discovery and skill development and game elements
such as logic, memory, visualization and problem solving are the most important ones
[17]. Therefore, except for the tasks directly related to emotion recognition and
understanding, fun elements related to story progression are added to keep children
engaged, such as “get out of the room” or “find where Sanneke was” (Fig. 4), etc.

3 Pilot User Test

We piloted the design with Royal Dutch Kentalis [10] expertise center, which is a
national organization in the Netherlands specializing in providing diagnostic, care and
educational services to people with communication problems, including young people
with ASD accompanied by severe speech and language difficulties.

The pilot user test was performed with one therapist and two 15-year-old teenagers
with ASD (one male and one female), who both have much lower development in
communication and social interactions skills than their age group. The female partic-
ipant has Attention Deficit Hyperactivity Disorder (ADHD), and she could be dis-
tracted easily. This pilot test took place at Kentalis, location Velp. Before conducting
the pilot test, informed consent was obtained from the parents of the participants.

Participants played the same game one by one accompanied by their therapist
(Fig. 5). Because of different reading ability, the male participant played the game on
his own, while the female participant asked help from the therapist to read the scripts

Fig. 4. Task 4 - Social interaction with the people in the player’s environment. In the photo of
pilot user test, the female participant was taking a smiling photo of her therapist.
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for her. After playing the game, participants were asked to fill in the questionnaire
individually, which reflected his or her attitude towards the game. Then he/she could
talk about their feelings while playing the game. The therapist filled another ques-
tionnaire at the end of the test and gave comments from the perspective of a
psychologist.

The questionnaire for therapist consisted of six statements (e.g., ‘I think My Drama
is an effective training tool to develop ability on emotion recognition and expression’)
and the questionnaire for the participants consisted of nine statements (e.g., ‘It is more
fun to have facial expression training on My Drama than in the regular treatments.’).
All statements were rated on a 5-points Likert Scale with a range from 1 (strongly
disagree) to 5 (strongly agree). About the difficulty of the game, the participants rated
the perceived difficulty of each task with a range from 1 (very easy) to 5 (very difficult).
Finally, the last question of the questionnaire was: ‘My final score for My Drama is…’
where the therapist and participates could choose a score ranging from 1 to 10.

4 Results

The male participant spent 25 min to finish the game, and the female participant spent
45 min. During the game, participants were especially excited and interested while the
music or some audio effects started to play or they succeeded in passing a task. Both
participants performed more concentrated during the game compared to their daily
learning activities, as observed by the therapist. This effect was especially strong on the
female participant who used to be easily distracted. The male participant passed all the
tasks smoothly and quickly without any mistake. The female participant expressed her
anxiety at the beginning of the test, but relaxed as the test proceeded. She felt a little
nervous and asked for help when she could not finish a task or find the solution. She
passed emotion recognition task with two attempts and contextual emotion expression
task also with two attempts.

Figure 6 shows the data gathered from the participants’ questionnaire. The par-
ticipants reported the facial expression training on My Drama as more fun than the

Fig. 5. Two examples of game elements: 1. The player needs to click on the items and find a
way to get out of the room; 2. The player needs to click on the possible locations where the target
person was hidden.
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regular training (Q11 = 5, Q21 = 4). They reported to have learnt how to recognize and
use facial expressions in this game (Q12 = 4, Q22 = 4). Quoted from the male partic-
ipate, “What I really like is when the game is close to the end, you have to recall the
story and choose the right emotional faces. And that’s exactly the game is saying, ‘you
have to pay attention.’” The instructions in the game are reported as clear (Q13 = 4,
Q23 = 4). Both participants felt they were the main character in the story (Q14 = 4,
Q24 = 5). They liked to play My Drama on a tablet (Q15 = 5, Q25 = 4). All participates
expressed their willingness to play the game with others (Q16 = 5, Q26 = 4). Moreover,
the story was reported as attractive and educational (Q17 = 5, Q27 = 4). And more
stories were desired on My Drama (Q18 = 4, Q28 = 5).

Finally, My Drama scored 9 out of 10 in the overall evaluation session (Q1 = 9,
Q2 = 9).

Figure 7 shows the result of perceived difficulty of each task in My Drama. The
first task (Collect emotion diamonds) and the last one (Collect emotions in daily life)
were both considered as easy (Q11 = 2, Q21 = 2; Q14 = 2, Q24 = 2). Moreover, the
second task (Find the right facial expression) (Q12 = 3, Q22 = 4) and third task (Place
emotions in the contexts) (Q13 = 4, Q23 = 3) were both considered as more difficult.

Figure 8 shows the data gathered from the therapist’s questionnaire. The therapist
reported that she considered My Drama as an effective training tool for emotion
development (Q1 = 4).

From the perspective of a psychologist, she suggested putting more training
materials into the story. “The story in the game is quite long, but there are only four
times when the participant has to do something with the emotions. So I would like to
advise you to put more emotion recognition (training) into the game” (Fig. 9).

Fig. 6. A snapshot of the male participant playing My Drama on a tablet. A therapist was
present at the test.
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The therapist liked the story in the game (Q2 = 4), and enjoyed very much playing
the game with the two participants (Q3 = 5). As an observer and company to the
participants, the therapist said both participants are able to concentrate on the game.
“They were quite into the game. Although the female participant with ADHD can get
quickly distracted, she was able to concentrate well on the game. I think that makes it a
good game.”

On the other hand, she stays neutral about the statement “The game is worth
playing more than once” (Q4 = 3). She mentioned that, “If they go through the same
emotion (game) again and again, then it will be very easy.” In the test, there was only
one story in the game. It will be more appreciated, if there are more stories available on
My Drama platform (Q5 = 5). And she was willing to pay for stories if they are
available (Q6 = 5).

Fig. 7. Evaluation by the participants

Fig. 8. The perceived difficulty of each task
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Finally, the therapist rated the overall acceptability and effectiveness of the training
with My Drama as positive (Q = 8).

5 Conclusions and Future Work

The results of the pilot user test indicate that My Drama has a good potential to become
an educational support in developing abilities to understand emotions in context.
Embedding tasks into one consistent story encourages players to stay focused and think
within the different contexts. The indication for that was the engagement of the par-
ticipants while recognizing and imitating emotions, which was mentioned by the
therapist. As mentioned by the male participant, the emotion recognition part made him
pay attention to the whole story and recall the scenarios while doing the task. For the
female participant the playfulness eliminated the anxiety of being trained, but retained
the effect of learning and prolonged training time. The reported feeling of being the
main character in the game, My Drama could help children and adolescents with ASD
develop empathy, which is one of the previously reported benefits of drama therapy [3].

Regarding the game design, audio effects, rich interactions, animations and instant
feedbacks were observed to intrigue curiosity and interest of players. Because some
individuals with autism are not good at reading text, audio scripts should be added in
the future redesign.

Higher game levels were expected to be perceived as more difficult than the lower
ones. Based on their perceived difficulty and actual error rate, the difficulty of the first
three tasks was found appropriate. However, the final task of collecting emotions in
daily life was experienced to be easier than the previous two tasks. This may result
from the limitation of the test conditions: In the test room, the participants can ask the
therapist or the experimenter to help them finish the last task. Since the rules were
available to the therapist and the experimenter, the participants got the final pictures of
emotions from them with no effort. The game is actually designed for situations where

Fig. 9. Evaluation by the therapist
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players are encouraged to interact with people who do not know the game. This way
the game encourages communication and social interaction skills to finish the task.

In this pilot study My Drama was evaluated from the perspective of usability and
user experience. As suggested by the therapist, a good balance between story and
training parts should be further considered and improved. The effect on the develop-
ment of emotion recognition and empathy needs to be validated by a controlled study
with more participants. Further improvements of the game are needed for long-term
training, as suggested in [12]. The present study only provides one example story with
a limited number of emotional contexts, which is not sufficient to support a long-term
training. More stories and training approaches need to be developed on My Drama.

Finally, to our knowledge, this is the first design that combines the benefits of
Drama therapy with the positive engagement effects of game design. Different from the
majority of existing applications and games in this domain, it embeds the training
elements into one consistent story. The understanding of emotions is trained in a
context of this story. The affinity of the children with cartoon stories and especially
with a familiar story is an extra element that helps the children enjoy the game and
learn better.
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Abstract. Many video games rely on a Domain Specific Language
(DSL) to implement particular features such as artificial intelligence or
time and synchronization primitives. Building a compiler for a DSL is
a time-consuming task, and adding new features to a DSL is hard due
to the low flexibility of the implementation choice. In this paper, we
introduce an alternative to hand-made implementations of compilers for
DSLs for game development: the Metacasanova metacompiler. We show
the advantages of this metacomplier in terms of simplicity of designing
and coding requirements, and in terms of performance of the resulting
code, whose efficiency is comparable with hand-made implementations
in commercial general purpose languages.

1 Introduction

In video games development it is often the case that Domain Specific languages
(DSL) are used, as they provide ad-hoc features that simplify the coding process
and yield to more concise and readable code when dealing with time manage-
ment, synchronization, and AI thanks to their little CPU and memory overhead
[1,8,16]. A typical synchronization problem arises when waiting for an event to
happen, for instance when the short distance of a player from a door enables him
to open it. These scenarios usually happen in a heavily concurrent system, where
possibly hundreds of entities perform such interactions within the same update
of the game. In order to tackle these problems, as a valuable alternative to the
use of Threads, Finite state machines, or Strategy patterns, developers make use
of Domain specific languages, like JASS [3], Unreal Script [14], or NWScript [2].

A first approach is implementing a DSL by building an interpreter within
the host language abstractions, such as monads in a functional programming
language [9,10,13]. Unfortunately the performance of an interpreted DSL built
with monads is not as high as that achieved by compiled code, as monads make
a large use of anonymous functions (or lambda expressions) which are often
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implemented with virtual method calls. Moreover functional languages are rarely
employed in game developments as games are highly stateful programs.

Another typical approach is to design a hard-coded compiler for the DSL.
This is a hard and time-consuming task, since a compiler is made of several
components which perform transformations from the source code into machine
code. The steps performed in this transformations are often the same, regardless
of the language for which the compiler is being implemented, and they are not
part of the creative aspect of language design [4]. This is why metacompliers
come into the scene, with the ability to treat programs as data [5].

In this paper we present a novel solution to ease the development of a compiler
for a game DSL by developing a metacompiler, called Metacasanova, producing
code that is both clear and efficient, especially designed for games development.
We show that, with this approach, the code to generate the compiler is 5 times
shorter than a hard-coded compiler.

In this work we briefly describe the most common techniques used to build
DSL’s for game and their drawbacks (Sect. 2). We then propose a novel approach
by introducing Metacasanova as a tool to develop a DSL (Sect. 3) and by re-
emplementing Casanova DSL (Sect. 4). We then evaluate the result in terms of
time performance and code length (Sect. 5) and draw the conclusion.

2 The Challenges of Building a Game DSL

In this section we introduce the general architecture of a game. We then present
an example of common timing and synchronization primitives used in DSL’s for
games and we show some techniques typically used to implement them. For each
technique we list the main drawbacks. Finally we present our solution to the
problem of developing a DSL for games.

2.1 Preliminaries

A game engine is usually made of several interoperating components. All the
components use a shared data structure, called game state, for their execution.
The two main components of a game are the logic engine, which defines how the
game state evolves during the game execution, and the graphics engine, which
draws the scene by reading the updated game state. These two components
are executed in lockstep within a function called game loop. The game loop is
executed indefinitely, updating the game state by calling the logic engine, and
drawing the scene by using the graphics engine. An iteration of the game loop is
called frame. Usually a game should run between 30 to 60 frames per second. This
requires both the graphics engine and the logic engine to be high-performance.
In this paper we will only take into account the performance of the logic engine,
as scripting drives the logic of the game loop.
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2.2 A Time and Synchronization Primitive

A common requirement in game DSL’s is a statement which allows to pause the
execution of a function for a specified amount of time or until a condition is met.
We will refer to these statements as wait and when. Such a behaviour can be
modelled using different techniques: (i) Threads are used in game engines to par-
allelize the tasks of the single components [15], like the logic engine, but they are
not suitable to implement those behaviours individually because of the memory
overhead: the default stack size is 1 MB [12], which would mean allocating 1 MB
per script in games with hundreds of thousands of entities running at least one
script. (ii) Finite State Machines are high performance but the code logic is lost
inside a switch structure, (iii) Strategy pattern uses polymorphism to represent
the language constructs but it is inefficient due to the extensive use of virtual-
ity, (iv) Monadic DSL’s use monads to model the waiting or synchronization
behaviour but extensively use virtuality as well due to lambda expressions, (v)
Compiled DSLs are the most common solution, are high performance, but they
require to implement a compiler or an interpreter (Table 1).

Table 1. Pros and cons of script implementation techniques

Technique Readability Performance Code length

Monadic DSL � ✗ �
Strategy pattern ✗ ✗ �
Finite state machines ✗ � ✗

Hard-coded compiler � � ✗

In this work we propose another development approach in building a game
DSL by using a metacompiler, a program which takes as input a language defi-
nition, a program written in that language, and generates executable code.

Given these considerations, we formulate the following problem statement:

PROBLEM STATEMENT: Given the formal definition of a game DSL our
goal is to automate, by using a metacompiler, the process of building a compiler
for that language in a (i) short (code lines), (ii) clear (code readability), and (iii)
efficient (time execution) way, with respect to a hand-made implementation.

3 The Metacasanova Metacompiler

In this section we show how wait and when can be expressed with type and
semantics rules. We show how these rules are implemented in a hard-coded com-
piler. We then introduce the idea of the metacompiler, explaining the advantage
over a hard-coded compiler. We then give an overview of how a program in
Metacasanova is written.
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3.1 Type and Semantics of Wait and When

Usually the type and semantics rules of language elements are represented by
rules that resemble those of logic models. Each rule is made of a set of premises
and a conclusion. The conclusion is true if all the premises are true. According
to this model, the type rules for wait and when are the following (E � x : T
means that x has type T in the environment E):

E � t : float

E � wait t : void

E � c : bool

E � when c : void

while their operational semantics is (with 〈expr〉 we mean “evaluating exp”,
with; a sequence of statements, and with dt the time difference between the
current frame and the previous):

〈t − dt > 0〉 ⇒ true

〈wait t; k dt〉 ⇒ 〈wait t − dt; k dt〉
〈t − dt > 0〉 ⇒ false

〈wait t; k dt〉 ⇒ 〈k dt〉
〈c〉 ⇒ true

〈when c; k dt〉 ⇒ 〈k dt〉

〈c〉 ⇒ false

〈when c; k dt〉 ⇒ 〈when c; k dt〉

3.2 Implementation in a Hard-Coded Compiler

The semantics rules of wait and when can be implemented into the type checker
module of a compiler written in a general purpose language. The rules are eval-
uated by means of a recursive function. In the case of a wait statement, we first
type check its argument. If the argument is a float then we return the node in
the type-checked Abstract Syntax Tree (AST) corresponding to the type-checked
wait. If the argument has another type then we raise an exception since the argu-
ment has an invalid type. In the case of a when statement we do the same, but
this time we check that the argument has boolean type. The code generation
part requires to output code according to the semantics rules defined above. In
this step the compiler can, for example, generate state machines described in
Sect. 2.2.

3.3 Motivation for Metacasanova

From the discussion above we observe that, regardless of the implemented lan-
guage, the process of type checking and implementing the operational semantics
in a hard-coded compiler, is repetitive. Indeed, building the type checker and
the code generator of a hard-coded compiler is a single, fixed translation of these
rules into the general purpose language that was chosen for the implementation.
This process can be summarized by the following behaviour: (i) find a rule which
conclusion matches the structure of the language we are analysing, (ii) recur-
sively evaluate all the premises in the same way, (iii) when we reach a rule with
no premises (a base case), we generate a result (which might be the type of the
structure we are evaluating or code that implements its operational semantics).
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Our goal is to take this process and automate it, starting only from the spec-
ifications which the hard-coded compiler would implement. In order to achieve
this we propose to use Metacasanova metacompiler. In what follows we show
how a Metacasanova program is defined.

3.4 General Overview

A Metacasanova program is made of a set of Data and Function definitions,
and a sequence of rules. A data definition specifies the constructor name of the
data type (used to construct the data type), its field types, and the type name
of the data. Optionally it is possible to specify a priority for the constructor of
the data type. For instance this is the definition of the sum of two arithmetic
expressions:

Data Expr ->"+" -> Expr : Expr Priority 500

A function definition is similar to a data definition but it also has a return type.
For instance the following is the evaluation function definition for the arithmetic
expression above:

Func "eval" -> Expr : Evaluator => Value

In Metacasanova it is also possible to define polymorphic data in the following
way:

Value is Expr

In this way we are saying that an atomic value is also an expression and we can
pass both a composite expression and an atomic value to the evaluation function
defined above.

A rule in Metacasanova, as explained above, may contain a sequence of func-
tion calls and clauses. In the following snippet we have the rule to evaluate the
sum of two floating point numbers ($ f is Data type for floating point values):

eval a => $f c

eval b => $f d

<<c + d>> => res

-----------------------------

eval (a + b) => $f res

Note that if one of the two expressions does not return a floating point value, then
the entire rule evaluation fails. The code between angular brackets specifies C#
code that can be embedded in Metacasanova, allowing to perform the arithmetic
operations with .NET operators. Metacasanova selects a rule by means of pattern
matching in order of declaration on the function arguments. This means that
both of the following rules will be valid candidates to evaluate the sum of two
expressions:

... ...

--------------- ---------------------

eval expr => res eval (a + b) => res

Finally the language supports expression bindings with the following syntax:
x := $f 5
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4 Case Study: A Language for Game Development

In this section we will briefly introduce the Casanova language, a domain specific
language for games. We then show a re-implementation, which we call Casanova
2.5, of the Casanova 2 language hard-coded compiler as an example of use of
Metacasanova.

4.1 The Casanova Language

Casanova 2.5 is a language oriented to video game development which is based
on Casanova 2 [1]. A program in Casanova is a tree of entities, where the root
is marked in a special way and called world. Each entity is similar to a class in
an object-oriented programming language: it has a constructor and some fields.
The fields do not have access modifiers because they are not directly modifiable
from the code except with a specific statement. Each entity also contains a list
of rules, that are methods that are ticked in order with a specific refresh rate
called dt. Each rule takes as input four elements: dt, this, which is a reference
to the current entity, world that is a reference to the world entity, and a subset
of entity fields called domain. A rule can only modify the fields contained in
the domain. The rules can be paused for a certain amount of seconds or until
a condition is met by using the wait statement. It is possible to modify the
values of the fields in the domain by using the yield statement which takes
as input a tuple of values to assign to the fields. When the yield statement
is executed the rule is paused until the next frame. Also the body of control
structures (if-then-else, while, for) is interruptible. In the following section
we show the implementation of Casanova 2.5 in Metacasanova.

4.2 Casanova 2.5

The memory in Casanova 2.5 is represented using three maps, where the key is
the variable/field name, and the value is the value stored in the variable/field.
The first dictionary represents the global memory (the fields of the world entity
or Game State), the second dictionary represents the current entity fields, and
the third the variable bindings local to each rule.

The core of the entity update is the tick function. This function evaluates
in order each rule in the entity by calling the evalRule function. This function
executes the body of the rule and returns a result depending on the set of
statements that has been evaluated. This result is used by tick to update the
memory and rebuild the rule body to be evaluated at the next frame. The result
of tick is a State containing the rules updated so far, and the updated entity
and global fields. Since a rule must be restarted after the whole body has been
evaluated, we need to store a list containing the original rules, which will be
restored when evaluation returns Done (see below). At each step the function
recursively calls itself by passing the remaining part of original rules (the rules
which body was not altered by the evaluation of the statements) and modified
rules (which body has been altered by the evaluation of the statements) to be
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Fig. 1. Casanova 2.5 rule evaluation

evaluated. The function stops when all the rules have been evaluated, and this
happens when both the original and the modified rule lists are empty.

Interruption is achieved by using Continuation passing style: the execution
of a sequence of statements is seen as a sequence of steps that returns the result
of the execution and the remaining code to be executed. Every time a statement
is executed we rebuild a new rule whose body contains the continuation which
will be evaluated next.

The possible results returned by the tick function are the following: (i)
Suspend contains a wait statement with the updated timer, the continuation,
and a data structure called Context which contains the updated local variables,
the entity fields, and the global fields. The function rebuilds a rule which body is
the sequence of statements contained by the Suspend data structure. (ii) Resume
is returned when the timer must resume after the last waited frame. In order
not to skip a frame we must still re-evaluate the rule at the next frame and
not immediately. In this case the argument of Resume is only the remaining
statements to be executed. (iii) Yield stops evaluation for one frame. We use
the continuation to rebuild the rule body. Memory is updated by evalRule. (iv)
Done stops the evaluation for one frame and rebuilds the original rule body by
taking it from the original rules list.

For brevity we write only the code for Suspend. A full implementation can
be found at [7]. You can see a schematic representation of the tick function in
Fig. 1.

evalRule (rule dom body k locals delta) fields globals => Suspend (s;cont) (Context newLocals newFields

newGlobals)

r := rule dom s cont newLocals dt

tick originals rs newFields newGlobals dt => State updatedRules updatedFields updatedGlobals

st := State (r:: updatedRules) updatedFields updatedGlobals

------------------------------------------------------

tick (original :: originals) (( rule dom body k locals delta)::rs) fields globals dt => st

The function evalRule calls evalStatement to evaluate the first statement
in the body of the rule passed as argument. The result of the evaluation of the
statement is processed in the following way: (i) if the result is Done, Suspend or
Resume then it is just returned to the caller function. We omit the code for this
case, since it is trivial; (ii) if the result is Atomic it means that the evaluated
statement was uninterruptible and the remaining statements of the rule must be
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re-evaluated immediately; (iii) if the result is Yield then the fields in the domain
are updated recursively in order and then the updated memory is encapsulated
in the Yield data structure and passed to the caller function.

evalStatement b k ctxt dt => Atomic z c

evalRule (rule dom z nop c dt) => res

-------------------------------

evalRule (rule dom b k ctxt dt) => res

evalStatement b k (Context locals fields globals) dt => Yield ks values context

updateFields dom values context => updatedContext

--------------------------------------------------------

evalRule (rule dom b k locals dt) fields globals => Yield ks values updatedContex

Note that, in case of a rule containing only atomic statements, we will even-
tually return Done after having recursively called evalStatement for all the
statements, and the rule will be paused for one frame.

The evalStatement function is used both to evaluate a single statement and
a sequence of statements. When evaluating a sequence of statements, the first
one is extracted. A continuation is built with the following statement and passed
to a recursive call to evalStatement which evaluates the extracted statement. If
the existing continuation is non-empty, then it is added before the current contin-
uation. If both the continuation and the body are empty (situation represented
by the nop operator) then it means the rule evaluation has been completed and
we return Done.

a != nop

--------------------- -----------------------

addStmt a b => a;b addStmt nop nop => nop

addStmt b k => cont

evalStatement a cont ctxt dt => res

------------------------------- -----------------------------------

evalStatement (a;b) k ctxt dt => res evalStatement nop nop ctxt dt => Done ctxt

We will now present, for brevity, only the evaluation of the wait and yield state-
ments. Both the evaluation of the control structures and the variable bindings
always return Atomic because they do not, by definition, pause the execution of
the rule.

The wait statement has two different evaluations, based on the rules defined
in Sect. 2: (i) the timer has elapsed: in this case we return Resume which contains
the code to execute after the wait statement, or (ii) the timer has not elapsed:
in this case we return Suspend which contains the wait statement with the
updated timer followed by the continuation.

<<t <= dt>> == false

----------------------------------

evalStatement (wait t) k ctxt dt => Suspend wait <<t - dt >>;k ctxt

<<t <= dt>> == true

----------------------------------

evalStatement (wait t) k ctxt dt => Resume k ctxt

The yield statement takes as argument a list of expressions whose values are
used to update the corresponding fields in the rule domain. The evaluation rule
recursively evaluates the expressions and stores them into a list passed as argu-
ment of the Yield result. Those arguments are used later by evalRule to update
the corresponding fields.



Metacasanova Metacompiler 239

eval expr ctxt => v

evalYield exprs ctxt => vs

------------------------------------------- ----------------------------

evalYield (expr :: exprs) ctxt => v :: vs evalYield nil ctxt => nil

5 Evaluation

In this section we provide an implementation of a patrol script for an entity in
a game. The sample is made up of an entity, representing a guard, and a couple
of checkpoints. The guard continuously moves between the two checkpoints. We
choose this sample because this is a typical behaviour implemented in several
games, where the user is able to set up a patrol route for a unit. We show the
comparison between the sample implemented in Casanova 2.5 and an equivalent
implementation in Python with respect to the running time. We then show a
comparison between the hard-coded compiler of Casanova 2.0 and the imple-
mentation of Casanova 2.5 in Metacasanova with respect to the code length.

5.1 Chosen Languages

We compared the running time of the sample in metacompiled Casanova with
an equivalent implementation in Python. This language was chosen based on its
use in game development: Python has been used extensively in several games
such as Civlization IV [6] or World in Conflict [11] because of the native support
for coroutines. We deliberately ignore C++ and C# implementations, although
they are widely used in the industry, because we knew in advance [1] that the

Table 2. Patrol sample evaluation

Casanova 2.5

Entity # Average update time (ms) Frame rate

100 0.00349 286.53

250 0.00911 109.77

500 0.01716 58.275

750 0.02597 38.506

1000 0.03527 28.353

Python

Entity # Average update time (ms) Frame rate

100 0.00132 756.37

250 0.00342 292.05

500 0.00678 147.54

750 0.01087 91.988

1000 0.01408 71.002
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Table 3. Meta-compiler vs standard compiler

Casanova 2.5 with Metacasanova

Module Code lines

Data structures and function definitions 40

Query Evaluation 16

While loop 4

For loop 5

If-then-else 4

When 4

Wait 6

Yield 10

Additional rules for Casanova program evaluation 40

Additional rules for basic expression evaluation 201

Total: 300

Casanova 2.0 compiler

Module Code lines

While loop 10

For-loop and query evaluation 44

If-Then-Else 15

When 11

Wait 24

Yield 29

Additional structures for rule evaluation 63

Structures for state machine generations 754

Code generation 530

Total: 1480

current version of the code generated by the meta-compiler would not match
the high performance of these languages: the main goal of this work is to reduce
the effort of writing a compiler for a DSL for games while having acceptable
performance.

5.2 Performance

The performance results are shown in Table 2. We see that the generated code
has performance on the same order as Python. This is mainly due to the fact
that the memory, in the metacompiled implementation of Casanova, is managed
through a map, and because of the virtuality of the implemented operators. Each
time Casanova accesses a field in an entity this must be looked up into the map.
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To this we add the complexity of dynamic lookups when we must deal with
polymorphic results into the rules.

From Table 3 we see that the implementation of Casanova 2.0 language in
Metacasanova is almost 5 times shorter in terms of lines of code than the previous
Casanova implementation in F#. We believe it is worthy noticing that structures
with complex behaviours, such as wait or when, require hundreds of lines of codes
with a standard approach (the code lines to define the behaviour of the structure
plus the support code to correctly generate the state machine), while in the meta-
compiler we just need tens of lines of codes to implement the same behaviour.
Moreover we want to point out that the previous Casanova compiler was written
in a functional programming language: these languages tend to be more synthetic
than imperative languages, so the difference with the same compiler implemented
in languages such as C/C++ might be even greater.

The readability with respect to the hard-coded compiler code is also
improved: we managed to implement the behaviour of synchronization and tim-
ing primitives almost imitating one to one the formal semantics of the language
definition (see the semantics rules in Sect. 3 and their implementation in Sect. 4).
In the hard-coded compiler implementation for Casanova 2.0 the semantics are
lost in the code for generating finite state machines.

6 Conclusion

In this work we proposed an alternative technique to implement a DSL for
games by using a metacompiler called Metacasanova. As a case study we re-
implemented the Casanova language, a DSL for game development, in Meta-
casanova. Our results show that the code required to re-implement Casanova in
Metacasanova is (i) shorter, and (ii) more readable with respect to the exist-
ing hard-coded compiler for the same language. Moreover we showed that the
language behaviour can be expressed in a way that directly mimics the formal
semantics definition of the language. Adding the layer of the meta-compiler to
the language affects the performance of the generated code so that we cannot
achieve the same performance as with the manual implementation. Despite this,
we managed to achieve performance similar to Python, a language typically used
as a scripting language to define the game logic in several commercial games.
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Abstract. Children with Autism and Asperger Syndrome, though they are very
different according to the broad spectrum of the criteria used for diagnosis, can be
greatly supported by the use of new digital technologies in their daily lives, at
school, at home, with their families. The paper shows the design approach to an
interactive application for high-functioning children aged 14 to 18 in order to
generate independence in the children, to ensure their safety, to create a network of
aware and careful people regarding the Autism themes in order to better support
families. The design of the application involves families, patients and educators.

Keywords: Interaction design � Autism � Asperger Syndrome � Social
inclusion

1 Introduction

Digital technologies induced great interest in the families of patients with Autism
Spectrum Disorders (ASD) and especially they have high expectations in these tools.
One of the main reasons concerns the great accessibility of devices like smartphones,
tablets and nowadays wearables. The paper aims to present the first results of the
research project called “Interaction Design 4 Autism” in collaboration between the
Department of Architecture and Design at the Politecnico di Torino and the C.A.S.A.
Clinic (Centro Autismo e Sindrome di Asperger, specialised in Child Neuropsychiatry)
based in Mondovì (Cuneo - Italy). The research process firstly describes the scenario of
the Autism children and the contribution that technologies can give to the patients.
Then a group of application is analysed with a set of heuristics in order to underline
potentialities and criticalities. The meta-design part explores the user-needs taking into
account the literature and the data obtained from families, patients and educators. The
article concludes with the description of the project that contains a new application that
aims to generate independence in the autistic children not only at home and at school
but also during the movements on the outside.

2 The Research Process

The criteria for identifying the Autism Spectrum Disorder are very complex, as various
as the patients are, to the point that every person with autism is almost different from
the others. That is why the word spectrum is used. Some individuals may also be
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influenced by the context and show variable behaviours and characteristics depending
on the situation [1]. Basically autistic children and adults show, although with varying
degrees, the following symptoms: impairment in social interaction, verbal and
non-verbal communication; stereotypical or repeated behaviours, interests and activi-
ties; an extreme need for consistency and predictability in the routine of daily life [2];
challenges with establishing joint attention [3]. Autism is a neurological disorder that is
diagnosed in the first three years of life and causes, even in the less severe cases,
difficulties interacting with other people. This happens because social rules, facial
expressions and a series of abstract languages commonly used as metaphors and irony,
are not understood [4]. These symptoms are effectively summarized in the Wing’s
Triad [5]. Some patients with Asperger Syndrome (the “high-functioning” end of the
spectrum) can often have a certain degree of independence in their life. Their cognitive
faculties and their intelligence can enable to establish themselves professionally even if
an high propensity to anxiety and limited social skills still persist. In fact, they have to
memorize and to reproduce socially correct behaviours considering that they are unable
to “naturally” interpret continual signals.

2.1 Digital Technologies and Autism: Devices, Tablet, Robots

Digital technologies have proven to be a great help in the treatment of Autism. Devices
such as PCs, tablets, and robots have, in fact, positive intrinsic aspects able to adapt to
the characteristics of autism. This is due to: the components and their functionalities,
like geolocalization sensors or speech-generation that empower people capabilities and
continuously generate useful data; the opportunity of designing an environment and an
interaction system that suit the needs of autistic children; the possibility of having a sort
of continuous treatment even without the direct observation of medical or professional
staff. If the interaction with individuals presenting repetitive behaviours can be difficult
and frustrating, that does not happen with specifically designed software. An appli-
cation can: create a familiar and predictable environment, reward correct actions
through visual cues, offer advices and eliminate the complexities due to social inter-
action, work as one-to-one essential tool to teach even simple tasks. Below a list of uses
and main collected results to this day is presented. Desktop systems with dedicated
programs and voice output communication devices establish a communication channel
between autistic children and, for example, classmates rather than teachers and parents.
Some of these devices, including the first PDA, were very resistant and specifically
designed to solve the problem of, for example, speech generation. However, they had
some issues such as the weight, the size and the high cost, combined with a lack of
product availability and assistance services. Tablets and smartphones immediately
turned out to be much more flexible tools, cheaper than their predecessors,
multi-functional and above all, thanks to their spread, they are more inclusive and
socially accepted as a medium of communication [6]. These technologies have been
tested mainly in the educational field in which, from the outset, the improvements were
evident in terms of attention, motivation and retention of vocabulary during the class
[7]. Within the familiar sphere, instead, the majority of applications tried to structure
some fragments of communication in a more agile way, the same ones that previously
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needed visual-interactive supports made of paper. However the ease and immediacy in
the interaction can become a critical issue and a way to be more isolated if applications
and use modalities are not specifically designed. In any case, every single action
requires extensive training and ongoing assistance especially with low-functioning
children. Given the complexity of the theme, a large corpus of scientific evidences that
quantify the benefits of using smart devices is not yet available in the literature, but the
number of researches is still rising. The first results show that some improvements are
possible from the point of view of communication and of behaviours while data are too
limited and noisy as regards the social skills [8]. This category is still too difficult to
deal with, considering the differences between cases and the extreme difficulty that
these subjects show. The study conducted by Hourcade et al. [9], in particular, com-
pares similar activities made with or without an app on a tablet. The results show that
the 8 involved children responded very positively to the use of the app by increasing:
the number of spoken phrases, the verbal interactions, the physical involvement and
somehow the support comments. Beyond the technological tool, which is undoubtedly
able to sustain a design action, each subject is able to interact with the application
according to three factors: the individual capabilities (that can be motor, sensory and
cognitive); the device architecture (the way the display is organised and the interaction
modalities); the specific communication requirements [10]. These factors have to be
then connected to the specific context of use. This categorization highlights the large
number of variables to assess the scalability of each project action. There are also
numerous experiences that relate to the interaction between autism and robotics. In the
more complex projects, humanoid robots are used to facilitate an interaction compa-
rable to the human-human one. The main difference, compared to a system based on
PC or tablet, is the ability to have a direct interaction including all classes, from direct
manipulation to multimodal stimuli and feedback. The target of robotics thus relates to
design an interaction that is specifically configured on the subject, easily controlling
and generating core social interactive behaviour such as: eye gaze, turn taking, joint
reference or imitation [11]. Establishing a relationship of direct manipulation with
tangible interfaces is important for children with learning disabilities because they can
discover a strong correlation between a physical action and a digital feedback, they can
obtain the effect of positive reinforcement and their motivation increases in the inter-
action [12]. Some projects also show that it is also possible to create face-to-face
interaction by using, for example, LEGO [13]. The role of digital technology described
in this section is a way to emphasize the support that they can provide to children,
families and educators. As tools, technologies cannot substitute the human-to-human
interaction. On the contrary every device and application is designed to empower
autistic children, engage them and to reduce their gap in communication.

2.2 Definition of the Heuristics and Critical Analysis of Related Works

There is a large number of applications designed for autistic children in literature and
on the on-line stores: applications to create social stories and task analysis; specific
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applications for AAC (Augmentative Alternative Communication, a form of commu-
nication that substitutes, complements, enhances oral verbal language through pictures,
gestures, symbols, and anything that can help users to express their thoughts in an
alternative way); apps that use PECS (Picture Exchange Communication System); apps
exploiting the ABA method (Applied Behaviour Analysis); apps to reinforce the visual
channel (with images, drawings, photographs, symbols, music, sounds, words, objects)
or to draw and colour; to produce and listen to music. All these applications offer
rehabilitation and educational tools that are very stimulating and can be presented
singly or in groups of functions within the same package. The research team chose and
analysed 16 applications in order to get a map of the criticalities about usability. The
applications have been chosen according to these criteria: a previous analysis or use in
the clinic, the creation of independence should be one of the main goals, the availability
on the on-line stores. This last criterion has been adopted to get data not only from
usability experts but also from common users. Even if those apps may not come from a
scientific research, quantitative data, like comments that come from personal use, can
be considered useful to have the big picture of the actual scenario. The creation of
independence, instead, is one of the most important needs that the team has found and
will be discussed in the next section. In this way the team created a system, including
quantitative and qualitative data, to evaluate the apps using the heuristics of Nielsen
[14]. For each heuristic, the research team assigned a rating on a scale from 1 to 5
(5 = perfectly coherent with the heuristic) in order to identify criticalities and strong
points to be taken into account during the project. The evaluation considers both the
qualitative rates given by three usability experts of the team (with a review by the staff
of the clinic) and the quantitative data harvested from reviews of the users. The reviews
have been collected through the app-stores and also in the web sites that are worldwide
considered as a reference for families for autistic children. Quantitative data have been
considered as a feedback from the real world and have been used to average the ratings
given by the experts or to highlight malfunctionings. Some differences have been
applied to the original heuristics because autistic children have different perception and
degree of attention during the interaction. For example “User control and freedom”
cannot be applied because autistic subjects need to follow well-defined paths. The
heuristic should be changed by referring to the persuasive technique called tunneling
by Fogg [15]. For the same reason “Flexibility and efficiency of use” cannot be con-
sidered. Design for flexibility means in this case the need to customize the paths and,
where possible, take advantage of this to improve the level reached in communication
and interaction. The analysed apps are: Tools For Autism, FTVS HD - First Then
Visual Schedule Hd, Autism Emotion, Immaginario, TOUCHforAUTISM, Able AAC
Free, Upper Case - Autism Series, Autism & PDD Associations, AutisMate, Zac,
Autism iHelp - Toys, Io Parlo, Emotions, Proloquo2go, Autism Speaks, Teens With
Autism. Figure 1 shows that very important heuristics like for example visibility,
aesthetic and minimalism are not well considered in the majority of the evaluated
app. The research team used these criticalities to better implement the graphic visu-
alization and the interaction design of the app.

246 A. Di Salvo and P.M. Tamborrini



Fig. 1. Comparison between apps (above) and focus on the visibility heuristics (below).
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3 The Meta-Design Phase

In this project the design research team, supported by the expertise of the clinic staff,
tried as much as possible to think with a systemic design approach [16], to connect
participating stakeholders, to build engaging interactive modes. In this way the team
firstly conducted a period of observation of the activities in the clinic, then proposed
semi-structured interview to the medical staff. After that the team participated to dis-
cussion groups inside events in which the autism’s problems were discussed by parents
of autistic children, their familiars and educators, to explore user’s needs. Before the
concept design phase the team checked user’s needs coherence in literature, then
designed the app and the interactions following an iterative design process both with
the medical staff of the clinic and a group of educators. Approximately one year after
the start of the project, the team presented the mock-up to other discussion groups to
obtain useful feedback.

The described path is peculiar to the design methodology but, considering that
children with Autism Disorder show greater difficulties in some characteristic aspects
of the interaction, the interaction design team acted also as an aid tool in the project to
collect heterogeneous approaches to the problem that come from very different fields of
research and practices. Assistant teachers anecdotes, for example, often describe the
effectiveness of self-made tools and teaching strategies that have been developed day
by day trying to adapt general knowledge to custom-tailored intervention. It is not
simple at all to create a system starting from these several needs, as well as the full
replicability of any test on an autistic child can be quite difficult because of the many
differences within the spectrum.

3.1 User’s Needs

One of the main postulates of Interaction Design is the importance of involving
stakeholders in the process and iteratively verifying the output with the users, but
applying this concept to the case of autism becomes critical. It is rather rarely possible
to reconstruct at least the needs or the feelings of the subject itself, precisely because of
its communication difficulties. The concept itself of Human Centred Design in this case
relies more on the observation and the comments of therapists and parents obtaining
ex-post data. Recently, some research has attempted to collect the needs of the three
more important involved actors like family members, teachers and subjects through
series of questionnaires. The first results show that the needs are an improvement of:
social and communication skills, academic skills, the development of a greater capacity
for flexible organization [17]. In particular, most of the obtained answers regards the
possibility of creating independence. These answers are quite the same that the team
obtained during the discussion groups. Even in front of these responses it should be
emphasized that expectations for achievable results should be proportionate to the real
possibilities of the children that differ according to the spectrum. Although the per-
centage of people with autism that can live independently in adulthood remains low
[18, 19], it can be assumed that, through a structured and early intervention, good
results can be achieved in terms of independence. At the present time as the enthusiasm
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derived from the first application has encouraged the spread of smart devices, such as
tablets, they are mostly used with educational or communication purposes but not for
the creation of independence.

The generation of anxiety is one of the biggest problem that parents and educators
usually underline. This phenomenon occurs in more than half of people with autism,
especially in those who have higher cognitive skills. Anxiety is usually due to the
inadequacy in dealing with unexpected social situations and changes and can be
approached in several ways. The ones that are most closely related to the Interaction
Design include aspects such as the hands-on tasks, visual supports and modulated
integration of personal strengths and interests of the subject [20, 21]. Some anxiety-
perceived tasks, if they are gradually addressed, can be achieved in the course of time
in a more relaxed way increasing the level of independence in daily life [22].

4 The Design Project

The project is developed in cooperation with the C.A.S.A. clinic that has worked
closely with the design team during all the phases. Among the many initiatives of the
centre there is a project that includes activities inside the clinical, in the form of
rehabilitation laboratory, using touch technologies. Consequently the medical staff has
already experienced treatments using smart digital devices. According to the needs that
emerged in the research phase, the team focused on the concepts of: creating inde-
pendence in the autistic children aged 14 to 18 during the movements on the outside;
ensuring the safety of children; creating a network of aware and careful people
regarding the Autism themes in order to better support families; using inclusive
common smart devices as smartphones. The main goal regarding the autistic child is to
help him reaching a series of pre-defined places in autonomy and assisting him in case
of emergency or anxiety. At the same time both parents and members of the community
must be informed of a possible emergency in order to intervene immediately and
reassure the child. The designed application has three access mode: one for the autistic
child, one for the parent, and one for the users belonging to the community. Every user
can operate different functions. The first step of the project concerns the design of a
further aid that has to meet the demands for independence, security and daily life,
especially in children. Some high-functioning children may in fact also begin to move
outside on their own. This percentage may reach the 20 % of cases. This decision aims
to fill the current shortage of applications that support individuals and families not only
in protected and well-known environments, as a house, but that can become also
portable. As it happens with able-bodied children, the fears of parents considerably
increase when they cannot assist their sons doing tasks that until that moment were
faced in protected environments, but interactive digital tools allow them to create an
opportunity. The same application is accessible from two users, the parents and the
child. The two users are connected to the same service to get different information.
Four options are presented to the autistic child: “communicate my position”, “call
parent”, “talk for me” and “where I’m going”. The first in order of importance,
therefore regarding shape and colours, allows the child to communicate its position in
the event of emergency (using the built-in GPS module) to 4 pre-set contacts.
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This message will appear on the smartphone of the parent who can easily get to the
child. Considering the importance of this function it can be activated at any time
through the tangible help button that corresponds to the volume command on the
smartphone side. This aspect is still undergoing study, especially from the point of
view of the code and the constraints that some operating systems impose in application
projects. “Call parent” allows the child to directly communicate with the parent, or with
other reliable person, via a shortcut button. This does not necessarily imply an emer-
gency but it is useful if the child needs to be reassured by a friendly voice or a face, if
video call is set by default. The third button is the “talk for me”. This feature is
designed for non-verbal children that need to ask for help. A voice message can be
earlier recorded and it can be played to anyone around the child. The last key is the
“where I’m going”. This is a simplified navigator that helps the child to autonomy
follow a path and to reach the destination. After the choice of the point of departure and
of arrival, simple screens made of brief texts instructions and photographs come in
succession. This feature has been designed starting from the configuration used for
social stories; autistic children are used, in fact, to perform tasks step by step, reading
simple instructions. It is assumed, therefore, that the path and the images have been
previously configured with the help of a parent. The parent can instead contact the
child, identify its location, have access to settings that will have an impacting also on
the settings of the child’s app (like destinations or preset phone numbers) but mainly
adds the functionality of the “Find close friend”. This function integrates in the app the
key part of the community of people interested in and attentive to the issue of autism. In
case of difficulty, in fact, the application is able to send a message to all the holders of
the app that are located close to the child. This feature allows the parents to ask for help
to the community in case of danger; the goal is to create a network of informed people
about autism in contact with each other. An autistic child caught by anxiety can indeed
make gestures and behaviours that are socially misinterpreted. People who are part of
the community can help him or at least explain the situation and ask for help by
themselves. Regarding the interface and the wireframe of the app, two main working
environments have been created, one for the autistic subject and one for the parents.
The requirements are in fact very different. The child with autism should stay focused
on the task until its conclusion. The number of interactive elements in the user interface
has been reduced both to become minimal and because, especially on pages where he
needs to make choices, it is more likely to make mistakes. A uniform and consistent
grid has been created in order to gather non-interactive elements as much as possible in
defined areas. The interactive areas of buttons and their perceptibility were increased to
correctly support also the children with motor disabilities. The chosen colours are
suitable for a children to be attractive and friendly; they differ in sections while
maintaining a narrow range of colours. Great care has been taken to ensure a high level
of contrast in order to maintain high legibility and to highlight the differences between
interactive and non-interactive areas. Once the activity starts, the screen modulates
avoiding deviations from the path and hiding, for example, system bars or panels. The
fonts has been examined to address the possible reading difficulties which some autistic
patients may present. Often children with autism have difficulty learning to read and
write; it is a issue that has been also observed in subjects suffering from the dyslexia.
Appropriate fonts were then analysed [23] to ensure high readability, with highly
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irregular features (that is without symmetry between letters that could be confused)
with evident ascents and descents. The chosen font, TestMe, has then be adapted by
increasing line-spacing and kerning, using words and phrases as short as possible and
avoiding interruption between lines. The illustrations were not the subject of a redesign
because the clinic uses them for many years and they have proven their effectiveness in
communication. This application is also part of a larger project that integrates an
awareness and communication campaign made through a video and a payoffs printable
on, for example, t-shirts and other objects typical of a teenager (Fig. 2).

Fig. 2. Examples of the new designed screen’s app for the child and the parent [24].
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5 Conclusion and Future Work

The paper tried to demonstrate how interaction designers can design tools to improve
social inclusion of autistic children and of their parents, through technologies that today
are accessible and sustainable from the economical and social point of view. After the
first year of research, the team presented the app to discussion groups and dedicated
events for obtaining feedback about the goal and the interaction of the app. The
application has been positively evaluated, the main criticality underlined by the groups
was the trustability both of the app and of the community. They imagined their children
lost in a anxiety state and they remarked that children may not operate the right
sequence of actions. In this case the touch interface, even if it has been designed
respecting all the usability criteria, seems to be not so appropriate in case of some
mobility impairments summed to an increasing anxiety. One solution discussed with
the parents could be the use of a wearable device connected to the app, in order to track
physiological parameters and automatically communicate the need for help to parents
or community. This new concept, and the first results, needs a test phase in real
conditions and an implementation that should solve some of the coding problems
related to the OS constraints. The team planned to test the app connected to a wearable
device with at least 5 children in the next months in a defined area in order to obtain
more data observing the children behaviours and the perception of their parents. The
trustability of the community is instead related to the creation of a community of
informed people, while today there is not a proper communication about autism. In this
case the project includes a communication part that will be implemented and can be
used in the dissemination part of the research.
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Abstract. In this paper we discuss a setup for technology-mediated audience
participation using smartphones and high-frequency sound IDs. Drawing from
the insights of a research project on audience participation in live music we
describe a setup for playful music interaction composed of smartphones. In this
setup the audience needs to install a smartphone app. Using high-frequency
sound IDs music samples and colors can be triggered on the audience’s
smartphones without the need to have an internet connection. The resulting
soundscape is determined by the samples and parameters selected by the artist as
well as by the location audience members choose in the performance space.

Keywords: Technology-mediated audience participation � TMAP � Live
music � Smartphones � High-frequency sound Ids

1 Introduction

This article presents a specific method for technology-mediated audience participation
(TMAP) using smartphones. Audience members can use their own smartphones to join
in a performance. Music samples and different color schemes can be triggered by the
performing artist on all participating smartphones. The resulting soundscape consists of
shifted and overlapping samples, which create new rhythmic and melodic patterns
dependent on how participants group themselves in the performance space. The pre-
sented approach does not require the phones to have an internet connection as control
signals are sent from the artist using high-frequency Sound IDs. The music for the
proposed demo has been composed by Austrian electronic music artist Electric Indigo
[1]. The performance that will build on the described technology is part of the art-based
research project Breaking The Wall [2], which discusses audience participation from
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the perspective of the involved creative processes. The presented technical develop-
ment was part of a master thesis at the Vienna University of Technology [3].

Audience participation goes back to as far as Mozart (1756-1791), who allegedly
composed the parts of the “Musikalisches Würfelspiel” [4] (musical dice game minuet).
He made a quite conscious game design decision. He recognized chamber music as a
participatory musical form in the need for an interactive diversion for the audience.
Thus he introduced two dice, thrown to determine one of many possible combinations
of musical segments of waltz music played afterwards. It’s a minuet with 16 measures
with the choice of one of eleven possible variations (1116), each possibility selected by
a roll of two dice, with literally trillions of possible mirror combinations.

One of the core challenges in designing musical gameplay for entertainment was –
also due to marketing reasons - to make music accessible to people who do not
necessarily play an instrument or are literate in musical notion. This gaming approach
seemed to represent the very antithesis of compositional strategies [5].

In Mozart’s case he succeeded to make music more varied and introduced a par-
ticipative mechanic. While this game mechanic is purely based on luck it still involves
the audience and makes the musical result feel more personal and unique. For this
purpose Mozart abstracted waltz music from continuous pieces of music to smaller
segments, which can be rearranged freely. The common denominator of many works in
the field of sound art and music-based games [6], is that they make aspects of playing
music and composition accessible to the audience by abstracting from its original
complexity. In the case of technology-mediated audience participation the process of
abstraction is even more delicate. On the one hand there is a need to reduce and abstract
complexity to make music easily accessible to the audience, on the other hand the
complexities and intricacies of musical play must not be lost. Mazzini also presents
metrics to describe and evaluate the characteristics of participatory performances [7].

The presented technology allows an audience to participate seamlessly using their
own smartphones. A lot of control remains with the artist, who is able to trigger the
samples played back on the smartphones and the colors of their screens. The audience
can shape the resulting soundscape and their own experience by moving around in the
performance space.

2 Project Context: Breaking the Wall

The field of audience participation has a rich history of custom-built instruments and
devices, and ways to facilitate collaborative performances. The artistic potential of
audience participation both for musicians as well as their audiences is very high.
Recent advancements in sensor and interface technology have further increased this
potential. While research on audience participation shows both practical as well as
theoretical perspectives, a structured creative and evaluated approach to fully explore
the artistic potential is missing so far. Thus the art-based research project Breaking The
Wall addresses the central research question “Which new ways of artistic expression
emerge in a popular form of music performance when using playful interfaces for
audience participation to facilitate interactivity among everybody involved?”
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To answer this important question and to shed light on the artists’ creative practice
we develop, document and evaluate a series of interfaces and musical performances
together with popular music artists. The focus is on providing playful game-like
interaction, facilitating collaborative improvisation and giving clear feedback as well as
traceable results. The interfaces will be deployed in three popular music live perfor-
mances at one event. The art-based research approach uses mixed methods, including a
focus group and surveys as well as quantitative data logging and video analysis to
identify parameters of acceptance, new ways of artistic expression, composition and
musical experience. The evaluation will allow to present structured guidelines for
designing and applying systems for audience participation.

The project team is comprised of popular music artists, and researchers covering
diverse areas such as media arts, computer science, human-computer-interaction, game
design, musicology, ethnomusicology, technology and interface design.

The results of the project will be situated at the interdisciplinary intersection of art,
music and technology. It will present structured and evaluated insights into the unique
relation between performers and audience leading to tested and documented new
artistic ways of musical expression future performances can build on. It will further
deliver a tool-set with new interfaces and collaborative digital instruments.

3 Implementation

The technical basis of Poem Numérique is the use of high-frequency sound IDs to
trigger events on the audience’s smartphones. The use of high-frequency sound or
“Ultra Sound Communication” for audience participation has first been documented in
[8]. In this approach frequencies above the average human hearing spectrum are
transmitted by dedicated speakers and are used to quasi silently trigger events. An app
that has to be downloaded before the performance listens for these sound IDs using the
smartphone’s microphone. Figure 1 shows the full setup with a computer used to send
the sound triggers to a sound system and the audience’s smartphones, which listen for
these triggers using a cross-platform Android/iOS app. The cross-platform app has
been implemented using Xamarin Forms [9].

Each Sound ID is composed of two distinct frequencies between 18 kHz and
20,7 kHz. Two speakers are used to transmit the two frequencies simultaneously. The
IDs always are played back for three seconds. Much smaller playback timeframes are
theoretically possible, but our application does not need to allow for fast sequences of
triggers. Within the above frequency range we managed to implement 15 unique IDs.
To reduce false positives and faulty recognition we used one of these for a Sync ID sent
before an actual Sound ID. This Sync ID prompts the phone to listen for a Sound ID for
nine seconds. After the Sync ID we introduced the option of sending what we called a
Change ID used to allow a second bank of triggers. After that the actual Sound ID is
transmitted. By this means the system at present supports 26 unique Sound IDs. A PD
(Pure Data) [9] patch is used to play back the high-frequency Sound IDs and thus is the
central hub for controlling the distributed performance. The PD patch can itself be
controlled through any network protocol including MIDI or OSC.
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4 Setup and Outlook

To demo the setup at the conference little infrastructure and no dedicated performance
space is needed. The technical and creative aspects can be demoed in an ado setting
where visitors pass by a small performance hub and either just listen to the soundscape
or take part using a provided or their own smartphone. The authors will provide a
laptop and a minimum of ten smartphones. The app also is available for download for
free for both Android and iOS platforms. The authors will also bring speakers, which

Fig. 1. The technical setup of using high-frequency sound IDs.

Fig. 2. A test of the system with students during a lecture.
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are able to emit the frequencies needed to control the smartphones. One consideration
when demoing Poème Numérique is that it produces a certain (but not very high) level
of noise, which might disturb other exhibitors.

Figure 2 shows a test performance using the system at a lecture at the Vienna
University of Technology with informatics students. The test performance showed that
the transmission of high-frequency sound IDs is mostly robust, but that recognition
problems might occur with untested smartphones and with increasing distance from the
sound source. Also some Android mods (e.g. Cyanogen) block microphone access due
to privacy settings. Further tests will determine the acceptance and creative possibilities
of such a system from an artist and an audience perspective. Poème Numérique has
been designed building on a series of workshops with the performing artist Electric
Indigo. The design of the system will be refined iteratively based on the evaluation of
the test performance and on future tests in a live setting.
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Abstract. This writing is focusing on the concept of play in the city. In pursuit
of ideal city, the concept of play has been neglected, pushed to labelled corners,
assigned to certain age bracket. Playable city movement has brought the play in
to the dialogue on city, the contemporary smart city, underlining the factors such
as humor, spontaneity and pleasure. This paper introduces taking the playable
city a step further towards a playful city, where play is a continuous process of
city living, seamlessly integrated into the smart structure of the city, where
citizens can reinvent the infrastructure for humorous purposes.

Keywords: Playable � Playful � Humor � Urban spaces � Smart city

1 Introduction

Until Industrial Revolution, the city was considered as an image of the society rather
than a distinctive form of social living [1]. Sennett considers city as a “… one of the
oldest artifacts of civilized life” [1]. Today, 54 % of the world population are living in
urban areas and expected to rise to 66 % by 2050 according to the 2014 UN report on
Urbanization. Although the city is expected to be permanent and stable, it is a con-
stantly changing entity. Mumford [2] believed that the city is a facet of human
potentials and social actions. Jane Jacobs [3] has underlined the capability and flexi-
bility of both city and its people to create change, emphasizing on the inclusiveness.

According Lefebvre [4] spaces are created socially through interactions. Thus, a
city is not merely about policy and planning but also what varied interactions have
created, freely or intentionally. The global communication, powers of multi-national
corporations and increased mobility define the primary functions of the contemporary
city, making distance and place inconsequential. Although some argued that the smart
city, Information Communication Technology (ICT) integrated urban solutions, is an
affixation of a label to a city [5], people are part of the system by means of their
interactions [6] and communication devices.

The contemporary city is hyper-connected, over populated, divided, polluted and
socially active, and still connected through mutual practices, such as friendship,
sociality and pleasure. Mumford’s “theater of social action” [2] or Jacobs’s street dance
[3] is in essence an emphasis on these mutual practices, and Lefebvre’s social pro-
duction of space is a discussion on experiencing the city through these mutual prac-
tices. Play is a practice of experiencing pleasure and grounded on sociality, humor and
freedom. Play is not new to the city or vice versa. Cities are centers for playing various
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games, such as conventional marathons, extreme bull runs or hilarious La Tomatina,
the tomato throwing festival. Through playing, the city becomes the center of partic-
ipation, producing pleasurable spaces of humor and play. According to Jane Jacobs [3]
‘casual social interactions’ create public trust, thus strengthening the activities, and
enhancing the experience and joy.

Every city has designated places for play, a clearly drawn out borders, frequently
associated with children rather than adults, neither encouraging Jacobs’s ‘casual social
interactions’, nor evoking spontaneous humor. Play is associated with that specific
space, within those specific boundaries, with clearly expressed interpretation of what
play should be. With the city planning employing networks and sensors to create a
systemic smartness within city living, play signifies a practice that makes city a joyful
and humorous experience, spontaneous and unpredicted. The objective of this writing
is to understand the concept ‘play’ in the city and how a city can be a playful and
humorous space, encouraging spur-of-the-moment joy, unexpected experiences and
participation.

2 City as a Playroom

In the contemporary city, governments and tech corporations are conjoining to make
cities ‘smart’. While the city is going through this digitizing process, citizen dialogue,
and the engagement with the city is increasingly becoming impeded [5] due to perhaps
the nature of the technological smartness of the city [7]. Play and humor are suggested
as an extension to the smart city, an alternative to the lack of human-centric approach
and citizen engagement with the city. It is being suggested to combat the impending
distress of inhabitants over the alienating city. Smart city has redefined the ‘right to the
city’, the right to change the city and change ourselves within the city, and play as part
of the city falls within this claim, especially when the play is being discussed in a
holistic manner.

There are number of perspectives as concerns, when discussing city as a playroom.
Firstly, play needs to be a seamless integrated to the cityscape and infrastructure and be
part of the city activities. Human Pacman [8], a wearable interactive entrainment
system, that transits between virtual and real world in an urban setting, is an attempt at
this compelling to scale the cityscapes and create and share. Shadowing [9], a project
that makes the city lights alive by giving it a memory of people that passed by as
shadows, and then reflecting them on passers-by, is a an integration of play into night
time cityscape.

Secondly, humor and fun is an important factor when considering a city as a
playground. Nijholt [10] has extensively discussed the advantage of integrating humor
into digital environment and internet of things, especially utilizing technology to
generate humor. Humor has a tendency to lighten up an environment, create unex-
pected sense of balance in interactions, and gives pleasure that even in retrospective
brings a smile. In 2012, 25 years old Singaporean artist Samantha Lo, decided to spray
paint the streets of Singapore with messages, and attached stickers on roadside
crossings, creating a nationwide controversy [11]. Her musings were humorous and her
play with the smart structure of the city is by evoking satire of the smartness itself.
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With Singapore’s strict laws on street art, the artist was promptly arrested. However,
the citizens found this humorous as an act of play that should be encouraged and allow
citizens to reinvent and hack the infrastructure for their own humorous purposes.

As the third point in this discussion in city as a playroom, is the arbitrary and
involuntary participation which promotes the qualities of freedom and choice. Jane
Jacobs [3] recounting a successful city, underlined the idea that there should be a clear
separation of public and private spaces. It is similar with play in a city; the participation
needs to be arbitrary and involuntary, neither forced nor unfairly manipulated. The
Smart Car Company has started an initiative to make pedestrians mindful of traffic
through entertaining them while waiting for the red light to turn green, discouraging
them from crossing across a red traffic light [12]. This initiative used humor, in the
form of red manikin dancing in its small window, and voluntary participation by
providing the dance moves to the manikin, thus evoking public participation and a
joyful experience.

3 From Playable to Playful

Play is not supposed to be a formalized activity. It should be open, free, impulsive,
humorous and joyous. In the city with sensors and actuations systematizing, monitoring
and controlling activities, and city planning and policy methodically mapping the city
while erasing urban histories and memories, play is an approach to recapture the city.

The ‘Playable’ city movement explaining their objectives stressed the need for city
infrastructure to be part of connections: both interpersonal and person to city con-
nections. Thus, it encourage to create spaces of interactions while integrating with the
city’s infrastructure, making ‘playable’ city an extension of the digital city, with joy,
humor, and play as leading themes. At this juncture, after deliberating on the city as a
playroom and objectives of playable city, the authors would like to enquire why
playable city not becomes an everyday experience, an everyday interaction that is part
of the city itself. De Lange [5] has mentioned that the playful city is a city that stimulate
citizens with play while the playable city is a city that becomes smart at infrastructure
and institutional level, thus indicating certain dependency. However, the authors would
like to avoid providing definitions to differentiate playable and playful city, with the
knowledge that definitions will constrain its flexibility as a practice, putting it in to a
certain framework. Since play is described according to the context, the authors would
like the playful city to be understood by stakeholders according to the city context.

The ‘Playable’ city movement has already established the importance of play being
part of the contemporary city. It established that the playable city is, to a certain level, a
bottom-up endeavor and also established that city can be playable, spatially and
through social interactions. However, there arises the question why the city is con-
sidered only as a place appropriate to play, rather than city itself is a play. The shift
from playable to playful may possibly appear to be rhetorical, yet it reveals certain
realities in contemporary smart city living. One aspect is the safety of the existing
security measures in city infrastructure. To contemplate creating playful spaces in a
smart city as an everyday experience, without obstructing the everyday functions of the
city, needs careful planning, because our discussion here is not about conventional
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spaces for play, but involving digital sensors and actuators. Nijholt [10] was discussing
the integration of humor into this digital environments as a community initiation;
nonetheless this concept needed essentially to be part of city planning for seamless
integration and security.

However, the concept of playful city being absorbed into the policy and planning
will signify certain constraints on somewhat bottom-up approach enjoyed by the
playable city and particularly pleasing and popular experiences, such as spontaneity
and unexpected joy. Nonetheless, as Lefebvre has stated, human interactions create
social spaces, thus the top-down playful city will be appropriated by individuals who
interact with its playful arrangements, creating new playful experiences. The perception
of the city as a playful city will encourage individuals to be humorous and create their
own play environs on smart city platforms.

Another aspect of playful city concept is understanding the limitations of play. The
playable city is experimenting with the notion of city as a possible playroom to
improve the everyday experiences of city life, thus it undeniably has limitations on play
and joy of impulsive participation. Conversely, playful city requires maintaining the
playful ideals. The city itself is play, thus presenting complex concerns such as new
interpretations to certain concepts such as humor, spontaneity, participation and plays
itself. Humor and spontaneity will be interpreted by the participants to suit the context
of their choosing. Those interpretations will be user-centric, which will seamlessly flow
with the rest of the city’s trappings.

This writing is not a proposal for playable city vs playful city, but considering the
notion of changing the perception of the city as a place that could play to a place that is
engaged in the play in a continuous process, as part of its psyche. As Lefebvre [5]
expressed space is produced through social interactions, thus any initiation on play,
whether it is bottom-up or top-down, will be interpreted, changed, modified, and
adjusted with societal interactions. Thus, a continuous process of play or playfulness in
a city will continue to grow with participation and interactions of people. Playable city
conducts to playful living, but playful city will be part of the living experience.

4 Conclusion

In the quest for ideal city, the concept of play has been neglected, pushed to designated
corners, assigned to certain age bracket. Playable city movement has brought the play
into the dialogue on city, the contemporary smart city, underlining the factors such as
humor, spontaneity and pleasure. This paper is introducing taking the playable city a
step further towards a playful city, where play is a continuous process of city living,
seamlessly integrated into the smart structure with freedom to reorganize the infras-
tructure for humor and joy. Undoubtedly, the concept of playful city will present its
own challenges; however, as a continuous process, playful city will become a
humorous part of city living with rich social interactions.
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Abstract. In this paper, the algorithmic city is introduced as a framework for
understanding urban space in terms of its underlying code and systems. It is
connected to urban codemaking, a playful approach to public art that asks
players to engage with codes of urban space. To connect these two concepts in a
framework for pervasive game design, players are framed as sensors and
actuators within the algorithmic city to make it more playable.

Keywords: Urban codemaking � Playable city � Pervasive game design �
Public art

1 Introduction

Over the past five years the practice of urban codemaking has explored the experience
of the city as a set of codes and systems for players to discover and decode through a
series of public art projects. The city is experienced as a giant board game or puzzle,
with its spaces and structures recoded and repurposed for play. Can this approach be
expanded by defining players as sensors and actuators, and articulate a form of per-
vasive game design based on the affordances of the algorithmic city?

First of all, what is an algorithmic city? During the 1970 s, the influential study
‘limits of growth’ [1] revealed the constraints and limitations of urban growth and the
accompanying rise in human population intrinsically linked to increased consumption
of resources, construction of infrastructure, and manufacturing of stuff. Will Wright,
designer of SimCity [2], used these same algorithms to inform the design of the game
abstracting them into a set of game rules [3].

Geoffrey West is the physicist who set out to ‘solve the city’ [4]. Based at the Sante
Fe Institute researching cities, scaling and sustainability, he has developed mathe-
matical formulae that apply to practically any city in the world, no matter where they
are – the city is represented as a set of algorithms. Another set of researchers has
identified four common patterns that based on a sample set of 131 cities, created a
‘typology of street patterns’ [5]. These perspectives bring into focus our understanding
of cities as complex adaptive systems that arise from the interaction of a multitude of
systems and processes.

Play has had an increasing role in urban life over the past century. The situationists
[6] used play as a strategy to subvert the norms of city life, and combat urban alienation
created by the homogenisation of cities. One of these, the dérive, developed the
practice of psychogeography in which a player navigates city streets using their own
personal landmarks, sensations, and experiences. There are parallels between this
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practice and location-based games [7], geocaching, GPS navigators, and local search
and discovery mobile service apps. These experiences situate the player in relation to
the city both as an individual, and as a node in the algorithmic city as a whole.

Players of SimCity may develop a different perspective on what a city is by
reflecting on the processes and systems captured in the algorithms of the game. GPS
navigational systems may also reinforce this systemic view in their positioning of the
player as an entity in relation to data, such as the map of a city. More recently, the
immediacy, ubiquity and pervasive nature of mobile devices have changed the rela-
tionship of the individual to the city. This is the second view of the city - data
visualisation representing the algorithmic city in action.

We have two views here: the systemic view of the city as algorithm (macro), and
the procedural view of the city as a process (micro) in which the individual is
embedded. How do these viewpoints afford opportunities for pervasive game design in
big cities? One way to approach the algorithmic city is to articulate players as sensors
and actuators in the mixed realities of urban space.

2 Sensors and Actuators

Mixed realities are mediated experiences that situate layers of media and data in
relation to the real world. Milgram’s virtuality continuum [8] articulated mixed realities
across a spectrum created by increasing degrees of mediality or virtuality, indicating
that there is not one definition of mixed reality but rather a multiplicity of possibilities.
These could be immersive, using Augmented Reality (AR) to situate digital media into
urban space; contextual, providing relevant information about a place; or poetic,
activating narrative potential of a location.

This paper presents a new approach to framing the player. This approach aims to
use mixed realities to set up a new set of relations between players and the city.
A player may be a sensor – reading codes, observing situations, being in spaces. The
player may collect data for their own experience or to share with the collective, to
provide input and feedback to the game. The player is also an actuator – making places,
performing actions, leaving traces. In this way they may operate as a node in the
system, triggering state changes and generating new data. The idea of player as
sensor/actuator may be extended to relate to the micro and macro views of the city
introduced earlier – they may sense data or trigger events either locally or globally.

How does this way experiencing the city make it more playable? First of all, the
playing mind [9] sees the world in a different way. The usual form and function of
urban space may be cast aside to imagine new possibilities. City blocks may become
zones in a board game, security cameras become eyes of the city, landmarks and
buildings become checkpoints, and so on.

In addition to reframing existing objects and spaces, digital layers augment the
experience and add layers of narrative. These may be used to direct players to coor-
dinates, set up communication between players, rename locations and introduce
characters, keep score, and track the game. However, these experiences are typical of
many urban games – the intention with this approach that defines players as
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sensors/actuators is to embody them within the city as a simulation, the city is not the
backdrop for play but it becomes the site for play in a more literal sense.

This approach to pervasive game design aims to make the player feel embedded
and integrated in the city through the potential for action – to create a city within the
city that provides the space for play. This is perhaps the most important aspect in the
algorithmic city – the player’s realisation that they are part of the algorithm and have
increased agency compared to non-players who don’t perceive urban space in this way.
The intention with this approach is to relate the player to the algorithmic cities in terms
of its codes and operations, to make them part of the system.

How does this work in practice? In what ways does the view of player as
sensor/actuator activate the existing infrastructure of the city for play?

3 Urban Codemaking in the Algorithmic City

This approach has emerged through observation of players and reflections on the
design of a collection of street games have been staged in Melbourne, Ogaki, Istanbul,
Sydney and Adelaide over the past five years. The primary mechanism for activating
each city is the practice of urban codemaking [10], which is based on the placement of
temporary markers in the city that operate as wayfinding markers, game tokens, and
signifiers of mixed realities. Small and portable and immediately recognisable by their
distinct style, urban codes (see Fig. 1) are deployed onto the streets en masse trans-
forming the city into a game.

In the games Urban Codemakers [11], Zydnei [12] and Xawthorn [13] the urban
codemakers are game designers surveying and tagging locations in the city to make it
more playable. Each urban code tags a site as part of a survey city infrastructure – one
week all of the sites that had a active security camera were tagged, another week
unidentified doorways, and so on. As they collect and claim urban codes they are
operating as sensors (mapping the space defined by the game) and actuators (activating
the sites by visiting them) by generating stories in the game via their participation.
Players choose one of three clans that frame their approach to urban space: revert the
city to its past, renew the present, or remake the future. Urban planning is typically a
lengthy bureaucratic process that aims to balance a network of systems and rules that

Fig. 1. Various types of urban codemaking in action. Codes may be scanned or collected.
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are social, institutional, spatial, commercial and cultural. This game asks the question:
what would happen if players recoded the city from within?

Another game, noemaflux [14] situates a mixed reality within a city to create
abstract architecture. Thematically, it combines street art, geometric abstraction,
synaesthesia and pictorial language. Each edition of the work is staged in a different
city, and through strategies of urban codemaking aspects of the intersubjectivity and
performativity of outdoor play are explored. It aims to create ‘placemaking’ encounters
situated around large urban codes in cities such as Ogaki, Istanbul or Hong Kong.
Activating a code using a mobile device displays abstract architecture that responding
to the space of each site, accenting site lines and other structural aspects. Players are
sensors (scanners of codes) and actuators (revealing the digital layer).

A more recent iteration of the project uses a similar strategy, but with a more
deliberate emphasis on the player as sensor/actuator. In navitag, players find and scan
codes using a mobile device as part of a multiplayer experience, and may sense the
proximity of other players via Bluetooth. The codes simultaneously operate as a visual
notation system, as wayfinding markers, signifiers of an alternate world, tokens in a
game, and as material objects. In this game, the city becomes a site for spatialised
musical notation and a competitive game of tag.

These examples foreground the possibilities of relatively simple interventions into
urban space that activate its potential for play. Framing the player as a sensor/actuator
in an algorithmic city opens up a different set of relations and affordances in the design
process.

4 Conclusion

The algorithmic city opens up the possibilities for certain modes of play with the city.
Unlocking urban codes and readymade sites for game design by providing the right
contextual framework for play transforms infrastructure already existing in smart cities.
Integrating players into the framework as sensors and actuators provides a way to
explore pervasive game design in almost any urban environment – even if it does not
meet the usual expectations of a smart city.

Activating players as sensors and actuators also sets them up in relation to one
another both via immediate interaction or asynchronously through the traces and codes
they may leave behind in the city. This way of thinking is presented as an approach to
play that blends micro and macro views of the algorithmic city that frames the game
design process in terms of simulation and systems, an approach common to digital
game design but perhaps novel in the pervasive game design.

Urban codemaking demonstrates the initial potential in applying this framework to
create playable cities, and articulates a particular approach to game design that focuses
on the algorithmic city. Future work will explore these ideas further, working with both
greater games literacies in players and an increased awareness in cities of the potential
they afford for play.

Acknowledgments. Games cited in this paper were developed with the assistance
of the ANZCA and City of Melbourne Laneway Commissions program.
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Abstract. From its earliest developments video game design has arguably been
closely coupled to technological evolution particularly in relation to graphics. In
very early games the limitations of technology led to highly abstracted graphics
but as technology improved, abstraction has largely been left behind as devel-
opers strive towards ever-greater realism. Thus, games are generally drawing
from conventions established in the mediums of film and television, and
potentially limiting themselves from the possibilities abstraction may offer. In
this research, we consider whether highly abstracted graphics are perceived as
detrimental to gameplay and learnability by current gamers through the creation
of a game using very low-resolution display that would accommodate a range of
display options in a playable city. The results of trialing the game at a citywide
light festival event where it was played by over 150 people indicated that
abstraction made little difference to their sense of engagement with the game,
however it did foster communication between players and suggests abstraction
is a viable game design option for playable city displays.

Keywords: Game design � Graphics � Abstraction � Realism � Resolution

1 Introduction

While many game players will cite fun or gameplay as the most important attributes for
a game, examining the marketing material produced by developers and publishers over
many years might lead one to the conclusion it is primarily about graphics. This is
because in its early days, games development were closely coupled to technological
developments which were often intrinsically linked to notions such as Moore’s Law
[1]. The fidelity of the graphics was the simplest and quickest way that consumers
could compare systems, and the complexity of graphic detail became the main area in
which games would compete for customers. This concentration on graphics created a
distinct change of style of the visual imagery, from abstraction to representation (often
referred to as realism) [2, 3].

Early video games relied heavily on abstraction in that they simplified visual assets
to a few essentials and basic forms due to the very limited graphical capabilities of
early arcade machines and consoles. These early games could be considered abstract in
both appearance and behavior, because at the time of their development game inter-
action conventions were in their infancy.
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With the development of the so-called third generation consoles we observed a shift
to a concentration on representation, which seeks to create a resemblance and repro-
duce something; abstraction became more of an artistic choice than a technical default.
This means there has been “a shift from perceptual abstraction to conceptual abstrac-
tion” [4].

Mark Wolf explains this shift in relation to art theorist Wilhelm Worringer, 1908
treatise, Abstraction and Empathy, within which he suggests that “there are two fun-
damental aesthetic impulses that are mutually exclusive, the desire for abstraction and
the desire for empathy” [4]. This straightforward argument is that, as with Art, people
will more readily engage with realism than abstraction, and this, in some way, explains
the popularity of representational graphics within games.

Further it has been shown that a certain level of learnability can be beneficial in
games [5], but how that level of learnability is achieved is different for every game.
Modern games often rely on in-game tutorials to help increase the rate at which users
can become familiar with a game, even though it is not always effective [6]. However,
many older abstracted games such as Tetris allow users to learn through discovery
whilst playing the game, which it has been argued gives the user a deeper under-
standing of the game as a whole [7].

In this research we consider whether rather than trying to avoid or sublimate
abstraction, game design can usefully incorporate abstraction, resulting in new gaming
experiences and game conventions which we believe would be relevant for creating a
variety of flexible displays for a playable city of various resolutions.

2 Game Design

The game presented in this research is a two-player side scrolling game, similar in the
style of early Atari favorites Defender and Chopper Command [8]. The player pilots
the ‘ship’, only on the vertical axis, through a randomly generated tunnel avoiding
obstacles and collecting power ups. The tunnel gets narrower and the number and
complexity of obstacles increases the further down tunnel the player’s progresses.
Damage reduces the length of the ship whereas power ups increase its length, and the
game is over when either of the players’ ship’s length reaches zero as shown in Fig. 1.

Fig. 1. (a) Game Graphics. Left are Player 1 (purple), Player 2 (green), the tunnel walls (blue,
top and bottom) and 3 ‘bullet’ type enemies. (b) In this graphical representation of the screen, we
can see player 1 has more life than player 2, and we can also see the ‘block’, ‘spinning’ and
‘bullet’ type enemies, and 2 power ups (right). (Color figure online)
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The game display exists as a large LED matrix of individually addressable RGB
LEDs. Using a Teensy 3.1 each of the LEDs is addressable much like a pixel on a low
resolution screen. From here, a small application running on a nearby computer
duplicates a small area of a computer screen and forwards this to the teensy/LEDs. The
screen itself has an extremely low resolution of 38 pixels wide by 20 high, and
measures 122 cm wide by 70 cm high. The LEDS are covered by an acrylic diffuser,
and the whole matrix is mounted on a stand that can be set as portrait or landscape
(although we mainly used landscape). It is worth noting that this is a much lower
resolution than would have been experienced in many of the early games. Additionally,
the system is hooked up to a large speaker which plays background music in addition to
audio for particular in game events (e.g. loose life, gain power up, hit wall, game over).
In order for players to interact with the system, we provide two Leap Motions con-
trollers (differentiated by the colored disks, shown in Fig. 2) that limit user control to
the vertical axis. When a user places their hand over the sensor, the players game
character mimics the movement of the user’s hand. Additionally, the players also have
a large press button that they can use to start the game as shown in Fig. 2(b). As the
players progress through the game, the frequency of enemies, their speed and the height
and frequency of spikes on the walls increase, which makes the game more difficult.
There is no ‘win condition’ for this game, but rather the game mechanic is to not be the
first player to loose, or in other words, to ‘beat’ your opponent.

3 User Trials

Whilst we carried out small-scale play testing throughout the design process, the
preliminary user trial was conducted at a local winter event called ‘Light Up Lan-
caster’. Light Up Lancaster is a festival of lights held yearly in Lancaster City Center

Fig. 2. Abstracted game
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with numerous attractions and this game was one of these. In the space of 3.5 h, the
game was played by well over 150 people, with a wide range of ages from small
children to pensioners. When no one was playing the game, the screen invited people to
‘Press Start’, which initially attracted people to the stand. Subsequently the crowds
waiting to play seemed the main encouragement for new players to join in.

Working with such a low resolution creates a difficulty in implementing a tutorial
for game learnability, thus we offered players a number of ‘practice plays’ before
playing the game. Furthermore, designing the game in this way promoted discovery
and exploration by players. Whilst players often needed an explanation in how to
control the ships with the Leap Motion controller, they were able to quickly understand
the basic principles. Interestingly though, many younger players seemed to want to
touch the controller and some players would start moving their hand back and forward
rather than up and down after playing the game for a while. Similarly, some players had
initial difficulties with the automatic range calibration of the Leap Motion controller. If
they began the game with their hand too close to the sensor, they would be unable to
move their hand closer to the sensor in order to move the ship down. As the playing
time of the games was short (typically 2–3 min max) we did not have any incidents of
fatigue in terms of holding hand in an elevated position which is a design concern that
should be considered for gesture control in games [9].

What was noticeably different about this more abstract game was the way in which
players communicated with each other in order to fully understand all of the game
mechanics. For example, it is not immediately obvious that the length of the player’s
ship represents their remaining lives, as this is not labeled. This resulted in the players
collaborating in exploring the game mechanics. More so, those playing the game often
would explain the hidden mechanics to those watching and waiting to play in the crowd
of spectators. With a more traditional less abstracted or high-resolution games, all of
these aspects would probably have been explained by in game text or more expressive
graphics. Thus, as perhaps might be expected, abstract games are harder to learn
initially and require more trial and error discovery by players. It is hard to determine if
this difficulty is due to the abstraction within the game, or the reliance on ‘learnability
though discovery’ as these two elements are tightly coupled.

4 Conclusions

Game development has always been intrinsically linked to continuing technological
enhancements with graphics being the main beneficiary since they are an easy way to
make a distinction between products in the eyes of the consumer. This means games
design has largely missed the opportunity to consider abstraction conceptually as well
as perceptually. Therefore, this research considers how using abstraction as a deliberate
design choice, rather than a forced design constraint, affects the experience of players.

The results from the preliminary event are very encouraging considering the high
numbers of players that played the game. Despite the difficulty in observation and
recording, the numerous positive comments and returning players, showed that this
form of abstracted game is both engaging and welcomed across a wide demographic. In
fact, the abstraction was often considered part of the game challenge. Whether this
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success is solely due to the abstracted nature of the designed game is hard to determine,
however it does suggest that the role of abstraction in video games has been under-
explored, and encourages further work in the area.
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Abstract. This paper presents a multimodal simulation system, project-
SENSE, that combines virtual reality and full-body motion capture technolo-
gies with real-time verbal and nonverbal communication. We introduce the
technical setup and employed hardware and software of a first prototype. We
discuss the capabilities of the system for the investigation of cooperation
paradoxes and the effects of direct nonverbal mimicry. We argue that this
prototype lays the technological basis for further research in interpersonal and
social skills, as well as the social and emotional consequences of nonverbal
mimicry in sustained interactions.

Keywords: Virtual reality � Motion capture � Interactive conversational
agents � Mimicry � Social skills � Interpersonal sensemaking

1 Introduction

Interpersonal sensemaking is the cognitive process of understanding, predicting, and
responding to the actions and inferred beliefs of others [1]. A critical, but under-
explored, aspect of interpersonal sensemaking is cooperation paradoxes. A cooperation
paradox occurs when the cooperative/competitive orientation implied by a person’s
verbal behavior does not correspond with the cooperative/competitive orientation of
their nonverbal behavior [2]. This occurs, for example, when a person is verbally
cooperative, but fails to mimic their partner’s nonverbal behavior (i.e. they fail to
imitate poses, gestures, and facial expressions) [3]. Understanding these paradoxes is
important because they are often implicated as being at the heart of communication
misunderstandings and conflicts in contexts such as law enforcement interviews [4]. To
understand how people respond to paradoxes in mimicry, it is necessary to be able to
measure or simulate the matching/mismatching of verbal and nonverbal behavior;
henceforth orientation-matching between interactants. See Table 1.
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When examining communicative channels in simulation environments through
virtual characters, orientation-matching requires a degree of realism of the characters
with respect to their appearance, nonverbal movements and behaviors, and speech.
Currently, there is limited technology available for virtual reality, motion capture, and
avatar interfaces, capable of reproducing replicas that are animated by users’ move-
ments and include real-time verbal communication. We adopted several technologies
and developed an interactive training simulation in which verbal and nonverbal modes
can be manipulated. We developed a proof-of-concept prototype to facilitate prolonged
interactions with a realistic-looking embodied conversational character in an immer-
sive virtual environment, through the use of a state-of-the-art MoCap device. The
virtual character is capable of real-time verbal and nonverbal behavior generation, as
well as mirror-mimicking participants’ full-body movements at an adjustable delay.

In a dyadic setting, a computer representation of an interviewee (e.g. a suspect)
interacts with the user (e.g. a trainee officer) using mannerisms that are responsive to
his/her actions, while also playing out a training scenario. By allowing the manipu-
lation of, and capture of, verbal and nonverbal behaviors, the resulting interactive
training environment simulates each of the cooperation paradoxes in a single platform
and allows for the social skills training for law enforcement professionals.

2 Virtual Reality (VR) Technology

VR offers an appealing alternative for managing human-computer interactions. Part of
the appeal is attributed to the fact that users can interact with virtual characters and
artifacts in the environment using their natural senses. This increases the sensation of
immersion or feeling of embodiment in the synthetic environment through the use of
powerful graphics rendering engines, as well as interfaces with Head Mounted Display
(HMD) devices. We selected the Oculus Rift [5] for project-SENSE as it is a
high-powered light-weight high-resolution HMD for VR environments, designed to
provide an immersive experience. With its wide field of view and low latency 360°
head tracking, this HMD allows to virtually step inside any environment and interact
with it.

3 Motion Capture (MoCap) Technology

MoCap technologies are being exploited to identify and study nonverbal correlates of
human interactions, while also allowing users to view and review their own move-
ments. When coupled with MoCap technology, interactive and immersive VR systems

Table 1. Characterizing the Type of Behavior

Verbal behavior
Cooperative Competitive

Nonverbal behavior Cooperative Cooperation Paradox
Competitive Paradox Conflict
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can provide remarkable realism and accuracy in simulating human movements and
behaviors. A full-body MoCap system allows for a refined measurement of nonverbal
behavior and enables the investigation of movement in all human limbs and joints.
Marker-less and wireless MoCap technologies, in particular, have gained popularity
due to their ease of use and precision. We selected the Xsens MVN Awinda system,
along with the MVN Studio BIOMECH software application [6], for project-SENSE. It
consists of wearable straps with 17 motion trackers, aligned with anatomical landmarks
of the human body by means of a 5-second calibration procedure. It records the
position, orientation, velocity, acceleration, angular velocity and angular acceleration
of 23 segments of the body, as well as magnetic field and body’s center of mass. The
sensors are easily secured to various limbs without hindering natural movement. The
system does not require external cameras, emitters, or markers, and can be used both
outdoors and indoors. The use of the Xsens MVN Awinda system provides an efficient
measure of nonverbal behavior, in particular mimicry, that is less susceptible to the
subjectivity associated with observational coding of behavior [7].

4 Real-Time Interaction Technology

The Virtual Human Toolkit (VHTK) is a collection of modules, tools, and libraries, to
allow for the creation of virtual conversational characters [8]. We fused the VHTK with
Oculus Rift and Xsens MVN Awinda system, in order to augment the nonverbal
method of examining behavior with real-time verbal capabilities. The power of this
toolkit is in the combination of a wide range of integrated capabilities. Specifically, we
took advantage of its NPCEditor and SmartBody. The NPCEditor [9] controls the
spoken behavior of the characters, as well as the structure and logic of their interac-
tions. It contains a list of questions that the user can ask, along with answers that the
character can give, as well as the links between them. It uses a statistical text classifier
to determine the best character responses to user input. The interaction is done through
text (i.e. typing) or speech (i.e. microphone). SmartBody [10] is a character animation
platform and library that provides synchronized locomotion, steering, object manipu-
lation, lip syncing, eye gazing, and nonverbal behaviors in real-time. It is, in effect, a
Behavioral Markup Language (BML) realization engine that transforms BML behavior
descriptions into real-time animations. The use of VHTK serves to provide a unified
framework for audio-visual sensing, nonverbal behavior understanding, speech
recognition, natural language processing, dialogue management, nonverbal behavior
generation and realization, and text-to-speech [11].

5 Development Platform

We used the Unity3D [12] as a common development platform for the hardware tools
and software solutions. Unity3D is a modern visualization, rendering, and game engine
with an accessible editor that also includes functionality to interface recent VR devices;
e.g. the Oculus Rift. We also integrated into Unity3D the MVN Studio (application
software for Xsens products) through a specialized plug-in for accessing live motion
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Fig. 1. MVN Studio character (left) and VHTK avatar, Brad (right)

data from the Xsens MVN Awinda system. Finally, the VHTK was integrated into the
project-SENSE prototype. See Fig. 1 for a schematic, showing the MVN Studio and
VHTK avatars.

6 Prototype Operation

The application starts off with a menu that features selectable toggles for choosing one
of the four training scenarios: verbal cooperation with mimicry, verbal cooperation
without mimicry, verbal competition with mimicry, and verbal competition without
mimicry. The experimenter makes the selection, thus determining the mode of com-
munication prior to the commencement of the session. The application then proceeds to
the training simulation. Participants are instructed to engage with the avatar that, in
mimicry scenarios, replicates their behaviors similar to a VR mirror, with an adjustable
delay. This mirror-mimicry is achieved through ‘piling up’ the animation/motion data
into a queue and then streaming it into the character (Unity, SmartBody, etc.) after a
certain delay. The avatar also utters scenario-specific dialogues, with associated
natural-looking facial expressions and body gestures. In the other two scenarios, the
avatar stands idly, ready to interact. Previously-designed scenario contents determine
what responses by the VHTK digital character ensue, as well as what behaviors and
facial expressions are generated.

7 Discussion

Nonverbal behavior carries significant social meaning in spoken communication [13]
and its analysis contributes significantly to our understanding of how human interac-
tion works [14]. A central construct to human interaction is behavior accommodation
or mimicry, which we defined here as the degree to which two interactants align their
verbal and nonverbal orientations. Previous research has shown that increased mimicry
can lead to greater cooperation (e.g. [15, 16]), increased empathy for others (e.g.
[17–19]), and greater social influence (e.g. [4, 20]). Mimicking agents have shown to
be more persuasive and received more positive trait ratings than non-mimickers,
despite participants’ ability to detect direct mimicry after a while (e.g. [21]).

The precision of a full-body wireless MoCap device, the sensation of immersion in
a VR world, and the realistic speech generation, facial expressions, eye gaze, and lip
synchronization, all in real-time, have been combined in our first prototype. Our goal

282 H. Miri et al.



was to deliver a proof-of-concept system that combines behaviors in this way for law
enforcement training. The objective of the system is to simulate each of the cooperation
paradoxes in order to teach users (e.g. a trainee law enforcement officer) various effects
and consequences of their verbal and nonverbal behaviors (as interpersonal stances and
attitudes) on an interviewee (e.g. a suspect). This mixed-reality simulation environment
enables the presentation of multimodal behaviors consistent with what occurs in
real-life situations; e.g. conflicts. It can be used to model human reactions to cooper-
ative and competitive behaviors, in conjunction with the presence and absence of
mimicry. This modeling will utilize both verbal and nonverbal methods of examining
behavior, as well as studying the dynamics of human cooperation in social interactions.
It will, also, teach good conversational and social skills, and provide a valuable evi-
dence base that informs better training and social coaching for law enforcement. It is
thus particularly valuable to front-line professionals whose training needs are too
complex (and therefore too costly) or too dangerous to simulate in real-life. We,
therefore, propose this system for the investigation of human users’ behaviors when
interacting with a mimicking embodied conversational agent.

8 Future Work

Previous works have mainly focused on single-action mimicry and demonstrated its
effects on mimickees. In project-SENSE we have set the groundwork for capturing the
social and emotional effects of direct behavioral mimicry in sustained and prolonged
interactions with individuals. This will be made possible by examining the MVN
recordings of participants and measuring movements along various dimensions.
A similar approach was taken by [7] to extract precise amounts of movements (e.g.
fidgeting) from the Xsens MVN Awinda motion data. They recognized that in most
studies, measuring behavioral mimicry is performed through manually coding events
from video recordings (e.g. [22]) that raises issues such as subjectivity [23] and making
comparisons merely between isolated behaviors such as face touching [7] although
numerous facial mimicry research works also use EMG (e.g. [24]) and facial tracking
systems (e.g. [25]). We also intend to integrate the Microsoft Kinect camera [26] into
the project-SENSE prototype, as an affordable replacement for the Xsens MVN
Awinda. Comparing the performance and precision of the OptiTrack as a professional
MoCap system similar to the Xsens MVN Awinda is, furthermore, a future avenue we
will be exploring.
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Abstract. Conversational agents are increasingly being used for training of
social skills. One of their most important benefits is their ability to provide
natural interaction with humans. This work proposes to extend conversational
agents’ benefits for social skills training by analysing the emotion conveyed by
the user’s speech. For that, we developed a new system that captures emotions
from human voice and, combined with the context of a particular situation, uses
this to influence the internal state of the agent and change its behaviour. An
example of the system’s use is shown and its limitations and advantages are
discussed, together with the internal workflow of the system.

Keywords: Virtual agents � Social skills training � Speech analysis � Vocal
signals � Emotions

1 Introduction

Embodied Conversational Agents (ECAs) can be defined as computer-generated
characters ‘that demonstrate many of the same properties as humans in face-to-face
conversation, including the ability to produce and respond to verbal and nonverbal
communication’ [1]. As research into ECAs is becoming more mature, conversations
with ECAs are increasingly being perceived as natural, or at least ‘believable’. As a
result, there is a growing interest in the use of ECAs for training of communicative
skills, such as negotiation, conflict management or leadership skills (e.g., [2–7]). The
main motivation is that a training system based on conversational agents provides a
cost-effective method to replace (or at least complement) human actors, as it can be
used anytime, anywhere.

Despite this promising prospect, developing effective conversational agents for
communication training is far from easy. An important requirement for effective ECAs
is their ability to react to behaviour of the trainee in a similar manner as a human
interlocutor would do. Otherwise, there is a risk that the system reinforces the wrong
behaviour. For instance, a virtual agent that only listens to you if you address it with a
submissive attitude is probably not very useful for leadership training. Hence, making
an ECA show the appropriate response to the appropriate behaviour of the trainee is
crucial. However, this introduces another challenge, namely to define what is ‘appro-
priate behaviour’ of the trainee. Obviously, one relevant aspect of behaviour involves
the content of what the trainee says. And indeed, most ECA-based training systems
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have been designed in such a way that the ECA’s responses depend on what the user
says (e.g., by analysing the user’s speech, or by generating appropriate responses based
on selected options within a multiple choice menu).

However, although most ECAs respond to what the user says, they often do not
respond to how the user says it. This is a serious limitation, as the style of a person’s
speech is very important during social interactions: as discussed in [8], humans heavily
rely on vocal cues (such as volume, or speed of talking) to infer other people’s
emotions. For example, the phrase ‘sorry sir, we cannot accept 100 Euro bills’ can be
perceived as very friendly when it is uttered calmly and gently, but it can be perceived
as offensive when it is uttered with a quick and monotone voice. Especially for
communication training it is important to take such differences into account, as it
allows professionals to learn not only what to say during their job, but also how to say
it. Hence, this paper proposes the use of ECAs for social skills training that adjust their
behaviour based on vocal signals that are extracted from the user’s speech1. The paper
first presents global architecture to develop such feature in the agents, followed by a
discussion on how the system can be used for specific types of communication training.

2 Emotions in Vocal Signals

Many factors influence the generation of emotion in humans. Emotions can remain
stable for a long time or may come and go fast, and sometimes various emotions are
mixed at same moment. In the literature, roughly three theoretical perspectives may be
distinguished. First, categorical theories are based on the assumption that there is a
limited set of basic emotions categories such as joy, sadness, fear, anger, and disgust
[9]. Second, dimensional theories view emotions as states that can be represented as
points within a continuous space defined by two (or three) dimensions, namely valence
and arousal (and dominance) [10, 11]. Valence refers to the level of pleasure, while
arousal refers to a general degree of intensity. Third, componential theories highlight
the role of different components that play a role in the emotion generation process, such
as the desirability and likelihood of the events that trigger the emotion, cf. appraisal
theory [12]. In the current paper, we will mainly make use of the dimensional approach,
using the dimensions of arousal and valence. Both valence and arousal are expressions
of brain circuits involving amygdala, orbitofrontal cortex, the insula and various brain
areas [13], and the emotions that arise from those areas have a direct reflection in the
human voice.

To recognise such affective features in human speech, the presented approach
builds upon a vast body of previous work. For instance, in [14] an approach was put
forward to detect emotions in speech in terms of arousal and valence. Similarly, [15]
has shown that more specific emotions (e.g., aggression) can be identified as well.
Moreover, Rodriguez et al. analyse changes of vocal patterns in humans when they
interact with ECAs [16].

1 Obviously, vocal signals are not the only aspect of behaviour that is relevant for communication
training. Other aspects include facial expression, gestures, and posture, among others. However,
these aspects are beyond the scope of this paper.
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Inspired by these developments, a number of recent systems use vocal cues to
trigger the behaviour of virtual agents. For example, in [17] vocal cues are used to
generate backchannels (i.e., non-intrusive signals provided during the speaker’s turn).
Acosta and Ward proposed a system that uses speech and prosody variation to build
rapport between human and agent [18], and Cavazza et al. used vocal signals for
character-based interactive storytelling [19]. Furthermore, the virtual human SimSensei
Kiosk uses voice, speech and other features to analyse user emotions in the context of
healthcare decision support [20]. As can be observed, these works are closely related to
the proposed system, although they focus on different applications than social skills
training. In contrast, one recent system that does focus on communication training (in
the context of job interviews) is put forward in [21]. This paper presents an ECA that
adapts its behaviour to vocal cues according to social constructs such as attitude and
relationship. One way in which the current system extends this work is by considering
the context of the conversation more explicitly.

3 The System

The proposed system is expected to be easily integrated within different serious games
or other specialised systems. The final module is a library that is available in the
Windows platform as a DLL and that may be extended to Linux-like operating systems.
Figure 1 shows an overview of the system (i.e., the ECA). It contains various modules,
including an interface to capture the user’s speech, the off-the-shelf openEar tool to
process this speech [22], and a module to generate a response to the user.

The openEar tool performs the task of identifying which emotion is currently
experienced by user; however, it can also be replaced by any other tool, because the
sub-components are completely independent. One only needs to adjust the connection
between them. Some voice features used by openEar and consequently by the system to
analyse emotions are Pitch, Formants and Bandwidth, and Temporal characteristics.
The output of openEar is a set of emotions and their values. That information is
processed by the Context Awareness Module, which deals with ambiguous outputs
received by the previous module through a decision tree algorithm combined with

Fig. 1. Flow diagram of the proposed system.
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context information provided by the ECA’s beliefs. As mentioned before, it is difficult
to distinguish between emotions with similar arousal, even if their valence levels are
completely opposite (like anger and joy), [13, 23]. However, by using the context
information, this module can minimise problems like that. The output is a set of
emotions and their levels, varying from 0 to 100.

Next, this output is provided to the Behaviour Generation Module, which generates
an appropriate response to the user. Obviously, this module can be very complex in
itself (e.g., including modules for dialogue management and speech generation), but
this is outside the scope of this paper. As a simple proof of concept, the Behaviour
Generation Module currently just makes the ECA show a facial expression that is
similar to the human emotion that is perceived. However, in other situations it might be
more effective to respond in a different way to the perceived emotion (see the more
extensive discussion below).

Currently, the system is still in development, and need improvements mainly in the
Context Awareness and Behaviour Generation modules.

To illustrate its working, one prototype application composed of an ECA that
responds to the inferred emotion captured from voice was developed. Figure 2 shows 4
different emotions expressed by the ECA, which reflect the voice of the user. However,
the system could also be applied in many different situations in which the ECA not only
mirrors the emotions of the user but also shows variations of those, like in negotiations,
where a happy emotion from the user could produce an angry reaction from the ECA.

Another application that we are currently focusing on is aggression de-escalation
training. In this domain, there is an interesting difference between so-called emotional
aggression and instrumental aggression. The main difference is that emotional
(hot-blooded) aggression is caused by an agent’s goals being frustrated, whereas
instrumental (cold-blooded) aggression is caused by an agent using intimidation as a
means to achieve its goals [2]. This distinction is interesting for our system because an
emotionally aggressive agent will calm down if the user approaches it empathically.
Concretely, this means that the ECA first identifies the emotion conveyed in the user’s

Alarmed Glad 

Astonished Angry 

Fig. 2. Example of recognised emotions transferred to avatar.
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voice, and if it recognises this as an empathic reaction it will become less aggressive.
Similarly, if it interprets the user’s utterance as non-cooperative, it will become more
aggressive. Instead, for instrumentally aggressive agents this will be the other way
around: if such an agent identifies the user’s behaviour as empathic, it will become
more aggressive, and if it interprets it as non-cooperative, it will calm down. Based on
such an application, users could train to take the more suitable conversation style in the
appropriate situation. This is very relevant, e.g., for employees in domains such as law
enforcement and public transport [2].

Note that we presented here two possible applications of the system, where an ECA
generates mirroring and opposite emotions, respectively. However, the application is
not limited to these two situations. Generally, the system provides ECA developers the
possibility to develop variance in emotional representation for a variety of aspects, for
example, developing a sentiment of trust during a conversation. As another example,
during an interaction, an supportive ECA could perceive irony in a user’s voice and as
a consequence become less empathic for the rest of the conversation. In principle, the
possibilities cover the entire spectrum of human interactions; nevertheless, its success
depends on the capacity of capturing the real emotion that the user is transmitting.

4 Discussion

This paper proposes the use of vocal signals that are extracted from the user’s speech as
one additional component to adjust ECAs’ behaviour. To achieve this goal, we
developed an adaptable system that processes human voice and returns a set of emo-
tions and their intensity levels. The system can be easily plugged in into ECAs or other
specialised systems that can enrich user experience. Especially for ECAs, the emotional
information of a person’s voice provides a new element to model their internal
behaviour, which may make the interaction between ECAs and humans more natural
and effective for training applications. A second innovation is the use of context
information to extract emotions from human speech more accurately. Often, context
conveys crucial information that is neglected by systems and serious games.

Nevertheless, there are circumstances that might limit the use of the proposed
system; for example, when the user’s environment is noisy or has more than one person
speaking at the same time, the system cannot provide precise information. In other
cases, the user might not interact much with the system, which could also limit the
emotional information extracted by the system. Besides this, it is important to combine
the emotional information provided by the user’s voice with other sources like facial
expressions, gestures and text. Despite these limitations, the system is an important
addition to the state-of-the-art of the development of ECAs. For future work, it is
necessary to refine the system, analyse its accuracy in different contexts, and test it in
real world applications.
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Abstract. This paper presents an approach to supporting group reflection in a
virtual role-playing environment with intelligent support designed for the
training customer complaint management in electronic shops. The single-player
design involves a player and an AIML chat bot in a 2D web-based virtual
environment. Building on this, a group reflection tool was designed, which is
supposed be used in a training center environment. It features a dashboard
design which includes different visualizations of player performance based on
automated individual analyses of players’ communicative behavior, as well as
enriched replays of their conversations, and the ability to make annotations. The
separation of the application into the actual role-playing game and the group
reflection tool is assumed to support the learning process of responding to
customer complaints by changing perspective, receiving feedback, and recog-
nizing different ways of problem solving.

Keywords: Group reflection � Role-play � Intelligent support � Serious games �
Multi-agent architecture � Chat bots

1 Introduction

Role-play allows participants to “play a role” in a situation: to act as themselves or
otherwise in an environment without fearing irreversible consequence [1]. This makes
it essential for a wide-range of education and training scenarios [2]. Authentic simu-
lated environments provide learners with meaningful and near-real experiences: they
“learn by doing” [3]. Customer complaint handling skills are often trained by
role-playing with simulated customers. Correctly handling customer complaints has
become an increasingly important social skill [4, 5]. However, traditional role-play in
this context can be time-consuming, hard to administer, and lacking repeatability, while
virtual role-plays can provide portable, safe and continuable environments.

This paper presents an attempt to train customer complaint handling skills by
building on role-playing in a virtual simulation environment and providing a tool for
after-action review. This takes the form of guided group reflection based on automated
analysis of player performances.
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2 Background and Related Work

Serious Role-Playing Games. Serious games increase in being acknowledged as
efficient and powerful tools for promoting learning and encouraging behavioral change
[6], and thus have a great potential for professional training [7]. This article is in line
with the work of Malzahn et al. [8], Emmerich et al. [9] and Ziebarth et al. [10]. It
focuses on serious role-playing games in 2D and 3D environments for training specific
social skills and follows a scenario-based approach. In scenario-based learning envi-
ronments, conditions, characters, circumstances and parameters are drawn to simulate a
real-life context for learning [11]. Table 1 provides a summary of the existing
approaches, the training scenarios and their key aspects. The distinctive feature of the
approach presented here is the explicit support for group reflection.

Customer Complaint Management. The successful handling of customer problems
enhances customer satisfaction, trust and commitment [4], which are essential elements
in establishing strong long-term customer-firm relationships [5, 12] and building sus-
tainable market share [13]. While increasing investments in handling complaints can be
recognized, firms are lacking effective strategies and programs [4]. Principal evaluative
criteria of customer complaints are: (1) the resolution procedures, (2) the interpersonal
communications and behavior, and (3) the outcome [4]. General guidelines for han-
dling complaints are, amongst others, provided by the British Institute of Customer
Service [14]. They include concrete recommendations on how to behave towards a
complaining customer, such as thanking the customer for complaining, putting oneself
in the place of the customer, always assuming that the customer has a valid point,
getting all the facts, correcting the mistake, and responding at any time. Those
guidelines have served as a compendium for the performance evaluation and rating.

Group Reflection. Reflection is an important activity in which people recapture,
rethink and evaluate their experience in order to lead to new understandings and
appreciations, which is very important for learning [15]. Learning processes cannot
exclusively be reflected by oneself, but preferably in groups, which enables collective
exchange and thus collaborative learning [16]. The term ‘group reflection’ describes a
sort of meta-communication within a group about the learning process [17]. Further-
more, Kim et al. found out that effective instructor intervention is a crucial component
leading to the better performance of a group in terms of learning [18].

Table 1. Overview of existing approaches.

Year Application domain Constellation Support/emphasis

2010 Job interviews Single-user + chat bot Scaffolding, Evaluation
2012 Conflict management Multi-user + chat bot Collaboration
2014 Patient-centered medical

interviews
Single-user + chat bot Gamification

2016 Customer complaint
management

Single-user + chat bot Explicit group reflection support
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3 CuCoMaG: The Game

The effects of a role-play, in particular the pedagogical outcome, usually depends on
the post-role-play reflection, since without feedback the transfer to real-world situations
cannot be secured [2]. After-action review is a method that helps learners to identify
and share effective practices and strategies derived from the experience [19]. This
requires a change of perspective. In our approach, this is facilitated by the differenti-
ation of phases of immersion (role-play) and reflection (group session), which is
considered to be conducive to learning as meta-cognitive activities are advanced [8].

Game Design. In the role-playing part, the player has the role of an employee who is
responsible for customer service in a shoe-selling online shop. He finds himself in a
conversation with a chat bot acting as a customer, who reports a certain problem. The
player communicates with the customer through a simple chat environment (Fig. 1).
Each chat message consists of a sentence opener which the player needs to select from
a predefined set, and free text, which (a) gives the player the possibility to express
himself more naturally and (b) allows a more detailed analysis of the communicative
behavior. Based on the sentence openers, the chat bot can interpret the player’s
intentions and is able to detect and adequately react to e.g. aggressive or rude behavior
by the player.

Each scenario is kept simple and comprehensible to support understanding of the
role and task, and to allow the player to focus on the problem-solving process. The
main goal is to come to a resolution at the end of the conversation by showing
appropriate behavior and choosing beneficial strategies of managing the complaint.
A scoring system was implemented to evaluate the individual communicative behavior
of each player and to make the performances of different players comparable. Relevant
factors that influence the player’s score in either a positive or a negative way are
politeness, aggressiveness, rudeness, use of forbidden terms and phrases, message time,

Fig. 1. Chat interface
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message length, moments of silence, answer quality (unhelpful/neutral/helpful), the
total amount of answers and the quality of the final solution.

Implementation. The conversational behavior of the chat bot has been implemented
using the Artificial Intelligence Markup Language (AIML), an XML-based solution for
passive chat bots, which follows a simple pattern-matching mechanism [20]. The
passive nature and the limited capabilities of AIML have required creative work-
arounds in order to enable the bot to become active (by using external triggers) and to
show appropriate reactions to the player’s input (by preprocessing and using sentence
openers) without having an extremely complex script.

In order to ensure platform independence and easy access, the logic and interface of
the game client has been realized as a web-based application using common web
technologies, such as HTML, CSS and JavaScript. The analysis of the player’s per-
formance has been designed as a multi-agent system which includes 11 agents (indi-
vidual programs implemented in C#) in addition to the client. The multi-agent
architecture has resulted in a loosely coupled system that can be easily extended and
adapted. It is based on SQLSpaces, an implementation of the tuple space concept,
which supports various programming languages and is built on a relational database
[21]. Each of the agents is responsible for one certain aspect of either input analysis or
game control. They mainly check the text input against predefined lists of words,
expressions or phrases, or measure certain quantitative aspects, such as the time needed
to send the message. The results of the agents’ evaluation influence the player’s score
as well as the answering behavior of the chat bot.

4 Group Reflection Support

The reflection tool has been designed to be used in training centers and requires a
trainer or expert to support the group reflection process. This involves a group of
participants who have played the game before the start of the session. Since the tool has
been realized as a detached application, the reflection phase does not necessarily take
place right after the gaming sessions, so the trainer has time to inspect the material and
to prepare the group discussion. The tool provides comprehensive preparation and
visualization of the analyses’ results to the trainer to support the group reflection
process.

The design of the reflection tool has been kept simple and plain (Fig. 2). The
application allows the trainer to load the game data of different participants; it provides
a transcript of their chat conversations annotated with the analyses’ results; it offers
different chart-based visualizations of each user’s score and certain aspects of the
communicative behavior; it also facilitates the option to make notes with the help of a
notepad. The transcripts give the trainer the possibility to replay the whole chat con-
versation of each participant or just certain passages from them. The transcripts are
enriched with annotation tags showing the analysis agents’ findings. In regards to the
different chart-based visualizations, the trainer can select one or more players and one
or more evaluative factors, such as politeness, aggression, rudeness, moments of
silence, answer quality (unhelpful, neutral and helpful) and no-go answers, to display
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them in the form of a bar chart or line chart. The bar chart shows how many times the
selected factors occurred in the selected participants’ performances, while the line chart
presents the development of the participants’ scores over time, with the option to
highlight occurrences of the selected factors. The line chart is directly connected to the
chat transcripts. This means that the trainer can switch from the chart to a certain point
of the conversation by clicking on the graph. The notepad features the option to make
notes for each participant. It is also possible to copy parts of the transcripts into the
notepad and annotate them. The content of the notepad can be exported at the end of
the reflection session to create a report for each participant.

The reflection tool has been designed as a web-based application and implemented
using HTML, CSS, JavaScript, as well as JQuery1 and Highcharts2 libraries.

5 Conclusion and Future Work

We have presented a virtual role-playing environment for the training of customer
complaint handling with group reflection support. The unique feature of this approach
is the combination of an immersive role-playing scenario supported by an
AI-controlled chat bot, with a separate group reflection phase reinforced by an eval-
uation tool based on automated performance analysis. Using a chat-based virtual
role-play for training customer complaint handling in electronic shops is especially
useful, since it provides a realistic training environment which simulates everyday
work situations. The group reflection session is supposed to be guided by a trainer, who
can use the tool to arrange the interactive after-action review process. With the help of
the tool, the trainer can show important sequences from the participants’ chat con-
versations, review specific actions and reasons for the outcome of the game, highlight
certain aspects of the communicative behavior, give feedback, and initiate group

Fig. 2. Group reflection tool

1 http://www.jquery.com/.
2 http://www.highcharts.com/.
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discussions in order to enable reflection by the participants on their actions and to help
them improve their performance in the future.

Due to the flexible multi-agent system architecture, the application can easily be
adapted to other contexts and scenarios. Future tasks include usability and field studies,
as well as the generation of additional scenarios featuring different customer and
problem types to increase repeatability and diversity.
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