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Preface

The 11th International Conference on Testbeds and Research Infrastructures for the
Development of Networks and Communities (TRIDENTCOM 2016) provided a suc-
cessful forum for practitioners and researchers from diverse backgrounds from all over
the world to interact and exchange experiences about the emerging technologies of big
data, cyber-physical systems, and computer communications.

It is our distinct honor to acknowledge two keynote speeches: “D2D: Research
Trend and Future Perspective” by Prof. Nei Kato from Tohoku University and
“Testbeds, Test Points and Measurements in an IPTV Network” by Prof. Jaime Lloret
from the Polytechnic University of Valencia. The technical program was highly
selective with 16 regular papers in four sessions: Future Internet and Software Defined
Network, Network Testbed Design and Implementation, Testbed for Network Appli-
cations, and QoS/QoE on Networks. The conference successfully inspired many
innovative directions in the fields of big data science and applications, cyber-physical
systems and applications, networking and communications, all with a special focus on
testbeds for these emerging technologies and applications.

The technical program was the result of the hard work of many individuals. We
would like to thank all the authors for submitting their outstanding work to TRI-
DENTCOM 2016. We offer our sincere gratitude to the Technical Program Committee
members and reviewers, who worked hard to provide thorough and constructive
reviews in a timely manner. We are grateful to the Steering Committee of TRI-
DENTCOM 2016 for their invaluable guidance and support. Finally, we are grateful to
all the participants in TRIDENTCOM 2016.

October 2016 Song Guo
Guiyi Wei

Yang Xiang
Xiaodong Lin
Pascal Lorenz
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Loose Management for Multi-controller
in SDN

Ligang Dong(&), Jing Zhou, Tijie Xu, Dandan Yang, Ying Li,
and Weiming Wang

School of Information and Electronic Engineering,
Zhejiang Gongshang University, No. 18, Xuezheng Street,

Xiasha University Town, Hangzhou 310018, China
donglg@zjgsu.edu.cn

Abstract. Centralized network control plane in SDN brings scalability and
reliability problem to the network, therefore, the research of multi-controller is
appeared. For improving the communication efficiency between the controller
and the network device, this paper proposes a loose management strategy to
dynamically adjust the frequency of interaction between controllers and network
devices. Based on the above idea, firstly, this paper designed the scheme and
algorithm of multi-controller loose management. Secondly, this paper quanti-
tatively analyzed the advantages of multi-controller loose management algo-
rithm by mathematically modeling the virtual network deployment success ratio
and the management revenue between controllers and network devices. Finally,
experiment results show that the multi-controller loose management idea can
improve the communication efficiency between the controller and the network
device and the controller management efficiency. Simulation results also show
that mathematical model accurately predict the performance of loose manage-
ment algorithm.

Keywords: Distributed control � Multi-controller � Loose management � SDN

1 Introduction

Software Defined Network (SDN) as a new network architecture [1, 2], realizes the
centralized, dynamic, and programmable control of the entire network by the virtual-
ization and the separation of application layer, control layer, and data layer.

Like other centralized systems, centralized control in SDN also causes problems of
scalability and reliability. Therefore, it is necessary to establish a logical centralized
control platform to management the entire network.

In the multi-controller structure of SDN, the controller may not know the status of
the network device resources, so a heavy-load network device will probably repeatedly
refuse requests from controllers. For improving the communication efficiency between
the controller and the network device, this paper proposes a loose management strategy
to dynamically adjust the frequency of interaction between controllers and network
devices. We consider Virtual Networks (VNs) deployment in SDN as an example.
When the number of VNs not deployed by a network device reaches a threshold, the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
S. Guo et al. (Eds.): TridentCom 2016, LNICST 177, pp. 3–13, 2017.
DOI: 10.1007/978-3-319-49580-4_1



controller will temporarily stop the communication with the network device. After a
period of time, the communication between the controller and the network device is
resumed. It will improve the management and communication efficiency between
controllers and network devices. That is the first contribution of this paper. The second
contribution of paper is mathematically modeling of the Virtual Network (VN) de-
ployment success ratio, and the communication benefits between controllers and net-
work devices. Both of the model and simulation results confirm the advantages of loose
management.

The remainder of the paper is organized as follows. Section 2 introduces the related
work, including the classification of the multi-controller. Section 3 proposes the
scheme and algorithm of loose management. Section 4 evaluates the model using
simulations. Finally, Sect. 5 concludes the paper.

2 Related Work

Currently, the implementation for SDN [4] architecture is reliant upon a single con-
troller to push flow rules to all SDN-enabled switches in the network, which creates a
performance bottleneck and single point of failure in large networks [5]. Therefore,
many scholars have attracted to the research of multi-controller. Multi-controller in
SDN can be classified from four viewpoints.

(1) Whole network view controller and local network view controller. The former
controllers have a complete information about the entire networks, e.g., HyperFlow
[3] and D⁃ZENIC [7]. While the latter controller have not, e.g., Devolved [8].

(2) Multi-management controller and no multi-management controller. The former
means that a single network device may be managed by more than one controller,
e.g., Devolved [8], ElastiCon [9], and the literatures [10–12]. The latter refers to
that every controller manages part of the network, and a single network device is
managed only by one controller, e.g., HyperFlow [3].

(3) Single-level controller and multi-level controller. The latter controllers have a root
controller as management operations coordinator of local controllers, e.g.,
Kandoo [13], D⁃ZENIC [7]. The former controllers locate on the same level of
managing the network devices, e.g., Devolved [8], HyperFlow [3], ONOS [18],
and the literature [10, 11].

(4) Static management controller and dynamic management controller. Their differ-
ence is whether or not the management relationship between network devices and
controllers will change the controller with time on. In other words, a network
device probably has different controllers in different situations. The typical
examples of the former are Onix [14], HyperFlow [3], the literature [15], while the
examples of the latter are literature [12, 16] and ElastiCon [9].

Based on the multi-controller multi-management, this paper proposes the loose
management idea to improve communication efficiency between devices and con-
trollers. There are some researches of improving communication efficiency between
devices and controllers, e.g., the literature [17].

4 L. Dong et al.



3 Scheme and Algorithm of Loose Management
for Multi-controller

Control plane and data plane are physically separated in SDN network architecture,
which makes centralized configuration and management of the network possible. Based
on this, we propose a loose management scheme on network device for multi-controller
multi-management, as shown in Fig. 1.

We assume that required resources of deploying a VN is RVN . Here, the “resource”
is a generic concept and can be referred to memory, bandwidth, CPU, etc., or the
composite of various resource types, which depends on users’ applications. We assume
that the life cycle of a VN is T, the amount of resources in a network device is Rsub, the
average time between two adjacent request of deploying a VN is D, the VN deployment
requests arrive according to a Poisson process. When T=Dð ÞRVN �Rsub; the amount of
resources in a network device is adequate to deploy VN. When ðT=DÞRVN [Rsub, the
amount of resources in a network device is insufficient to deploy VN. The later will
cause that the network device is not able to participate in the deployment of VNs, and
refuses requests from controllers, which wastes communication and management
overheads (including receiving, handling, and replying the request, maintaining the
communication state) in both controllers and network devices. Meanwhile, the success
ratio of VN deployment is low since more requests are refused.

When the resources of network device are not enough to deploy VNs, the controller
will suspend the communication with the network device for some time. When the
resources in the network device are released, the controller will restore communication
with the network device. Based on the above scheme, we propose an multi-controller
loose management algorithm, shown as follows:

Fig. 1. Multi-controller multi-management

Loose Management for Multi-controller in SDN 5



4 Analysis of the Deployment Success Ratio and the Loose
Management Revenue

We use two metrics to measure the improvement effects of the strategy of loose
management. The first one is the deployment success ratio of VNs, which is defined as
the ratio of the number of successful VNs deployment on a network device and the
number of VNs deployment request on the network device. The second one is the net
revenue of deploying a VN, which is defined as the difference between the revenue of a
successful deployment and the cost of communication.

In this section, firstly, we conduct simulations to compare loose with non-loose
management algorithms in terms of the above two metrics. Secondly, in order to better
predict the performance of loose management algorithm, we establish the mathematical
model and verified it by simulations.

The independent and dependent variables used in this section are defined in
Tables 1 and 2 respectively.

Fig. 2. Multi-controller loose management algorithm.

Table 1. Independent variables

Parameters Definition

Rsub The resource capacity of a network device
RVN The resource requirement for deploying a VN
k The number of VNs deployment requests per unit time
r The threshold number of VNs that the network device doesn’t participate in

before the communication is suspended
t1 The duration of communication suspension
T The lifecycle of VN
x The communication cost of a VN deployment
s The net income of deploying a VN
M The total number of requests for deploying VNs

6 L. Dong et al.



4.1 Comparison Between the Loose and Non-loose Management
Algorithms

Based on the algorithm in Fig. 2, we use discrete event simulation to simulate multiple
controllers communication with a single network device. It is worth explaining that our
simulation scenario can represent the general case containing multi-controllers and
multiple network devices, as every network device is independent. Our simulation
platform is Eclipse IDE for C/C ++ Developers. The simulation of VNs request gen-
erated using a Poisson process.

By default, the number of VNs deployment requests per unit time is 0.04. The life
cycle of each VN request is distributed with a mean of T ¼ 1000 exponential distri-
bution; the resource requirement for deploying a VN obeys [0, 25] uniform distribu-
tion; the resource capacity of a network device is 100; the total number of requests for
deploying VNs is 2000.

During the experiment we generate VN deployment requests in accordance with the
above parameters configuration. We conducted simulation experiments to compare the
non-loose and the loose management algorithm. The simulation process of non-loose
management algorithm is shown in Fig. 3 below. The simulation process of loose
management algorithm is shown in Fig. 4 below.

In the simulation, default parameters are: r ¼ 3, t1 ¼ 300, T ¼ 1000, k ¼ 0:04,
M ¼ 2000.

Figures 5 and 6 show the performance of g and Rev with the change of k (from 0.04
to 0.08), respectively.

Figures 7 and 8 show the performance of g and Rev with the change of T (from 500
to 2000), respectively.

Figures 9 and 10 show the performance of g and Rev with the change of M (from
500 to 2500), respectively.

From the simulation results, we concluded that:

(a) Compared with the non-loose management algorithm, the loose management
algorithm has higher success ratio of deployment of VN requests and higher net
income of VN deployment. The simulation result is consistent with the analysis in
Sect. 3.

Table 2. Dependent Variables

Parameters Definitions

m0 The average number of VNs that one network device can participate in in unit
time

y The proportion of communication time in unit time
t2 The average duration of a communication cycle
R0 The net income of VN deployment in unit time
g The success ratio of VN deployment requests
Rev The total net income of VN deployment

Loose Management for Multi-controller in SDN 7



(b) The more number of VNs deployment requests per unit time causes the more
number of VNs deployment that the network device doesn’t participate in because
of limited network device resources, so that the net income is lower.

(c) The longer life cycle of VNs means the longer occupation of network device
resources by the VN. It causes the network device participate in a less number of
VNs deployment, so that the net income of VN deployment is lower.

(d) The more number of VNs deployment requests causes the more net income of VN
deployment. The success ratio of deployment of VN requests have little change
vary with the number of VNs deployment requests.

Fig. 3. Non-loose management on network devices

8 L. Dong et al.



Fig. 4. Loose management on network devices

Fig. 5. Relationship between k and g Fig. 6. Relationship between k and Rev

Loose Management for Multi-controller in SDN 9



4.2 Mathematical Model of Loose Management Algorithm

To simplify the derivation, we assume that the request of VNs are uniform arrived in
our mathematical modeling.

The maximum number of virtual nodes that a single network device can support at
the same time is defined as Rsub=RVN , ðRsub=RVNÞþ r is the number of requests for
deploying VNs from the beginning to the suspension of communica-
tion. (ðRsub=RVNÞþ rÞ=k is the average duration of a communication cycle. Next, we
will discuss two cases.

(1) t1\ðT � ððRsub=RVNÞþ rÞ=kÞ means the duration of communication suspension
is shorter. Assume the proportion of communication time in unit time is y, the
duration of communication time during the lifecycle of a VN is yT. So the
average number of VNs that a network device can participate in unit time is

m0 ¼ Rsub=RVNð Þ=ðyTÞ: ð1Þ

During a period of communication between network devices and controllers, when
the number of failed VN deployment reaches k, the network device will suspend the

Fig. 7. Relationship between T and g Fig. 8. Relationship between T and Rev

Fig. 9. Relationship between M and g Fig. 10. Relationship between M and Rev

10 L. Dong et al.



communication with the controller, therefore the average duration of a communica-
tion cycle is

t2 ¼ r=ðk� m0Þ: ð2Þ

Since y is the proportion of communication time in unit time, then,

t1 þ t2 ¼ t2=y: ð3Þ

According to formula (1), (2), and (3), we can obtain

y ¼ ðrþ RSub=RVN

T
t1Þ=ðrþ kt1Þ: ð4Þ

(2) t1 �ðT� ððRsub=RVNÞþ rÞ=kÞ means the duration of communication suspension
is longer, so that the network device restores communication with the controller
after the VNs are already finished. Therefore, the average duration of a com-
munication cycle is

t2 ¼ ðRSub=RVN þ rÞ=k: ð5Þ

So the average number of VNs that a network device can participate in in unit time is

m0 ¼ ðRSub=RVNÞ=ð RSub=RVN þ rð Þ=kÞ: ð6Þ

According to formula (2) and (6), we can obtain

y ¼ r=ðrþðk� m0Þt1Þ ð7Þ

For both cases, the net income of VN deployment in unit time is,

R0 ¼ ðm0 � s� k � xÞy ð8Þ

The success ratio of VN deployment requests is:

g ¼ m0=k ð9Þ

Next we will contrast mathematical models and simulation of the loose
management.

In the simulation, default parameters are: r ¼ 3, T ¼ 1000, k ¼ 0:04, M ¼ 2000,
Rsub ¼ 100, RVN ¼ 12:5. The simulation results are shown in Figs. 11 and 12 below.

From Figs. 11 and 12 we can see that the mathematical model can accurately reflect
the performance of the loose management.

Loose Management for Multi-controller in SDN 11



When the duration of communication suspension is much shorter. The number of
communication suspension will decrease with the increasing of the duration of the
communication suspension, therefore the number of VNs that the network device
doesn’t participate is fewer, so the success ratio of VN deployment requests and the
total net income of VN deployment will increase.

When the communication suspension is much greater. Therefore, each communi-
cation cycle has almost the same number of VN deployment requests and the same
number of successful VN deployment. Consequently, the success ratio of VN
deployment requests will remain unchanged. However the total number of requests for
deploying VNs will decrease with the increasing of the duration of the communication
suspension, so the number of successfully deployment VNs will decrease, therefore the
net income of VN deployment will decrease.

5 Conclusion

This paper proposes a novel loose management strategy to dynamically adjust the
frequency of interaction between controllers and network devices. In detail, When the
number of not deploy VNs in a network device reaches a threshold, the controller will
temporarily stop the communication with the network device. After a period of time,
the communication between the controller and the network device is resumed. It will
improve the management and communication efficiency between controllers and net-
work devices.

Based on the above idea, firstly, we designed the scheme and algorithm of con-
troller loose management. Secondly, we quantitatively analyzed the advantages of
controller loose management algorithm by mathematically modeling the VN deploy-
ment success rate and the communication revenue between controllers and network
devices. Finally, simulation results show that the controller loose management idea can
improve the communication efficiency between the controller and the network device
and the controller management efficiency. Simulation results also show that mathe-
matical model accurately predict the performance of loose management algorithm.

Fig. 11. Relationship between t1 and g Fig. 12. Relationship between t1 and Rev

12 L. Dong et al.
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Abstract. As experimenting with energy-aware techniques on large-
scale production infrastructure is prohibitive, several traffic-engineering
strategies have been evaluated using discrete-event simulation. The
present work discusses (i) challenges towards building testbeds that
allow researchers and practitioners to validate and evaluate the perfor-
mance of energy-aware traffic-engineering strategies and (ii) requirements
when porting simulations to testbeds. We discuss a proof-of-concept plat-
form and an application that use and provide Software-Defined Network
(SDN) services created on the Open Network Operating System (ONOS)
to validate previously proposed energy-aware traffic engineering strate-
gies. We detail the platform and illustrate how it has been used for
performance evaluation.

1 Introduction

Advances in network and computing technologies have enabled a multitude of
services — e.g. those used for big-data analysis, stream processing, video stream-
ing, and Internet of Things (IoT) [1] — that are hosted at one or multiple data
centres often interconnected by high-speed optical networks. Many of these ser-
vices follow business models such as cloud computing [2], which allows a customer
to rent resources from a cloud and pay only for what is consumed. Although these
models are flexible and benefit from economies of scale, the increasing amount
of data transferred over the network requires continuous expansion of installed
capacity in order to handle peak demands. Existing work argues that the amount
of electricity consumed by network infrastructure can become a bottleneck and
further limit the Internet growth [3].

Given that high performance wired networks are seldom fully utilised, many
organisations attempt to curb their energy consumption by reducing the number
of resources that are made available during off-peak periods. Several technologies
have been employed generally resulting in overall lower energy use; e.g. putting
resources into low power consumption modes [4], adapting links’ data trans-
mission rates [5,6], and grouping and transferring packets in bursts [7]. Traffic
engineering [8], initially conceived to enable quality of service and service differ-
entiation, has been investigated as a network-wide approach to improve energy
efficiency by, for instance, redirecting traffic and freeing network links that are
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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henceforth put into low power consumption modes [9,10]. The already difficult
traffic-engineering problem of optimising the use of network resources becomes
even more challenging when considering energy efficiency.

To simplify configuration and management operations, traffic-engineering
schemes are increasingly relying on SDN as it separates control and data planes
thus providing a centralised view of (i) the network topology, (ii) running appli-
cations and, (iii) traffic demands; which are important requirements to program a
network and change its topology according to traffic conditions. In previous work
[10,11], we investigated SDN enabled traffic engineering to redirect data flows
and reduce energy consumption. The proposed techniques have been evaluated
using a discrete-event simulation tool [12] since experimenting with production
networks is rarely possible. Although very promising results have been obtained,
there is always a need for designing proofs of concept that help evaluating the
performance of energy-aware traffic-engineering techniques that support find-
ings of simulations and eliminate undesired biases that may have resulted from
simplifying the evaluated scenario.

This work describes challenges and requirements towards building testbeds
for evaluating energy-aware traffic engineering strategies and porting simulations
to such testbeds as SDN services. We discuss the design and implementation of
an SDN application that uses segment-routing and energy-aware algorithms to
redirect flows in backbone networks and free certain links [10]. We describe how
a custom platform termed as GrEen Traffic engineering testBed (GETB) is used
for evaluating the proposed strategies.

The rest of this paper is organised as follows. Section 2 discusses energy-
aware traffic engineering, requirements for platforms used for evaluation and
SDNs. The testbed used for building proofs of concept is presented in Sect. 3.
The SDN application developed for validating and evaluating the performance
of the traffic-engineering strategies, its life cycle and results are described in
Sect. 4. Section 5 discusses related work and Sect. 6 concludes the paper.

2 Energy-Aware Traffic Engineering and SDNs

Internet traffic engineering deals with issues of performance evaluation, optimi-
sation, and deployment of technology for measuring, characterising, modelling
and controlling network traffic. One of its goals is to control and optimise the
routing function, to steer traffic through the network in an effective way [8], gen-
erally to provide Quality of Service (QoS) and efficient use of network resources.
Over the years, interest has grown on applying traffic engineering as a network-
wide technique to improve the energy efficiency of network resources [9,13,14];
such efforts are hereafter termed simply as Green Traffic Engineering (GreenTE).
Although obtained results are promising, much of the work remains based on
numerical analyses and simulation. By attempting to validate our findings using
a real testbed, we identified certain GreenTE requirements that experimental
platforms should provide, some of which are summarised in Table 1.

The requirements are grouped in hardware resources, information about traf-
fic, energy-optimisation mechanisms, protocols for enabling traffic engineering,
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Table 1. GreenTE requirements and commonly adopted approaches.

GreenTE requirements How requirements are tackled by solutions

Simulation Testbeds

Hardware resources Simplified and approximate

software abstractions of

hardware, energy

consumption, access time to

resources

Often real equipments running

in a controlled environment

Traffic information Commonly assumed that

information about flows can

be gathered without

perturbing the network;

centrally available

Monitoring protocols coexist

with other network functions,

excessive monitoring can

impact normal traffic when

sharing network resources

Energy-optimisation

mechanisms (e.g. Link/port

switch on/off, Adaptive Link

Rate (ALR), Low Power Idle

(LPI))

Simplified models,

assumptions made when

implementing support on

simulators, parameter details

not always available

Actual ALR and LPI,

simulated or actual link/port

switch off/on

Network protocols (e.g.

MPLS-TE, RSVP, SPRING,

OpenFlow)

Partial implementation of

evaluated schemes, often

relying on lower-level

protocols that present already

approximate behaviour

Normally complete protocol

stack, presence of side-effects

that may be neglected by

simulation tools

Management and control Commonly assumed that the

overhead of configuration and

control is negligible

Either dedicated infrastructure

allocated to management or it

shares resources used by

normal traffic; overhead can be

measured

Monitoring of power

consumption and performance

evaluation

Monitoring is performed by

gathering stats derived from

consumption models

Use of managed PDUs,

wattmeters for measuring the

consumption of power lines,

infrastructure for gathering

energy consumption stats

management and control, and measurement of power consumption and perfor-
mance evaluation. Ideally, modelling and simulation should reflect the behaviour
of a real system, but Table 1 provides some assumptions and simplifications found
in literature and how they could be circumvented by using an actual testbed.
Whilst some elements may look obvious, it is important to notice that testbeds
and actual measurements of performance and energy-consumption can elimi-
nate undesirable biases introduced during modelling and can reveal side-effects
of solutions not captured during simulations.

Moreover, one of the important requirements of traffic-engineering com-
prises the ability to gather information about the state of the network, the
needs of applications, and configure the behaviour of network resources to steer
flows accordingly. Such functions, embedded into data and control planes, were
traditionally performed in a decentralised manner, but more recently many
traffic-engineering schemes have considered the centralisation of control func-
tions enabled by technologies such as SDNs. SDN separates control and data
planes, which in practical terms means that network devices can perform tasks
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Fig. 1. ONOS intent framework.

that ensure data forwarding (i.e. the data plane) whereas management activities
(i.e. the control plane) are factored out and placed at a central entity termed as
SDN controller. SDN has evolved from several technologies, such as OpenFlow,
which aim to provide a remote controller with the power to modify the behav-
iour of network devices via well-defined forwarding instructions. Effort has been
made towards standardising the interface between controller and the data plane,
generally termed as southbound API, and the manner the controller exposes
network programmability features to applications, commonly called northbound
API.

SDNs simplify many of the traffic-engineering requirements on gathering traf-
fic information, performing management and control. As described in the next
section, we use ONOS, an initiative to build an SDN controller that relies on
open-source software components, provides northbound abstractions, and has
southbound interfaces to handle OpenFlow capable and legacy devices [15]. In
addition to a distributed core that enables control functions to be executed
by a cluster of servers, ONOS provides two interesting northbound abstrac-
tions, namely the Intent Framework and the Global Network View. The intent
framework, depicted in Fig. 1, allows an application to request a network service
without knowledge of how the service is performed. An intent manifested by an
application is converted into a series of rules and actions that are applied to
network equipments. An example of intent is setting up an optical path between
switches A and B with amount C of bandwidth. The global network view, as
the name implies, provides an application with a view of the network and APIs
to program it. The application can treat the view as a graph and perform sev-
eral tasks such as finding shortest paths that are crucial to traffic engineering.
ONOS provides an application that partially implements SPRING, a framework
to enable segment routing currently being standardised by IETF1. SPRING pro-

1 Source Packet Routing in Networking – Working Group
https://tools.ietf.org/wg/spring/.

https://tools.ietf.org/wg/spring/
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vides features for traffic engineering as it enables an application to specify paths
for data flows while avoiding certain network links.

3 GrEen Traffic Engineering TestBed (GETB)

This section describes GETB and how it is used to evaluate energy-aware traffic
engineering strategies. Figure 2 illustrates the platform and its main components,
depicting the deployment of a set of switches, an SDN controller and applications.
The platform comprises components that are common to other infrastructure set
up for networking research [16–18]. Moreover, we attempt to employ software
used at the Grid5000 testbed [19]2 to which we intend to integrate the platform.

To use the platform, a user requests: a slice or set of cluster nodes to be used
by an application, as virtual switches, or serving as traffic sources and sinks; the
OS image to be deployed; and the network topology to be used (step 1). We
crafted several OS images so that nodes can be configured as SDN controllers
and OpenFlow software switches, as discussed later. A bare-metal deployment
system copies the OS images to the nodes and configures them accordingly [20],
whereas a Python application sets up VLANs and ports of the optical switches
in order to form the user-specified network topology.

Once the nodes and network topology are configured, a user deploys her
application (step 2 in Fig. 2). All cluster nodes are connected to enclosure Power
Distribution Units (ePDUs)3 that monitor the power consumption of individual
sockets [21]. The information on power consumption can be used to evaluate the
efficiency of an SDN technique (step 3). The data plane comprises two types of
OpenFlow switches, namely software-based and hardware-assisted. The former

Fig. 2. Overview of the GETB platform.

2 https://www.grid5000.fr.
3 http://www.eaton.com/Eaton/index.htm.

https://www.grid5000.fr
http://www.eaton.com/Eaton/index.htm
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consists of vanilla Open vSwitch (OVS) [22], whereas the latter OVS offloads
certain OpenFlow functionalities to NetFPGA cards [23] 4. We use a custom
OpenFlow implementation for NetFPGAs initially provided by the Universität
Paderborn (UPB) [24] that performs certain OpenFlow functions in the card;
e.g. flow tables, packet matching against tables, and forwarding.

A NetFPGA card, programmed by default to assist the custom OVS, can
allow for other implementations. The current platform comprises ten servers, of
which five are equipped with NetFPGA cards and the rest have 10Gbps Ethernet
cards with 2 SPF+ ports each and multiple 1Gbps Ethernet ports. The servers
are interconnected by both a Dell N4032F optical switch and a Dell N2024
Ethernet switch, which enable testing multiple network topologies.

The infrastructure and the use of ONOS satisfy some requirements of energy-
aware traffic engineering namely providing actual hardware, allowing for traffic
information to be gathered, using actual network protocols, enabling the over-
head of control and management to be measured, and monitoring the power
consumption of equipments. Some energy-optimisation mechanisms, however,
are still emulated, such as switching off/on individual switch ports. Although the
IP cores of the Ethernet hardware used in the NetFPGA cards enable changing
the state of certain components, such as switching off transceivers, that would
require a complete redesign of the employed OpenFlow implementation. It has
been therefore left for future work.

4 Segment-Routing Service

Our strategies for routing data flows so that underutilised links can be freed
and powered off [10] stem from the observation that networks are seldom
highly utilised, and that most traffic often follows diurnal and weekly patterns.
The SPRING framework is used because unlike MultiProtocol Label Switch-
ing (MPLS)-TE, link and switch IDs, called Segment Identifiers (SIDs) under
SPRING, are global within an autonomous domain, hence allowing for source-
routing. At an ingress router a flow can be classified and steered through a given
path. This section describes the service life cycle and discusses issues that the
testbed enables us to identify and investigate.

4.1 Service Life Cycle

The service, which is a custom version of ONOS segment-routing application,
uses a series of ONOS components, including its topology information, flow-rule
services, and traffic flow objectives. As shown in Fig. 3, when first launched, a
service Manager triggers the creation of remaining components. The energy-
aware module, which comprises the proposed traffic-engineering algorithms, reg-
isters a flow-rule listener in order to measure flow and link utilisations. The
configuration component loads a file that specifies how switches are connected

4 http://netfpga.org/site/#/systems/3netfpga-10g/details/.

http://netfpga.org/site/#/systems/3netfpga-10g/details/
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Fig. 3. Start phase of the segment-routing application.

to local networks; information which is then augmented by a topology discovery
process. Once the topology is updated, default shortest-path rules are created
to guarantee that hosts from a network connected to a switch can reach hosts
linked to another switch. A rule consists of a forwarding objective comprising a
traffic selector and a treatment. Selectors and treatments result in sets of Open-
Flow instructions that are passed to the switches. MPLS push/pop forwarding
objectives are created for switches that do not have ports in the source and des-
tination segments — i.e. are neither ingress nor egress switches — and normal
IP forwarding objectives are built otherwise. While the service is running, the
energy-aware module is notified about changes in topology as well as link util-
isation, and periodically evaluates whether there are links to switch off/on. If
changes in the link availability are required, the energy-aware module requests
a flow-rule update to the Flow-Rule Population module.

4.2 GreenTE Issues

Although switching off underused links can be effective from an energy efficiency
perspective, sudden bursts in traffic can lead to congestion, hence requiring off
links to be made available. In our previous work [11], we proposed algorithms
that can react rapidly to traffic bursts by switching links back on when traffic
increases. Performance evaluation using discrete-event simulation and UDP-like
traffic has shown that the approach can react to traffic bursts without incurring
considerable packet loss. It is assumed, however, that the SDN controller can
gather the information on link utilisation from switches every second and that
a decision on switching a link on can be made and enforced quickly.

We performed a simple test and measured the time taken for a controller
to decide on switching on a link. A small network topology was considered as
depicted in Fig. 4, which also shows the ONOS graphical interface and a data
flow (green lines). The network starts with only a spanning tree turned on and
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Fig. 4. ONOS GUI showing a data flow avoiding the shortest path.

a TCP flow is injected nearly exceeding the utilisation threshold, above which
the controller decides to turn on more links to handle congestion. A second flow
is injected, thus exceeding the threshold and forcing the controller to switch
links on; we measure the time from flow injection to a switch-on decision. In the
simulation, the decision takes on average 1.075 s, with most of the time spent
gathering information on link utilisation. In the testbed, the time is on average
20% higher than on simulation.

Other issues that we are investigating concern the stability of the algorithms
and the impact of traffic re-routing on TCP flows. Unlike traditional networks
where changes in link availability are sporadic, under GreenTE frequent changes
can become the rule. Re-routing TCP flows, however, can lead to serious per-
formance degradation due to segments arriving out of order, which can in turn
result in multiple duplicate ACKs and trigger the TCP congestion algorithms
at the source. We are evaluating how often such conditions can emerge and
investigating mechanisms to handle them.

5 Related Work

Several solutions have been proposed to make networks more energy efficient,
comprising improvements in used materials, encoding and decoding techniques,
power efficient transceivers and other network equipments. Whilst our algorithms
can benefit from improvements in hardware and transmission, we focus on tech-
niques that operate at the routing level. In this area, solutions range from putting
network interfaces into sleep mode [4] to increasing idle periods of certain links
by changing flow paths [9]. A detailed review of the state of the art on this topic
is presented in previous work [10].

In the present work, we focused on describing the importance of a platform to
evaluate energy-aware traffic-engineering algorithms. Infrastructure for research
and development of distributed systems have been established over the years
[19,25,26], including platforms for SDN solutions [27] and SDN testbeds [16–
18,28]. Our approach has many similarities with previously described platforms,
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but we focus on providing an infrastructure that can be used for evaluating both
SDN-based solutions and their energy efficiency.

6 Conclusions

This paper discussed an SDN platform for validating and evaluating energy-
aware traffic-engineering algorithms. We presented an SDN application that
uses segment routing to reroute traffic, and free certain network links that can
be switched off. We illustrated the use of the testbed and discussed challenges
on improving the stability of routing algorithms and TCP flows on networks
employing GreenTE mechanisms.

Acknowledgments. This work is financially supported by the CHIST-ERA STAR
project [29].
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Abstract. Since the current SDN southbound interface level is low and pro-
gramming situation is complex, it requires a high-level abstract programming
language to simplify programming. First, this paper improves the NetCore
programming language to generate NetCore-M language, so that it can support
deployment of multi-policies combination including packet drop action. This
paper describes in detail the syntax, semanteme, and implementation of
NetCore-M language. Secondly, this paper describes the network policy conflict
systematically and solves it. Finally, this paper shows that the modified
multi-policies combination algorithm can effectively detect and prompt policies
conflicts based on the implementation of the Pyretic project.

Keywords: Policy combination � Conflict detection � SDN � Pyretic

1 Introduction

Compared with the traditional network [1–3], Software Defined Network (SDN) [6] is
a new type of network architecture whose goal is to simplify network control and
management with the programmability of the network leading innovation.
Despite SDN uses open, standard interfaces such as ForCES [4], OpenFlow [5] to
replace the private configuration commands of different equipment suppliers to sim-
plify the network configuration task. A high-level programming language for SDN is
very necessary.

There are several kinds of high-level programming languages for SDN, such as
Frenetic [12], Pyretic [9], NetCore [7], Procera [13]. NetCore is a programming policy
language based on Frenetic. Our study is based on NetCore.

NetCore policy combination algorithm only takes the forwarding operation into
consideration. The conflict between policies hasn’t been solved yet. Therefore, this
paper modifies NetCore language to support forwarding and packet drop, and then
proposes NetCore-M policy combination algorithm to achieve the conflict detection of
policies combination in order to make the algorithm adapt to more complex pro-
gramming environment.

The main part of this paper is divided into seven sections: The Sect. 2 analyzes the
related research of network programming language in SDN. The Sect. 3 introduces the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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improved NetCore-M programming language, syntax and forms. The Sect. 4 intro-
duces the policy conflict problems in policy combination algorithm. In the Sect. 5, we
give a verification experiment to show the results of the policy combination and the
policy conflict. The Sect. 6 summarizes the paper.

2 Related Work

Researchers have developed a number of high-level network programming languages
for SDN to hide the complexity of SDN programming (Table 1).

Frenetic is a policy language based on the Ocaml [14] programming language.
Frenetic languages can be classified into two sub-language, one is network policy
management library which process packet forwarding based on FRP [15] and the other
is a declarative SQL language for the network status inquiry.

Pyretic language uses the policy as a function and packets as input and output
variables. Packets can be processed in the form of the parallel or sequential combi-
nation. Later versions of Pyretic is Kinetic [8] which supports combinations of several
consecutive service functions in series and parallel connections. It achieves the function
of simple static service chains.

NetCore is a policy language developed on the basis of Frenetic with more
expressive syntax than that of Frenetic. Besides, NetCore can use arbitrary functions to
process packets with more flexibilities. In addition, NetCore contains a minimalist
inquiry formula language which can be used to analyze the flow.

These four languages have a common feature which is transforming a few abstract
high-level policies into numerous and complicated OpenFlow [10] commands with the
cooperation of the NOX/POX controllers.

3 NetCore-M Programming Language

This paper modifies the NetCore policy combination algorithm and, adds the action of
packet drop and detects the policy conflict. It also proposes the policy conflict detection
mechanism and the policy option scheme based on the priority compromise policy
options.

Table 1. High-level network programming languages

Languages Controllers Actions The Operation model

Frenetic NOX Forwarding Parallel model
Pyretic POX Forwarding, Packet Drop Parallel model, Serial model
Kinetic POX Forwarding, Packet Drop Parallel model, Serial model
NetCore NOX Forwarding, Packet Drop Parallel model, Serial model
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3.1 Formal Syntax and Semantics of NetCore-M Programming
Language

In this section, we will modify the NetCore language [7] as NetCore-M, to describe the
policy services including language syntax, semanteme, and the description of the
achievement.

We continue to use the basic syntax and semanteme [7] of NetCore and extend the
packet drop action D to the original syntax of the action set A, so that the policy can
support packet drop. Thus the following syntactic definition is added.

NetCore-M contains two parts including predicate and policy. The predicate
describes a set of packets that policy is interested in, and the policy specifies the way to
handle packet sets. Figure 1 shows the improved formal syntax of predicate and policy.

Two types of action sets can’t work together in the same packet, so the current
policy contains two basic forms, namely, e ! S and e ! D. When the packet is
matching predicate policy in the policy, the packet will implement the attached action.

3.2 The Description of Policy Semanteme

Policy is a priority list composed of priority, mode and action list [11]. The Policy
Compiler is the core component of network policy service. Policy combination and
policy conflict detection will be implemented in the Policy Compiler.

The classification table ~r is composed of sequence rules rðr1; . . .; ri; . . .; rnÞ.
Switches process packets based on the information provided by the rules. Each rule
consists of a mode Z and an action list a. The order of the rule in the sequence
represents the priority while the priority of the rule is lower than the rules on the left
side and higher than the rules on the right side.

Functions of rule model are that if the packet p can match the z model of the rule ri,
packet will implement action a according to the description of rule.

The operation semanteme of the policy compiler and switch is shown in action list
which can be expressed as the three cases in the Table 2.

Fig. 1. The improved formal syntax

Table 2. The actions of rules

Symbol Meaning

S Forward packets to each switch of set S
X Forward packets to controllers

(Empty) Drop packets
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We will describe operation semanteme of the compiler and the switch by the
molecular machine [16] as same as NetCore used to. The definition of the relevant
symbols of the molecular machine is shown in Fig. 2.

As shown in Fig. 2(b), the operational semanteme is given in the form of derivation
rules. The switch molecules Sðsj~rÞ in the figure contain switch s in classification table r.
The transport molecules TðsjpÞ represent packet p on the way to switch s; the assistant
molecules HðsjpÞ indicate switch s send a requests to the controller for help on how to
process the packet p.

E-SWITCHPROCESS is utilized when matching rules of packets have no “sent to
the controller” action TðsjpÞforward S; pð Þ. The molecular machine will remove and
then it will determine whether use the function according to the rules of the specific
action list. If matching rules of the packet contain “sent to the controller” action, then
E-SWITCHHELP is utilized and a help request of switch structure is sent to the
controller. In this process, the molecular machine will remove processed transport
molecules, and then use function forhelp X; pð Þ to generate assistant molecules.

The derivation rule E-CONTROLLER describes the way controllers use compiler
to compile policy classification table and the means to issue and update switch.

3.3 Compilation Process of Forwarding Policy Services

The compilation process of the policies can be divided into two steps, namely, the
policy intermediate form and the classification tablet of policy intermediate form. The
previous step can be further subdivided into the following steps:

(1) Detection and resolution of policy combination.
(2) Detection and resolution of predicate combination.
(3) Predicate compiles to predicate intermediate form.
(4) The combination of predicate intermediate form.
(5) Predicate intermediate form compiles to policy intermediate form.

(a)  (b) 

Fig. 2. The molecular machine, (a) & (b)
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(6) Policy conflict detection.
(7) The combination of policy intermediate form.

The whole procedure is carried out in sequence, and the result of the last step is the
input of the next step.

We define the intermediate form of syntax as follows in order to discuss policy
conflicts in an easier way.

Boolean value b ::¼ True jFalse
Switch level matching mode z ::¼ h1 : w

!� � ^ . . . ^ ðhn : w!Þ
Predicate intermediate form p ::¼ e : z : bh i
Policy intermediate form q :: ¼ e : z : Ah i
Predicate intermediate form contains three values: sequence predicate e, sequence

mode z (i.e., regular mode), and Boolean value b.
The sequence predicate e and the sequence model z have different expression form,

but they contain the same semanteme. The sequence predicate is patterned with header
h and vector ~w.

In the same tuple of intermediate forms, sequence model z is representation of bit
vector of predicate sequences e. When the model z1 can match the packet set is a subset
of sets which z2 matches, it is denoted as z1 Y z2. We can give a slight extension of the
symbol ⊑ which makes pY z2 mean that packet p can match the mode z.

Boolean value b represents the way to process packet set defined by the ordinary
predicates. Policy intermediate form e : z : Ah i is similar to predicate intermediate
form, among them, A represents the action set.

3.4 Compilation and Combination Algorithm of Predicate and Policy

Figure 3(a) shows the formal description of predicate compilation and combination
algorithm.

(a) (b) 

Fig. 3. The compilation and combination algorithm
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T s; eð Þ¼Q
i
ei : zi : bi indicates the sequence of predicate intermediate form is

compiled by original predicate e. Among the sequences, the i-th tuple is marked as
ðT s; eð ÞÞi ¼ ei : zi : bi. The first equation in Fig. 3(a) shows that the compiler will
compile original predicate h : ~w into a sequence of intermediate form tuple containing
with two predicates. The first tuple in the sequence h : ~wð Þ : Oðh : ~wÞ : Trueh i con-
tains model which is generated by compilation oracle.

For intersection operation of predicates, predicates should be compiled in advance.
And we have tuple members of the predicate e and tuple members of e

0
intersection

combination operation. All of the operation results such as hei \ e
0
j : zi u z

0
j : bi ^ b

0
ji

constitute of e\ e
0
: If a packet match zi which comes from e, as well as z0j which comes

from e0, and finally the packet will match the sequence model is zi u z0j.
For the predicate “and” operation e[ e0, the compilation process is similar to the

compilation process of e\ e0. What we should focus on is the combination of sequence
predicates and sequence model also remains intersection operation.

For the predicate “not” operation :e, the compilation results is the negation of
Boolean values of the intermediate form.

Figure 3(b) resents a description of policy compilation and combination algorithm.
Function T(s,s) describes the process of policy compiling to the policy intermediate

form, and C s; sð Þ corresponds to the process of policy intermediate form generating
classification table.

If we want to compile a basic policy e ! A, firstly the compiler need to compile
predicate e to generate predicates intermediate sequence, and then add actions for each
predicate intermediate tuple in order to generate policy intermediate forms tuples which
additional actions are determined by the values bi of ei : zi : bih i. There are two kinds
of situations, if bi is true, the additional action is A, as ei : zi : Ah i; if bi is false, the
additional action is ;, as ei : zi : ;h i. There is different between the action of predicate
intermediate tuples and the action of the classification table, so it requires function
C s; sð Þ for further conversion.

For policy combination s[ s0, the compilation process is similar to it of predicate
“and” operation. The difference is the operation bi ^ b

0
j of the Boolean value is replaced

by action set operation Ai [A
0
j.

Because of policy conflicts, we must conduct conflict detection after packets pro-
cessing action is added to predicate intermediate form and before the action combine
into policy intermediate form. The specific issues of policy conflict will be introduced
in Sect. 4.

4 Policy Conflicts

This section gives further discussions in the policy conflicts.
We divided policy action into two categories including the set of forwarding and set

of packet drop. A packet will never implement packet drop and forwarding operations
at the same time. Therefore, policy conflicts can be defined as following:
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Define 1 (policy conflict). There is intersection in the packet sets of different policy
predicate definitions and the actions of forwarding and packet drop exist in the
intersection.

We obtained five cases which are shown in Fig. 4.

As shown in Fig. 4(c) and (e) describe the existence of policy conflicts, Fig. 4(a)
(b) and (d) describe cases of no conflict.

As mentioned above, if there is a conflict, you can choose the appropriate conflict
policy considering the functions of the policy and the scope of the intersection in order
to implement the maximization of the semantics of the policy.

If the conflict in case of Fig. 4(c) occurs, it indicates that the conflict occurs in the
local scope of the two policies. It is the time we further analyze the influence of the
scope of the conflict to compromise policy. If the scope of conflicts have little impact
on compromise policy, we can make compromise policy valid outside the scope of the
conflicts. If the scope of conflicts have much impact on compromise policy, then the
compromise policy must be completely removed.

If a conflict in Fig. 4(e) occurs, it indicates there is a comprehensive conflict policy.
At this point, if the local conflict policy is chosen as a compromise policy, we do
further analysis by the above method. If comprehensive conflict policy is chosen as a
compromise policy, it can be completely removed.

The method is to set the conflict scope set C during the policy combination process
and make the operation under the following conditions:

if ei \ e
0
j 6¼ ; andAi [A

0
j ¼ S;Df g then C [ ei \ e

0
j

� �
!assignC

if C ¼ ;; no conflict
if C ¼ e; completely conflict in s
if C ¼ e

0
; completely conflict in s

0

if C�e; partly conflict in s

if C�e
0
; partly conflict in s

0

Fig. 4. Relationship between policies
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Obviously, the necessary and sufficient conditions for conflicts in form can be
expressed as C 6¼ ;.

If the local conflicts compromise policy is required to be valid outside the scope of
the conflict in the process of policy combination, we can replace D or S to ; in
accordance with the priority policy. Therefore, we get the following forms.

Among them, P Aið Þ represents the priority of the corresponding actions attached in
policies.

5 Experiments of Policy Combination Algorithm

Pyretic project and NetCore project share similarities in contents, Therefore, this sec-
tion chooses the Pyretic project as the experimental platform to test the policy com-
bination algorithm.

5.1 Experimental Environment

In order to test the effects of policy combination, this study builds an OpenFlow
(OpenFlow version 1.1. 0) & SDN network test platform based on Mininet and POX
controller, and the test platform runs under Linux.

At the beginning of the experiment, firstly we need to implement the shell script /
pyretic/mininet.sh to start up Mininet and build the network topology as shown in
Fig. 5.

The topology uses two Mininet simulation hosts (h1 and h2) as well as an Open-
Flow switch, and IP of the two hosts are 10.0.0.1 and 10.0.0.2, respectively.

Fig. 5. The experimental topology
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Then Pyretic project is inputted into integrated development environment
PyCharm.

In the condition without any policy applications, host h1 and host h2 are connected
physically but they are logically disconnected. Set the host h1 and h2 connected with
the policies as follow, Fig. 6.

The function of this policy is to forward the packet of destination IP address
10.0.0.1 to interface 1 and to forward the packet of destination IP address 10.0.0.2 to
interface 2. After the application of the policy, the result was shown in Fig. 7. It shows
that the two hosts have been successfully connected physically and logically so that the
experimental environment has been successfully completed.

5.2 The Experiment of Policy Conflict

The result of policy conflict as following Fig. 8.

The policy adds actions of forwarding and packet dropping to packets of destination
IP address 10.0.0.1. According to the definition of conflict in Sect. 4, the modified
policy generates to policy conflicts. After the policy is implemented, the result was
shown in Fig. 9.

Fig. 6. The policy of connection

Fig. 7. Connected policy application results

Fig. 8. Policy conflict sample
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The results indicates that the function of sub-policy “match (dstip = ‘10.0.0.1’)
>> drop” was not achieved and has no prompt.

According to the discussion of the policy conflict in Sect. 4, policy conflicts can not
be resolved but can be detected. Therefore, this study adds the detection of policy
conflict and prompt mechanism to the policy combination algorithm in Pyretic projects.
After the policy is utilized in the modified Pyretic project, the results was shown in
Fig. 10.

5.3 Summary

This part carries out a policy conflict test. The policy conflict test shows that the
modified policy combination algorithm can effectively detect the conflict as well as
prompt.

6 The Summary and Prospect

This paper improves the original NetCore programming language. The design of policy
combination algorithm in this paper mainly refers to the policy combination algorithm
in the operation of NetCore system. And on this basis, we added the action of packet
drop to switches. We propose the detection and resolution project after occurrences of
the policy conflict. Finally in order to verify whether the policy combination algorithm
can effectively detect and prompt policy conflict, we implement relevant experiences to
testify the effect of the algorithm based on the Pyretic project.

This paper studies and analyzes on the policy management of the controller, but
due to the limited time and proficiency, the following aspects need to be improved.

(1) We neglect the analysis and comparison of the algorithm performance which will
be completed after the work of forwarding management subsystem is finished.

(2) The algorithm need to be experienced several complex situations and to find the
defects of it. We will finish these tasks in the future.

Fig. 9. The result of conflict policy application results

Fig. 10. Policy conflict prompt
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Abstract. This paper describes advanced capabilities that were
deployed recently in the ExoGENI testbed to offer increased flexibil-
ity in provisioning, modifying, and recovering the topologies and the
configuration settings of the virtual systems, or slices, in which exper-
iments are run. Using the analogy of building complex structures with
LEGO blocks, we envision an environment in which users arbitrarily
scale out, scale in, scale up, and scale down their topologies using vari-
ous modular constructs of compute, storage, and network resources. Por-
tions of topologies can be shut down and brought back up to support
resiliency, repeatability, migration, and other needs of the control soft-
ware or application. Distributed applications running inside of slices can
require programmatic control over the evolution of the topology as the
execution progresses. The introduced capabilities, slice modification and
slice recovery, are used either with the user GUI or through the program-
mable APIs. These new features expand the range and ease of options
available to cloud-control software and to application developers as they
test their designs at scale.

1 Introduction

The work that we present here endows researchers in networking and in distrib-
uted computing with flexible, efficient control over the scaling and configuration
of network topologies in real time. It represents a substantive improvement in
their ability to test the performance, scalability, and resiliency of the systems
under investigation. Our work equips networked applications that are deployed
inside and between data centers and clouds to operate more nimbly and robustly,
optimizing available compute, storage, and networking resources. These types of
requirements have been studied extensively as distributed application technolo-
gies and their uses have evolved [6,9,10].

Modern testbeds in networking and in distributed systems support virtual
machines (VM) and other virtualization mechanisms [12,13] not only to improve
usability and configurability but also to optimize resource utilization. Thus, they
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resemble the public clouds deployed by Amazon, RackSpace, and other com-
mercial providers. GENI, the federation of multiple testbeds, is consequently
evolving into a cloud-based infrastructure-as-a-service (IaaS) system suited to
real-world deployments of innovative distributed services and Future-Internet
architectures as well as to experimentation [5].

Individual virtual machines provide a great deal of flexibility in configuring
the performance attributes of individual compute nodes [14]. Allowing general-
ized manipulation of the topology interconnecting them, however, remains an
open challenge. The only exceptions are a few typical data-intensive or web-
service applications within a cloud in which the size of the worker server pool is
allowed to be adjusted [10]. The challenge is greater in the case of a large-scale
federated testbed system such as GENI, which includes multiple cloud sites
connected by multi-domain networks. Each topology-modification action may
involve modifying, provisioning, or releasing resources across multiple providers
and may require provisioning of inter-site networking.

GENI creates virtual topologies for users. Each topology is called a slice.
Individually configurable indivisible elements of slice topology are called slivers.
Slivers can be individual virtual machines, bare-metal nodes, or links acquired
from transit providers. Throughout this paper, we will use the term “slice”;
however, instead of “sliver”, we prefer reservation because we always associate
a start and an end time with each sliver.

In this paper, we address four types of topology-scaling, defined as follows:
(1) Scale up: increasing the size of a virtual cluster by adding more homoge-
neous nodes, or by raising the bandwidth of the network link in a slice; (2) Scale
down: decreasing the size of a virtual cluster by removing nodes, or by reduc-
ing the bandwidth of reserved network links in a slice; (3) Scale out: adding
new links, nodes, clusters, or third-party resources and linking them to existing
reservations; (4) Scale in: deleting existing links, nodes, clusters, or third-party
resources. We further define slice modification to be some form of topology scaling
associated with reservation term extension. Reservation extension is required to
ensure that the topology continues to exist after slice modification and to pre-
vent older reservations from expiring. Slice recovery allows the system to stop,
and then to restart, a slice while preserving its topology and resource accounting
in the IaaS control system.

We focus on the implementation of generalized slice-modification capabilities
in the ExoGENI testbed [3,7]. Since its inception seven years ago, ExoGENI has
become an ambitious multi-domain IaaS system that has evolved well beyond the
original design goal of a built-to-order virtual networking testbed. It is powered
by a suite of information models, topology abstractions, and embedding algo-
rithms, with resource-orchestration and -control software. It includes experimen-
tal tools that orchestrate a federation of independent cloud sites and networking
providers through their native IaaS interfaces [1,3]. Due to the architectural flex-
ibility of the ORCA [8,11] control software, ExoGENI continues to evolve. It now
possesses the comprehensive generalized topology-scaling capabilities described
here, which distinguish it from other similar testbeds.
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The remainder of the paper presents our major contributions in three parts.
In Sect. 2, we review the key components of ORCA, including system informa-
tion models, topology abstraction, inter-domain orchestration, and end-to-end
provisioning. We also describe the details of slice modification and recovery func-
tions. In Sect. 3, we demonstrate several use cases that benefit from these new
capabilities. Section 4 briefly states conclusions and ongoing work.

2 Slice Modification and Control Framework Design

In this section, we first motivate the slice-topology scaling with two typical
use cases in cloud application and networking experiments. We then explain
the technical challenges and the software enhancements that we added to the
ORCA control framework to enable the slice modification. Due to the modu-
lar nature and flexible resource-description mechanisms of ORCA, most of the
modifications were done outside of the ORCA core code, which handles such
basic functions as agent communication, state maintenance, and recovery. We
did modify the ORCA state machines, however, to support the sliver-modify
cycle, which is discussed later in this section.

2.1 Motivating Examples

Figure 1 shows two types of virtual clusters that are commonly requested by big-
data or tiered web-service applications. A virtual cluster request abstraction can
be represented as N (virtual) nodes connecting to a virtual root R via links with
bandwidth B as shown in Fig. 1(a). A more general representation is a virtual
oversubscribed cluster [4] as shown in Fig. 1(c). Here, N VMs are grouped in a
two-layered structure, where Vi is the virtual switch for connecting VMs in the
group Ci with intra-group and inter-group bandwidths B

′
i and Bi, respectively.

A cluster is expressed by NodeGroup abstraction in ExoGENI, which specifies a
group of VMs of identical configuration and connectivity.

The sizes and locations of the node groups are the most important scaling
factors affecting the performance. A simple virtual cluster can be scaled up by

Fig. 1. Virtual cluster topology scaling Fig. 2. General topology scaling
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adding more nodes, or scaled down by deleting the existing nodes, as shown
in Fig. 1(b). In this case, the entire cluster is embedded in a single cloud site.
The modification action reduces to attaching/deleting the NICs of the newly
added/deleted VMs to/from the broadcast link, which is a VLAN that is instan-
tiated in the site switch. The case becomes much more complex when an over-
subscribed virtual cluster consists of multiple sub-clusters that are embedded in
different cloud sites. As shown in Fig. 1(d), we call this type of modification a
scale-out, since the new sub-clusters are added from other sites. This mechanism
is enabled by an Exchange Domain [15] deployed in ExoGENI. It can create
multi-site broadcast domains to support large-scale distributed virtual clusters.

Figure 2 shows a sequence of modifications in a generic slice. The initial
request is for a simple bus topology of three network nodes, as shown in Fig. 2(a).
The topology is created in the testbed on an inter-site path (Link0 in Path0)
and on an intra-site path (Link1 in Path1); the manifest topology is shown in
Fig. 2(b). Next, modifications are made to the virtual topology, as shown in
Fig. 2(c). In the example, the system deleted both Path0 and Path1 (scale-in),
added a storage device to Node0, created a new link between Node2 and Node1,
and created another new path between Node0 and Node1 via a new node, Node3
(e.g., a router) (scale-out). The resulting topology is depicted in Fig. 2(d).

In addition to the basic topology-scaling performance, we can easily see the
value of topology modification in other important system studies. For example,
the option of adding or deleting arbitrary links in the virtual topology would be
very useful in studying fault tolerance or congestion-avoidance performance. Link
and node deletion can emulate network link or node failures and can be used to
exercise backup and rerouting strategies. The ability to add new components to
the topology, especially new types of resources (e.g., storage nodes on demand),
would yield significant benefits for distributed or big-data system designs.

2.2 Control Framework Support

We implemented slice modification in the ORCA control framework using exten-
sions to resource-control policies and substrate drivers, all pluggable components
in ORCA architecture. These modifications consisted of two parts. First, there
were modifications to ORCA core-state machines to support a variety of atomic
reservation modify operations. Examples of these include inserting new SSH keys
into a compute node, adding or removing network interfaces from a compute
node, and changing the bandwidth of a link. Second, we modified the control
plugins to help orchestrate slice modify operations as sequenced sets of operations
that created new reservations, removed or modified existing ones. This function
required reservation modifications to accommodate stitching or unstitching parts
of the slice. For instance, linking a new node to an existing node in the topology
(i.e., a scale-out) requires creating new link and node reservations as well as
modifying the reservation of the existing node to add a new network interface
attaching it to the new link, as shown in Fig. 2(d).

In this paper, we focus on the enhancements to ORCA that were created to
support slice modification. The sequencing of provisioning operations in ORCA
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is part of its core functionality and is described more fully in [2,3], while further
details of ExoGENI architecture and ORCA implementation can be found in [1]
and on the project website [7].

Fig. 3. ORCA information model and slice life-
cycle

A critical design principle
in ORCA is that of main-
taining provider autonomy, in
which substrate providers adver-
tise topology information and
resource counts at the desired
level of granularity and com-
mitment. This feature allows
providers to decide whether to
under - or oversubscribe their
resources and enables them to
maintain the privacy of their
internal topologies. The abstract
representations of provider topol-
ogy and resource levels are dele-
gated to a broker in the form of
resource pools of different types
(VLAN, VM, etc.) with associated constraints on total bandwidth, core counts,
available memory, and storage space.

An ORCA user agent called controller queries the broker in real time
for available resources, then constructs the inter-site topology from individual
abstractions. Next, it embeds the user topology request and generates individ-
ual resource reservations for different aggregate managers (AMs) representing
resource providers. These reservations are sent to the AMs to be redeemed for
actual resources, which are provisioned by the respective AMs.

Each AM has its own resource-control policy to account for available
resources. Each uses customized drivers to invoke APIs, which then provision
the resources, e.g., OpenStack nova for VM, or AL2S OSCARS for the dynamic
circuits over Internet2. The operation of ORCA actors is depicted in Fig. 3, with
red boxes showing the enhancements that were added to support the generalized
slice-modification capability.

Reservation Modify Support. The core of ORCA consists of three types of
distributed, autonomous ORCA actors that interact with each other to main-
tain reservation states. Each reservation passes through different states using
well defined state machine actions for each actor. Reservations are associated
with dictionaries of properties that describe their configurations according to
the type of each reservation. Providing support for slice modification required
that we first enable changes to slivers/reservations, allowing the controller logic
to combine such modifications with other reservation operations. We extended
the internal reservation-state machine to support new states for reservations
and introduced new inter-actor calls to communicate modification actions.
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Fig. 4. Extended ORCA state machine.

Modifying a reservation involves updating the dictionary of properties and invok-
ing a substrate-update task to implement those changes. For example, adding
a new network interface involves adding new properties that specify, e.g., its
MAC and IP addresses along with the VLAN tag to which it attaches. Then, a
substrate update task can be invoked, e.g., on OpenStack, to equip an existing
VM with a new interface that possesses the desired properties.

The new reservation states for each actor were designed to support progres-
sive modification of stored reservation properties, and had to be reconciled with
the existing state transitions. The state machine transitions on each of the three
types of ORCA actors are shown in Fig. 4. The area of the figure that is shaded
in green shows the extra states and transitions that were introduced to support
modification of reservations. We added a new “pending” reservation state called
ModifyingLease, shown as (M) in the figure. We also extended the ORCA man-
agement API, i.e., the API used by external entities to interface with the ORCA
core, to support calls from the controller for reservation modifications.

Stateful Slice Control. Conceptually, a slice is a resource container. It holds
a set of resource reservations (slivers) that are granted by the providers for a
specific term. We implemented the ORCA controller to maintain the current
state of the slice, including individual reservations and their respective topolo-
gies. The controller also sequences the generation of new reservations, removes
old reservations, and modifies existing reservations, all of which are steps in a
single slice modification. Each slice-modification request consists of a subgraph
that is either added or removed from the existing topology graph. Based on
this slice-modification request, the controller computes sets of reservations to be
added and to be removed, along with modification operations for existing affected
reservations. It sequences them properly using dependency tracking and submits
them to the ORCA core for execution. The standard ORCA core mechanisms
communicate among the various relevant actors, making sure that resources are
instantiated, deleted, or modified to reflect the new topology of the slice.
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Slice-modification requests are not idempotent. They are always based on
the latest slice-manifest document, reflecting the latest topology. Elements of
the slice have unique URL names in the manifest. To stitch new elements of the
slice these names are included in slice-modification requests as reference points
to be used in the attachment of new reservations to existing ones and in the
removal of existing reservations. Replaying a scale-up/out modification request
results in the generation of duplicate subgraphs that are added to the slice.

The dependency-tracking mechanism builds on previously described work [2].
To support slice modifications, we extended this mechanism to include a new
type of dependency. It is used in the initiation of reservation modifications only
after prerequisites have been fulfilled, e.g., after creating or removing a reser-
vation. The prerequisites may provide information that is needed to invoke the
reservation modification, such as the tag of a VLAN from which a node needs to
be disconnected because the associated link was removed. Originally, the track-
ing of dependencies supported only the sequencing of new reservation events.

Persistent Resource Models. ORCA is a complex distributed system with
many actors. Thus, it can experience a variety of failure modes. Recovery of state
is critical; the affected portion of the system must be able to resume its state
correctly and to proceed with its operation after a failure. ORCA recovery is
based on two different approaches, i.e., recovery of slice - or substrate topologies
and recovery of reservation states in other actors such as brokers and AMs. The
topology information models in ORCA are represented in Semantic Web RDF
and OWL models, which are implemented using the popular RDF library Jena.
Jena has a TDB component for persistent storage and query from the disk. We
implemented our slice-recovery function by using TDB to save all the substrate
information models at each actor and the slice models in the controller. When an
actor crashes or is shut down and restarted, it can invoke the recovery function to
restore its models from the latest committed state in the TDB store. The recov-
ery function automatically reconciles the actor’s information with the available
resource information acquired from the ORCA core, which has its own recov-
ery capability based on storing resource-accounting information in a relational
database. Once the recovery is complete, the actor resumes its operation.

2.3 Aggregate Manager Control

ExoGENI AMs control the physical substrate and instantiate resources requested
by the user via a controller. Addition and removal of network links require,
respectively, addition and removal of network interfaces to existing virtual
machines. This modification is handled by the AM.

Most compute aggregates in ExoGENI are individual hybrid Open-
Stack/xCAT clouds. ExoGENI uses a custom plugin to OpenStack networking
that supports dynamic addition and removal of Layer-2 networks as well as of
the corresponding network interfaces on existing virtual machines.
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2.4 User Tool and API

The Flukes GUI and the NDLLIB library are the two user interfaces to Exo-
GENI that support the new slice-modification features. The Flukes GUI has been
enhanced to support the different types of scaling behaviors described earlier.

The NDLLIB library provides a programmable interface to ExoGENI pro-
viding procedural interface to the controller API. The library consists of Java
classes and methods that simplify the generation and parsing of NDL requests
and manifests. The library uses an abstraction of Java objects to model slices and
resources within slice topologies, e.g., compute nodes, network links, and storage
nodes. Users can add, remove, and modify resources in this slice model. Then,
they can programmatically generate a NDL request and submit to ExoGENI
controller to instantiate new resources or to change existing resources.

3 Use Cases and Evaluation

Today, the ExoGENI testbed has some twenty cloud sites across the world, the
highest concentration of which is located in the U.S. Dynamic circuits must be
provisioned over, e.g., AL2S, the Exchange Domain, and regional networks to
provision slices over multiple sites. With this in mind, we first studied the scaling
performance of ExoGENI in provisioning virtual clusters scaling out to various
sites. Figure 5 shows a screenshot of the user interface in Flukes from this work.
The background view is the request for five sub-clusters of size 12 at different
sites, expressed in the simple virtual-cluster (VC) abstraction using the node
group. The front view is the manifest that shows the result, which is a slice
with the instantiated VMs interconnected to the virtual broadcast link in the
Exchange domain via five multi-domain dynamic paths.

Figure 6 shows the provisioning time of a VC with different numbers of nodes
in three scenarios. The VC is embedded, respectively, in one cloud site, in three
different sites, and in five different sites. The most important observation is that
the time increases with the number of sites involved. Examination of the provi-
sioning stages in more detail yields further insights: (1) There may be limited

Fig. 5. VC seen in Flukes
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Fig. 7. Original topology Fig. 8. Original manifest

Fig. 9. Delete links Fig. 10. Add links and nodes

resources available at a site, which affects results. For example, at the time of
the experiment, if only 52 cores (standard VM resources) are available at many
sites, VC size cannot be increased to 60. (2) If the entire VC is embedded in a
single site, the majority of provisioning time is spent in creating the VMs. For
example, when the VC size is 45, 75% of the time is used in VM creation in
the OpenStack rack, and most of the rest is spent by ORCA to generate the 45
ORCA reservations. (3) In the multiple-site case, the majority of provisioning
time is spent in configuring the network circuits, including the point-to-point
circuits in AL2S and the multi-point circuits in the Exchange domain. Due the
highly parallel configuration process in ORCA, VM creation occurs in parallel
with the creation of the circuits. In the 60-node five-site case, about 35% of the
time is spent on AL2S and 35% on exchange-domain configuration, whereas the
remaining 30% is spent in ORCA. Circuit-creation times increase in proportion
with the number of sites used, as more path computation and configuration are
needed. (4) ORCA computation time also rises in proportion with the number
of sites involved, as more path- and stitching computations are needed and as
the reservation-management load increases.

Next, we demonstrate the modification sequence for a general topology slice
with live screenshots from Flukes. The time-performance results (not shown) are
dominated by the path-provisioning time. Screenshots show that a slice can be
modified arbitrarily in unlimited steps, an example of the kind of capabilities
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inherent in the use of LEGO-like constructs to build complex structures with a
limited number of building-block types.

Specifically, Fig. 7 shows the original virtual topology request. Figure 8 shows
the manifest as the the slice is embedded in a single site. Next, certain links are
deleted, as is shown in Fig. 9. The last one (Fig. 10) shows the result of a series
of additions that include a new inter-rack path to a new node, a storage node,
and a stitching port linking to a facility outside the testbed.

4 Conclusions

The present paper describes the newly developed slice-modification capabilities
in the ExoGENI testbed with emphasis on the scaling of topologies. The under-
lying advanced control software architecture is focused on the federation of cloud
and network substrates. The enhancements presented here yield a comprehen-
sive, efficient IaaS system that gives users great flexibility in controlling and
programming the scales and topologies of virtual systems.

We are developing more powerful APIs and libraries that will utilize slice-
modification functions more fully, thus allowing users and applications to auto-
mate the scaling of virtual topologies.
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Abstract. Wireless sensor networks that support the mobility of nodes
are finding applications in different areas such as healthcare, elderly care,
and rehabilitation from total knee and hip replacement. However, these
application areas also require reliable and high throughput networks. Con-
sidering the high fluctuation of link quality during mobility, protocols
supporting mobile wireless sensor nodes should be rigorously tested to
ensure that they produce predictable outcomes. In this paper we present
a wireless sensor network testbed for carrying out repeated and repro-
ducible experiments, independent of the application or protocol types
which should be tested. The testbed consists of, among others, a server
side control station and a client side traffic flow controller which coordi-
nate inter- and intra-experiment activities. We fully implemented the test-
bed for the TinyOS and TelosB platforms. We employed Diddyborg robots
for emulating different types of movements in indoor and outdoor environ-
ments. The paper includes also an extensive evaluation of the testbed.

Keywords: Testbed · Mobility management · Experiment manage-
ment · Wireless sensor networks

1 Introduction

Wireless sensor networks which support the mobility of nodes are useful for differ-
ent applications. For example, in the healthcare domain, they have been proposed
to monitor patients with Parkinson Disease [9], gastroparesis [6], and asthma
[8]. As a result, there is an endeavour to integrate medical devices and make
them interact with existing wireless sensor platforms. For instance, the wire-
less mobility capsule integrating pH, pressure, and temperature sensors for the
diagnosis of gastroparesis has officially been approved by the US drug and food
administration since 2006; it has produced promising results and may replace
existing invasive and painful procedures (such as endoscopy) [4]. Similarly, there
are commercially available wireless electrocardiograms which can be integrated
with existing sensor platforms.

There are, however, some challenges associated with mobility, one of the
most significant challenges being the difficulty of maintaining link quality during
mobility. Independent experiments show that link quality quickly deteriorates
when nodes are mobile while communicating, resulting in high packet loss, drift,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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and jitter. This aspect particularly affects applications which require relatively
high throughput. Devices such as wireless electrocardiograms typically generate
data at tens of kilobits per second rate. While this in itself may not be high, if
other sensors such as 3D accelerometers and gyroscopes have to be sampled at
comparatively the same rate, then the aggregate data rate from a single node
can be high. Whereas the effect of mobility on link quality fluctuation has been
extensively studied in the context of cellular communications (owing, luckily, to
the ability of collecting ample statistics from a large number of users in different
settings and locations), investigation of link quality fluctuation in mobile wireless
sensor networks is a work in progress.

In this paper we propose a testbed for evaluating the effect of mobility in
wireless sensor networks. The testbed separates the concern of application devel-
opment from the evaluation of the application in different mobile scenarios. By
doing so, complex and reproducible experiments can be carried out to ensure
that the behaviors of applications are both reproducible and predictable. We
fully implemented the testbed for the TinyOS and TelosB platforms. Our mobile
nodes are carried by Diddyborg robots1, each of which is controlled by 6 power-
ful gear motors, so that the robots can be tasked to emulate different types of
movements in indoor as well as outdoor environments.

The remaining part of this paper is organized as follows: In Sect. 2, we review
related work and position our own work. In Sect. 3, we present the system archi-
tecture of our testbed. In Sect. 4, the performance of MobiLab is evaluated from
different perspectives. Finally, in Sect. 5, we give concluding remarks and outline
future work.

2 Related Work

Testbeds are intended to efficiently test wireless sensor networks before they are
actually deployed in real-world environments. Compared to the area or volume
an actual deployment occupies, testbeds are considerably compact, so that they
can be installed in labs or in areas which are easily accessible. This means, some
communication parameters are intentionally scaled and events can be deliber-
ately injected into the network to suit the test setting and to emulate actual
events. There are online testbeds which are available to the WSN research com-
munity, most of them establishing two types of networks. One of the networks is
the actual wireless link the characteristic of which is investigated and the other
network serves as a backbone, reliable network for collecting performance indi-
cator metrics. This network can be wireless (for example, a WLAN) or wired
(using USB hubs or serial interfaces). As far as the software architecture is con-
cerned, the existing testbeds also share similar aspects such as: (a) provision of
web-based infrastructure and experiment management services; and (b) function-
alities for dynamic reprogramming, specification, configuration, and execution
of experiments. Some of the testbeds employ robots [2,5,7] while others employ
toy trains [10] as mobile platforms, to which wireless sensor nodes are attached.
1 https://www.piborg.org/diddyborg.

https://www.piborg.org/diddyborg
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Besides providing mobility, the mobile platforms also serve as power suppliers
and node managers, through which new program images can be installed and
experiment procedures are controlled and managed.

Emulab [5] is perhaps the first publicly reachable mobility-enabled testbed for
WSNs experimentation. The testbed is deployed in an L-shaped area and consists
of (1) 25 Mica2 static nodes installed on the walls and ceiling of a building to
form a grid-like topology, (2) 6 mobile nodes attached to robotic platforms, which
can perform user-specific and accurate way-point walking models (according to
the authors, the position of the robots can be determined within 1 cm error, the
worst-case), (3) 6 cameras which are installed on the ceiling to track the robots,
and (4) additional 3 web-cams to provide live-monitoring. One of the limitations
of the testbed is the difficulty of influencing the movements of the robots during
experiment execution, because their movement pattern is predetermined and is
not accessible at runtime.

Kansei [3] is a testbed employing the same types of robots like Emulab to
support mobility, but it does not provide any positioning system. The testbed
uses five robots integrating TMote Sky nodes and Extreme Scale Mote (XSM).
These robots are deployed on top of a Plexiglas plane in which 210 XSMs and
TMote Sky nodes are arranged in a 15 × 14 grid bench-work. In addition to
the common functionalities the previous testbed provides, Kansei provides a
mechanism to inject events into individual nodes and gateways. Sensei-UU [7]
employs a Lego NXT robot as the mobile platform, on which a TelosB node
and a smartphone are attached. Its unique feature is employing WL-500GP
wireless access point as a control station to provide programming, experiment
monitoring, and data logging functionalities via a wireless channel. While it is
relatively easy to reproduce and repeat experiments with this testbed, it has
some drawbacks: (1) the robot requires the installation of tapes on the floor,
which limits the types of movement that can be imitated by the mobile platform
(i.e., undertaking different random movements is difficult); and 2) it is difficult
to support multiple mobile nodes at the same time.

SensLAB [2] and TrainSense [10] are two recently proposed testbeds for
mobile platforms. Both utilize toy trains as mobile platforms. Since the trains
run on tracks, which physically limit their motion, the testbeds are difficult to
extend. It is also difficult to introduce random walks into experiments. One of the
merits of these testbeds is their ability to provide better accuracy of localization
and control of mobility compared with the other mobile platforms.

3 Architecture of MobiLab

The main purpose and, therefore, contribution of our testbed is the flexible but
reproducible execution of complex experiments with wireless sensor networks in
which some of the nodes are mobile. The testbed enables users to upload their
own program image onto individual nodes and to specify experiment procedures
and the movement pattern of mobile robots independent of the types of appli-
cations the wireless sensor networks are supporting. To achieve these goals, our
testbed separates resource management into different concerns.
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3.1 Hardware Architecture

The hardware architecture consists of four modules: a control station, a wireless
sensor network, a node manager, and a backbone wireless channel. The control
station serves as the main interface between the user and the testbed. A group
of dedicated software services run in the control station to manage the testbed
resources and to control experiments. In the next subsection we provide a detail
description of the software architecture of the control station.

The wireless sensor network consists of three types of nodes: static relay
nodes, mobile nodes, and sniffer nodes. The sniffer nodes are special stationary
nodes used for monitoring the state of the wireless channel to obtain complemen-
tary information about experiment execution during debugging. By changing the
firmware, they can also serve as interference source. A node manager interfaces
a node with the control station. Each node manager (for our implementation we
use the raspberry Pi 2) is connected to a sensor node via a USB port. We use
a Wi-Fi ad hoc network as our backbone network because of its scalability and
flexibility.

3.2 Software Architecture

The control station is the most important module in MobiLab. It ensures that
the testbed as a whole functions as a unified system. It is through the control
station every program image or command is propagated to the wireless sensor
network. Figure 1 displays its software architecture, which consists of a user
interface, a resource management service, an experiment management service, a
data management service, and a data analysis service.

User Interface. MobiLab provides both a web-based and a command-line-
interface through which users can access the testbed and conduct experiments

Fig. 1. The software architecture of the control station.
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Table 1. Traffic flow control primitives.

Primitive Description

Configure Setup the application dependent parameters

Start Initiate the test round

Stop Notify finish of test round

Pause Suspend execution

Continue Resume execution

Terminate Stop execution permanently

remotely. Users can browse active nodes and their status, upload program images
into the wireless sensor network, and specify and manage experiment procedures
using experiment execution primitives we defined (to be discussed below).

Resource Management. MobiLab does not require a fixed infrastructure (a
specific network size or topology) to run experiments. The resource management
service is responsible for authorizing nodes to join the network and users to access
individual nodes; for managing binary images, and for ensuring proper program
installation. Moreover, the resource management service uploads and deletes
program images to and from nodes and controls versions. In it, a synchronization
daemon runs in the background to ensure that program images in the control
station and the node managers are consistent.

Experiment Management Service. The experiment management service
enables users to define and manage inter- and intra-experiment activities. As
regards management, users can initiate, interrupt, suspend, modify, and end
experiments at runtime by using experiment execution primitives (see Table 1).
The primitives enable users to configure interaction (transmission power, chan-
nel, partner nodes) and to specify communication durations, among others.
When an experiment procedure is submitted to it, the experiment management
service validates the procedure to ensure that it is executable, parse the proce-
dure to extract experiment parameters, translates the parameters into binary,
creates a control flow (execution sequence), and passes the control flow to the
execution manager. The execution manager is responsible for coordinating the
execution of an experiment procedure until it terminates. A virtual node man-
ager within the control station’s architecture creates a virtual representation
for each physical node. The aim is to hide differences in hardware architecture
between nodes from users and to provide common interfaces for accessing and
interacting with them.

Data Management and Analysis. Data management or logging is one of the
useful features of testbed frameworks. When an experiment is launched, MobiLab
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creates an instance of a data logging module which is then associated with the
communication agents of the corresponding virtual nodes. During experiment
execution, the physical nodes log the desired data locally and forward them to
their virtual node managers at the control station, which then stores the data
in a database. Alternatively performance indicators can be directly streamed to
virtual node managers as they are generated.

3.3 Node Manager

The software aspect of a node manager has three components, which are the local
server, a resource manager, and a traffic flow controller. A robot node manager
includes an extra module for managing mobility.

Local Server. Its main responsibility is managing the physical node and con-
trolling the proper execution of experiments. The server is logically connected
with the resource management service at the control station, thus it is able
to provide the functionalities for probing the sensor node, updating firmware;
it is also responsible for coordinating experiment control flows and commands
pertaining to the motion of a robot.

Traffic Flow Controller. The procedure of an experiment is first encoded
using the traffic primitives we specified in Table 1. By the time it reaches the
traffic flow controller at the node manager, it is translated into a sequence of
commands and parameters. The traffic flow controller is responsible for creating
a channel between the node manager and the physical node and for transmitting
the commands and parameters in their sequence and appropriate delay to the
physical node. It also channels the logged data from the physical node to the node
manager. The node managers are time synchronized with the control station at
the beginning of each run of an experiment. For a detailed description of the
Traffic Control Flow protocol, we refer the reader to [11].

Robot Controller. Different mobility models can be implemented and inte-
grated into the node manager a priori and an instance of a model can be loaded
when the robot controller is first instantiated. The parameters of this model can be
modified at runtime by using the experiment primitives in Table 1. Currently, we
are experimenting with straight line walking and the random waypoint model [1].

3.4 Sensor Node

Figure 2 (right side) illustrates the software architecture of a wireless sensor
node. Most relevant to this paper is the traffic flow control protocol middleware
(TFCP). The TFCP middleware is an application independent layer for man-
aging inter and intra-experiment activities. It is loosely coupled with the OS
layer, interacting with communication drivers by send and receive interfaces
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Fig. 2. An overview of the software architecture of the testbed from a single node
perspective: (Left) The software architecture of the node manager. (Right) The software
architecture of a sensor node.

Fig. 3. MobiLab deployment: A MobiLab robot carrying a wireless sensor node.

and exposing six interfaces to the higher layers (MAC, network and application
layers), so that users can setup experiment and application specific parameters
and control the execution steps of experiments. The data sampler and report
module locally collects and aggregates performance indicator metrics from rel-
evant layers and communicates them with the control station via the TFCP
middleware. The TFCP middleware running on each sensor node is built on top
of TinyOS and has a footprint of 1058 bytes of ROM and 84 bytes of RAM.

The mobility management protocol does not belong to the MobiLab testbed.
We integrated it to investigate the performance of different mobility management
protocols under the same setting.

4 Evaluation

One of the features of MobiLab is the simplicity with which it can be deployed
in different places, since it does not rely on any fixed infrastructure. It takes
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Fig. 4. Performance analysis of MobiLab as an experiment management tool:
(a) The time variance of synchronized starting time for networks of different sizes;
(b) The deviation in the duration of arbitrary control commands in a single experiment.
(c) cdf of RSSI fluctuation of repeated experiments; (d) packet success rate of repeated
experiments

Fig. 5. RSSI fluctuation of incoming acknowledgement packets and handover oscilla-
tion. (a) Single threshold scheme. (b) Dual threshold scheme. (c) LMS.
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less than 10 min to setup the environment and start to perform the experiment.
In order to carry out repeatable experiments, the detail of the experiment pro-
cedures are scripted, i.e., the beginning, end, and duration of every activity is
specified. When the control station dispatches experiment procedures, they may
not be executed by the individual nodes at precisely the same time. Conse-
quently, nodes may not begin and end the execution of experiments at the same
time. This phenomenon is an aspect of both the size of the network and the
complexity of the experiments. To investigate this phenomenon, we launched a
set of simple experiments with variable number of physical nodes (from 5 to 20)
and emulated nodes (up to 500). We recorded the starting time of each node and
calculated the maximum variance (time difference between the earliest starting
node and the latest staring node). We observed that the maximum variance of
experiment beginning time was 200 ms. Secondly, we inserted arbitrary number
of control commands (pause and continue commands) in the experiments lasting
up to 600 seconds, and varied the number of nodes from 1 to 10. We did not
observe significant increments of experiment completion times when the num-
ber of commands increased (shown in Fig. 4(b)). To show the repeatability of
an experiment using MobiLab, we evaluated the RSSI fluctuation and packet
reception rate under different configurations. We conducted a series of experi-
ments and repeated each one three times. As Fig. 4(c) and (d) shown, the CDF
of RSSI values are almost the same for the experiment with the same configu-
ration (transmission power, motion pattern, walking path etc.) and the packet
reception rates are consistent for each repetition.

Figure 5 shows how we evaluated the performance of three handover sup-
porting MAC protocols using our testbed. The protocols evaluated the RSSI
fluctuation of incoming ACK packets and determined the appropriate time to
change a relay node with which a mobile robot (refer to Fig. 3) should commu-
nicate.

5 Conclusion

In this paper we introduced MobiLab, a testbed we developed to experiment
with wireless sensor networks supporting mobile nodes. MobiLab separates the
concerns of application and protocol developments from their testing phase.
Our main motivation was performing repeated and reproducible experiments
independent of the types of network topology, communication protocols, and
communication parameters involved in the experiments. From the software per-
spective, besides sharing the same design principles with existing testbeds,
MobiLab provides several novel contributions such as supporting both inter- and
intra-experiment management, TFCP middleware in a sensor node, and a robot
motion management. Except for the sensor node architecture, which is imple-
mented in C for the TelosB platform, all the remaining software components are
implemented in python, which is relatively easy to port to other platforms.

Acknowledgment. This work is funded by the DFG under project agreement: DA
1211/5-2.
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Abstract. Mimetic environments, which mimic actual networks includ-
ing personal computers, network assets, etc., are required for cyber range
or malware analysis. However, constructing various mimetic environ-
ments is costly and tedious because each environment has different net-
work assets. Thus, we propose a building block system for construct-
ing mimetic network environments for cyber security experiments. These
building blocks provides a fine-grained way to manage disk images and
files to reduce the construction cost. In this paper, we describe the design
and implementation of the building block system called Alfons.

Keywords: Network testbed · Cyber range environment · Testbed con-
struction system · Building block method

1 Introduction

The target of malware attacks is changing from an unspecified number of com-
puters to a particular company or individual. Such attacks are called “targeted
attacks.” Malware that is utilized in targeted attacks has become increasingly
sophisticated over time. Hence, the research and development of countermeasure
technology are urgently needed.

The analysis of malware utilizes not only a static analysis but also a dynamic
analysis because most malware that is captured at the first intrusion stage is a
dropper that obtains the next malware from a command and control server
(C&C server); therefore, it is not possible to ascertain its purpose without run-
ning the malware. Furthermore, some targeted-attack malware utilizes internal
(private) information such as a proxy address or an account ID/PASSWORD.
Such malware does not run as expected without these services or that configu-
ration in an analysis environment. Accordingly, the analysis environment should
be a mimetic environment with the same services and configuration that are
configured for the targeted domain network.

In addition, there is a shortage of security personnel in Japan. In order to
foster the knowledge of the security personnel, hands-on practice is effective.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Thus, we have cooperated with some event or security curricula that utilize
tools including SecCap [1], the Hardening Project [2], and so on. Such a cyber
range needs various network services and mimetic contents in their environments.
For example, these services and content include generic and domestic network
service applications within a targeted organization and their configurations and
business content such as office documents, mail, and so on. We have researched
and developed some tools for network testbed orchestration such as SpringOS [3].
These tools can construct a network environment for network software validation.
However, an operator must manually install these data when constructing an
event environment because SpringOS does not enough functionality for these
requirements. This work is costly and tedious.

To address this, we proposed a mimetic environment construction system
called “Alfons” for the dynamic analysis and cyber range [4]. Alfons allows for the
configuration of applications and has an installation mechanism for content to
reduce these costs. Alfons also can configure the applications without trace in the
instance; moreover, it also can insert the content files into instance without trace.
In this paper, we describe the design and implementation of Alfons. Moreover, we
describe a basic performance evaluation based on a conceptual implementation.

2 Related Work

Dynamic Analysis System for Malware: Cuckoo [5] is a dynamic analysis
tool for malware. Cuckoo builds a sandbox environment that can run an exe file
and utilizes a Kernel-based Virtual Machine (KVM) as virtualization technology.

Christopher Kruegel [6] proposed a dynamic analysis approach that utilizes
full virtualization. According to Kruegel, full virtualization such as KVM is
more suitable than para-virtualization techniques, because of its affinity for the
instruction level and the possibility of observation on Windows.

Miwa proposed a malware analysis platform called MIMI/MAT [7]. This is
a full automatic dynamic malware analysis platform that utilizes the network
domain, which has some virtual nodes including network services.

These tools usually utilize a clean node that is not used because they do not
have the functionality for customizing the internal data of the node.

Virtual Environment Configuration Tools: A cloud controller such as
OpenStack [8], VMWare vSphere [9] can create a network service node on
demand. SpringOS [3] can manage a physical node on StarBED. Moreover, Sprin-
gOS can control the network topology such as the VLAN connectivity between
physical nodes, even though other cloud orchestrators cannot. In addition, these
orchestrator tools do not have functions that imitate content and configurations.

Vagrant [10], Ansible [11] and Chef [12] are management tools that configure
a virtual environment. These tools enable users to configure the virtual node
including the configuration of applications, the installation of content, and so on
with recipes. A recipe is useful for customizing a virtual node on the basis of the
template node image. However, many recipes are necessary when an operator
creates many environments or a large environment with various nodes.
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Cyber Range Environment Construction: We have cooperated with some
events that partially apply these StarBED achievements [1,2]. ENCS,ICS-CERT,
and Boeing have other types of cyber ranges, such as Red TEAM - Blue
TEAM [13–15]. However, providing many various environments requires a high
cost if we utilize these tools or achievements.

3 Definition of Requirements

In this section, we discuss the functionality that the orchestrator tools should
have in each step of the network environment construction process. Current
network orchestrators have the functions listed in Table 1. Although it appears
that the functional coverage area is exhaustive, there is a lack of functionality
caused as the premise mismatch of the individual functions. In addition, there is
no tool that can transparently control the entire environment. We describe the
individual functional requirements in the following.

Table 1. Support coverage of orchestrator tools

Facility Network parameter Contents Virtual/Physical

management configuration installation node support

SpringOS © ©(Agent) ©(Agent) Physical

Cloud controller × © × Virtual

Vagrant © © × Virtual

Facility Management and Virtual/Physical Node Support: SpringOS
has a function related to network topology management that utilizes a bare
metal network switch configuration with a VLAN. A cloud controller such as
VMWare vSphere and Vagrant can configure the network connection on a hyper-
visor utilizing a bridge or virtual switch devices instead of not supporting the
management of these facilities. It is sufficient if one cyber range or dynamic
analysis environment can run on a hypervisor. However, some malware samples
have a function for sandbox detection, such as virtualization node detection [16].
There are some techniques for evading sandbox detection [17]; nevertheless, in
some cases, we should run such malware on a bare metal machine. Hence, the
orchestrator should support virtual and physical nodes; moreover, it should man-
age integrated with bare metal and virtual switch.

Network Parameter Configuration: All orchestrators can configure net-
work parameters such as the IP address of a node. Moreover, there are some
approaches that perform this configuration. SpringOS configures the network
parameters by utilizing an agent program. The agent program configures the
parameters on an experimental node. Owing to this, all experimental nodes
have a management network connection to manage the agents. It is a simple
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solution for generic network system software or application validation; however,
this is bad for malware analysis and a cyber range. This is because the manage-
ment connection has the risk of malware traffic leakage outside the environment;
moreover, a specific daemon program will interfere with the cyber range and
analysis. Vagrant needs a specific account in the construction node to configure
the nodes and is also subject to interference. Hence, the orchestrator tool should
configure or customize the experimental nodes without a trace.

Installation of Content: Some malware abuses the target internal proxy server
to connect to the outside. Other malware explores contents such as office doc-
uments or mail. Malware such as this will not run as expected without those
network services, configurations, and content in the environment. Hence, to ana-
lyze advanced malware, the software should have a function for configuring the
network parameters and a function for inserting content. In addition, these func-
tions should perform without a trace.

Environment Separation on a Network Testbed: In a generic network
testbed such as StarBED, the bare metal nodes have a management network
interface that can be found and used by an OS. In case of generic network
software validation, this is useful for managing the environment. On the other
hand, this has the risk of traffic leakage outside the environment for a malware
analysis or cyber range; moreover, it will be a feature of the analysis environment.
Thus, this feature will be the target of sandbox detection. Hence, the orchestrator
tool should have environment separation mechanism.

4 Design and Implementation of Alfons

In this section, we describe the design and implementation of “Alfons,” which
is a mimetic environment construction system for dynamic analysis and cyber
range construction. Alfons is assumed to operate on StarBED. Hence, Alfons
utilizes the API provided by SpringOS to control the bare metal switches, power
control, and OS installation of bare metal servers in StarBED. The other part
of the SpringOS API on Alfons is written in Ruby.

Fig. 1. Construction flow of Alfons
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Fig. 2. Sample logical composition file

4.1 Construction Flow

Alfons has two construction flows based on the CLI shown in Fig. 1. The first
is an interactive and sequential construction flow with a logical composition
file as seed information. We define the physical server resource as a “Nodebox”
in Alfons. Although all networks are defined on a VLAN (802.1q), it is man-
aged by the logical resource names in Alfons because the dynamic analysis and
cyber range environments are usually created iteratively. On the other hand,
the physical resources that can be used are not always the same in an experi-
mental environment such as StarBED. Hence, in order to obtain environmental
portability, it is necessary to separate the logical resource name and the physical
resources. A sample of the logical composition is shown in Fig. 2. The logical
composition file has adopted the YAML format. This logical composition file
defines two Nodeboxes and two VLANs; moreover, two VLANs are connected to
each Nodebox as an untagged or tagged VLAN.

First, a user writes and registers a logical composition file to Alfons in this
flow. The user then defines the physical resource id, VLAN id to a Nodebox, and
the VLANs name by a CLI command in the next step. Next, the user creates
an experimental node that utilizes template disk images with content files. In
addition, Alfons can save the environment as an environment composition file
after the construction of an experimental environment.

The other construction flow is a fully automatic construction flow with an
environmental composition file. A sample of the environmental composition file
is shown in Fig. 3, which adopts the XML format. This file is created by Alfons
as result of an interactive construction or the user who creates it. In addition,
this file includes the physical resource and logical resource binding. Hence, the
user can easily change a physical resource to construct a copy environment.

4.2 Instance Creation

In Alfons, a physical or virtual node in the environment is called an “instance”;
moreover, the template instance dataset is called a “component.” Basically, all
modern OSs are collection of files on a file system. In other words, an original
node is a clean OS disk image with uniquely polluted data files. Hence, we can
create the original node image by inserting specified files into the template node
image. Alfons adopts this method. A component is preliminarily registered and
shared in Alfons by an operator. Alfons creates an instance with its component
and the specified files that identify the instance. We call this creation method
a “building block system.” Figure 4 shows an image of this instance creation
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Fig. 3. Sample environmental composition file

Fig. 4. Instance creation by a building block system

method. A user creates an instance with identifying information such as the
hostname, IP address, MAC address, bound VLAN name, and inserted content
after determining the component as a base node image. For example, a user can
create an FTP service instance with the specified proftpd.conf file if Alfons has
the CentOS component that includes the ProFTPD package. To do this, Alfons
customizes the instance image file on the Alfons server through a file system
mount before transporting the instance image file to a Nodebox; therefore, Alfons
can customize without leaving unwanted traces.

4.3 Configuration File Generation

Alfons has the functionality for simple file insertion as well as file string replace-
ment of inserted files. With this function, a user can replace the strings in the
configuration files of a component. There are two types of replacement mech-
anisms. The first mechanism is simple replacement utilizing a format such as
STRING . For example, this mechanism is utilized for hostname replacement.

The user must define the hostname when creating an instance. If a compo-
nent has configuration files including the replace string “ hostname ,” Alfons
replaces this when customizing the component image, etc. /etc/hosts,...

The other mechanism is replacement with a specific script. This mechanism
utilizes “ (SCRIPT,ARG) ” as a replacement string. “SCRIPT” is a script
name that is registered with a component by an operator. The operator can
register any language script if it can run on the Alfons server, e.g., a shell script,
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Perl, Python, and Ruby. The next column of the script name is the argument,
which can be specified as zero or with more arguments delimited by commas.
Nesting descriptions are also possible with these formats. For these reasons, it
is also possible to define the processing results through multiple stages.

They are very simple instance customization solutions for generating distinc-
tive instance from a component. Ansible or Vagrant and SpringOS can customize
the instance images by a specific user account or specific agent program with a
specific language such as a recipe. In contrast, these solutions are combination
of general regular expressions and scripting language; additionally, they do not
need a specific user account or an agent program. This solution should be easily
understood by the user.

4.4 Physical and Virtual Node Support

The user can choose either a virtual node instance or a physical node instance
based on a component. Thus, the user can construct an optimum environment for
analysis or cyber range depending on the type of malware. Alfons automatically
installs a hypervisor into a Nodebox if the instance type is a virtual node. In
addition, Alfons directly installs an instance into the Nodebox if the operator
chooses a physical node as the type of instance. Altogether, the operator does
not need to manage the installation of the hypervisor. The current version of
Alfons supports the Linux KVM and ESXi as a hypervisor. In addition, Alfons
controls the bridge devices in a hypervisor to attach physical network devices to
instance tap devices since SpringOS can control only bare metal switches.

5 Evaluation of Conceptual Implementation

In this section, we describe the evaluation of a conceptual implementation uti-
lizing a small cyber-range environment.

5.1 Evaluation Environment

We defined a cyber-range environment that assumes the CTF shown in Fig. 5
for evaluation. This environment has five Nodeboxes in total, including a global
router Nodebox and four team Nodeboxes. The team environment has three
internal segments: the client, internal-server, and DMZ segments. There are five
instances in total for each segment: the firewall, Windows 7 client, file server,
database, and DNS/mail instances. Basically, most of the configuration is the
same in each team environment, but the IP tables (NAT policy) and global IP
address of the firewall instance and the BIND/Postfix/Dovecot configuration of
the DNS/mail instance are different. We utilize the six servers listed in Table 2
for this evaluation. These servers connect to a bare metal switch. Only the Alfons
server has flash disk storage because the Alfons server copies the component disk
image to customize it. The servers for the Nodebox have only HDD drives.
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Fig. 5. Network topology for evaluation

Table 2. Hardware specifications of the evaluation environment

Server CPU Memory DISK Network IF

Alfons server Intel Xeon R©E5-2620
v3 x 2

64 GB FusionIO SX300 x 2 10 Gbps

Nodebox
server

Intel Xeon R©X5670 x 2 48 GB SATA HDD x 2 1 Gbps

Experimental
switch

D-Link R©DGS-3427 - - -

5.2 Performance Evaluation

We constructed the environment ten times for evaluation. In this evaluation, all
instances are virtual nodes utilizing the Ubuntu 14.04 Linux KVM as a hyper-
visor. Table 3 lists the processing times and disk image sizes. Alfons installs the
hypervisor only once when creating a new Nodebox. In addition, the current
version of Alfons runs all processes sequentially. Alfons took about 1624 s to
construct a TEAM environment and about 6754 s to finish the entire construc-
tion. Alfons generated the configuration files (BIND files, Postfix files, and so
on) on the basis of the template configuration files.

We measured the relationship between the inserted data size and the process-
ing time. In this experiment, we created the firewall instance utilized in the pre-
vious experiment with five dummy datas which is different data sizes. Figure 6
shows the results. The results show that the time required for the process depends
on the template disk image size and the size of the inserted content.

5.3 System Evaluation

Table 4 summarizes a system evaluation based on a comparison of the concep-
tual implementation of Alfons and recent tools. Alfons can control the physical
facilities and can create a virtual instance on a hypervisor. All of the instances
in the environment could communicate with each other; moreover, all of the
defined network services run as expected. In addition, all instances, other than
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Table 3. Average processing times of the evaluation environment

Section Disk image Min [s] Quartile Median [s] Quartile Max [s]

size [MB] point [s] point [s]

HV 10240 546.5 569.0 577.6 587.7 618.2

gr 1334 92.9 94.1 95.4 97.4 103.0

gw 1387 71.4 75.9 80.6 84.5 99.4

dm 3303 122.6 132.9 145.5 154.8 182.6

fs 4989 147.7 162.5 173.1 195.8 222.8

db 4699 133.8 152.9 161.2 181.3 213.8

win7 9987 273.0 306.1 332.5 373.8 479.4

TEAM - 1572.6 1603.8 1624.2 1639.1 1675.1

TOTAL - 6507.6 6565.1 6754.3 6789.4 7020.1

Fig. 6. Processing time for each size of inserted data content

Table 4. Support coverage of Alfons and orchestrator tools

Facility Network parameter Content Virtual/Physical

management configuration installation node support

Alfons © ©(Local) ©(Local) Physical/Virtual

SpringOS © ©(Agent) ©(Agent) Physical

Cloud controller × © × Virtual

Vagrant © © × Virtual

Global Router, do not have any management network interfaces. The user can
control the Windows client instance with a VNC on the hypervisor. Thus, this
evaluation environment is isolated from other testbed facilities. Alfons can con-
figure the ownership and permission of inserted files without a special account
in the instance; therefore, there is no trace of the work in the instances.
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6 Conclusion

In this paper, we described the requirements for the dynamic analysis of malware
and a cyber range environment construction system; moreover, we proposed the
building block system “Alfons” for seamless environment construction. Alfons
supports both virtual and physical nodes, and it can manage integrated with bare
metal and virtual bridge management. Alfons also can configure the applications
without trace in the instance; moreover, it also can insert the content files into
instance without trace.

In addition, we evaluated a conceptual implementation of Alfons that uti-
lized a sample environment assumed to be a cyber range. We constructed this
environment consisting of 21 instances on five Nodebox servers in about 6754 s.
The instances in the environment have no trace of processing such as a specific
account and log; moreover, the instances have no management network connec-
tion, i.e., its cyber range environment was isolated. These results indicate that
our proposed system is effective.

However, since this case is still insufficient, it is necessary to obtain feedback
from the findings with future utilization. In addition, methods for increasing the
speed of Alfons will be considered, such as simultaneous deployment to multiple
Nodeboxes, because the current version of Alfons runs all processes sequentially.
We are going to continue research and development for further optimization.
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Abstract. While benefits of IoT are clearly stated the deployment of such
devices in a large scale is still held back by technical challenges such as
short communication distances. Recent long-range radio technologies such
as Semtech’s LoRa are promising to deploy Low Power WAN at a very
low-cost for a large variety of applications. The paper describes our pro-
posed low-cost and open IoT gateway & devices for both robust and simple
deployment.Quick appropriation&customizationby third parties for test-
bed deployment is of utmost importance and the whole proposed architec-
ture addresses this issue from the very beginning of the design process.

Keywords: Internet of Thing test-bed · LoRa · Low-cost test-beds

1 Introduction

While benefits of IoT are clearly stated for increased process efficiency through
automation & optimization, the deployment of such devices in a large scale is
still held back by technical challenges such as short communication distances.
Using the telco mobile communication infrastructure is still very expensive (e.g.
GSM/GPRS, 3G/4G/LTE) and not energy efficient for autonomous devices that
must run on battery for months. During the last decade, low-power but short-
range radio such as IEEE 802.15.4 radio have been considered by the WSN
community with multi-hop routing to overcome the limited transmission range.
While such short-range communications can eventually be realized on smart
cities infrastructures where high node density with powering facility can be
achieved, it can hardly be generalized for the large majority of surveillance
applications that need to be deployed in isolated or rural environments. Recent
modulation techniques where the long transmission distance (several kilometers
even in NLOS conditions) can be achieved without relay nodes greatly reduces
the complexity of deployment and data collection. The long-range solution has
the following advantages over traditional short-range technologies:

1. Avoids relying on operator-based communications; no subscription fees;
2. Removes the complexity and cost of deploying/maintaining a multi-hop

infrastructure;
3. Can offer out-of-the-box connectivity facilities.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Figure 1 shows a typical extreme long-range 1-hop connectivity scenario to
a gateway which is the single interface to Internet servers. Most of long-range
technologies can achieve 20 km or higher range in LOS condition and about 2 km
in NLOS, urban area where the RF signal has to travel through several buildings.

Fig. 1. Extreme long-range application

Some low-power long-range technologies such as SigfoxTM are still operator-
based and therefore cannot be deployed in an ad-hoc manner. However, other
technologies such as LoRaTM proposed by Semtech radio manufacturer can be
privately used. Such technology can be deployed following the recently proposed
LoRaWANTM specifications [1] for large-scale interoperability or using completely
ad-hoc solutions where customization towards specific application’s profile can be
realized. The work presented in this paper mainly focuses on this last approach.
We present here our low-cost LoRa platform & software for deploying ad-hoc LoRa
IoT test-beds with a high degree of customization and flexibility.

The rest of the article is organized as follows. Section 2 details the long-range
technology with focus on the LoRa technology by Semtech and explanations on
low-power, long-range network architecture. In Sect. 3 we will present our low-cost
architecture, hardware and software designed for test-bed deployment. Section 4
then describes how a test-bed can be rapidly set-up. We conclude in Sect. 5.

2 Review of Long-Range Transmission and LPWAN

2.1 Semtech’s LoRa Technology

Semtech’s long-range technology (called LoRa [2,3]) belongs to the spread spec-
trum approaches where data can be “spreaded” in both frequencies and time to
increase robustness and range by increasing the receiver’s sensitivity, which can
be as low as −137 dBm in 868 MHz band or −148 dBm in the 433 MHz band.
Throughput and range depend on the 3 main LoRa parameters: BW, CR and
SF. BW is the physical bandwidth for RF modulation (e.g. 125 kHz). Larger
signal bandwidth allows for higher effective data rate, thus reducing transmis-
sion time at the expense of reduced sensitivity. CR, the coding rate for forward
error detection and correction. Such coding incurs a transmission overhead and
the lower the coding rate, the higher the coding rate overhead ratio, e.g. with
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coding rate = 4/(4+CR) the overhead ratio is 1.25 for CR = 1 which is the min-
imum value. Finally SF, the spreading factor, which can be set from 6 to 12. The
lower the SF, the higher the data rate transmission but the lower the immunity
to interference thus the smaller is the range. Figure 2 shows for various combina-
tions of BW, CR and SF the time-on-air of a LoRa transmission depending on
the number of transmitted bytes. The maximum throughput is shown in the last
column with a 255B payload. Modes 4 to 6 provide quite interesting trade-offs
for longer range, higher data rate and immunity to interferences.

Fig. 2. Time on air for various LoRa modes as payload size is varied

Electromagnetic transmissions in the sub-GHz band of Semtech’s LoRa tech-
nology falls into the Short Range Devices (SRD) category. For instance, in
Europe, electromagnetic transmissions in the EU 863-870 MHz ISM Band used
by Semtech’s LoRa technology falls into the Short Range Devices (SRD) cat-
egory. The ETSI EN300-220-1 document [4] specifies various requirements for
SRD devices, especially those on radio activity. Basically, transmitters are con-
strained to 1% duty-cycle (i.e. 36 s/h) in the general case. This duty cycle limit
applies to the total transmission time, even if the transmitter can change to
another channel. In most cases, however, the 36 s duty-cycle is largely enough to
satisfy communication needs of deployed applications.

2.2 LoRa LPWAN Network Deployment and Architecture

As shown previously in Fig. 1, the deployment of a LoRa network is centered
around a gateway that usually has Internet connectivity. Although direct com-
munications between devices are possible, most of applications using sensors for
surveillance follow the gateway-centric approach with mainly uplink traffic pat-
terns. Data captured by end-devices are sent to the gateway which will push
data to network servers. Then application servers managed by end-users could
retrieve data from the network servers. If encryption is used for confidentiality,
the application server can be the place where data could be decrypted and pre-
sented to end-users. Following this architecture, the LoRa Alliance proposes a
LoRaWAN [1] specification for deploying large-scale, multi-gateways networks
and full network/application servers.
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The full network/application servers and LoRaWAN architecture can be
greatly simplified for small, ad-hoc deployment scenarios where a privately owned
gateway can (i) locally store collected data and use short range wireless radio
(WiFi or Bluetooth) for direct web connection or/and, (ii) push data to some
end-user managed servers or IoT-specific cloud platforms if properly configured.
This is the approach we take in this paper to promote application-specific LoRa
test-beds deployments.

3 Low-Cost LoRa Gateway and Devices

The implementation of the full LoRaWAN specification requires gateways to be
able to listen on several channels and LoRa settings simultaneously. Commer-
cial gateways therefore use advanced concentrators chips capable of scanning
up to 8 different channels: the SX1301 concentrator is typically used instead
of the SX127x chip series which is designed for end-devices. They cost several
hundredth euros with the cost of the SX1301-capable board alone to be more
than a hundred euro. In many scenarios (e.g. small farms, developing countries,
test-beds, . . . ) it is more important to keep both the cost of the gateway and the
system’s complexity low, and to target small to medium size deployments for
specific use cases instead of the large-scale, multi-purpose deployment scenarios
defined by LoRaWAN. Note that our approach can deploy more than 1 gateway
to serve several channel settings if needed. This solution presents the advantage
of being more optimal in terms to cost as incremental deployment can be realized
and also offer a higher level of redundancy. We believe this statement remains
true even for recent LoRa community-based deployment initiatives such as the
one conducted by TheThingNetworkTM [5] where the deployment mainly targets
large-scale, public and multi-purpose networks.

3.1 Single-Connection Low-Cost LoRa Gateway

Our LoRa gateway [6] could be qualified as “single connection” as it is built
around an SX1272/76, much like an end-device would be. The cost argument,
along with the statement that too integrated components are difficult to repair
and/or replace in the context of ad-hoc deployments or developing countries,
also made the “off-the-shelves” design orientation an obvious choice. Our low-
cost gateway is therefore based on a Raspberry PI (version 1 or 2) which is both
a low-cost (less than 30 euro) and a highly reliable embedded Linux platform,
see Fig. 3. There are many SX1272/76 radio modules available and we have
fully tested 3: the Libelium SX1272 LoRa, the HopeRF RFM92W/95W and
the Modtronix inAir9/9B. Normally, any SX1272/76-based radio module using
native SPI interface should work. The total cost of the gateway is as low as 45
euro with the HopeRF or Modtronix LoRa modules.

Together with the “off-the-shelves” component approach, the software stack
is completely open-source: (a) the Raspberry runs a regular Raspian distribution,
(b) ArduPi and the original SX1272 library provided by Libelium are very simple
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Fig. 3. Low cost gateway from off-the-shelves components

to install/understand/modify and (c) the lora gateway program (which receives
and forwards radio packets) is kept as simple as possible.

We improved the original SX1272 library in various ways to provide support
for both SX1272 and SX1276 chip, enhanced radio channel access (CSMA-like
with SIFS/DIFS) and radio activity time sharing. One of the main objectives of
our architecture and software stack is to provide both robust and simple solution
for either “out-of-the-box” utilization or quick appropriation & customization by
third parties when deploying test-beds for specific applications.

After compiling the lora gateway program, the most simple way to start
the gateway is in standalone mode as shown is Fig. 4(left). By default, the LoRa
mode is 4 (BW = 500 kHz, CR = 4/5 and SF = 12) and the frequency channel is
865.2 MHz. All packets received by the gateway is sent to the standard Unix-
stdout stream. The gateway can also be started on a given LoRa mode, see Fig. 2,
with the --mode option. For full customization, --bw, --cr, --sf and --freq
options can indicate a bandwidth, coding rate, spreading factor and frequency
channel combination. For instance, testing one of the LoRaWAN mandatory
channel in the EU 863-868 MHz ISM band can be done as follows --bw 125
--cr 5 --sf 12 --freq 868.1.

Fig. 4. Gateway architecture for radio data reception and post-processing stages
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For each data packet received, lora gateway provides various information
that can be used by the post-processing stage. These informations are related
to the packet (destination–normally the gateway–, packet type, source addr,
sequence number, data length, SNR and packet’s RSSI), the radio (bandwidth,
coding rate and spreading factor) and the time of reception.

3.2 Post-processing and Link with IoT Cloud Platforms

Advanced data post-processing tasks are performed after the radio stage by
using Unix redirection of lora gateway’s outputs as shown by the orange “post-
processing” block in Fig. 4(middle). We promote the usage of high-level lan-
guage such as Python to implement all the data post-processing tasks such as
access to IoT cloud platforms and even AES decryption features. Our gateway
is distributed with a Python template that explains and shows how to upload
data on various IoT cloud platforms. Examples include DropboxTM, FirebaseTM,
ThingSpeakTM, freeboardTM, SensorCloudTM, GrooveStreamTM & FiWareTM as
illustrated in Fig. 4(right).

This architecture clearly decouples the low-level gateway functionalities from
the high-level post-processing features. By using high-level languages for post-
processing, running and customizing data management tasks can be done in
a few minutes. “Out-of-the-box” data upload to IoT cloud can be realized as
most of these platforms propose free accounts that can satisfy a large number
of foreseen IoT applications. For instance, a small farm can deploy in minutes
the sensors and the gateway using a free account with ThingSpeak platform to
visualize captured data in real-time.

3.3 Gateway Running Without Internet Access

One additional important issue that needs to be taken into account when deploy-
ing test-beds is the intermittent or no access to the Internet for the gateway. In
all cases, received data are locally stored on the gateway in a NoSql database
(e.g. MongoDB) and the gateway can interact with the end-users’ smartphone
through WiFi or Bluetooth as depicted in Fig. 4(middle). WiFi or Bluetooth
dongles for Raspberry can be found at really low-cost and the smartphone can
be used to display captured data (a web server is run by the gateway using
JQuery for forms and graphs) or notify users of important events a without the
need of Internet access as this situation can clearly happen in very remote areas.

3.4 Low-Cost LoRa End-Devices

Our communication library (the same library is used for the gateway) is mainly
tested on Arduino boards. Figure 5 shows all the Arduino boards that have suc-
cessfully been tested, from the Uno to the Nano platform. We use the MEGA as
a prototyping platform. For better integration purposes, we use the Arduino Pro
Mini or Nano which can be bulk purchased for about 2 euro per piece. They can
be used to provide a generic platform for sensing and long-range transmission.
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Long-Range communication library 

Libelium LoRa
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RFM95W  
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inAir9/9B

LoRa radios that 
our library already 
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Fig. 5. Low-cost LoRa end-device for customization

We provide templates for quick and easy new behaviour customization while
integrating all the necessary code for advanced channel access and data encryp-
tion if needed. By default, they run “out-of-the-box” with the gateway.

4 Deploying a Test-Bed

We describe in this section how a test-bed can be deployed and set-up with the
previously described components. We will use a ThingSpeak channel for storing
received data to the cloud.

4.1 Post-processing Data

The post-processing Python template post processing.py contains a section
to look for predefined data prefix for IoT clouds. The prefix \! is used
to indicate the usage of a ThingSpeak channel. It is followed by an
optional write key, an optional field index and the value to report. For
instance \!SGSH52UGPVAUYG3S#1#21.6 will be processed to upload 21.6 to the
ThingSpeak channel which write key is SGSH52UGPVAUYG3S on field index 1.
Using default write key and field index can be done with \!##21.6.

The post-processing stage can also enforce the presence of a valid applica-
tion key. This application key is coded on 4 bytes and is inserted before the
prefixed data. A list of valid application key is defined in the Python post-
processing script. For the test, we use an application key list consisting in
[’\x05\x06\x07\x08’].

4.2 Deploying Gateways

The gateway can simply be started by launching lora gateway with redirection
of the output to the post processing stage as follows: sudo ./lora gateway |
python ./post processing.py. Note that several gateways can be deployed to
improve coverage or reliability. They can also work on the same LoRa parameters
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or on different settings for test purposes. All gateway’s outputs can be further
logged in a log file. We use the Dropbox file sharing service for log files therefore
all the logs can be made available on various number of platforms.

4.3 Simple End-Device for Telemetry

The generic sensing template is used to drive a temperature sensor. The
end-device will simple send \!##21.6 if the sensed temperature is 21.6.
The application key uint8 t my appKey[4]={5, 6, 7, 8} is inserted before.
Figure 6(right) illustrates the Arduino Nano with a HopeRF RFM95W module
running a temperature code based on the generic sensing template. By default,
it takes a measure every 10 min and stay in sleep mode between 2 measures.

Fig. 6. Left: Interactive LoRa end-device; Right: temperature LoRa device

At this point, the basic test-bed is set-up as the gateway will receive and
upload on the ThingSpeak channel the measured temperature. The ThingSpeak
channel can also be used to store and plot the SNR of received packets. If the log
files use Dropbox sharing, then one can also check the log files for link quality
(SNR and missing packets).

4.4 Interactive End-Device for Deployment Tests

We also provide an interactive end-device template that can be used to interac-
tively send ASCII strings to the gateway. Such device can be plugged and fixed
to a laptop for field tests as illustrated in Fig. 6(left) which features an Arduino
MEGA2560 with a Modtronix inAir9B radio. The serial monitor of the Arduino
IDE is used for both input and output. Input strings beginning with /@ are
interpreted as command strings for the host program. Figure 7 shows the list of
currently available commands.
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Commands for configuring the LoRa parameters, for sending periodic mes-
sages and for requesting an acknowlegment (ACK) from the gateway are those
that are useful in test situation. For instance, a range test can be easily realized
by sending a message and requesting an ACK from the gateway: /@ACK#hello.
As the gateway can also accept remote commands in ASCII format for configur-
ing various LoRa parameters, the interactive end-device can be used to remotely
configure the gateway for various test purposes. For instance the following com-
mand sequence /@ACK#/@M2#, /@M2#, /@ACK#hello switches both the gateway
and the end-device to loRa mode 2 and check whether connectivity is still main-
tained. When an ACK is requested, the SNR value of the received message is
sent back to the device in the ACK by the gateway. At the end-device, the SNR
of both the message and the ACK is displayed so that both uplink and downlink
quality can be monitored.

Fig. 7. LoRa end-device command list

4.5 Adding Advanced Features

Improved channel access. The framework we provide is interesting especially
for adding and testing new features. For instance, a CSMA-like mechanism with
SIFS/DIFS has been implemented using the Channel Activity Detection (CAD)
functionality of the LoRa chip and can further be customized. It can be activated
with command /@CADON3# where 3 is the number of CAD for an SIFS. A DIFS
is defined as 3 SIFS. Prior to packet transmission a DIFS period free of activity
should be observed, see Fig. 8(left). If “extended IFS” is activated with command
/@EIFS# then an additional number of CAD followed by a DIFS is required. If
RSSI checking is activated with command /@RSSI90# then the RSSI should be
below -90dB for the packet to be transmitted. By running a background periodic
source of LoRa packets, we observed that the improved channel access succeeds
in reducing packet collisions. The current framework is used to study the impact
of channel access methods in a medium-size LoRa deployment.
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Fig. 8. Left: CSMA-like mechanism for increased robustness; Right: activity time shar-
ing

Activity time sharing. We also implemented an exploratory activity time
sharing mechanism for a pool of devices managed by a single organization. We
propose to overcome the tight 36 s/h radio activity of a device by considering all
the sensor’s individual activity time in a shared/global manner. The approach
we propose in this paper will allow a device that “exceptionally” needs to go
beyond the activity time limitation to borrow some from other devices. A global
view of the global activity time, GAT , allowed per 1 h cycle will be maintained
at the gateway so that each device knows the potential activity time that it can
use in a 1-hour cycle. Figure 8(left) shows how the deployed long-range devices
Di sharing their activity time initially register (REG packet) with the gateway
by indicating their local Remaining Activity Time liRAT0, i.e. 36 s. The gateway
stores all liRAT0 in a table, computes GAT and broadcasts (INIT packet) both n
(the number of devices) and GAT . This feature is currently tested for providing
better surveillance service guarantees.

5 Conclusions

Targeted for small to medium size deployment of test-beds, our low-cost, open
long-range IoT framework allows for quick appropriation & customization by
third parties. Developed within the EU H2020 WAZIUP project which addresses
the challenges of low-cost IoT deployment in developing, low-income sub-saharan
Africa countries, the platform is tested by WAZIUP’s partners with a large-scale
test-bed to be set-up in Senegal. The platform is also currently used by several
organizations and companies for deploying LoRa test-beds and conducting field
tests for various surveillance applications [6]: agriculture, oceanographic obser-
vation, pest traps monitoring. . . .

Acknowledgments. This work is support by the WAZIUP project with funding from
the EU’s H2020 research and innovation program under grant agreement No 687607.
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Abstract. Applications for VANETs will require seamless communica-
tion between vehicle-to-infrastructure and vehicle-to-vehicle. However,
this is challenging because it is being done in the context of a highly
mobile environment. Therefore, traditional handover techniques are inad-
equate due to the high velocity of the vehicle and the small coverage
radius of Road-side Units. Hence in order to have seamless communica-
tion for these applications, a proactive approach needs to be carefully
investigated. This requires measurements from a real testbed in order to
enhance our understanding of the communication dynamics. This paper
is about building and evaluating a prototype VANET network on the
Middlesex University Hendon Campus, London to explore these issues.
The testbed is being used to investigate better propagation models, road-
critical safety applications as well as algorithms for traffic management.
In addition, the Network Dwell Time of vehicles travelling in the cover-
age of the RSUs is measured to explore proactive handover and resource
allocation mechanisms.

Keywords: Vehicular Ad Hoc Network · Intelligent Transport System ·
Propagation model · Proactive handover

1 Introduction

Intelligent Transportation Systems (ITS) are a key requirement in the develop-
ment of Smart Cities which will play an important part in the development of
sustainable living. Significant research efforts from both the automotive indus-
try and academia have been underway to accelerate the deployment of a wire-
less network based on dedicated short-range communications (DSRC) among
moving vehicles (Vehicle-to-Vehicle, V2V) and road-side infrastructure (Vehicle-
to-Infrastructure, V2I). This network is called a Vehicular Ad Hoc Network
(VANET) and is characterized by high node speed, rapidly changing topolo-
gies, and short connection lifetime. VANETs allow several new applications to
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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be available for road-safety, traffic efficiency, and infotainments (i.e., informa-
tion and entertainment applications). VANETs are realised by the deployment
of Road-side Units (RSUs) located along the transport infrastructure and On-
board Units (OBUs) in the vehicles or worn by pedestrians or cyclists [1].

In order to provide new applications which can make use of the VANET
environment, it is necessary to provide seamless handover as the mobile node
(MN) moves between the RSUs. In VANETs, beacons are used to signal the pres-
ence of both OBUs and RSUs. Since, beacons are broadcast, handover between
RSUs simply involves the hearing of beacons for different networks as the MN
moves from one RSU to another [2,3]. Traditional handover policies have been
based on a reactive approach in which the MN reacts to signalling indicating
changes in network connectivity as the MN moves around. However, in highly
mobile environments with small cell coverage, such an approach can quickly
lead to degradation of connections due to the small time there is to effect a
handover [4].

Proactive handover in which the MN actively attempts to decide when and
where to hand over can help to develop an efficient and reliable handover pol-
icy mechanism. By using proactive handover, it is possible to minimize packet
loss and service disruption as an impending handover can be signalled to the
higher layers of the network protocol stack. Proactive handover has been widely
investigated by the Y-Comm research group, this effort led to key parameters:
time before vertical handover (TBVH), which is the time after which the han-
dover should occur, and network dwell time (NDT), which is the time the MN
spends in the coverage of the new network [5]. Therefore, in order to study
seamless connectivity it is necessary to have realistic measurements of TBVH
and NDT. Hence, we have designed and deployed a prototype VANET Testbed
at the Hendon Campus of Middlesex University, London, funded by Department
for Transport (DfT) to explore the potential of VANET Technology. In this, our
first experimental study, we have analysed the coverage range of the VANET
Testbed comprising four RSUs deployed and analysed the NDT of the MN.

The rest of the paper is structured as follows: Sect. 2 describes the design and
implementation of the MDX VANET Testbed. Section 3 presents the coverage
map results. Section 4 compares the actual received signal strength values with
free space pathloss (FSPL) model. Section 5 looks at the NDT of the MNs from
the trials conducted. Finally, Sect. 6 highlights some of the future work, and we
conclude in Sect. 7.

2 Designing and Implementation of VANET Testbed

A VANET testbed has been fully deployed with four RSUs, as shown in Fig. 1.
The RSUs and OBUs were manufactured by ARADA Systems [6] with the IEEE
802.11p (Wireless Access in Vehicular Environment: WAVE) standard specifi-
cations and the maximum output power used was 200 mW or +23 dBm. The
challenge was to identify the best locations to mount the RSUs in order to
cover most of the Hendon Campus and the surrounding roads. This involved
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Fig. 1. RSU deployment satellite view.

making a detailed coverage map based on proposed locations of the RSUs.
This was done by manually measuring the coverage of the deployment using
an OBU, moving around the university roads and inside the campus. In order to
determine the best location for the RSU, it was important to minimise the dis-
tance between the RSU and the router elements in the university network. This
enabled us to directly backhaul data from the RSU to the central MDX VANET
Server located at the basement of Sheppard library using the university net-
work. Four RSUs have been deployed on top of the Hatchcroft building (latitude
51.5890742 and longitude −0.22848055), Williams building (latitude 51.5904948
and longitude −0.22859444), Sheppard library building (latitude 51.5908083
and longitude −0.22967222) and Grove building (latitude 51.5888797 and lon-
gitude −0.23071111) to cover the roads around the campus and to support the
movement of pedestrians within the campus, hence enabling the development of
vehicle-to-pedestrian (V2P) applications.

Figure 2 shows the network diagram of the MDX VANET Testbed and the
applications running at the respective devices. There are different types of mes-
sages used to communicate various items of information between RSUs and
OBUs such as Cooperative Awareness Messages (CAMs), Basic Safety Mes-
sages (BSMs), Road Side Alerts (RSAs), Intersection Collision Alerts (ICAs)
and Probe Vehicle Data (PVD). Since we are interested in safety applications,
the BSM message was used as the first message to be collected for analysis.
BSMs were periodically broadcast from the OBU to the RSU and a BSM con-
tains information regarding position, motion, time, and general status of the
vehicle as shown in the Fig. 3 [7]. At the present time, we are able to only
use the Message ID and 3D Position i.e., Latitude, Longitude and Elevation
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Fig. 2. Network diagram.

parameters of the BSM message. This is because all other fields such as steer-
ing wheel angle, acceleration set, brake system etc., have to be gathered from
the vehicle via sensors or other mechanical devices and then added to the BSM
packet and broadcast. This will be explored in the next phase of the project.

Wave Short Message Protocol (WSMP) Tx is an application used by the
OBU to broadcast the BSM packets and the RSU receives these packets using
WSMP Rx application. The received packets are forwarded to the server using
the WSMP Forward application via an IPv6 address of the server as shown in
Fig. 3. The MDX VANET Server uses a WSMP Server application to receive
the packets and save the data. At this stage additional information such as a
timestamp and the RSUs IP address are stored along with the message received.
The received data was saved in three different files: trace.kml, live.kml and Data-
base.csv, trace.kml contains the whole trace of the GPS coordinates contained
in the received packet, live.kml contains the live or current positions of each
OBU through the packets received from those OBU and this file is saved in the
Apache Web Server space for remote access. Using Google Earth and by adding
a network link to the live.kml file, the live tracking of the OBUs was achieved.
The third file Database.csv contains the most of the available information in the
packets such as the OBUs MAC address, the received signal strength indicator
(RSSI) value of the received packet, GPS coordinates along with the time stamp
of the packet and IP address of the RSU by which the packet has been forwarded.
Every day the Database.csv file was backed up for analysis through MySQL.

The proposed network was intended to encompass the Hendon Campus of
the University and surrounding roads including the Watford Way (A41). With
the successful deployment of the Testbed, the Network was then used to do a
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Fig. 3. BSM packet format and packet forwarding from RSU to Server.

extensive trial in which OBUs were placed in volunteered vehicles and the drivers
asked to drive around the area. The trial lasted for two weeks i.e., from Jan 4th
to 15th Jan 2016. Around ten people with their car volunteered for the trial.

3 Coverage Map Result

Figure 4 shows the unique GPS coordinates from the packets received by the
MDX VANET Server, sent by the OBUs which were placed in the cars of the
volunteers. Figure 4 displays the trial data for a 24-hour period which was col-
lected on 8th January 2016 and a total of 390653 packets (around 17.14 MB)
was received during that period. The coverage map shows the individual cov-
erage achieved by the RSU located on each building with different colour dots.
We can observe that the more coverage is achieved for the RSUs deployed at
higher heights and also which have clear Line-of-Sight (LoS) in relation to the
intended roads [8]. The coverage was better than anticipated but this was mainly
because of the height of the RSU deployment. There are some blind spots that
can be observed; these were purely due to effects of surrounding buildings. From
these observations it is clear that we need more RSUs alongside the road to be
deployed in an urban area. However, from our results, the deployment of RSU
on high buildings and cellular masts should also be explored. The dense lines
indicate very reliable communication and single spots indicate only few packets
were received and hence there is no continuous communication in these regions.
For example, the coverage map of RSU deployed at Grove building has almost
no coverage on the A504 due to the blockade of signal propagation because of
the nearby buildings.

The farthest point from where the packets were sent by the vehicles and
successfully received by the RSU was approximately 1.15 Km from the Williams
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Fig. 4. Coverage map.

Building RSU to a point on the East side of Watford way close to where the A41
and A1 divide. This was achieved purely due to the very high elevation of the
RSU on the Williams Building hence allowing LoS communication over a great
distance.

4 Pathloss Model Analysis

These readings are omnidirectional with respect to the RSU, so only the radius
of the RSU was considered, so that better readings were due to the LoS and
multi-path. For Fig. 5 the detailed analysis as follows.

Figure 5a Hatchcroft Building (yellow on the coverage map):- The readings
showed that in front of the Hatchcroft Building, very good coverage was received
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Fig. 5. Power received for each packet - Testbed vs FSPL. (Color figure online)

up to 120 m. However, after this the road starts to turn left towards the Church
End Road resulting in less effective coverage, but as we go down the Greyhound
Hill more readings are obtained.

Figure 5b Williams Building (red on the coverage map):- Here, we again see
that the there is a good coverage close to the RSU, however there is a large drop
due to the steep decline in the height of the road going down the Greyhound
Hill. In comparison, more readings are obtained at the traffic lights further down
the Greyhound Hill and along the Watford Way (A41).

Figure 5c Sheppard Library (blue on the coverage map):- This was the most
consistent readings relative to the FSPL model. Therefore, signals closer to the
RSU generally gave very strong readings. But there is a sharp drop due to LoS
issues, further away from the RSU.

Figure 5d Grove Building (green on the coverage map):- The RSU did not
really cover the surrounding roads as its position relative to the extended roads
was blocked by surrounding buildings. Hence, most of the readings for the
extended coverage were lower than the FSPL calculations. However, the RSU
allowed most of the readings to be covered in an east-to-west direction.
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5 Network Dwell Time Analysis

The aim of this section is to understand the communication time of the vehicle
in a network coverage provided on the roads around the deployed testbed. A
single car with the OBU was driven around the roads covered by the testbed.
To identify the time spent in a coverage range, only the continuous spots where
the packets are received with consistency were considered and the inconsistent
spots was removed. Each RSU provides different segment of coverage around the
testbed as detailed below:

Segment 1: From St Josephs Grove road, Grove building entrance till Citi-
zens Advice Bureau in Church End Road.

Segment 2: From The Burroughs road till St Josephs Grove road, Grove
building entrance gate.

Segment 3: From The Burroughs road starting at the Hatchcroft building
and ending at the Greyhound Hill road (Opp. University Car park) via Church
end road.

Segment 4: From the end of Sunny Hill road through St Mary’s Cres
Roading turing right.

Segment 5: From Citizens Advice Bureau in Church End road towards
Greyhound Hill road.

Segment 6: From St Mary’s Cres (Road Opp. to Hendon car park) towards
north ending on Sunny Hill road.

Segment 7: From St Mary’s Cres (Road Opp. to Hendon car park) towards
north ending on Hendale Avenue road.

Segment 8: From St Josephs Grove near Grove building till Handowe close
beyond the round about.

Segment 9: From St Mary’s Cres (Road Opp. to Hendon car park) towards
north.

Table 1 shows the NDT, the distance travelled for that period of NDT and
the average velocity of the vehicle for the identified segments. The accuracy of
the results depended on two factors; the accuracy of GPS and the timestamp
which was generated at the RSU and not at the OBU. Both these factors affect
the results in a minimal way because most of the relevant area was elevated and
hence the GPS readings are fairly accurate as they generally were not affected
by the local environment. Secondly, the network was lightly loaded and hence
the timestamp given by the RSU would be close to the actual transmission
time of the beacon. The RSUs were deployed at very high height thus we can
observe good performance; if deployed along the road side on the lamp posts,
then the coverage distance will be significantly reduced in an urban area. Hence,
studying and obtaining a deep understanding of propagation models is required
to estimate NDT for increasing the efficient utilization of resources and thereby
achieving a seamless communication [9,10].
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Table 1. Network Dwell Time for the coverage segments of RSU

Segment NDT Distance Average Average

(s) (m) velocity (m/s) velocity (km/h)

Hatchcroft RSU

1 79 536.10 6.79 24.43

2 69 308.77 4.50 16.11

Williams RSU

3 69 533.34 7.73 27.83

4 19 129.81 6.83 24.60

Sheppard RSU

5 31 282.93 9.13 32.86

6 48 300.14 6.25 22.51

7 40 168.64 4.22 15.20

Grove RSU

8 42 269.40 6.41 23.10

9 61 285.53 4.70 16.80

6 Future Work

In future, the testbed will be used to explore the BSM message with all its
parameters acquired from a car. This will involve interfacing the OBU to the
Car Area Network (CAN) as well as the Electronic Control Unit (ECU) in the
car, leading to a huge accumulation of data which will be stored in the MDX
Cloud System and will be analysed using Big Data techniques. The testbed will
be expanded to include sections of the A41 located behind the Hendon Campus of
the Middlesex University. This will enable us to explore the interactions between
different traffic types such as motorway and urban traffic. Further more, we
are also building a Mobile RSU which will allow us to test the RSU setup in
different environments. The next step will be to use the VANET data to form
an Intelligent Information Platform for Smart Cities to develop algorithms for
improved safety and traffic management.

7 Conclusion

This paper has clearly shown the potential of VANET technology and the
key issues for wide scale deployment has been explored. Pathloss models and
the effects on Network Dwell Time were investigated. Hence, the evolution of
this technology and its potential to transform Smart Cities need to be fully
understood.
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Abstract. Nowadays, the energy consumption of data centers is one
of the biggest challenges in order to reduce operational expenditure
(OPEX) and the carbon dioxide footprint. Most efforts are investigat-
ing the modernization of air conditions and server hardware, but also
the optimization of resource allocations. Moreover, virtual server are
migrated from one physical host to another in order to be able to shut-
down unused physical computer nodes or even an entire rack. The Adapt-
ing Service lifeCycle towards EfficienT Clouds (ASCETiC) project tries
to tackle this issue in another way. This project develops a toolbox that
provides libraries and components which can be used to develop energy
efficient cloud software on all three layers of the usual could stack. Thus,
power consumption can be reduced by deploying energy efficient soft-
ware in the cloud. This paper presents the innovative ASCETiC testbed
located at the Technical University in Berlin (TUB), which is the deveop-
ment and evaluation eviroment for the afore metioned software.

Keywords: Testbed · Cloud computing · Energy-aware · Software-
defined networking

1 Introduction

In the recent years the information technology (IT) related power consumption
world wide is growing rapidly. One of the biggest impact factors are data centers.
They provide several IT services to customers and end-users. With the upcoming
of cloud computing many companies strive to outsource their services into the
cloud. However, there is an acceleration of adoption of cloud applications and
services by enterprises [9]. Consequently, experts warn of a dramatic increase
in energy consumption for cloud computing. Although cloud computing offers
the potential for energy saving through the centralization of computing and
storage technologies in large data centers, a few mechanisms to reduce energy
consumption have been already exploited so far.

The ASCETiC project [5] is focused on providing novel Cloud Computing
(CC) methods and tools in order to support software developers optimizing
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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energy efficiency within their applications. This minimizes the carbon dioxide
footprint resulting from designing, developing, deploying and running software
in Clouds, while maintaining other quality aspects of software to adequate and
agreed levels. In particular, the main objectives of the ASCETiC project are:

(i) to develop models for green and efficient software design, supporting sustain-
ability and high quality of service levels at all stages of software development
and execution

(ii) to develop and to evaluate a framework with identified energy efficiency
parameters and metrics for cloud services

(iii) to develop methods for measuring, analyzing, and evaluating energy use in
software development and execution, complementing quality measures

(iv) to integrate energy efficiency at the same level as other quality aspects
during service requirement, design, construction, deployment, and operation
leading to an Energy Efficiency Embedded Service Lifecycle

Therefore, ASCETiC is delivering a framework composed out of tools and
methods covering each phase of development lifecycle for implementing energy
efficient cloud services at all layers of the cloud stack [2]. Thus, the applicability
of ASCETIC to achieve 20 % of energy savings will be demonstrated on two
industry use cases. In order to reach this goal, ASCETiC initiative measures
how software systems actually use cloud resources, in order to optimize con-
sumption the resource consumption. Moreover, the awareness of the amount of
energy needed by software will help in learning how to target software optimiza-
tion where it provides the greatest energy returns. Therefore, all three layers of
the cloud computing stack: Software-as-a-Service (SaaS), Platform-as-a-Service
(PaaS) and Infrastructure-as-a-Service (IaaS) have to implement a MAPE (Mon-
itor, Analyze, Plan and Execute) loop. Each layer monitors relevant energy effi-
ciency status information locally and shares this with the other layers, assesses
its current energy status and forecasts future energy consumption as needed.

This paper basically presents the testbed which is used in the ASCETiC
project. This testbed provides an advanced OpenStack based cloud with addi-
tional energy monitoring capabilities. In particular, it presents the MAPE (Mon-
itoring, Analysis, Planning, Execution) on the IaaS layer.

The remaining paper is structured as follows. Section 2 provides a brief back-
ground analysis which is followed by an introduction of the ASCETiC software
stack, in Sect. 3. Afterwards the testbed architecture is introduced followed by
the conclusion and futuer work, in Sect. 5. Finally a disclaimer and acknowledg-
ment is given.

2 Background

The CC paradigm itself was generally evolving the scalability of resource allo-
cation by virtualization. Moreover, CC is an opportunity to massively reduce
OPEX costs and save energy. Overall, cloud computing provides the opportu-
nity to save 70–90% direct energy for servers and cooling while increasing the
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network energy consumption by only 2–3% [7]. This demonstrates that a total
energy saving of 68–87% is feasible by just switching to CC. Beside energy sav-
ings due to the CC paradigm another contemporary research challenge [1] is to
use this model an integrate energy saving mechanism within and amongst the
cloud layers [6]. This has the potential to increase the entire impact of this par-
ticular paradigm. To support this kind of research specific testbeds are needed.
They need to provide particular hardware informations to the different compo-
nents working within the cloud stack. Furthermore, an API and specific hard-
ware functions are required to support the cloud stack based energy adaptation
mechanisms.

The current State of the Art (SotA) process regarding compute and network-
ing hardware is highly connected to Moore’s Law [8]. New hardware becomes
more and more energy efficient form year to year. The criteria with the almost
biggest impact on the awareness of these new energy efficient demands is the
hardware integration density. This process is amongst others driven by mobile
devices and the approach to improve their runtime. However, this effects also
regular compute hardware driven by the increasing amount of data centers and
the cost-value ratio.

The ASCETiC project consortium has identified some weak points concern-
ing the used cluster during the first project year evaluation. Unfortunately the
deployed hardware was not contemporary and unable to supporting new energy
saving modes. Moreover, recent hardware is also supporting specific virtualiza-
tion need and provide a better scalability in this area. To overcome this issue,
the first year’s testbed is migrated and redeployed on SotA cluster as described
in the following sections. Lessens learned during the first deployment cycles were
taken into account in combination with the new identified project requirements
[3] in order to design the new testbed. In particular, the aim is to support a self-
adaptable optimization approach for clouds. This includs trade-offs on energy
consumption, maintainability, and supportability, which builds the umbrella for
the improved design.

3 The ASCETiC Toolbox

The ASCETiC Toolbox is the core component developed within the project. It
is utilizing the ASCETiC testbed in order to Provide an energy efficient CC
stack by using the innovative cloud testbed capabilities. It delivers the necessary
mechanisms for developers and engineers to develop energy efficient applications
and modules on all layers of the cloud stack. Furthermore, the testbed itself is
hosting the ASCETiC toolbox, depict in Fig. 1. This is a collection of modules
which are using the innovative testbed capabilities to implement the SaaS, PaaS,
and IaaS stack. This includes energy awareness and self-adaptation mechanisms
on all of the afore mentioned layers. The ASCETiC toolbox and its source code
is available on the project website [5] and on github.

Section 4 will further introduce the ASCETiC testbed as part of this toolbox.
In particular, the infrastructure manager (IM) and the distributed file system
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Fig. 1. ASCETiC software toolbox

(DFS). Moreover, some specific components which to obtain physical and virtual
energy probes on the IaaS layer will be introduced. Thus, the next section will
present the hardware and software architecture used for the ASCETiC testbed
deployment at TUB.
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4 Testbed Architecture

The main objective for the testbed architecture is to revise the physical
infrastructure used in the first year and taking into account lessons learned dur-
ing the first operational phase [4]. Moreover, the planned testbed improvements
were designed to deliver an appropriate support for the ASCETiC business use-
cases and further improve the sustainability of the Infrastructure Manager (IM)
and the underlying cluster. In addition, the revised cluster architecture is also
supposed to support full and fine-grained control over the networking resources,
which further offers the opportunity to evaluate energy influences in this area.
Therefore the entire cluster deployment is revised, improved and extended with:

(i) more contemporary compute hardware - from the old 16 node based Asok
(10 years old cluster) to the 200 nodes Wally cluster, which will be further
introduced in this section

(ii) increase the total amount of nodes used in the IM and the resulting exper-
imental scalability

(iii) integrate Software Defined Networking (SDN) resources for a comprehensive
cluster network approach

(iv) a second IM instance in order to have two environments (a small testing
and large stable)

The IM is generally responsible for the entire cluster management. It is used
to provide an API for the ASCETiC toolbox virtual machine manager (VMM)
to allocate, parameterize and place virtual machines (VM) within the cluster
infrastructure. The novelty beyond the state of the art (StoA) is a comprehensive
consideration of all its cloud managed resources (compute, storage, and network)
in combination with dynamic energy consumption measurements and runtime
probes in order to provide a foundation for determining an energy aware cloud
model. The IaaS provides power consumption probes for VMs, physical nodes,
and host groups. This approach requires access to a fine-grained resource control
in order compute these informations and save energy. In other words, the IM
controls all resources provided by the revised and enhanced cluster testbed. It is
the central management entity for all within the cluster available resources. It
also manages all VM operations, from the deployment over the migration up to
un-deployment. It’s API is used as a communication interface for the VMM,
which delegates the management interaction and uses the IM execution unit.

The utilized wally cluster is composed out of 200 heterogeneous nodes and
one master node. The nodes are numbered from wally001 till wally200 and have
a FQDN according to their number: <NodeName>.cit.tu-berlin.de. They are
interconnected on the first Ethernet interface by one large HP5400 switch, which
also provides Internet connectivity. 50 nodes on this cluster are permanently
allocated in order to create the ASCETiC energy efficient cloud testbed and
support the project with and appropriated test and evaluation environment.

The testbed installation is separated into two different groups or more pre-
cisely two OpenStack instances, as depict in Fig. 2. The first “unstable” instance
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Fig. 2. Testbed environment

is for software tests with regards to the ASCETiC toolbox, while the second sta-
ble one is used to collected reference values with the three ASCETiC business
use cases. One of the use cases is even deploying a large number of VMs in order
to process thousands of jobs on the testbed. This is actually one of the impor-
tant parameters indicating if the ASCETiC toolbox’s adaption mechanisms are
working. However, both OpenStack instances are using the same distribute file
system also located within the allocated cluster partition. The physical deploy-
ment is composed out of the hardware listed in Table 1. In order to cover the
SotA requirements, the wally cluster part belonging to the ASCETiC testbed was
additionally equipped with SDN enabled network devices, as listed in Table 2.

Table 1. Wally cluster node hardware

Component Model

CPU Quadcore Intel Xeon CPU E3-1230 V2 3.30 GHz

Memory 16 GB RAM

Hard disk 3× 1TB

Network 2× 1GBit Ethernet NIC

Table 2. Wally cluster network hardware

Component Model Comment

TUB Mgmt network HP 5400 legacy switch public IP space with TUB addresses
for the host node communication

VM Data network 2x NEC IP8800 SDN based OpenStack VM network
using private IP addresses, for the
VM to VM communication

The network related software deployment is composed out of the OpenStack
Ice House distribution including Neutron and the OpenDaylight controller. This
extends the previous approach and deliver the foundation for an additional
energy aware network resource management. The VMs can be externally accessed
via Network Address Translation (NAT) based user defined floating IPs. The
physical hosts again can be accessed for administrative purposes over the regu-
lar TUB internal network on eth0 or the SDN data network using a private class
C network addresses on eth1.
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In the following subsections all testbed components will be introduced:

Testbed gateway and control node. The wally199 node is used as testbed access
point. It provides all services which are not directly related to OpenStack. It
hosts a layer three OpenVPN server. This VPN server is used by the clients to
create their tunnel connection. It presents the central entry point for all exter-
nal connections. Moreover, all traffic of the three different networks is basically
routed there. TUB is also running a Chef server on this node which allows to
deploy operating system (OS) images on the physical hosts on demand. This
is required to e.g. roll out updates or testbed related modifications. Moreover,
the on this machine installed Zabbix server is monitoring all testbed parameters
including power probes from the physical and virtual machines. These values are
further stored in a MySQL data-base and can be queried by modules inside the
IaaS ASCETiC Toolbox layer.

Stable testbed. The stable testbed is used to deploy the use cases and explore
the energy saving mechanisms implemented within the ASCETiC toolbox. The
wally200 node is the cloud controller for the stable testbed. It hosts all manage-
ment related OpenStack components like Neutron, Glance, and Keystone. This
controller is managing a total amount of 32 compute nodes (Table 3).

Table 3. Stable testbed node distribution

Node Comment

wally200 control node

wally193 - wally198 currently unmeasured compute nodes

wally157 - wally163 energy-meter measured compute nodes

wally164 - wally182 PDU measured compute nodes (in work)

All energy probes or more precisely power measurements are directly col-
lected with customized scripts and pushed to zabbix, where they are available
for the ASCETiC IaaS components like e.g. the VMM based VM scheduling and
placement.

Testing testbed. The testing testbed serves as playground for the ASCETiC
toolbox developers. It is an distinguish development environment where new
implemented features can be tested without influencing the execution of the use
cases running on the stable testbed. It is composed out of one master and three
compute modes, as listed in Table 4.

CephFS. As distribute file system (DFS) and basic enabler for VM live migra-
tions the testbed uses the latest from source build CephFS. The deployed CephFS
installation on the testbed is composed out of ten nodes (wally183 - wally192).
It uses five monitor daemons and and two one Terra-byte disks participating in
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Table 4. Testing testbed node distribution

Node Comment

wally155 control node

wally152 energy-meter measured compute node

wally153, wally154 currently unmeasured compute nodes

the DFS per node with round about 14 Terra-byte total DFS volume. In addi-
tion, every DFS node is further equipped with an 512 MB SSD, which is used as
CephFS journals to increase the IOPS performance.

Fig. 3. Rally evaluation with 200 iterations using CephFS

A brief evaluation of the stable testbed instance with Rally [10] indicates
that the deployment at TUB is working flawless. Spawning VMs with a typical
Ubuntu 14.04 LTS image demonstrates that the usage of CephFS is a reason-
able approach for IaaS providers to increase performance. The installation was
benchmarked with a VM boot and delete process with 200 iterations running 20
concurrent deployments. As shown in Fig. 3, the testbed needs around 33 s to
boot the VM. In contrast, booting from the local hard disk takes around 200 s,
as depict in Fig. 4.
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Fig. 4. Rally evaluation with 200 iterations using the nodes local hard disk

5 Conclusion and Future Work

The currently deployed testbed presents an innovative environment for
researchers to evaluate energy efficient cloud computing on all cloud layers. The
ASCETiC project is currently in its third and last project year. The testbed
meanwhile supports a lot of energy saving features provided by the second year
ASCETiC toolbox. Nevertheless, some ambitions testbed related improvements
and support opportunities are currently in progress. In particular, the TUB
team is currently working on an IPMI driver to control hosts automatically.
This driver will basically provide the opportunity to dynamically turn physical
hosts on and off on demand. This will improve the overall energy consumption.
Moreover, the TUB cluster is using smart power distribution units (PDUs) which
provide a similar opportunity. Thus, with a PDU driver it would be possible to
compare host and host group energy values. Furthermore, the integration of an
OpenFlow capable network monitoring tool enables the opportunity to consider
network streams and VM distances for the VMM related scheduling, deployment,
and migration process.
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Abstract. IoT deployments and then related experiments tend to be highly
heterogeneous leading to fragmented and non-interoperable silo solutions. Yet
there is a growing need to interconnect such experiments to create rich infras-
tructures that will underpin the next generation of cross sector IoT applications
in particular as using massive number of data. While research have been carried
out for IoT test beds and interoperability for some infrastructures less has been
done on the data. In this paper, we present the first step of the FIESTA certi-
fication method for federated semantic IoT test bed, which provides stakeholders
with the means of assessing the interoperability of a given IoT testbed and how
it can be federated with other ones to create large facility for experimenter.
Focus is given on data and semantic context of the test beds and how they can
interoperate together for larger experiments with data.

Keywords: Semantic interoperability � Federation � Certification � Testbeds �
IoT

1 Introduction

The advent of the Internet-of-Things (IoT) paradigm has led to the emergence of a large
number of context-aware human-centric applications that leverage data and services
from sensors and other internet-connected objects. These applications are in several
cases supported by IoT platforms, which facilitate the integration, and processing of
IoT data streams, as well as their orchestration of IoT services in-line with the business
requirements driving the IoT deployments [1]. Nevertheless, the vast majority of the
platforms do not provide the means for building interoperable applications [2]. Hence,
IoT deployments and also experiments tend to be fragmented and non-interoperable.
This results in disaggregated and fragmented silo solutions, which can hardly be
integrated into added-value applications [3].
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One major aspect of the boom of IoT deployments is the growing and massive
number of data which themselves can become non interoperable as data cannot be
understood by different silos. It is therefore very important to provide environment such
as test beds which can help to experiment the use of large data sets and get some tools
to ensure data (semantic) interoperability [4]. Before providing techniques to ensure
such data interoperability it is very important to provide large test facilities and this is
often provided by federation of testbeds. While federation of testbeds are promoted
through regional program (i.e. GENI (https://www.geni.net) in US, FIRE and fed4-
FIRE [6] in EU), there is no specific federation techniques focusing on data and
semantic interoperability.

To address this limitation the FIESTA project (http://www.fiesta-iot.eu) is devel-
oping a certification method for IoT interoperability, which provides testbed owners
with the means to assess the interoperability features and capabilities of a given IoT
testbed, while at the same time providing concrete guidelines to facilitate data inter-
operability. Such a certification method is motivated by the need to interconnect
diverse IoT testbeds, to create richer experimental facilities.

The purpose of this paper is to introduce the FIESTA interoperability certification
framework which is a set of tools and methodology. It is structured as follows: Sect. 2,
following the present introduction provides more details about the framwork. Section 3
elaborates the methodology used to derive the suite, which included consultation with
owners of IoT infrastructures and IoT software developers. Section 4 is devoted to the
presentation of the suite, in the form of a scorecard, along with concrete examples of its
use. Section 5 is the concluding section of the paper, which also highlights future work.

2 A Semantic Interoperability Certification Framework

The purpose of testbed is to provide an environment that allows experimentations and
testing to be performed which can require the participation of selected end-users [5].
FIESTA is an experimental facility that is a federation of heterogeneous IoT testbeds.
Experimenters can utilize tools and services to run IoT experiments across different
testbeds (covering different heterogeneous technology domains) [6]. Interoperability is
clearly at the heart of this federation. In order for testbeds and tools to participate in the
federation—theymust interoperate. Hence, the objective of the certification framework is
to ensure that an individual testbedwhich applies to be a part of the federation conforms to
the certification specifications in order to guarantee the service level of the federation.
Such a framework ensures that the key stakeholders can behave as shown in Fig. 1:

– IoT Infrastructure Providers and Testbed Owners provide the test environment,
including resources and services (e.g. resource discovery, data access). The certi-
fication framework ensures that their testbed will gain wider visibility and will be
used more extensively by applications and users.

– For Experiments Developer and Integrators. These are the people or organiza-
tions who develop and perform experimentations, which are in the form of new
applications or services designed to get specific results, using the testing environ-
ment together with all available tools from the testbed. They are most interested in

104 M. Zhao et al.

https://www.geni.net
http://www.fiesta-iot.eu


features such as the ease of use of the testbeds, the performance of services and
tools provided by the testbeds for development and deployment, and the effec-
tiveness of collecting experimentation results.

– For Experimenters/Researchers. They are the people who use the experiments
running on the test federation to obtain the results they want. They need the cer-
tification framework to get ensured about what testbeds are interoperable to be used
together, and what are the data accessible from the federation, in order to design
their experiments and give the requirements to the experiments developer.

A certified testbed will help the other two stakeholders to have the confidence to
concentrate on their core business without taking care of the details on the testing
infrastructure. Conversely, once the two other stakeholders have confidence in the
federation of certified testbeds, they will use more this testing infrastructure for their
experiments. The federator (the FIESTA facility) is also a beneficiary of the certifi-
cation framework that will provide guarantees that a given testbed complies and
interoperates within the federation, thus being able to maintain the service level of the
whole platform.

The structure of the certification framework comprises three elements:

– Interoperability Aspects and Requirements: The interoperability capabilities of
each IoT platform or testbed will be defined in terms of a set of interoperability
requirements (or capabilities) that it will have to fulfil. These requirements are
discussed in the next paragraph.

Fig. 1. Interactions between stakeholders in the certification framework

Towards an Interoperability Certification Method 105



– Interoperability Scores: Each of the requirements outlined above will give rise to
scoring a testbed in terms of its interoperability features and capabilities. FIESTA
will not define interoperability as an “all-or-nothing” value proposition. Rather, the
project’s certification framework foresees the assignment of an interoperability
score to each IoT testbed, depending on the interoperability requirements/concerns
that it addresses, as well as on the level/depth at which those requirements are
addressed.

– Classification and overall assessment: The final outcome of the interoperability
specification of a given testbed will be expressed also in terms of its classification to
an interoperability class signifying its interoperability level. However, there will
also be testbeds that will be classified as non-interoperable (“fail” class) i.e. lacking
essential features in order to be used in conjunction with other IoT platforms
(Table 1).

3 Certifying IoT Testbeds: Aspects and Requirements

The production of the certification scorecard was developed by studying the interop-
erability requirements collected from our analysis of four testbeds aiming to integrate
into the FIESTA federation (the requirements are documented [7]). These testbeds are
not necessarily compliant with the FIESTA certified testbed definition from the
beginning, because they may have different approaches or conflict of interest as they
are independent. However, they should be the first to adapt the criteria of FIESTA
testbed as soon as the definition of “FIESTA-compliant testbed”, which is a
mutual-agreement between them, is available, in order to establish the federation and
enable first experiments running on the federation. This analysis of the requirements
produced the following key themes where interoperability must be certified:

– Data models. Achieving interoperability by establishing and using a semantic
model for the data in the federation.

– Interfaces and services. Certification of the services and interfaces which should
be provided by the federation and each testbed.

Table 1. Indicative interoperability classification.

Interoperability
class

Score (0–100)
(example)

Explanation

“Platinum” (A) S � 90 Excellent interoperability, exceeding the set of criteria
“Gold” (B) 90 > S � 80 Very good interoperability, fulfilling all the set of

criteria
“Silver” (C) 80 > S � 70 Good interoperability, implementing most of the set

interoperability criteria
“Bronze” (D) 70 > S� 60 Acceptable interoperability, providing support for a set

of important requirements that enable interoperability
Fail (E) 60 > S The testbed has serious interoperability weaknesses and

fails to meet essential interoperability requirements
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– Security. Ensuring that testbeds maintain the end-to-end security properties of the
federation.

– Quality Auditing Aspects. Ensuring that testbeds maintain the end-to-end Quality
of Service Aspects of the federation.

3.1 Data Models

A key interoperability characteristic of an IoT experimental infrastructure is its ability
to represent and exchange data in standards-based models and formats. The rationale
behind supporting such format is two-fold:

– Syntactic Interoperability: To facilitate developers in accessing and processing
data, on the basis of popular, mainstream and widely use standards such as REST
and JSON. This is a major step towards syntactic interoperability across IoT
applications that use/leverage data from multiple testbeds.

– Semantic Interoperability: To ensure that IoT applications leveraging data from
multiple testbeds have compatible semantics, thanks to their compliance to a
common (standards-based) data model or ontology. The interoperability score of a
testbed will be defined on the basis of the number and type of supported data
models and ontologies

3.2 Interfaces and Services

Another interoperability feature of a testbed relates to the interfaces that it supports for
accessing its IoT services and resources. The support of a standards-based interface can
facilitate third-parties (i.e. integrators of IoT experiments) to develop interoperable
applications, on the basis of the principle: “Build once and interface across multiple
testbeds”.

Interfaces. Apart from the provision of support for access interface, a testbed’s
interoperability is affected by the type of IoT services that it supports, such as for
example services for discovery of resources (e.g., services, sensors) and data processing
functionalities (e.g., CEP). To facilitate the FIESTA platform access across multiple
testbeds some of the most known IoT and/or proprietary interfaces are going to be
utilized:

– SPARQL interface: SPARQL Protocol and RDF Query Language interface is a
web service for conveying SPARQL queries to an SPARQL query processing
service and returning the query results to the entity that requested them

– NGSI: Next Generation Services Interface is a RESTful API via HTTP. Its purpose
is to exchange context information.

– OCCI: Open Cloud Computing Interface is a Protocol and API for Management
tasks. It can serve models in addition to IaaS, including e.g. PaaS and SaaS.

– IoT-A Virtual Entity end point: virtual entities representing physical entities can
be discovered
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– Relational DB end point.
– Document DB end point.

IoT Services. Some of the testbeds could provide additional services that will enable
the experimenter and the FIESTA platform of having more advanced interaction with
it. These services include:

– Resource Discovery: this service will enable FIESTA platform to discover avail-
able resources of the testbed and list them to the experimenter.

– Direct access to sensors through services: this service will enable the experi-
menter, based on an agreed access policy, to access the data feed of the sensor
directly for retrieving real time data.

– Actuation true offered services: will enable the experimenter, based on an agreed
access policy, to control a sensor/actuator by exposing its control interface.

3.3 Security

Security must be considered in an end-to-end manner across the federation. Interop-
erability covers both functional and non-functional properties. Each testbed that joins
and participates in the FIESTA federation must comply with the security technologies,
protocols and practices in order that it interoperates with the same secure character-
istics. A fully interoperable testbed (syntactically and semantically) at both the data and
interface/service levels still cannot operate within the FIESTA federation without
considering conformance with the security architecture and requirements (and indeed
other non-functional properties). For a testbed to be considered maintaining security
compliance it must achieve the following elements:

– Secure encrypted communication channel between all testbed interfaces and
FIESTA. The testbed must implement fully secure interface endpoints. That is all
communication between the testbed and systems in the federation are encrypted.

– Authentication. The testbed must trust the FIESTA federation to identify and
authenticate experimenters on its behalf. A request received by a testbed in the
federation is deemed to be authentic.

– Identity Management (optional). A testbed may wish to determine who is using
what features of the testbed, e.g. for accounting purposes.

– Authorization. The testbed may trust FIESTA to authorize users on its behalf. The
testbed must then provide FIESTA a set of access policies for its resources.

– Testbed-based Access Control (optional). A testbed can choose to perform local
access control decisions and enforcement.

By conforming to these security features the key requirements of the federation are
maintained: (i) single-sign of experimenters to use all testbeds and services in the
federations; (ii) authorized access to resources; and (iii) secure and protected com-
munication in the federation.
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3.4 Quality Auditing Aspects

Quality expectations depend on the evaluated subject which is testbed in the current
case clarified earlier. Testbeds aim to provide better services to attract experimenters. In
a given testbed, the most important impacts on the quality of service are the techno-
logical and service enablers that experimenters and developers use directly to imple-
ment the experiments.

Quality of Service (QoS) aims at evaluating the end to end service delivery quality
and correlating it with the users’ quality of experience. From [7], we identify the
QoS-related indicators for the certification framework which are:

– Response time. The maximum delay to give a response to a received request.
– Processing time. The maximum delay that the testbed must finish the processing

even in the most complex case.
– Computational assets. Resource assignment for computing should be optimized.
– Service prioritization. If a testbed provide several services, as resources are lim-

ited, it should be able to prioritize some services.
– Reliability. The testbed should be enough reliable to not interrupt experiments too

often.

Good quality of a testbed is also related to how easy and clear that an experimenter
can develop and deploy their experiments on it. Best practice such a support which is a
guide for platform/framework users to design and run services/applications conform to
the specifications in an efficient way. It helps to improve the reusability of the testbed
for conducting various experiments on it. This guide will also help other testbeds in the
federation to understand and cooperate with the current testbed. This is a part of the
whole documentation. In a similar way, we identify the best practice-related indications
from the requirement document of Fiesta.

– Documentation. The most essential part of the best practice about a platform.
– High level interface description. This will guide the users to use provided services.
– Tools. Available tools will help development, deployment and management of

experiments.

4 Testbed Interoperability ScoreCard

Based on the items presented in the previous sections we have generated a scorecard,
based on the criteria presented in Table 2, which was implemented in an Excel file and
when completed during the certification process will provide a score to the testbed
owner based on the features that is capable to provide.

Application of scorecard to certify a testbed. Figure 2 is shows an example of a
filled up scorecard with the relevant mock-up result/advice guide. This example is from
the input and feedbacks from the Santander Smart City testbed. In the generated Excel
file, the testbed owner is able to choose the level of support for the listed items above
by ticking the appropriate box on the right and as soon as it finishes it can get an overall
score (72.7/100 on upper right) of the testbed/FIESTA Interoperability. In the current
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Table 2. The interoperability scorecard content

Testbed/FIESTA Interoperability
Items Description

Data Models
SSN Ontology Does the testbed supports the SSN ontology
FIESTA Ontology Does the testbed supports the FIESTA ontology
SensorML Does the testbed supports SensorML language to represent the

sensor data
SWE Does the testbed supports Sensor Web Enablement (SWE) language

to represent the sensor data
Proprietary Format Does the testbed supports a proprietary language to represent the

sensor data
Data Extraction Does the testbed provides the ability to extract data in a document

format (i.e. CSV, Excel, XML, RDF, JSON, etc.)
Graph Database Does the testbed store its data in a Graph Database
Document Database Does the testbed store its data in a Document Database
Relational Database Does the testbed store its data in a Relational Database
Interfaces and Services
SPARQL End Point Does the Testbed offer a SPARQL (Graph DB) endpoint
NGSI Interface Does the Testbed offer NGSI
OCCI Interface Does the Testbed offer OCCI
Virtual Entity
Endpoint

Does the Testbed offer an Virtual Entity end point

Relational Database
End Point

Does the Testbed offer a Relational DB endpoint

Document DB
Endpoint

Does the Testbed offer a document DB endpoint

IoT Services End
Point

Resource Discovery, Direct access to sensors thru services,
Actuation true offered services

Security
Data Encryption Offer secure encrypted communication channel between all testbed

interfaces and FIESTA
Authentication Can trust FIESTA to identify and authenticate experimenters on its

behalf
Identity Management Determine who is using what features of the testbed
Authorization Is the testbed able to specify access rights to specific resources?
Testbed-based Access
Control

Can the testbed choose to perform local access control decisions and
enforcement?

Quality Auditing Aspects
Response time Do you control or set a threshold before which your testbed must

give a response to the received request?
Processing time Do you control or set a threshold before which your testbed must

finish processing the request in the most complex case?
Computational assets Does your testbed implement any resource optimizing mechanism?

(continued)
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Table 2. (continued)

Testbed/FIESTA Interoperability
Items Description

Service prioritization Does the testbed support the execution of services with different
priorities?

Reliability Do you define a ratio of failure time/working time that the testbed
must respect?

Generic
Documentation Does the Testbed provide Documentation
Tools Does the testbed provide development, deployment and

management tools
Adaptors Can the Testbed offer the ability to run third party software (i.e.

FIESTA adaptors)
Additional DB Can the testbed replicate/annotate its current data to the FIESTA

format in a local Database

Fig. 2. An interoperability scorecard mock-up sample
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case, a “Yes” give a score of 1.35, a “Partially” gives 0.75 and a “No” gives 0. It should
be noted here that for the reason of ease of use for the scorecard users, some criteria in
Table 2 are split into several finer items. We also investigate to generate automatically
a report with a results/advice guide on what a testbed could easily support further or
what needs to be done to make it interoperable with the FIESTA platform. according to
specific items (i.e. “The testbed could adapt FIESTA ontology with some effort” (in
data models category in Table 2)) is an advice given based on the “NO” answer of
“Does the testbed supports the FIESTA ontology?”), or according to a score calculated
within a category (i.e. “The testbed provides satisfactory quality of service” is given
based on the scored calculated from the answers to items in the category “Quality
Auditing Aspects”). It is mapped to the interoperability class “Sliver (C)” to give the
testbed owner an intuitive information about how much effort to investigate in the
future to make the testbed interoperable regarding to FIESTA (Table 3).

5 Conclusions and Outlook

As part of this paper we have highlighted the importance of federating IoT test beds to
ensure data interoperability experiments, along with the need of a framework for
auditing IoT applications against their interoperability characteristics. The framework
addresses a wide range of aspects that underpin interoperability, including supported
interfaces, data models, security mechanisms and more. Special emphasis is given in
the provision of support for standards, which is an aspect that can greatly facilitate
interoperability. The certification framework is currently provided in the form of a
scorecard, which has been subject to small scale validation on the basis of the
involvement of few testbed owners and IoT developers. As part of on-going work we
are transforming the scorecard to an interactive on-line tool, which will facilitate its use
by stakeholders, while at the same time enabling the reception of feedback for

Table 3. An interoperability scorecard mock-up result/advice guide sample

Data Models
The testbed could adapt FIESTA ontology with some effort
Interfaces and Services
The testbed could adapt FIESTA architecture by implementing SPARQL endpoint
The testbed could utilize the FIESTA adaptors thru NGSI interface
The testbed can provide direct access to sensors and actuators thru its own interfaces
Security
The testbed provides satisfactory level of security
The testbed can only provide complete access to one user type which will be controlled by
FIESTA
One Fiesta User will require to be created to access the Data offered by the testbed
Quality Auditing Aspects
The testbed provides satisfactory quality of service
Generic
The testbed could offer FIESTA compliant database without the need of additional software
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fine-tuning the implementation. Furthermore, a larger scale validation targeting owners
and administrators of commercial IoT infrastructures (rather than experimental testbeds
only) is also planned. This future work is expected to increase the number and scope of
the potential beneficiaries of the certification framework, which will be provided as an
on-line service. Furthermore the framework currently addressing test beds will be
extended to the whole data IoT interoperability world where there are a lot of expec-
tations in particular within Standards organizations such as ETSI or oneM2M, just to
mention few ones.

Acknowledgments. Part of this work has been carried out in the scope of the FIESTA-IoT
project (H2020-643943) (http://www.fiesta-iot.eu/). The authors acknowledge help and contri-
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References

1. Soldatos, J., Serrano, M., Hauswirth, M.: Convergence of utility computing with the
internet-of-things. In: 2012 Sixth International Conference on Innovative Mobile and Internet
Services in Ubiquitous Computing (IMIS), 4–6 July 2012, Palermo, Italy. IEEE (2012)

2. Soldatos, J., Kefalakis, N., Hauswirth, M., Serrano, M., Calbimonte, J.-P., Riahi, M., Aberer,
K., Jayaraman, P.P., Zaslavsky, A., Žarko, I.P., Skorin-Kapov, L., Herzog, R.: OpenIoT: open
source internet-of-things in the cloud. In: Podnar Žarko, I., Pripužić, K., Serrano, M. (eds.)
FP7 OpenIoT Project Workshop 2014. LNCS, vol. 9001, pp. 13–25. Springer, Heidelberg
(2015). doi:10.1007/978-3-319-16546-2_3

3. Manyika, J., Chui, M., Bisson, P., Woetzel, J., Dobbs, R. Bughin, J., Aharon, D.: Unlocking
the Potential of the Internet of Things. McKinsey Global Institute, June 2015

4. Serrano, M., Quoc, H.N.M., Le Phuoc, D., Hauswirth, M., Soldatos, J., Kefalakis, N.,
Jayaraman, P.P., Zaslavsky, A.: Defining the stack for service delivery models and
interoperability in the internet of things: a practical case with OpenIoTVDK. IEEE J. Sel.
Areas Commun. 33(4), 676–689 (2015)

5. MyFire project (http://www.my-fire.eu) deliverable D1.2-taxonomy on common interpreta-
tion of testing, testing approaches and test bed models

6. Fed4Fire project (http://www.fed4fire.eu) deliverable D2.3 First sustainability plan
7. Fiesta project deliverable D2.1, Stakeholders Requirements

Towards an Interoperability Certification Method 113

http://www.fiesta-iot.eu/
http://dx.doi.org/10.1007/978-3-319-16546-2_3
http://www.my-fire.eu
http://www.fed4fire.eu


Design and Architecture of an Industrial IT
Security Lab

Steffen Pfrang(B), Jörg Kippe, David Meier, and Christian Haas

Fraunhofer IOSB, Fraunhoferstr. 1, 76131 Karlsruhe, Germany
{steffen.pfrang,joerg.kippe,david.meier,

christian.haas}@iosb.fraunhofer.de

Abstract. IT security for Industrial control systems or the Industrial
Internet of Things is an emerging topic in research and development as
well as for operators of real production facilities. In this paper, we will
present the Fraunhofer IOSB IT Security Laboratory for industrial con-
trol systems, that enables security research, development and testing of
products and training of IT security personnel. Due to its architecture
based on both real hardware components and a flexible virtual environ-
ment, the IT Security Lab offers a realistic setup of today’s production
facilities and at the same time a high flexibility with regard to future
networking technologies and protocols.

Keywords: IT security · Industrial Internet of Things · Industrie 4.0 ·
Testbed

1 Introduction and Motivation

Future industrial production facilities will be highly networked. Controllers and
embedded systems such as programmable logic controllers (PLC) and sensors
or actors communicate with each other, cloud-based systems plan tasks and
machine utilization, plant operators monitor and control the system remotely,
maintenance staff can access and change the plant’s configuration remotely from
anywhere on the planet. With more networking and connectivity, IT security
mechanisms become an urgent and integral topic well beyond factory or produc-
tion sites. Attackers could potentially infiltrate critical production networks and
therefore harm or destroy production lines or even cause severe injuries.

To protect against damage and production stoppages, suitable measures to
prevent security incidents are urgently needed. Yet, the research and develop-
ment of countermeasures or attack research and vulnerability scanning are often
not possible in real production networks due to availability issues or the risk
of malfunctions. On the other hand, nearly no test data, e.g. packet capture
(PCAP) files of network traffic in industrial sites is available, as this data is
often related to intellectual property protection and kept secret. Nevertheless,
IT security research and development requires an IT infrastructure that is iso-
lated from productive networks and yet replicates the target environment as
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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accurately as possible. In this paper we will present the Fraunhofer IOSB IT
Security Laboratory for Industrial control systems that enables us to perform
security research, development and testing of products and education or training
of security personnel in an isolated environment that contains most of today’s
industrial networks and components in real hardware and software as well.

1.1 Requirements

There are several requirements that the IT Security Laboratory has to fulfill.
At first and most important, there is the necessity to perform attack research
including Vulnerability scanning and Intrusion detection in a testbed that con-
sists of real automation components connected with real industrial protocols
without endangering any real production process.

In order to gain flexibility and reduce costs, there should both real hardware
components (e.g. PLCs, industrial switches etc.) and virtualized components.
Using a virtualization environment for the production site allows for constructing
larger, more realistic production processes and workflows as well as for attacking
devices without the danger of destroying components irrecoverably. On the other
hand, attacks have to target real components to transfer research results to real
production sites.

The laboratory has to be built up to integrate arbitrary automation equip-
ment. Additionally, there has to be the flexibility for reconfiguring the whole
laboratory setup by exchanging components through standardized interfaces:
Mechanically, electrically as well as the networking infrastructure.

For attack and detection purposes, there has to be a powerful virtualized
computing infrastructure which can be used from different locations (e.g. offices)
with the ease of virtual machines. And last but not least, the whole laboratory
has to be protected from attacks coming from the Internet as well as the Internet,
that has to be protected from attacks performed by malicious software that is
run within the laboratory.

2 Design

The IT Security Laboratory is a test- and demonstration environment dedicated
to the security of industrial IT systems and providing a high degree of flexibility
to perform IT security research. From the top-level point of view, the lab consists
of two parts:

Virtualization environment (also called the cloud infrastructure): This envi-
ronment shown on the left side of Fig. 1 is implemented using the Open source
software platform Proxmox VE [4] and runs on a three node hardware cluster.
In this environment different networks have been set up using virtual switches
(Open vSwitch [15]) as well as virtual firewalls (pfsense [10]). Virtual machines
connected to these networks provide components of automation systems (e.g.
PLC programming stations, SCADA servers), management tools and – to
support security research – different attack and detection tools.
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Fig. 1. The virtualization environment and related physical part

The hardware cluster is connected to the Internet and protected by a hard-
ware firewall (Cisco ASA) controlling incoming traffic as in any other Inter-
net connected enterprise network, but additional protection has been imple-
mented to control outgoing traffic and to prevent malicious software from
passing from the laboratory networks into the outside world. A cluster switch
connects the nodes and provides on a trunk port several virtual LANs set
up within the cloud infrastructure building the network infrastructure for the
experiments to be run in the laboratory.

Physical part: The physical part shown on the right side of Fig. 1 consists of
a mechanical framework construction into which different experiments can
be mounted. Experiments consist of slabs, which on turn carry real physical
components known from industrial automation systems (like PLCs, industrial
switches, HMIs, etc.). The framework construction provides electrical power
(different voltages as needed by typical automation equipment) and connec-
tion to the networks in the virtualization environment via an edge switch that
is connected to the cluster switch.

Both the virtual and the physical part together provide the test- and demon-
stration environment which allows to run attacks against real automation equip-
ment (which hardly can be simulated using virtual machines) in a flexible way.
The slabs carrying the experiments are designed in a modular way and can be
changed easily (Fig. 2).
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Fig. 2. Picture of the IOSB Industrial IT security laboratory

Figure 3 shows an example network structure with three subnets: The Field
network comprising PLCs, sensors and actors, is connected via a firewall with
the SCADA network homing a SCADA system. Another firewall connects this
network with the Office network. The management, attack and detection tools
reside in a separate network which is linked to all of the other networks.

2.1 Monitoring Infrastructure

With respect to network traffic analysis one has to consider the fact that sub-
networks/VLANs are spread over different switches in the virtual as well as in
the real part of the lab environment. To get a complete view of the network
traffic the traffic passing through the different switches has to be monitored and
those mirror streams have to be merged. That has been achieved by setting
up the mirroring within the Open vSwitch infrastructure and sending the col-
lected mirror streams through Generic Routing Encapsulation (GRE) tunnels to
a concentrator which provides a merged mirror stream to the analyzer machine.
A visualization of this mirroring infrastructure is shown in Fig. 4.
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Fig. 3. Example network view with different typically used networks

Fig. 4. A mirror infrastructure example comprising one real and one virtual switch
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2.2 Detection Tools

The placement and usage of any detection tools depends on the experiments
to be conducted. For network based detection tools e.g. a sensor component
performing packet capture would be connected to the mirror stream provided
by the monitoring infrastructure as described above. For the analysis/testing of
host based detections tools, collectors and correlators would be installed in the
management network receiving alerts directly from the components under test.
In the same way any GUI applications would be located within this network.
A dual-homed installation typically would be used for vulnerability assessment
scanners, which have one interface in the management network and another
where the components to be scanned are residing.

3 Attack Case Study

To demonstrate the capabilities of the Industrial IT Security Lab, an attack case
study is presented. This example attack will involve multiple parts of the lab to
illustrate security weaknesses and their impact on Industrial IT components.

3.1 Scenario

This scenario is built upon a simulated production process involving multiple
simulated machines. The simulated production process is based on a real factory
installation from Festo Didactic and simulated using CIROS 6.0 software, also
by Festo [3]. The simulated machines are controlled by individual programmable
logic controllers (PLC) by wiring their signal in- and outputs to the simulation.
This has the advantage that the PLCs can be operated with the same firmware
and configuration used in a completely real environment. One part of the produc-
tion process contains a rotary disk where workpieces are tooled with a molding
cutter and a drill. This part of the process is controlled by a single PLC that
reacts on sensor input when a new workpiece is ready to get processed. It is
then brought into position by the rotary disk and cutter and drill are positioned
accordingly. The actual cutting and drilling is also controlled by the signal out-
puts from the PLC. The real-world installation of this production process part
is shown in Fig. 5.

The PLCs are communicating with each other and have industrial Ethernet
connections to a OPC-UA server [9], where production data gets aggregated. No
security hardening procedures or methods were used on the automation devices.
While this would not be common practice in modern IT environments, this
is still often found in the industrial IT domain, because of a false perception
of security [11]. This also means that access to the PLC is not restricted, for
example by using default passwords or no passwords at all.

In this scenario, we assume an attacker has gained access to the plant com-
munication network with typical attack vectors [7] comprising of, for exam-
ple, infected control stations or manipulated mobile maintenance equipment.
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Fig. 5. Picture of process part used for the attack scenario

The attacker has access to the SCADA parts of the network in particular (refer
to Fig. 3) and is able to inject arbitrary data into the network. He is therefore
also able to intercept data by using ARP spoofing, for example. This also enables
the attacker to start communication with devices of his choice.

3.2 Attack Description

The attacker is first starting to scan the network silently to avoid affecting
automation devices yet, which often react with errors when confronted with
simple network scans. This enables the attacker to learn the devices present
in the network. By analyzing MAC addresses, a target PLC can be identified.
The attacker can now start communicating with the targeted PLC by using an
applicable SCADA protocol. As the PLC in this scenario is a SIEMENS S7-300,
the S7 protocol is the protocol of choice. The protocol enables the attacker not
only to read data from the PLC, the attacker can also send commands to the
PLC. By issuing a force order command, arbitrary values can be set on the
in- and outputs. This is a debugging feature to enable quick reaction options,
for example in the case of hardware failures. The attacker can now provide the
executed PLC program with manipulated inputs or set the outputs of the PLC
directly. By setting almost all output signals, the attacker can provoke a constant
rotation of the dish while molding cutter and drill are still active and in position.
This would, of course, immediately cause damage to the current workpieces and
the hardware itself and ultimately lead to the destruction of crucial elements of
this process part.
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During the attack, the internal computation cycle of the PLC is not altered
in any way. As soon as the force order is deactivated by the attacker, the current
cycle outputs are set and the PLC continues regular operation. This also means
that neither the firmware nor the current configuration of the PLC are altered
by the attack.

3.3 Detection and Alert Processing

Our simple showcase detection workflow starts with the network-based Intrusion
Detection System (IDS) SNORT [12]. Initially, SNORT gets configured with a
whitelist containing the information of allowed connections to the PLC.

Once SNORT detects a network packet addressing the PLC whose sender
doesn’t match the whitelist, it fires an alert. This alert gets forwarded to the
correlation engine OSSEC [1] which simply converts the alert into the stan-
dardized Intrusion Detection Message Exchange Format (IDMEF) [2]. The alert
might be processed by an Incident Management System (IMS). In our case,
for demonstration purposes, it triggers a traffic light which is mounted on the
mechanical part of the lab and sets it to red.

3.4 Case Study Conclusion

We are able to demonstrate a simple, yet effective attack to a production process.
The attack arises because an attacker has got direct access to the SCADA com-
ponents with the PLCs. This scenario is not only fictitious, it is even ordinary
in many production sites based on our experiences with talks to employees and
responsable persons: Network separation isn’t performed in production sites as
it is common in the Office IT.

Additionally, as a second point, Intrusion detection is being performed in the
virtualization infrastructure and an alarm gets raised once malicious activities
are being discovered. That allows for alerting cyber security personnel that can
react properly.

4 Related Work

Testbeds for the Industrial Internet of Things is a hot topic all over the world.
For example, there are several testbeds in the Industrial Internet Consortium
(IIC) for different emerging topics in the industrial internet, e.g. for condition
monitoring an asset efficiency testbed [5]. Another set of testbeds can be found
in the German Plattform Industrie 4.0 consortium, where several testbeds are
hosted in the so-called Labs Network Industrie 4.0. These testbeds address sev-
eral hot topics for Industrie 4.0, e.g. Smart Factories, PLUG and WORK or
Smart Data Innovation [8]. Neverless, very few testbeds are designed and used
for research and development on IT security for the industrial internet. For some
educational purposes, some smaller training and test scenarios can be found from
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commercial cyber training vendors, e.g. [13,14] or [6]. These smaller test environ-
ments usually are used to showcase some specific attacks or detection technique
for industrial control systems, yet they often lack the flexibility to use both real
hardware and virtual components. Also, often times no real production processes
are simulated or run.

5 Discussion and Future Work

With the attack case study presented in Sect. 3, we were able to prove that
the testbed fulfills the requirements for an Industrial IT security laboratory
enumerated in Subsect. 1.1: A cyber attack disturbing a physical but simulated
process gets detected by an IDS component which triggers an alarm.

The architecture is chosen rather flexible allowing for the inclusion of
arbitrary physical as well as virtualized components. Using a powerful cloud
infrastructure, even heavy-weight attack tools can be run. With the monitoring
infrastructure in place, different types of detection tools can be launched and
used for both research and educational purposes. Furthermore, it allows for the
recording of process automation communication as well as cyber attack traffic
resulting in PCAP files which can be used for analysis outside of the laboratory.

Nevertheless, there are some minor limitations of our approach to be men-
tioned. Even with the flexibility of the lab, it is not possible to reproduce the
whole complexity of some real-world automation scenarios because there are
nearly no industrial components which can be virtualized with full industrial
real-time protocol support.

A limitation might also be the fact that the lab doesn’t involve any human
operators or workflows which are an essential part of a complete automation
scenario. But many infections of production networks arise via the Office net-
work through infected email attachments, malicious code on websites, phishing
attacks or infected USB drives because human personnel is vulnerable for social
engineering attacks. An inadequate separation of the networks then allows for
the spreading of the attack.

5.1 Future Work

Within this paper, we have presented a basic attack and detection scenario.
We are planning to elaborate more enhanced attacks on the Field layer as well
as on the SCADA layer including attack research on ProfiNet, S7 and OPC
UA. In order to detect these security breaches, we are experimenting with more
enhanced Intrusion detection and correlation techniques. A goal is also to include
the gathered information about security alerts into a security overview of the
situation. As a future step, we plan to use our IT security lab in education,
using it as an easy way to create awareness for security risks in industrial control
systems as well as a good tool to demonstrate how to secure these systems.

Using the flexibility of the laboratory infrastructure, we are also planning
to include remote production sites into the lab in order to perform advanced
security monitoring.
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Abstract. Nowadays, the study of Quality of Service (QoS) in multimedia
streaming is generally carried out by simulators. However, the results of these
tests are not quite real. This forces researchers to work with approximations. In
this paper, we implement a test bench to test the performance and assess the
protocols and algorithms for multimedia delivery. This test bench let us evaluate
the network parameters performance, by manipulating the devices under con-
trolled conditions, and allow us to identify different application cases. We can
confirm that the designed test bench gives us more real measures than a sim-
ulators, which allows us to do many types of tests with low cost.

Keywords: Multimedia � Test bench � QoS � Protocols and algorithms

1 Introduction

The evolution of multimedia delivery has been possible thanks to the development of
control mechanisms to promote Quality of Service (QoS) and Quality of Experience
(QoE) in IP networks: traffic prioritization, streaming protocols, etc. [1, 2]. They have
brought benefits to both service operators and users in many aspects such as: obtaining
an efficient communication, optimizing resources and reducing costs in both, the part of
the service providers and in consequence to the users, optimizing network adminis-
tration, delivery of new services, and efficient and secure network infrastructure
developing. New technologies such as adaptive streaming [3] and Software Defined
Networks [4] are providing research advances in this topic.

A QoS categorized model of user-centric let us know the performance quality goals
of audio, data and video. These goals are detailed in the Recommendation UIT T
G.1010 [5] and Recommendation UIT R M.1079-2 [6]. So, we primarily must take into
account parameters such as latency, jitter, and bandwidth and packet loss in both wired
and wireless networks [7, 8]. Others parameters we are interested in are shown in
Cisco VNI report [9]. Some of them are internet user demand, network connections
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growth, as well as the generation of internet video minutes per month in a global scale
and especially the number of video users in Internet.

In this work, we study the effect of stressing the network. In order to achieve this
goal, we study the most well-known network parameters such as latency, jitter and
number of lost packets, which provide relevant information to the network operators.
We test different cases and analyze the received video quality. It is performed for both
wireless and wired networks. First, we get a baseline that is later used to compare
different study cases. These cases are designed taking into account the impact of
multimedia delivery when there are few network resources.

The paper is organized as follows. In next section, we show several related works
that include testbeds to show the performance of the network when there is multimedia
delivery. In Sect. 3, we describe the test bench implemented to test the case studies and
the experiments. Section 4 explains the case studies as well as the experimentation
process. In Sect. 5 we analyze the results. Finally, in Sect. 6, we show the conclusions
we have reached and our future work.

2 Related Work

This section shows the most relevant related works.
In [10], Lu et al. show the potential benefits of a “quality-based” adaptation approach

for video applications. They discuss the joint impact of packet loss and encoding rate on
video quality, based on which a simple quality feedback-control system has been built.
Adaptation is carried out by measuring the quality of the received video and comparing it
to a baseline reference. Their preliminary experimental results show both the viability
and the benefits of using video quality as the basis of adaptation. Lee et al. [11] intro-
duced an IP Multimedia Subsystem (IMS) based testbed which provides a platform for
the study of real-time services integration and orchestration. This open-source based
testbed is built on the principle of Service Oriented Architecture (SOA), with an
emphasis for real-time network services. They developed service-oriented system
functionalities such as optical network connection and bandwidth management, mobile
client authentication protocols, and video streaming services. They are packaged as
interoperable service components, so that they can be integrated and orchestrated
through their respective standard interfaces. Finally, they elaborated a proof-of-concept
environment via a use-case scenario of having various client-server interactions over a
heterogeneous network environment. The work presented by Mu et al. in [12] introduces
a system where digital video can be corrupted according to established loss patterns and
the effect is measured automatically. The corrupted video is then used as input for user
tests. Their results are analyzed and compared with the automatically generated. Within
this paper they present the complete testing system that makes use of existing software as
well as introducing new modules and extensions. The system can test packet loss in
H.264 coded video streams and produce a statistical analysis detailing the results. The
user tests can also be used to test the effectiveness of the objective video quality
assessment models. Thus, the testbed is designed to provide a common testing platform
on which objective and subjective evaluations can be performed with different testing
scenarios (such as codec, transmission pattern) with the least human intervention
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(in terms of set-up and analysis). In [13], Kuwadekar et al. present the performance
results obtained on a IP Multimedia Subsystem (IMS) based Next Generation Network
test-setup connected to a live operator network. These results are based on the Quality of
Experience (QoE) that end user perceive. They can help service operators to deliver
content rich applications to the end users as per their expectations. The aim of this work
was to understand, with a series of experiment, the behavior of video streaming across
various devices and changing network conditions. Through passive measurements, they
characterized the behavior of video streaming and evaluated the users QoE.

3 Description of the Test Bench Design

In order to perform the test bench design, we have taken into account the current
technologies used by service providers and the usual features of the networks focused
on video streaming. The equipment include a Cisco 2811 Router, a Cisco Catalyst 3560
Switch WS-C3560-24PS-E, a Cisco AIR-AP 1231G-E-K9 Access Point, 3 PC’s with
Intel Core Processor i5-2400, CPU @3.10 GHz, 4 GB Memory RAM, Wireless
adapter LINKSYS WUSB600N and Ethernet Intel 82579V gigabit network connection
and Win7 Operative System, and 1 PC with Intel Core Processor i5-2400 CPU @3.10
GHz, 4 GB Memory RAM, Wireless adapter Cisco AIR-PI21AG-E-K9, 802.11 a/b/g,
Ethernet Intel 82579V gigabit network connection; and Windows XP Professional
Service Pack 3 Operative System. The video used to perform the test was the Big Buck
Bunny, Sunflower version, which is accessible at [14]. We use FFmpeg program [15]
to encode the video with the following features: video time 35 s, encoded in H.264
[16], with a resolution of 1024 � 768 at 30 fps (frames per second) and a bitrate of
1338 Kbps. We use VLC media player, version 2.1.3, for both server and client. To
capture and analyze network parameters, under the Real Time Protocol (RTP), we use
Wireshark, version 1.10.5. The main analyzed parameters are the delay (interval
between two consecutive packets), jitter (deviation of each packet with respect to the
latency), packet loss and BW (bandwidth).

3.1 Physical Topology

The proposed topology consists of different LANs connected by serial interfaces. The
LANs use IEEE 802.3 and IEEE 802.11 technology, while the serial connections use
ISO 3309 and ISO 4335 (HDLC) technology. We used Routers Cisco 2811 to connect
the LANs. In the LANs we used switches Cisco Catalyst 3560-24PS, which support
IEEE 802.1q protocol and Cisco PVST + (Plus per vlan spanning tree). We configured
the switch interfaces in different VLANs for each end user. The proposed physical
topology can be observed in Fig. 1.
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3.2 Logical Topology

The logical topology used VLANs, which allow building networks even when they are
not sharing the same physical medium. The proposed logical topology can be observed
in Fig. 2.

4 Cases of Study and Experimentation

In this section we develop a testbed for media streaming, which allow us to perform a
series of actions based on network parameters, both internal and external, in order to
evaluate the influence on the quality of the received video. The study is divided as
follows: first we extract the base line on video streams both wired and wireless, then,
we study the effect on the external and external parameters in such streaming.

4.1 Base Line Study in Wired/Wireless Video Delivery

For the study of the base line we used an IPTV server located at five hops between the
VLC Clients (one in the wireless and another in the wired LAN), as shown in Fig. 3.
This study allows evaluating the quality of video in the reception when there is no
internal or external factor affecting the transmission delivery. At the reception, we use
Wireshark to capture and evaluate the network parameters.

We conduct a series of experiments using this network design to gather measure-
ments of network parameters. They will be the basis for analyzing and comparing them
with respect to other study case. For the extraction of these measures we have delivered

Fig. 1. Proposed physical topology Fig. 2. Proposed logical topology

Fig. 3. Transmission from an IPTV server to a VLC Client (wireless or wired).
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video through the network and we used Wireshark to capture some network parameters
such as jitter, delay, packet loss and bandwidth. These parameters will serve as ref-
erence for the analysis of the study case. The results obtained for the delay, in both
wired and wireless, are shown in the Figs. 4 and 5. As can it be seen, the delay at the
customer side, in both wired and wireless connection, had similar results. It is detected
an almost constant delay of approximately 18 ms along the time. Furthermore the
highest peak has 130 ms, which is acceptable as it does not exceed the period rec-
ommended by the ITU.

Figures 6 and 7 show the jitter at VLC clients side. The results show a peak of
5.5 ms at the beginning of the reception of the video until it stabilizes. Then, the graph
follows an almost constant pattern that reaches a value of approximately of 2.5 ms.

To estimate the bandwidth over the time, we calculated at each instant the average
bandwidth consumed by the last 50 packets received. Considering that the average size
of the transmitted packet is 1370 bytes, the bandwidth BWt at time Tt in which is
received the ‘i’ packet is calculated by the Eq. (1).

Fig. 4. Delay of the wired baseline. Fig. 5. Delay of the wireless baseline.

Fig. 6. Jitter of the wired base line. Fig. 7. Jitter of the wireless base line.
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BWi ¼ No bits
Time interval

¼ 1370 � 50 � 100000
Ti � Ti�50ð Þ � 1000 ð1Þ

Where, Ti�50 indicates the time instant reception of packet number ‘i−50’. Factors
100000 and 1000 have been included to normalize the time, which originally are given
in tens of microseconds, and bits units respectively, so that the result is displayed in
Kbps. Figures 8 and 9 show the estimated bandwidth timely manner at each instant of
time. It is possible to observe that in both cases, the mean values consumed at the
reception, for both wired and wireless network, range approximately 2 Mbps. It also
exists values that can exceed 9 Mbps. Finally, remark with respect to the loss of
packets, that all transmitted packets (5092 packets), have been successfully received.
This data will also be included in the baseline. Since neither losses of packages nor
mistakes exist in the transmission, we obtained an optimal quality of video reception.

4.2 Study of the Internal Network Parameters and the Transmission
Effects

In this section we study the effect on the multimedia traffic. Concretely, we study, the
video quality perceived when we modify internal parameters of the network configu-
ration and protocols such as the transmission rate of WAN links, and when we decrease
the available bandwidth by increasing other traffic type.

(1) Effects of Speed Transmission in WAN Links - Point to Point

In this first case study we measure the video reception, in both wired and wireless
environments, by varying the transmission speed of the WAN links. The values of the
bandwidth selected for the study are 2 Mbps, 4 Mbps and 5.3 Mbps. The design
proposed for the studio is observed in Fig. 10.

After the analysis of the network parameters captured during video delivery
through the WAN links at different speeds, we obtained the following results.
Regarding the delay, we observe that at a transmission speed of 2 Mbps in the WAN
links, the average value obtained is 6.2 ms. However, for 4 Mbps and 5.3 Mbps the

Fig. 8. Bandwidth wired base line. Fig. 9. Bandwidth wireless base line.
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average was 7.36 ms, in both wired and wireless (it is shown in Fig. 11). Concerning
the jitter, we obtain different values for wired than wireless. For a transmission rate of 2
Mbps in WAN links, the obtained average results are superior when the links are 5.3
Mbps and 4 Mbps, as it can be observed in Fig. 12.

To determine the average percentage of lost packets, we performed the following
calculations. First, we subtracted the sequence of packets between the last and the first
visible package. Then, the number of packets is obtained, which in this case is 5092.
Later, we estimated the difference between the sequence number of packets minus the
number of packets (this is the number of lost packets). Finally, we divide the number of
lost packets by the packet sequence, thus obtaining the percentage of lost packets.

We can see in Fig. 13 that with a transmission rate of 2 Mbps at WAN links, the
average percentage of lost packets is 3.44% for wired environments, and 3.48% for
wireless. For a transmission speed of 4 Mbps and 5.3 Mbps in WAN links, we obtained
an overall average of 0%. This means that there are no packet losses for both cases in
the reception. Given that there is a percentage of loss in estimating the transmission
speed of 2 Mbps WAN link, we evaluate in this particular case which is the number of
packets lost during the delivery and thus make a proper balance.

In Fig. 14, it is shown the average bandwidth of the video streams obtained when
we vary the transmission speed in WAN links at 2 Mbps, 4 Mbps and 5.3 Mbps. For a
WAN link with 2 Mbps, there was an average value of 2181 Kbps. For 4 Mbps and 5.3
Mbps we observed an average value of 2456 Kbps.

Fig. 10. Transmission from the IPTV server to the VLC Client using different WAN links.

Fig. 11. Average delay at different transmis-
sion speeds in the WAN links.

Fig. 12. Average jitter at different transmis-
sion speeds in the WAN links.
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5 Result Analysis

In this section, we analyze the results we have obtained in the previous section. We
carry out an analysis of the statistical variance to compare the effect of the studied
parameters in relation to the base line in order to test the null hypothesis H0 defined in
each case. The null hypothesis H0 is defined as follows. H0 is met when there is no
statistically significant difference among the parameters: average latency, jitter, packet
loss or bandwidth of each measure compared to those in the baseline. A value of
a = 0.01 is established to carry out the calculation. We focus our study only on the
analysis of the internal parameters in multimedia transmissions, because the results of
the effect of external ones have not been conclusive. We compare the results obtained
in these cases with the baseline.

In this case, we change the transmission speed of the WAN links in the wired LAN
and study the QoS parameters. The statistical calculations summary of the delay is
shown in Table 1. If we establish the transmission speed of the WAN links to 2Mbps
the average delay value is 7.62 ms. Statistically, it shows a significant difference, but
from the point of view of QoS, it may be considered negligible or insignificant.
Likewise, we cannot exclude the results with the other experimental conditions: 4
Mbps and 5.3 Mbps. Therefore, it indicates that with those values an increment of the
link bandwidth does not affect the latency behavior respect to the one obtained in the
baseline. In Table 2, we show the summary of the statistical calculations for the jitter.
The average jitter value is 2.08 ms. when we establish the transmission speed of the
WAN link to 2 Mbps and 1.54 ms when we establish it to 4 Mbps. The jitter obtained
for 2 Mbps and 4 Mbps is out of the confidence interval range established in the
baseline measure. Therefore, we found in this experiment, with a 99.9% of guarantee,
that when the transmission rate of the WAN links is 2 Mbps or 4 Mbps, there is a
significant increase of the jitter. Likewise, the jitter when there is a transmission speed
of 5.3 Mbps in the WAN links is 1.40 ms. There is a significant difference from the
statistical point of view. However, we consider it negligible from the viewpoint of the
QoS. The summary of the statistical calculations for packet loss in shown in Table 3.
The average value of packet loss is 3.46% when the transmission speed of the WAN
links is established to 2 Mbps. That value is out of the confidence interval range

Fig. 13. Average lost packets for different
transmission speeds of the WAN links.

Fig. 14. Average bandwidth for different
transmission speeds of the WAN links.
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established in the baseline measure. Therefore, we found in this experimental condi-
tion, with a 99.9% of guarantee, that when the transmission speed of the WAN links is
2 Mbps, there is a significant increase in the number of packet loss. We cannot exclude
the difference of the other experiments: 4 Mbps and 5.3 Mbps. They indicate that an
increment of the bandwidth in the WAN link, respect to those initially shown in the
baseline, does not affect to the packet loss. To sum up, in this first case, we can see that
the transmission is affected when the transmission speed of the WAN links is reduced
to 2 Mbps. The most affected parameter is the packet loss. Jitter is affected in a lesser
grade. Delay is not affected.

Table 1. Study of the delay when comparing the baseline with different transmission speeds of
the WAN Links.

Transmission speed of
WAN links (Mbps.)

Network parameters Statistical parameters

Number of
packets (bytes)

Delay
(ms)

Standard
deviation
(ms)

Subhead
Min.
(ms)

Max.
(ms)

Base Line 5092 7.36 7.10 7.10 7.61
2 4917 7.62 5.76 7.41 7.83
4 5092 7.36 6.86 7.11 7.60
5.3 5092 7.36 7.03 7.10 7.61

Table 2. Study of the jitter when comparing the baseline with different transmission speeds of
the WAN Links.

Transmission speed of
WAN links (Mbps.)

Network parameters Statistical parameters

Number of
packets (bytes)

Jitter
(ms)

Standard
deviation
(ms)

Subhead
Min.
(ms)

Max.
(ms)

Base Line 5092 1.37 0.70 1.34 1.39
2 4917 2.08 1.55 2.03 2.14
4 5092 1.54 0.83 1.51 1.57
5.3 5092 1.40 0.75 1.37 1.42

Table 3. Study of the packet loss when comparing the baseline with different transmission
speeds of the WAN Links.

Transmission speed of
WAN links (Mbps.)

Network parameters Statistical parameters

Number of
packets (bytes)

Packet
loss (ms)

Standard
deviation
(ms)

Subhead
Min.
(ms)

Max.
(ms)

Base Line 5092 0.00 0.00 0.00 0.00
2 4917 3.46 18.27 2.79 4.13
4 5092 0.00 0.00 0.00 0.00
5.3 5092 0.00 0.00 0.00 0.00
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6 Conclusion

We have implemented a test bench to observe both the network traffic QoS parameters
variations of the received video and the impact in the image quality due to the network
parameters variations. We have designed, assembled and configured a WAN network
for multimedia traffic transmission. To carry out the test we have used routers,
switches, PCs and an access point. We have obtained measurements from the test
bench and we have analyzed the significant differences in order to evaluate the QoS
parameters basing it on a variance statistical analysis of the different study cases.

We have noticed a significant packet loss when the WAN point-to-point links
transmission speed values decrease to near the video transmission average bandwidth
(2 Mbps). Some significant changes (but less) are also noticed in the jitter. Delay
parameter is not significantly affected.

The study results show that service operators should have both video and QoS tests,
in order to have a data transmission statistical database (video, voice, etc.). As far as
multimedia communication services demand tends to grow every day, it is necessary to
deliver reliability and confidence to customers in order to offer them a good QoS.
Therefore, that testbech should be able to reproduce the conditions in both wired and
wireless environments.

In future works we intend to use the testbench defined to test the received video
quality using different types of queues, video streaming applications quality, and dif-
ferent video codecs performance and quality after the transmission. Moreover, due to
the proliferation of the video streaming applications for Content Delivery Networks
(CDNs), Peer-to-Peer (P2P) networks, Multimedia Cloud Computing, etc., we will use
the implemented testbench in new streaming applications. In addition, it will allow us
to test on any device (laptops, phones, etc.) the performance and quality of different
video and audio codecs after transmission [17].
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Abstract. 3D fingerprint identification is an emerging biometric
authentication method, which is powerful against spoofing attacks. For
actualizing 3D fingerprint identification, this paper develops a 3D fin-
gerprint minutiae cloud reconstruction technique based on 2D multiview
touchless fingerprint images. This technique provides a practical solution
for 2D minutiae matching for multiview fingerprint images, when tradi-
tional feature correspondence finding based on 2D SIFT (Scale Invariant
Feature Transformation) feature points fails. In this case, developing a
new 2D feature point correspondence establishment algorithm is neces-
sary to cover the deficiency of the SIFT-based technique. In this paper,
minutiae, a type of detailed ridge-valley features in fingerprint images,
are utilized for the correspondence discovery. Furthermore, differential
evolution, an efficient evolutionary computing framework is employed to
directly infer the possible correspondence of minutiae sets from the dif-
ferent posed fingerprint images. Our experiments demonstrate that the
proposed direct 2D feature point correspondence discovery strategy is
able to handle the cases when the SIFT-based matching fails. To further
illustrate the advantages of the proposed algorithm, 3D fingerprint minu-
tiae cloud construction is conducted based on the feature correspondence
discovered by the proposed algorithm. The experiments on 2D different
posed fingerprint image matching and 3D fingerprint minutiae cloud con-
struction show that the proposed algorithm can be used as an alternation
when SIFT-based matching fails.

Keywords: 3D fingerprint reconstruction · Feature matching ·Minutiae
cloud · Differential evolution

1 Introduction

3D fingerprint identification system is an emerging biometric authentication
method, which is powerful for anti-spoofing attacks. Beyond 2D image domain,
finger object built on point cloud and curved surface can be displayed within 3D
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space, which provides more stereo sense [5]. Being different from traditional 2D
fingerprint identification systems, 3D fingerprint identification systems hold the
following advantages.

– Contactless Fingerprint Image Acquisition: Traditional 2D fingerprint
images have to be captured by placing, pressing or rolling fingers against opti-
cal scanning devices or finger trace cards. Such operations usually result in
distorted, incomplete and low resolution fingerprint images. Instead, 3D fin-
gerprint imaging systems provide contactless scanning setting, which directly
prevent finger from touching imaging devices. The resultant fingerprint images
are non-distorted, complete, multi-posed and resolution guaranteed. The 2D
multi-posed fingerprint images captured by 3D fingerprint imaging system are
shown in Fig. 1.

– Man-made Finger Model Prevention: Traditional 2D fingerprint identi-
fication systems are being challenged by man-made finger models in recent
years. That is, the imposter finger models, which are made by printing fin-
ger ridge-valley patterns onto rubber, plastic, and other soft materials, are
intended to fool the 2D fingerprint identification systems. Consequently, the
2D fingerprint identification systems are unable to distinguish whether the
fingers under investigation are genuine human fingers. On the contrary, 3D
fingerprint identification systems can easily validate whether the investigated
fingers are artificially made ones.

(a) (b) (c)

Fig. 1. 2D Multi-posed fingerprint images (left thumb): (a) left lateral view; (b) frontal
view; and (c) right lateral view.

3D fingerprint construction process plays an essential role for 3D fingerprint
identification system. Within 3D fingerprint identification system, the target
finger can be captured by multiple built-in cameras. Since these built-in cameras
are differently posed, the resultant pictures are differently posed. To generate
3D finger model, 3D construction process works on the obtained multi-posed 2D
images [2,4]. To be explicit, as an initial step, correspondence between different
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posed images should be discovered. In most cases, the correspondence discovery
depends on feature points obtained by specific feature point detection method
such as SIFT. Afterward, based on the discovered correspondence in 2D domain,
the spatial coordinates for the detected feature points in 3D space are calculated
by 3D triangle reconstruction. Furthermore, other points’ 2D correspondence
can be inferred based on the prior correspondence establishment. Then their 3D
coordinates are also calculated via 3D triangle reconstruction. At the end, the
point cloud can be generated and it is further used to form the curved surface
of the 3D finger model [1,3].

For discovering feature level correspondence between two differently posed
images, SIFT is one of the most popular methods. After SIFT point detec-
tion process, the image points, whose multi-scale Gaussian filtering response are
salient, are labeled as feature points. For each individual feature point, it holds a
high-dimension feature vector. Such feature vector is a summary of local gradi-
ent information in terms of gradient magnitude and direction. Furthermore, two
points whose feature vectors have higher similarity are matched between different
images, while two points with lower feature vector similarity are not matched.
The correspondence between different images is discovered via the matched fea-
ture points [5]. For fingerprint images, however, the feature vectors are generally
similar, as the local regions centered at every feature points have very similar
ridge-valley structures (the local summarized gradient information are also very
similar). Such local structure similarity significantly reduces the discrimination
of the feature vector-based matching. Therefore, massive mismatches happen
between the different posed fingerprint images. In this case, the SIFT-based fea-
ture point matching approach is unable to work. Figure 2 shows an example when
SIFT-based feature matching method is applied to the left and frontal images
in Fig. 1.

Fig. 2. An example: SIFT-based feature matching method fails to find the correspon-
dence between the left and frontal views in Fig. 1.
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For covering the SIFT deficiency, we propose a direct feature point corre-
spondence discovery algorithm based on evolutionary computing in this paper.
As an initial step, the minutiae in fingerprint images are utilized instead of using
the SIFT feature points. Furthermore, the proposed technique treats the feature
point matching problem as the optimization problem. To maximize the num-
ber of the matched feature points between two images, differential evolution,
a fast searching evolutionary computing algorithm is adopted. The rest of this
paper is organized as follows: in Sect. 2, the differential evolution-based minutiae
matching method is introduced; in Sect. 3, the experiments for 2D different posed
minutiae set matching and 3D minutiae point cloud construction are conducted;
in Sect. 4, the conclusion and future research directions are given.

2 Proposed Method

The minutiae matching process can be regarded as the process to search for more
and more mated minutiae points from differently posed fingerprint images. To
actualize this process, we utilize differential evolution algorithm [6,7]. A sum-
mary for the proposed differential evolution-based minutiae matching program
is provided as follows.

– Step 1: Input two differently imposed 2D fingerprint images.
– Step 2: Employ Verifinger SDK to extract minutiae points for input images.

The outputs obtained from Verifinger SDK are minutiae points’ coordinates
in 2D image domain.

– Step 3: Generate fundamental matrix and initially set up its elements. These
elements belonging to the fundamental matrix are treated as the parameters
which need to be optimized by the differential evolution algorithm. Also, the
generated fundamental matrix must be a rank-two matrix.

– Step 4: Define objective function for optimization. Such objective function
is required to represent the underlying relationship between the fundamental
matrix’s elements and the number of the matched minutiae points for both
images.

– Step 5: Define epipolar constraint and spatial constraint for point-to-point
matching.

– Step 6: Iteratively run the differential evolution algorithm until the termina-
tion conditions are satisfied.

– Step 7: Export the optimized fundamental matrix’s parameters. Based on
these optimized parameters, the minutiae point correspondence relationship
can be obtained.

To be explicit, the technical details involved in each individual step are
described as follows.

2.1 Minutiae Extraction

Minutiae extraction is the first step for the subsequent procedures. To ensure
the reliability of the extracted minutiae points, Verifinger SDK, a widely used
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(a) (b)

Fig. 3. The extracted minutiae by Verifinger SDK for the left and frontal views in
Fig. 1: (a) left view’s minutiae points; and (b) frontal view’s minutiae points.

commercial software development kit for biometric applications, is employed
in this paper. We believe that VeriFinger SDK is the most reliable minutiae
extractor in public domain as far as we know. For the multi-posed fingerprint
images captured by the 3D imaging system, we cannot find any other softwares
or computer programs for fingerprint minutiae detection and extraction, which
can be competitive or even better than VeriFinger SDK. Figure 3 shows the
extracted minutiae for the left and frontal views in Fig. 1 respectively.

2.2 Fundamental Matrix

Fundamental matrix is a core concept in computer vision system, which explains
projective geometric relationship for associated 2D objects. Also, the fundamen-
tal matrix is a low-rank matrix whose dimension is 3 × 3 and rank should be
equal to two. This strict equality imposed on the matrix rank to regulate the
epipolar lines in one view can be converged into a point (such point is called epi-
pole). To guarantee the fundamental matrix’s rank equals to two, the following
matrix decomposition strategy is applied.

F = A · B =

⎡
⎣

A1 A2

A3 A4

A5 A6

⎤
⎦ ·

[
B1 B2 B3

B4 B5 B6

]
(1)

where the elements in matrixes A (dimension 3 × 2) and B (dimension 2 ×
3) can be assigned by arbitrary numeric values (all zeros are exceptional) and
rank (F ) = 2. Due to the multiplication between A and B, the number of the
parameters which need to be optimized for F is twelve.
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2.3 Objective Function

The objective function pushes the differential evolution algorithm approaching
to the optimal parameters and solutions. By evaluating individual fitness in
whole population, the algorithm is not only to preserve the individuals with
higher fitness but also to weed out the ones with lower fitness. To better drives
the differential evolution algorithm to work towards the optimum, an objective
function which can map the twelve parameters for fundamental matrix F onto
the number of the matched minutiae points is created. In this sense, the incre-
ment of the matched minutiae points can positively feedback the evolution of
the parameter’s values. When the maximal number of the matched minutiae is
achieved, it means the differential evolution algorithm has already converged to
the optimal solutions for the target parameters.

2.4 Epipolar Constraint and Spatial Constraint

Both epipolar and spatial constraints are required to be considered simultane-
ously to avoid invalid solutions for target parameters during differential evolution
searching process. Figure 4 illustrates how the epipolar constraint works.

Fig. 4. An example to show how the epipolar constraint works.

In Fig. 4, the images are captured from left and frontal views respectively.
A point, located at the same position of the chessboard, appears in the two
different views. We denote it as PA in left view image and PB in frontal view
image. Under the projective transformation of the fundamental matrix, PA is
projected into an epipolar line LA in the frontal view image and PB is mapped
to an epipolar line LB in the left view image. In the left view image, the epipolar
line LB passes through PA. Also, in the frontal view image, the epipolar line LA

passes through PB . This observation evidences a very important characteristic
for the fundamental matrix. It demonstrates that PA can be matched against
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PB when PA’s epipolar line passing through PB . This important characteristic
directs the differential evolution algorithm to seek for the points, whose epipolar
lines should pass through another view’s points. Mathematically, a valid point-
to-point match should be counted when the following condition is satisfied.

[PB , 1] · F · [PA, 1]T = [PB , 1] · LA = 0 (2)

where PA =
[
P

(x)
A , P

(y)
A

]
and PB =

[
P

(x)
B , P

(y)
B

]
(dimension 1 × 2).

Being different from the epipolar constraint, spatial constraint only focuses on
the minutiae points’ relative locations in both horizontal and vertical directions.
Figure 5 shows how the horizontal spatial constraint works. For the horizontal-
axis constraint, the matched minutiae points’ relative shifts along horizontal-
axis should be the same. The point relative shift is calculated according to the
following formula. In Fig. 5, the yellow and pink reference lines are determined
according to the fingertip.

x̃point =
xpoint − xyellow

xpink − xyellow
(3)

where x̃point is the horizontal relative shift of the minutiae point. xpoint, xyellow

and xpink stand for the x coordinates for the minutiae point, the yellow reference
line and the pink reference line respectively.

Fig. 5. An example to show how the horizontal spatial constraint works. (Color figure
online)

Besides, Fig. 6 exhibits how the vertical spatial constraint works. For the
vertical-axis constraint, the matched minutiae points’ y coordinates should be
the same. That is, the matched minutiae points’ heights are at the same level in
image domain.
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Fig. 6. An example to show how the vertical spatial constraint works.

3 Experiments

To validate the feasibility and effectiveness of the proposed direct minutiae
matching algorithm, we conduct the following two experiments: (i) the minu-
tiae point level’s correspondence discovery between two differently posed 2D
fingerprint images; and (ii) minutiae point cloud construction within 3D space.

3.1 Minutiae Point Correspondence Discovery

The data set used for this study is collected from the internal volunteers from
the University of New South Wales. This data set consists of 150 volunteers’
3D fingerprint imaging records. Each volunteer case includes 10 fingers from left
palm to right palm. For each single finger, we capture its left, frontal and right
view images by 3 built-in cameras in 3D fingerprint imaging system. For ensuring
robustness and reliability, we scan every single finger twice. In total, we collect
60 = 10× 3× 2 2D fingerprint images for each volunteer. Afterwards, we extract
the minutiae points by using VeriFinger SDK. Therefore, we obtain 60 minutiae
point files for each volunteer case.

As an example, we demonstrate the minutiae point matching results in Fig. 7.
The result shown in Fig. 7(a) is obtained based on a single run of the proposed
algorithm. To search for more matched minutiae points, Monte Carlo simula-
tion based on multiple runs is conducted (the result is shown in Fig. 7(b)). For
each independent trial, the proposed differential evolution-based algorithm starts
with a group of randomly initialized solutions. The randomly initialized solutions
could be different for each independent run, since the random number generator
built in the differential evolution approach works on the different random num-
ber seed every time. The Monte Carlo simulation repeatedly runs the proposed
algorithm to make sure the randomly initialized solutions could be uniformly
distributed. After multiple runs, we aggregate the final result by selecting the
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(a)

(b)

(c)

Fig. 7. An example to show the results after running the proposed direct minutiae
point matching algorithm for a right index finger. Also the SIFT matching result is
compared: (a) a single run result; (b) an aggregated result after multiple runs; and (c)
SIFT matching result.
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repeatedly matched minutiae pairs. Compared with the results achieved by the
proposed algorithm, the feature point correspondence discovered by SIFT is
unreliable (the result is shown in Fig. 7(c)).

3.2 Minutiae Point Cloud Construction

The minutiae point cloud construction is based on the minutiae point correspon-
dence discovered in Sect. 3.1. To calculate minutiae points’ spatial coordinates
in 3D space, camera parameter matrix for the built-in camera in the 3D finger-
print imaging system is firstly necessary. Mathematically, the camera parameter
matrix can be denoted as follows.

C = K · M = K · [R, T ] (4)

where C stands for the camera parameter matrix. K is a 3 × 3 camera internal
parameter matrix, which can be obtained via camera calibration based on chess-
board testing. M ia a 3 × 3 camera external parameter matrix, which contains
two components: (i) camera pose matrix R (dimension 3 × 3); and (ii) camera
shift vector T (dimension 3 × 1). The camera pose matrix R is determined by
the camera’s rotations (θx, θy, θz) along x, y and z axis in 3D coordinate sys-
tem. The camera shift vector T = [Tx, Ty, Tz] is the bias apart from the origin
in 3D coordinate system. The values for (θx, θy, θz, Tx, Ty, Tz) are given by the
manufacturer of the used 3D fingerprint imaging system, therefore the camera
external parameter matrix M can be calculated.
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Fig. 8. An example to show the constructed 3D minutiae point cloud based on the cal-
culated camera parameter matrixes and the discovered minutiae point correspondence
in Fig. 7(b).
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Furthermore, given the camera parameter matrixes and the minutiae points
correspondence in Fig. 7(b), the minutiae points’ 3D coordinates can be com-
puted via triangulation reconstruction method. As an example, we demonstrate
the resultant 3D minutiae point cloud in Fig. 8.

4 Conclusion and Future Work

This paper proposes a novel minutiae point correspondence discovery strategy
based on differential evolution for 3D fingerprint imaging system. Such algo-
rithm can be adopted to align the minutiae point set in one view against the
point set in another one. As an alternative solution for tackling the feature point
level matching, this algorithm is able to produce reliable matching result, when
the SIFT-based matching approach cannot work at all. Furthermore, this algo-
rithm can solidly support the subsequent 3D minutiae cloud construction. The
effectiveness and superiority of the proposed algorithm are evidenced by the
experiments.

However, the proposed algorithm still needs to be further improved in the
following aspects: (i) the number of the matched minutiae pairs are still lim-
ited after taking Monte Carlo simulation; and (ii) the minutiae point matching
method in 3D space is in demand.
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Abstract. How to achieve efficient data transmission in delay tolerant network
(DTN) is an important issue to many wireless or mobile systems. In this study, we
propose a new routing protocol to improve delivery rate and optimize delivery
delay with low overhead in DTN. We extend the classic PROPHET routing
protocol by a scheduling policy to increase delivery rate and reduce delivery
delay in DTN. We try to improve the performance of traditional PROPHET from
both storage and transmission. Moreover, we evaluate the performance of the
scheduling protocol by ONE Simulator. The simulation result illustrates that the
proposed protocol is able to achieve better performance compared with the
classic protocols like PROPHET and Epidemic in several key aspects.

Keywords: Scheduling mechanism � Routing � Delay Tolerant Network � ONE
simulator

1 Introduction

The development of communication technologies and the wide spread of hand-held
devices such as smart-phones and tablets have made unstructured wireless networks
more and more common. These unstructured networks can be considered as a type of
delay/disruption tolerant networks (DTN) [1, 2]. In DTN, when a node (source) intends
to deliver messages to another node (destination) but there doesn’t exist a fully con-
nected path between them, messages are then forwarded to intermediate nodes.
However, the intermediate nodes may not encounter other nodes during a given period
of time. Due to the store-carry-forward mechanism, the uncertainty delivery paths, and
the dynamic network topology, traditional routing protocols can not work well in this
case. Recent years, numerous protocols were proposed to maximize delivery success,
such as First Contact [3], Epidemic [4], Spray and Wait [5], PROPHET [6] etc.
PROPHET (Probabilistic Routing Protocol using History of Encounters & Transitivity)
is a typical routing protocol based on historical data. However, we notice that there
exist some drawbacks with PROPHET [6]:
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1. Some delivered messages form source may be damaged by some malicious inter-
mediate nodes.

2. As there are too many intermediate nodes and hops on connected paths, messages
are more likely to be aborted.

3. A number of messages may be dropped because of TTL and buffer congestion.

In order to overcome the above drawbacks, we propose a new routing protocol
called Scheduling-PROPHET, which can be directly applied to DTN. The protocol is
designed to increase the delivery rate, reduce the loss of messages, and improve the
efficiency of information transmission in this work. The remainder of the manuscript is
organized as follows: Sect. 2 presents the related work. In Sect. 3, we illustrate a new
protocol to improve PROPHET routing. Section 4 presents the experimental setting
and simulation results. Finally, we conclude the manuscript in Sect. 5.

2 Related Work

There are a series of routing protocols for DTN, each with its own characteristic and
optimal goal, and they are suitable for different scenarios. For example, Epidemic [4] is
a classic flooding-based protocol that exchanges messages in a simple way that seems
like epidemic. This protocol utilizes the movement of nodes to make more connected
paths, and increases the delivery rate by replicating messages. To improve routing
performance, Lindgren A. et al. considered probabilistic routing and thus proposed
PROPHET [6], which is a probabilistic routing protocol computing the probability of
success by historical transmission information, and selecting decent intermediate nodes
which are more likely (based on past history statistics) to form a reliable path to
destination nodes.

In recent years, prediction encountering opportunity and node mobility are two key
factors in many new routing protocol design. Many researchers focus on the node
movement environment. They consider that the area of nodes’ movement and
encountering opportunity are closely related to the geographic position at particular
time point. For this reason, Anna S. et al. in [7] and W.Z. Li et al. in [8] show the
importance of nodes’ mobility and distribution in city environment, and try to improve
the routing performance. Similarly, Lebrun J. in [9] and Leguay J. in [10] consider that
the physical location and mobility behavior of nodes are also common parameters. In
[6, 11, 12], protocols used the history of encounters to measure transmission reliability.
E. Bulut et al. introduce a new metric called CIT, which computes the average inter-
meeting time between two nodes to improve its performance [13]. Some protocols
exploit two parameters to improve performance, such as the works in [14–16].
Moreover, some protocols make their decision of transmission by using game theory,
such as [17].
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3 Proposed Routing Protocol

We present an optimized routing protocol called Scheduling-PROPHET, which
improves over PROPHET in buffering and transmission. In this section, we illustrate
our assumptions and describe the protocol in detail.

3.1 Network Model

In order to formalize the operation of the Scheduling-PROPHET routing protocol, we
first give a basic network model for illustrating the protocol as follows.

Nodes Each node is assumed to have a unique nonzero identifier i, which is bound to a
public identity. We assume that each node has a finite buffer space for carrying mes-
sages originated from others, but an unlimited buffer for messages generated by itself.
The core of our protocol is delivery predictability. When two nodes encounter each
other within communication range, the delivery predictability will be calculated.

Transfer As nodes are not always stationary, we assume that the transfer opportunity
is limited in both duration and bandwidth. When two nodes encounter, the number of
messages they can transfer is confined. Under communication range, nodes are able to
discover each other, and transmit messages to each other.

Storage As nodes receive messages from others, each node must manage its limited
buffer space by assigning priority to messages and selecting messages to delete
according to the protocol. There are only three cases that nodes will delete messages.
Case 1: The messages have been transmitted to the destination, which sends ACK to all
senders. Then, nodes will remove the messages from their buffer. Case 2: The messages
do not have enough time to stay in buffer space. In our evaluations, the TTL of
messages is set to 300 s. Case 3: The messages are with the lowest priority when the
buffer space is full.

3.2 Protocol Definition

In order to reduce the impact of network failures on delivery predictability, we propose
a new routing protocol called Scheduling-PROPHET. The core of
Scheduling-PROPHET routing protocol is delivery predictability according to the
encountering frequency among nodes.

We use the incremental average value of delivery predictabilities to make the
change of delivery predictability more smooth. The calculation model for delivery
predictability is given as follows. We establish a probabilistic value called delivery
predictability, noted as PðA;BÞ 2 ½0; 1�. It refers to the probability that node A
encounters node B in the network. For each node, it is required to preserve a table to
store the information about delivery predictability. When node A encounters node B,
they will exchange their table information to determine whether to transfer messages or
not. We set an initial value called Pinit 2 ð0; 1�, which is an initialization constant for
each node.
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When node A encounters node B, the delivery predictability is calculated by
Eq. (1), where b 2 ð0:5; 1Þ:

PðA;BÞnew ¼ PðA;BÞold þ ½1� PðA;BÞold� � b ð1Þ

After that, the delivery predictabilities of all nodes will be recalculated according to
Eq. (2), and N denotes the set of all nodes.

Pði; jÞ ¼ P i; jð Þold
2

; ði; j 2 NÞ ð2Þ

When node A encounters note B for the first time, the delivery predictability is
calculated by Eq. (3).

PðA;BÞnew ¼ Pinit ð3Þ

Therefore, P is directly related to the frequency by which they meet each other.
According to Eq. (2), if two nodes can’t encounter each other, the value of P will be
much lower.

In the worst case, forwarding messages to intermediate nodes that rarely encounter
the destination node will cause delivery failure. Therefore, we try to calculate the
complete delivery predictability from current node to destination node. The complete
delivery predictability is calculated by Eq. (4), where Sði; iþ 1; � � � ;DÞ denotes the
total predictability from current node i to destination node D.

Sði; iþ 1; � � � ;DÞ ¼
YD�1

x¼i

Pðx; xþ 1Þ ð4Þ

From source node A to destination node B, we can get a series of values for
Sði; iþ 1; � � � ;DÞ by Eq. (4), and then we can choose an appropriate path with the
highest value for Sði; iþ 1; � � � ;DÞ.

3.3 Transmitting Messages

To reduce the number of invalid messages in network and increase successful delivery
rate of significant messages, we propose two scheduling mechanisms: Message Man-
agement Mechanism and Message-Transfer Mechanism.

(1) Message Management Mechanism: In order to make bandwidth more efficient and
save buffer space, we set some criteria to coordinate the priority of in-transit
messages. The core of the management involves dropping messages and assigning
priority. All nodes in a network are notified by ACK and then remove delivered
messages from their buffer. If the messages have lower delivery predictability, we
assign lower priority to them in order to restrain their transmission. If the buffer
space is full, messages with the lowest priority will be removed to make more
room for forth-coming messages.
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In this way, the routing protocol avoids generating copies for messages with low
priority, and improves the utilization of network resources.

(2) Message-Transfer Mechanism: In Scheduling-PROPHET, when node I encoun-
ters node J, node I will transmit messages to node J, and the Messages-Transfer
Mechanism is illustrated as follows: Firstly, transmit messages to node J which is
the destination of those messages. Secondly, exchange the table which holds the
delivery predictabilities of all nodes, and decide the transmission path. The
determinate values are complete predictability (Sði; iþ 1; � � � ;DÞ), the amount of
hops of path (hði; iþ 1; � � � ;DÞ) and traffic load (tli).

The algorithm for the proposed routing protocol to explain the procedure is given
below (Algorithm: Scheduling-PROPHET). When two nodes (A and B) encounter, they
will exchange their tables with each other, and then Scheduling-PROPHET transmits
messages by following the rules shown in the algorithm. Moreover, the notations we
have mentioned in this algorithm are shown in Table 1 for convenience.

(1) The value of PðA;BÞ is calculated by Eq. (1), and then all values of P are
re-normalized by Eq. (2).

(2) Messages are transmitted to the encountered node based on its priority. Specifi-
cally, if node A discovers the destination (node D) of the messages (M), A will
transmitM to D firstly. In addition to this, transmission is based on a ranked list of
messages stored in nodes.

(3) The message receiver (node D) confirms that it has already received the correct
message, and notifies acknowledgement character (ACK) to all senders.

(4) Messages that have not been transferred in the buffer space will be transmitted one
by one according to the priority. Scheduling-PROPHET calculates the possible
paths (L) from current sender to destination according to the historical delivery
predictability. In our protocol, we denote the maximum amount of paths to
compare as Mk. In the meanwhile, each possible path is normalized by Eq. (4).
For all paths, we rank them from high predictability to low based on the value of
Sði; iþ 1; � � � ;DÞ. Scheduling-PROPHET selects the path with the highest pre-
dictability for transmission.

Table 1. Notations in algorithm.

Notation Description

A a node carrying messages(M)
B a node encountered by A
M the message node A intends to send
D the destination of M
K any other node that is not encountered by A
N the set of all nodes
Li the connected path from source to destination
SðLiÞ the complete predictability of Li
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(5) We found that there will be more than one path with the highest predictability in
real-life applications, but Scheduling-PROPHET forbids choosing two or more
paths concurrently. Therefore, we attempt to give an additional factor, the hop
count of path (hði; iþ 1; � � � ;DÞ). For the paths with the same predictability, the
hop count of path is calculated by Scheduling-PROPHET, and those paths are
arranged in order according to their hop counts. Scheduling-PROPHET will
choose the path with the fewest hop counts to transmit. In our protocol, we set the
maximum amount of paths to compare to 3.

(6) Finally, in the real applications, traffic load is a significant factor for transmission
efficiency. Thus, in our protocol, we take traffic load (tli) into account. For the
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paths with the same hop count, traffic load which is kept by the nodes will be
compared. Scheduling-PROPHET will chooses next node with the least traffic
load to transmit.

Scheduling-PROPHET keeps choosing paths with the highest predictability of
successful delivery, the fewest hop count and the least traffic load. In this way, we are
able to choose the most efficient transmission path, to improve transmission efficiency
and reduce the message drop rate.

4 Simulations and Results

4.1 Simulation Setting

We implemented a test-bed based on ONE (Opportunistic Network Environment)
simulator [18] to simulate the proposed routing protocol and evaluate its performance
through a variety of simulations. We also compare the performance of Scheduling-
PROPHET routing protocol with two classic protocols, Epidemic [4] and PROPHET
[6] for DTN.

We have carried out a series of simulations in order to evaluate how the
Scheduling-PROPHET routing protocol performs. The experimental scenario is con-
fined to a 4500*3400 m2 area of Helsinki city, which is included in the ONE by
default. There are six groups of nodes in total. Group1 and Group3 are pedestrians
groups, and their moving speed is about 0.5 to 1.5 m/s. Pedestrians follow the
movement model called ShortestPathMapBasedMovement. Group2 is an automobile
group and the nodes in this group can drive only on road, their moving speed is about
2.7 to 13.9 m/s. Group4, Group5 and Group6 are tram groups, and their moving speed
is about 7 to 10 m/s, and they must drive on given roads by their movement model
called MapRouteMovement. In our simulations, nodes transmit messages to others by
using Bluetooth in 250 k/s. When Scheduling-PROPHET compares the possible paths,
we have Mk� 10.

4.2 Nodes Distribution

In order to evaluate the adaptability of our protocol in different network scales, we ran
the simulation program for several times, with the density of the nodes varying from 10
to 700. The buffer size at Group1, 2, 3 remains as a constant of 5 M, and that of Group
4, 5, 6 is 50 M. The transmission range is a circle with the radius of 10 m. In our
simulation, we mainly focus on evaluating the performance with four metrics: Delivery
Ratio, Delivery Delay, Overhead and Hop Count.

Figure 1 shows the performance of the three protocols with different nodes distri-
bution. Figure 1(a) illustrates the results of message delivery rate for the three protocols
with different node density. There are no significant differences in performance for these
three protocols with low density. However, with the density increasing, the proposed
protocol has higher delivery ratio than others. The average delivery delay of the three
protocols is given in Fig. 1(b). Delivery delay refers to the time of messages be
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transformed from source node to destination node, and we take the average delivery
delay to evaluate the performance. It is easy to see that the proposed protocol performs
much better than the other protocols at high density. Moreover, we find that two classic
routing protocols perform better than ours at low density. That is mainly because they
use simplex and direct mechanisms to transfer messages, and such direct mechanisms
may perform efficient at low density, but the drawback will be exposed at high density.
To make our protocol more efficient, we propose two improved mechanisms in
Sect. 3.3. The overhead for these protocols is shown in Fig. 1(c). Overhead refers to the
amount of messages have been transformed by each node in time unit. Figure 1(c)
shows that our protocol gets the best performance in this simulation. This is mainly
because that Scheduling-PROPHET takes the hop count into consideration, and chooses
the shortest path to transmit messages while keeping a high delivery predictability. The
result of hop count in Fig. 1(d) has depicts the similar truth with Fig. 1(c).

5 Conclusions

In this paper, we proposed a new routing protocol called Scheduling-PROPHET for
DTN. Scheduling-PROPHET is able to achieve high delivery rate and reduce delivery
delay with low overhead in transmission. Moreover, the protocol can improve the

(a) Delivery Rate.                     (b) Delivery Delay. 

(c) Overhead.                         (d) Hop Count. 

Fig. 1. Performance comparison in different nodes distribution with four metrics: (a) Delivery
Rate; (b) Delivery Delay; (c) Overhead; (d) Hop Counts.
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management of messages in buffer. We also implement simulations to evaluate the
performance of the proposed protocol and compare the protocol with classical routing
protocols for DTN. There is also room for improvement, e.g. to evaluate
Scheduling-PROPHET in different environments. We only simulated this protocol in
one specific scenario, and therefore we can’t guarantee that the protocol we used will
be suitable for other situations in applications. In the future, we will focus on the
performance of the proposed protocol and update it to satisfy different application
environments.
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Abstract. Quality of Service (QoS) Routing problem has been attract-
ing considerable attention thanks to the rapid development of the high-
speed communication network, image processing and computer science.
In the past decades, many Quality of Service Routing algorithms were
presented based on the QoS requirements and the resource constraints.

The idea of the inverse optimization problem is to modify the given
or estimated parameters such that the given feasible solution became
an optimal solution. The modification costs are measured by different
norms, such as l1 norm, l2 norm, l∞ norm, Hamming distance and so on.

In this paper, we consider the inverse multicast quality of service
routing problems under the weighted l1 norm. We present combinatorial
algorithms which can be finished in strongly polynomial time.

Keywords: Communication network · Quality of service routing ·
Inverse problem · Strongly polynomial combinatorial algorithm

1 Introduction

The notion of Quality of Service has been proposed to capture the qualitatively or
quantitatively defined performance contract between the service provider and the
user applications in communication networks. The quality of service requirement
of a connection is given as a set of constraints, which can be link constraints,
path constraints, or tree constraints. The routing problems can be divided into
two major classes: unicast routing and multicast routing.

The unicast quality of service routing problem with bandwidth and delay
is defined as follows: given a graph (V,E, s, t), V = {1, 2, . . . , n}, E = {e1, e2,

This research is supported by the National Natural Science Foundation of China
(Grant No. 11001232, 61301098), Fujian Provincial Natural Science Foundation of
China (Grant No. 2012J01021) and Fundamental Research Funds for the Central
Universities (Grant No. 20720160035, 20720150002).

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017

S. Guo et al. (Eds.): TridentCom 2016, LNICST 177, pp. 158–167, 2017.

DOI: 10.1007/978-3-319-49580-4 15



Inverse Multicast Quality of Service Routing 159

. . . , em}, s is the service provider and t is the terminal user. Let each edge ei
has associated bandwidth bi and delay di, and let b = {b1, b2, . . . , bm} denote the
bandwidth vector, d = {d1, d2, . . . , dm} denote the delay vector. Then we want
to find an s − t path P which satisfies the quality of service requirement, i.e.,
minei∈P bi ≥ B and

∑
ei∈P di ≤ D, where B and D are given threshold.

The multicast quality of service routing problem with bandwidth and
delay is defined as follows: given a graph (V,E, s, t), V = {1, 2, . . . , n}, E =
{e1, e2, . . . , em}, s is the service provider and t = {t1, t2, . . . , tk}(k ≤ m) is the
set of terminal users. Let each edge ei has associated bandwidth bi and delay di,
and let b = {b1, b2, . . . , bm} denote the bandwidth vector, d = {d1, d2, . . . , dm}
denote the delay vector. Then we want to find a tree T covering s and all nodes
in t which satisfies the quality of service requirement, i.e., minei∈Pj

bi ≥ Bj ,∑
ei∈Pj

di ≤ Dj , j = 1, 2, . . . , k, where Pj is the unique path from s to tj on the
tree T , and Bj , Dj are given threshold.

Multicast routing can be viewed as a generalization of unicast routing in
many cases. For more details, the readers may refer to the survey paper [4] and
papers cited therein.

Conversely, an inverse quality of service routing problem is to modify the
parameters as little as possible such that a given s − t path P can satisfy the
quality of service requirement for the unicast routing, or a given tree T which
covering s and all nodes in t can satisfy the quality of service requirement for the
multicast routing. The parameters considered in this paper are bandwidth and
delay, and the modification cost is measured by the weighted l1 norm. Note that
a path is a special tree, i.e., inverse unicast routing problem is a special case
of the inverse multicast routing problem. Hence, we only consider the inverse
multicast routing problem in detail.

Inverse multicast routing problem
Let each edge ei has associated bandwidth modification cost wb

i and delay mod-
ification cost wd

i , and let wb = {wb
1, w

b
2, . . . , w

b
m} denote the bandwidth modi-

fication cost vector, wd = {wd
1 , w

d
2 , . . . , w

d
m} denote the delay modification cost

vector. Let T be a given tree which covering s and all nodes in t, but under the
current b and d, the T can not satisfy the quality of service requirement, i.e.,
minei∈Pj

bi < Bj ,
∑

ei∈Pj
di > Dj , j = 1, 2, . . . , k. Then for the inverse multicast

routing problem with bandwidth and delay under the weighted l1 norm, we look
for a new bandwidth vector b∗ and a new delay vector d∗ such that

(a) the given tree T satisfies the quality of service requirement, i.e.,
minei∈Pj

b∗
i ≥ Bj ,

∑
ei∈Pj

d∗
i ≤ Dj , j = 1, 2, . . . , k;

(b) for each ei ∈ E, −lbi ≤ b∗
i − bi ≤ ub

i , −ldi ≤ d∗
i − di ≤ ud

i , where
lbi , u

b
i , l

d
i , u

d
i ≥ 0 are respectively given bounds for bandwidth and delay;

(c) the total modification cost for change bandwidth and delay of all edges,
i.e.,

∑
ei∈E wb

i |b∗
i − bi| +

∑
ei∈E wd

i |d∗
i − di|, is minimized.

In general, in an inverse optimization problem, a feasible solution is given
which is not optimal under the current parameter values, and it is required to
modify some parameters with minimum modification cost such that the given
feasible solution becomes an optimal solution. Burton and Toint [3] were the
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first who investigate the inverse version of the shortest path problem. Since
then, different inverse optimization problems have been well studied when the
modification cost is measured by (weighted) l1 norm, l2 norm, l∞ norm and
Hamming distance. Some examples are the inverse minimum cost flow problem
[1,5,9], the inverse center location problem [2,12,14], the inverse shortest path
problem [3,13,15], the inverse minimum cut problem [7,10,11] and so on. For
more details, readers may refer to the survey paper [6] and papers cited therein.

The problem considered in our paper has so far not been treated in literature,
but seems to have some potential applications in real world. For example, the
service provider has built his own network (path for one to one service, tree for
one to many service) to service his customers. At the beginning, the network is
optimal for the service provider. But as the service requirement is growing, the
exist network is not optimal any more, i.e., it can not satisfies the customers’
requirement. Hence, the service provider need to improve the exist network to
meet the customers’ requirement. Which is the model considered in this paper.

The remainder of the paper is organized as follows. Section 2 considers the
inverse multicast quality of service routing problem with bandwidth and delay
under the weighted l1 norm. Strongly polynomial combinatorial algorithms are
presented. Some final remarks are made in Sect. 3.

2 Inverse Multicast Quality of Service Routing Problem

In this section, we are going to consider the inverse multicast quality of service
routing problem with bandwidth and delay under the weighted l1 norm, which
can be formulated as follows.

min
∑

ei∈E

wb
i |b∗

i − bi| +
∑

ei∈E

wd
i |d∗

i − di|
s.t. min

ei∈Pj

b∗
i ≥ Bj , j = 1, 2, . . . , k;

∑
ei∈Pj

d∗
i ≤ Dj , j = 1, 2, . . . , k;

−lbi ≤ b∗
i − bi ≤ ub

i , i = 1, 2, . . . , m;
−ldi ≤ d∗

i − di ≤ ud
i , i = 1, 2, . . . ,m.

(1)

Note that b and d are independent when they are be changed. Hence problem
(1) can be divided into the following two problems:

min
∑

ei∈E

wb
i |b∗

i − bi|
s.t. min

ei∈Pj

b∗
i ≥ Bj , j = 1, 2, . . . , k;

−lbi ≤ b∗
i − bi ≤ ub

i , i = 1, 2, . . . ,m.

(2)

min
∑

ei∈E

wd
i |d∗

i − di|
s.t.

∑
ei∈Pj

d∗
i ≤ Dj , j = 1, 2, . . . , k;

−ldi ≤ d∗
i − di ≤ ud

i , i = 1, 2, . . . ,m.

(3)
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Theorem 1. Suppose b∗ is an optimal solution of problem (2) and d∗ is an
optimal solution of problem (3). Then the optimal solution of problem (1) is
{b∗, d∗}, and the associate optimal value is

∑
ei∈E

wb
i |b∗

i − bi| +
∑

ei∈E

wd
i |d∗

i − di|.

Hence, we need to solve problems (2) and (3), respectively.
For problem (2), it is to modify the bandwidth under the given bound as little

as possible such that the given tree T meet the bandwidth constraint. First, it
is clear that the bandwidth of the edges out of the tree T need not be changed.
Second, for the edges belong to the tree T , we need to increase the bandwidth for
some of them to meet the bandwidth constraint. Due to the objective function
and the bandwidth bound constraint of problem (2), for the edges belong to the
unique path from s to tj , if bi ≥ Bj , then the bandwidth need not be changed,
otherwise, the bound must satisfies bi+ub

i ≥ Bj and we increasing the bandwidth
to Bj . Hence, we have the following algorithm to solve problem (2).

Algorithm 1
Step 1. Let j = 1.
Step 2. Let Pj denote the unique path from s to tj . If there exist an edge

ei ∈ Pj such that bi + ub
i < Bj , then output problem (2) is infeasible and stop.

Otherwise, set

ub
i =

⎧
⎨
⎩

ub
i , ei /∈ T,

ub
i , ei ∈ Pj and bi ≥ Bj ,

ub
i − (Bj − bi), ei ∈ Pj and bi < Bj ,

bi =

⎧
⎨
⎩

bi, ei /∈ T,
bi, ei ∈ Pj and bi ≥ Bj ,
Bj , ei ∈ Pj and bi < Bj ,

Step 3. If j = k, output the current bandwidth vector b as an optimal solution
of problem (2). Otherwise, set j = j + 1 and go back to the Step 2.

Theorem 2. The Algorithm 1 solves problem (2) with a time complexity O(k) ≤
O(n).

Proof. First, from the above analysis, the validity of the Algorithm 1 is straight-
forward.

Second, let us consider the time complexity of the algorithm. We designate
computations starting from Step 2 until switching back to the next Step 2 as
one iteration. In each iteration, we will modify the bandwidth of some of the
edges on the path Pj to let the associate tj meet the bandwidth constraint or
find problem (2) is infeasible, which means the Algorithm 1 will terminate at
most k iterations. Combining with the computation of the Step 2, the Algorithm
1 runs in O(k) ≤ O(n). ��

For problem (3), it is to modify the delay as little as possible such that the
given tree T meet the delay constraint. First, it is clear that the delay of the edges
out the tree T need not be changed. Second, for the edges belong to the tree T ,
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we need to decrease the delay for some of them to meet the delay constraint.
Hence, we can rewrite problem (3) as following.

min
∑

ei∈T

wd
i (di − d∗

i )

s.t.
∑

ei∈Pj

d∗
i ≤ Dj , j = 1, 2, . . . , k;

0 ≤ di − d∗
i ≤ ldi , i = 1, 2, . . . ,m.

(4)

For simplicity, denote Δdi = di −d∗
i ,ΔDj =

∑
ei∈Pj

di −Dj . Then problem (4)

is simplified to
min

∑
ei∈T

wd
i Δdi

s.t.
∑

ei∈Pj

Δdi ≥ ΔDj , j = 1, 2, . . . , k;

0 ≤ Δdi ≤ ldi , i = 1, 2, . . . , m.

(5)

To solve problem (5), we first consider a special case: ΔDj = C for j =
1, 2, . . . , k, where C is a given threshold, i.e., the following problem.

min
∑

ei∈T

wd
i Δdi

s.t.
∑

ei∈Pj

Δdi ≥ C, j = 1, 2, . . . , k;

0 ≤ Δdi ≤ ldi , i = 1, 2, . . . ,m.

(6)

To solve problem (6), we construct a new weighted graph G̃ based on the
given tree T . The node set of G̃ is V (T ) ∪ {r}, i.e., add a new node r to the
tree T . The edge set of G̃ is E(T ) ∪ {(ti, r), i = 1, 2, . . . , k}, i.e., besides the tree
edges, add new edges connect the terminal nodes ti and the new node r. And
we set the weight of the edges as

wi =
{

wd
i , ei ∈ T,

+∞, ei = (ti, r).

An illustration of the weighted graph G̃ is shown in Fig. 1.

Fig. 1. An illustration of the weighted graph ˜G.
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Theorem 3. Suppose M is the edge set of a minimum s− r cut of the weighted
graph G̃. Then the following {Δd∗

i } form an optimal solution of problem (6) with
C ≤ min

ei∈M
ldi .

Δd∗
i =

{
C, ei ∈ M,
0, ei ∈ T \ M.

Proof. First, the {Δd∗
i } given by the theorem satisfies the first constraint of

problem (6) since M is the edge set of a minimum s − r cut of the weighted
graph G̃. Second, the {Δd∗

i } given by the theorem satisfies the second constraint
of problem (6) since we set C ≤ min

ei∈M
ldi before. Hence, the {Δd∗

i } given by the

theorem is a feasible solution of problem (6).
Furthermore, we say the {Δd∗

i } given by the theorem is an optimal solution
of problem (6). Otherwise, there exist another optimal solution {Δ̃di}. Denote
M ′ = {ei ∈ T |Δ̃di 	= 0}. Then for ei ∈ M , denote ei = (x, y), Px is the unique
path form s to x and Ty is the subtree whose root is y (we will use the same
notation for other nodes in the following). If Δ̃di 	= Δd∗

i for ei ∈ M , then at
least one of the following two cases will occur.

Case 1. M ′ ∩ Ty 	= ∅. In this case, we can transfer the modification of the
delay from M ′ ∩ Ty to ei ∈ M without increasing the modification cost since M

is a minimum s − r cut of the weighted graph G̃.
Case 2. M ′ ∩ Px 	= ∅. For ẽi = (x̃, ỹ) ∈ M ′ ∩ Px, we can transfer the

modification of the delay from ẽi to M ∩ Ty without increasing the modification
cost since M is a minimum s − r cut of the weighted graph G̃. Hence, consider
the edges belong to M ′ ∩ Px one by one, we can transfer the modification of the
delay from M ′ ∩ Px to M without increasing the modification cost.

Combining the above two cases, consider the edges belong to M ′ one by one,
we can transfer the modification of the delay from M ′ to M without increasing
the modification cost, which means the {Δd∗

i } given by the theorem is an optimal
solution of problem (6). ��
Theorem 4. Suppose Δdi is a feasible solution of problem (5), then Δdi can be
presented as Δdi = Δd1i + Δd2i , where Δd1i is a feasible solution of problem (6)
and Δd2i is a feasible solution of the following problem.

min
∑

ei∈T

wd
i Δdi

s.t.
∑

ei∈Pj

Δdi ≥ ΔDj − C ≥ 0, j = 1, 2, . . . , k;

0 ≤ Δdi ≤ ldi , i = 1, 2, . . . ,m.

(7)

Proof. First, let

Vh = {v ∈ V (T ) | the number of the edges of the path from s to v is h}.

In this way, V (T ) is decomposed to its subsets V0, V1, . . . , Vq, where q is the
number of the edges of the longest path from s to the nodes in the tree T .
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Suppose Δdi is a feasible solution of problem (5), then it is easy to know the
Δd1i ,Δd2i given by the following algorithm will satisfy the theorem.

Algorithm 2
Step 1. Set h = 0.
Step 2. Select an ei = (x, y) such that x ∈ Vh, y ∈ Vh+1. Let Ω = C −∑

ei∈Px

Δd1i , where Px is the unique path form s to x.

Step 3. If Δdi ≤ Ω, then set Δd1i = Δdi,Δd2i = Δdi − Δd1i .
Otherwise, set Δd1i = Ω,Δd2i = Δdi − Δd1i .

Step 4. Set Vh+1 = Vh+1 \ {y}. If Vh+1 	= ∅, then go back to the step 2.
Step 5. If h + 1 = q, stop. Otherwise, set h = h + 1 and go back to the

step 2. ��
Theorem 5. Suppose Δd1∗

i and Δd2∗
i are optimal solutions of problems (6) and

(7), respectively. Then Δd∗
i = Δd1∗

i +Δd2∗
i is an optimal solution of problem (5).

Proof. First, it is easy to know that Δd∗
i is a feasible solution of problem (5)

since Δd1∗
i and Δd2∗

i are optimal solutions of problems (6) and (7).
Next, we will show that Δd∗

i is an optimal solution of problem (5).
Suppose Δdi is a feasible solution of problem (5). Then by the Theorem4,

the Δdi can be represented as Δd1i + Δd2i such that Δd1i is a feasible solution of
problem (6) and Δd2i is a feasible solution of problem (7). We have

∑
ei∈T

wd
i Δd1i ≥

∑
ei∈T

wd
i Δd1∗

i ,

∑
ei∈T

wd
i Δd2i ≥

∑
ei∈T

wd
i Δd2∗

i ,

since Δd1∗
i and Δd2∗

i are optimal solutions of problems (6) and (7).
Hence ∑

ei∈T

wd
i Δdi

=
∑
ei∈T

wd
i Δd1i +

∑
ei∈T

wd
i Δd2i

≥
∑
ei∈T

wd
i Δd1∗

i +
∑
ei∈T

wd
i Δd2∗

i

=
∑
ei∈T

wd
i Δd∗

i ,

which implies Δd∗
i is an optimal solution of problem (5). ��

Combining the above analysis, we can solve problem (5) by the following
algorithm.
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Algorithm 3
Step 1. Construct a weighted graph G̃ as showed in the Fig. 1. Let Δdi = 0

for ei ∈ T .
Step 2. Find a minimum s − r cut M for the current weighted graph. If the

weight of the s− r cut M is equal to +∞, then output problem (5) is infeasible.
Otherwise, set

ld = min{ldi | ei ∈ M and ldi > 0},

ΔD = min{ΔDj | j = 1, 2, . . . , k and ΔDj > 0},

C = min{ld,ΔD},

Δdi =
{

C, ei ∈ M,
Δdi, ei ∈ T \ M.

ldi =
{

ldi − C, ei ∈ M,
ldi , ei ∈ T \ M.

wi =
{

+∞, ldi = 0,
wi, ldi > 0.

ΔDj = ΔDj − C.

Step 3. If ΔDj = 0 for all j = 1, 2, . . . , k, stop and output the current {Δdi}
as an optimal solution of problem (5). Otherwise, go back to the Step 2.

Theorem 6. The Algorithm 3 solves problem (5) with a time complexity

O(n1m
2
1) ≤ O(nm2),

where n1 is the node number of the given tree T and m1 is the edge number of
the given tree T .

Proof. First, we show the validity of the algorithm.
If the algorithm stops at the Step 2, i.e., there exists at least one ΔDj > 0

and the weight of the minimum s−r cut of the current weighted graph is equal to
+∞, that is to say there exists at least one s−tj path Pj such that

∑
ei∈Pj

di > Dj

and the delay of the edges on the path Pj can not be changed anymore, which
implies problem (5) is infeasible.

We next consider the case that problem (5) is feasible, i.e., the algorithm
stops at the Step 3. We designate computations starting from the Step 2 until
switching back to the next Step 2 as one iteration. From the Theorem3, we find
an optimal solution of an instance of problem (6) in each iteration. Furthermore,
combining all iterations we find an optimal solution of problem (5) due to the
Theorem 5.

Finally, we study the time complexity of the Algorithm 3. It is clear that
the Step 1 takes O(m1) to construct the weighted graph G̃, where m1 is the
edge number of the given tree T . In each iteration, the main computation is
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to find a minimum s − r cut which can be done in O(n1m1) [8], where n1 is
the node number of the given tree T . Furthermore, in each iteration, we will
set at least one of ldi equals 0 or at least one of ΔDj equals 0, which means
the algorithm iterates for at most k + m1 times. Hence, the algorithm runs in
O(m1 + n1m1 · (k + m1)) = O(n1m

2
1) ≤ O(nm2) time in the worst case, which

is a strongly polynomial time algorithm. ��

3 Concluding Remarks

In this paper, we study the inverse multicast quality of service routing problem
with bandwidth and delay under the weighted l1 norm in detail and present
strongly polynomial algorithms.

There are some related inverse problems that deserve further study. First,
it is interesting to study the inverse quality of service routing problem with
bandwidth and delay with other norms, such as l2, l∞ and Hamming distance.
Second, it is meaningful to consider the inverse quality of service of routing
problem with other parameters. Studying computational complexity results and
proposing optimal/approximation algorithms are promising.
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Abstract. Broadcasting is one of common data dissemination techniques in
wireless ad hoc networks. Thus, it is critical to improve the broadcast efficiency.
Flooding, which is simple but has reliable coverage, results in high broadcast
redundancy, channel contending and message collision when the network is
densely distributed. In this paper, a new broadcast algorithm named as distance
and cooperation based broadcast (DCBB) is proposed. In DCBB, four neighbor
nodes at most are determined to forward broadcast packets based on the number
of neighbors and the distance between neighbors. Redundancy can be reduced
by limiting the number of relay nodes. And, through the time-division for-
warding scheme, channel contending is reduced and the network utilization is
improved effectively. Moreover, due to the limited number of relay nodes,
DCBB saves energy of nodes and prolongs the network lifetime. The simulation
results show that DCBB achieves higher reachability and lower retransmitted
ratio compared to dynamic probabilistic broadcasting algorithms (DP). Mean-
while, the average maximum end-to-end delay is significantly decreased.
Therefore, DCBB is applicable to densely distributed network environment.

Keywords: Wireless ad hoc networks � Broadcasting � Distance and
corporation based broadcasting

1 Introduction

A wireless ad hoc network is a multi-hop and temporary autonomous system, which
consists of mobile devices, equipped with wireless communication capacities. One of
the fundamental operations in wireless ad hoc networks is broadcasting by which a
source node disseminates a message to all other nodes. Broadcasting is widely used in
many ad hoc network protocols. For instance, it can be used to find a route in Ad hoc
On-Demand Distance Vector Routing (AODV) and Dynamic Source Routing
(DSR) protocols. It can also be used to update network topology, to deliver
multi-media information, to release control and warning messages, etc. [1, 2].

In wireless ad hoc networks, flooding is the simplest way to broadcast. In flooding,
every node retransmits the broadcast message received first time. In general, flooding
achieves high coverage. However, blind flooding causes significant redundant
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DOI: 10.1007/978-3-319-49580-4_16



transmissions, which results in substantial waste of network resource in densely dis-
tributed networks [3, 4]. The main problems caused by flooding are redundant trans-
missions, channel contentions and packet collisions, which are called as the broadcast
storm problem. Redundant transmissions refer to that a node receives the same mes-
sages more than once. Upon receiving a message, a node retransmits the message to its
neighbors. Those neighbors, which are adjacent to each other, receive and retransmit
the messages almost in the same time, which result in the contending for the channel.
With the number of neighbors increasing, the probability of contending increases.
Signal collision may be caused by hidden or neighbor nodes. For example, if the
distributed coordination function (DCF) of medium access control (MAC) in IEEE
802.11 is used in ad hoc networks, hidden terminal problems as well as collisions are
unavoidable. Moreover, collisions lead to broadcasting unreliability [3, 5].

To achieve reliable broadcast in wireless ad hoc networks, we propose a distance
and cooperation based broadcasting algorithm (DCBB), in which the broadcast storm
and unreliability are resolved simultaneously. In DCBB, every node selects four
neighbor nodes at most, acting as relay nodes to transmit the packet at different time
point according to the distribution of nodes. Redundancy is reduced by limiting the
number of relay nodes. At the same time, collisions are avoided by transmitting at
different time slots for those relay nodes, which mitigate the channel contentions.
Moreover, due to the limited number of relay nodes, DCBB saves the energy of nodes
and prolongs the network lifetime, which are crucial for wireless ad hoc networks since
nodes in the networks have limited energy and frequent retransmission consumes a
large amount of energy.

The rest of the paper is organized as follows: related work is presented in Sect. 2,
and the design of the DCBB algorithm is presented in Sect. 3. Its performance is
examined via simulation in Sect. 4. Finally, the conclusion is given in Sect. 5.

2 Related Work

Broadcast is a fundamental communication operation in wireless ad hoc networks.
However, the broadcasting storm problem, caused by flooding, severely deteriorates
the performance of networks in terms of the throughput and other QoS metrics. The
broadcasting unreliability, caused by collisions, also affects the performance. There-
fore, it is crucial to develop efficient broadcasting algorithms to solve the above
problems. Currently, researches on wireless network broadcast mainly focus on the
broadcast storm mitigating technique [5–11], followed by the reliable broadcast and its
acknowledgement storm [12, 13].

At present, algorithms for broadcast storm mitigation can be classified into four
categories: probability based [2, 7, 8], area based [2, 14, 15], neighborhood based [6]
and hybrid algorithms [16]. Although the above algorithms reduce broadcasting
redundancy to some extent, they are still not satisfied in many scenarios. The probability
based algorithms are simple, but their efficiency to reduce redundancy are not good
enough or they have lower coverages. The neighborhood based algorithms which are
sensitive to topological change and are involved in the NP problem, are complex. The
area based algorithms need the support of GPS and have their limitation in applications.
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Compared with the broadcast storm problem, fewer researches focus on unreliable
broadcasting. Some routes are not discovered and route information is out of date due
to unreliable broadcasting. In wireless ad hoc networks, upon an upstream node
sending a message, a collision occurs at some receivers if all neighbors forward the
message at the same time. Ultimately, the receivers are unable to receive the message
correctly, i.e., the unreliable broadcasting problem. Reliable broadcast schemes can be
classified into four categories: flooding based algorithms, the minimum spanning tree
based algorithms, hybrid algorithms and acknowledgement based algorithms. The
flooding based algorithms are simple but highly reliable. However, the broadcasting
storm problem is severe. The reliable minimum spanning tree (RMST) algorithm [5] is
the most popular one among the minimum spanning tree based algorithms. In wireless
ad hoc networks, however, it needs a large amount of calculations to construct the
minimum spanning tree and is hard to realize the distributed computation. In the
acknowledgement based algorithms, the acknowledgement storm problem emerges.

Due to the importance of broadcasting in wireless ad hoc networks, many novel
approaches for broadcast have been proposed recently. We are going to elaborate the
most recent advancements to this issue as following.

A. Hybrid algorithms: neighborhood and probability based

Abdalla et al. [16] proposed a hybrid approach based on probability and neighbor
information, named as Dynamic Probabilistic broadcasting algorithms (DP). In DP,
every node periodically sends HELLO packets to acquire network topology informa-
tion. Each node dynamically adjusts rebroadcasting probability Pi according to the
number of neighbors. Pi varies with the density of network nodes. Pi is larger in a
sparse area and is smaller in a dense area. Therefore, the transmission redundancy is
reduced.

B. Neighborhood based algorithms

S. Leu proposed a distributed algorithm to construct a connected dominating set [17].
Node S periodically sends probe packets to acquire the information from relay nodes.
Each node randomly decides whether to be a relay node, and sends the response to
node S. Node S maintains a table for relaying nodes. If there are more than two nodes
in the table, node S will stop sending probe packets. This scheme can reduce the
broadcasting redundancy and avoid the NP problem which is essential in other con-
ventional CDS (connected dominating set) algorithms.

C. Underlying broadcasting protocols

Recently, many scholars have begun to study the broadcasting algorithms suitable to
MAC or physical layer. Zhang and Shin [18] proposed a scheme named carrier sensing
multiple access/collision resolution (CSMA/CR), which can be applied to solve the
collision in wireless ad hoc networks. Upon receiving a packet, the node transmits the
packet directly without sensing the channel or delay. CSMA/CR performs collision
resolution and recovers the packet by a symbol–level iterative decoding. Thus, higher
reachability and lower latency is achieved.
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D. Position based algorithms

Liu et al. [19] proposed a space-covered broadcast (SCB) algorithm which does not
need any neighbor information to mitigate the broadcast storm. With the location
obtained by GPS, SCB utilizes the minimal number of forwarding nodes to cover a
network by optimizing the spatial distribution of the forwarding nodes.

E. Energy based algorithms

While nodes in wireless ad hoc networks usually run on battery with limited power.
Related studies show that data transmission consume more energy than data receiving.
Thus, it is necessary to propose an energy efficient broadcasting algorithm to increase
the lifetime of ad hoc networks. Many scholars have studied broadcast by taking energy
consumption and broadcasting storm suppression into consideration. In [11], the author
proposed an algorithm based on residual energy and distance threshold (SED).
According to its own residual energy and neighbors’ information, the receiving nodes
dynamically adjust the retransmission probability PI. The waiting time for a retrans-
mission is determined by PI. Based on different retransmission probability, SED can
balance the nodes’ energy and improve the network lifetime.

In [20], to maximize the network lifetime, a Minimum Energy-consumption
Broadcast Scheme (MEBS) is proposed based on modified version of Efficient Mini-
mum CDS algorithm (EMCDS). Simulation results show that MEBS can help improve
the network lifetime by effectively balancing the energy among nodes in a network.

In conclusion, broadcasting protocols with satisfactory performance should have
fewer contentions and collisions, fewer redundant retransmissions, lower reliable
reachability, low latency and overhead, as well as wide range of applications. In this
paper, we propose a broadcast scheme called as Distance and Cooperation Based
Broadcast (DCBB). In DCBB, every node selects four nodes at most to forward the
packet at different time point according to the distribution of nodes. It reduces the
channel contention and increases the broadcasting reliability. Meanwhile, it does not
need any GPS to obtain the distance between nodes.

3 The DCBB Algorithm

The objective of DCBB is to mitigate the broadcast redundancy and improve broadcast
reliability. Each node in the network periodically sends HELLO packets to exchange
neighbor information. According to the distance to all neighbors, a node determines a
distance threshold. Let d be the distance between a receiving node and an immediate
upstream node. A neighbor node that receives a broadcast packet will not forward it to
its own neighbors if d is less than the distance threshold. The node will be a candidate
for broadcast transmitting if d is larger than the threshold and closed to 2/3R (R is the
radius of a node’s transmission range). Four candidates at most will be selected as the
forwarding nodes to forward the broadcast packet received for the first time in distinct
time slot if the combinations of their coverage can cover more next-hop nodes. In the
light of research experience, the nodes whose distance to the sender are closed to
2/3R will receive packets more reliably and they can also get larger extra coverage.
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However, nodes whose distances to the sender are closed to R will not be the candi-
dates for broadcast transmitting because signal amplitude they received is lower and
not reliable in the reality. Having taken the above factors into consideration, DCBB can
achieve higher coverage and lower collision by the time division forwarding.

A. Obtaining the distance between neighbors

Distances between neighbors are obtained by measuring the signal power of a trans-
mitter and a receiver. There are many models to measure the signal power, such as free
space propagation model, two ray propagation model, etc. In this paper, we assume that
the wireless channel model is free space propagation mode. Then,

Pr dð Þ ¼ PtGtGrk
2

4pð Þ2 d2 L ð1Þ

Pt; Pr denote the transmitting power and the receiving power, respectively. d is the
distance between a transmitter and its corresponding immediate receiver. Gr is the
transmitting antenna gain and Gr is the receiving antenna gain. L is the loss factor and
has no relation with the system (L � 1). A is the wavelength (m). From the Eq. (1),
d is obtained as:

d ¼ k
2p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PtGtGr

LPr dð Þ

s
ð2Þ

B. Determining the distance threshold

Every node periodically sends HELLO packets each other. Node S determines its
distance to all neighbors according to the amplitude of the signal it received from its
neighbors. On the basis of these distances, node S determines a distance threshold Dth.

If all neighbors are uniformly distributed, Dth is set to be the average of all
neighbors’ distances. If nodes are unevenly distributed, it will not only need to
determine the average distance aver(d), but also set a specific value r (r = R/5, for
example). For nodes whose d is less than r (those nodes in A1 as shown in Fig. 1) will
not retransmit the broadcasting packet because the additional coverages of these nodes
are small and cause high redundancy. The final value of Dth is determined by the value
of average distance aver(d) and r. If aver(d) is smaller than r, Dth is set to aver(d). And
if aver(d) is larger than r, Dth is set to r. That is:

If aver dð Þ� r, then Dth ¼ aver dð Þ;
If aver dð Þ� r, then Dth ¼ r.

Here are two special situation of nodes’ distribution:

• When node S has only one neighbor H, there is no need to determine the threshold.
H will definitely be the retransmitted node.
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• When all neighbors of node S are closely distributed around node S, which means
node S has to select the relay nodes among these neighbors although the retrans-
mitted coverage they gain are very small.

In both cases, the distance threshold can be determined in accordance with the
conditions we described above. In other cases, such as the uneven distribution, the
threshold can also be determined. Namely, no matter how many neighbors there are, no
matter how they are distributed, a node can determine a distance threshold and relay
nodes according to the above approach.

C. Determining the forwarding nodes

We determine the forwarding nodes according to the following rules: usually nodes
within the distance threshold will not retransmit, and nodes outside the threshold will
be candidates to forward the packet with high probability. If there are more qualified
candidates than required and all of these candidates retransmit the packet, it will result
in collision at the receiving nodes, which is one form of unreliability. Therefore, to
avoid collision, we select four nodes at most to forward the packet in a cooperative way
in our protocol. These nodes start to forward at different time point.

Fig. 1. Areas for different coverage

Fig. 2. Determining the forwarding nodes
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Fig. 3. The flow chart for determining the forwarding nodes
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For example, in Fig. 1, nodes in A2 will not forward the broadcasting packet, while
nodes in A3 will be the candidates to forward the packet. Among these candidates, four
nodes whose distances d from S are closed to 2/3R will be selected to forward the
broadcast packet in distinct time slots. There might be more than four candidates close
to 2/3R, the criteria to select the forwarding nodes is as follows: firstly, calculate the
absolute values between d of these candidates and 2/3R. The less the absolute value is,
the closer it is to 2/3R, and the higher possibility it is to transmit the packet. Secondly,
node S should do the best to make that the four forwarding nodes are not in each
other’s coverage. This way can extend the coverage, reduce the broadcast redundancy
and improve the reliability. As shown in the Fig. 2, node S is the source node, and H1,
H2, H3, H4 are next-hop nodes to forward the packet in a cooperation manner and they
do not cover each other.

Figure 3 is the flow chart for determining the forwarding nodes. Let Di be the
distance between the sending node and the neighbor i, Snum be he number of neighbors
whose distance is larger than Dth, and ADi represent the absolute difference between Di

and 2/3R. In the flow chart, It can be seen that the occasions of less than four neighbor
nodes is taken into consideration as well.

4 Simulation Results and Analysis

We conducted the simulation to test the performance of DCBB. DP is an algorithm
which adjusts forwarding probability dynamically based on the number of neighbors
[16]. Both DP and DCBB are based on neighbor information, so we selected DP as the
reference.

The simulation settings are as follows. The area is a 1.0 km*1.0 km square field with
20, 40, 80 and 100 nodes randomly uniformly deployed. TheMAC protocol of each node
is IEEE802.11 DCF, and the bandwidth of wireless interface is 11 Mb/s. The trans-
mission range of a node is set to R = 250 m. And there is one source node in the networks
which generates broadcast packets. TheData flow sent by the source is in constant bit rate,
and it generates 5 packets per second. The size of each packet is set to 64bytes.

The following performance metrics are used for evaluation and comparison:
(1) Retransmitted ratio is defined as the ratio of the number of forwarding nodes over
the total number of nodes in the network. (2) Reachability is the proportion of nodes in
the entire network which can receive a broadcast packet. (3) Average maximum
end-to-end delay is the average maximum delay for a broadcasting packet. We record
the start time of a broadcast packet as well as the time when the broadcast packet
reaches a destination node. The difference between these two values is the end-to-end
delay of broadcast.

Figure 4 shows the retransmitted ratio versus different number of nodes in a net-
work. As shown in the figure, retransmitted ratio of DCBB is significantly lower than
that of DP because DCBB suggests that few nodes are involved to forward the
broadcasting packet. In order to save energy of nodes and prolong the lifetime, it is
important for networks to reduce the retransmitted ratio. By reducing the number of
forwarding nodes, DCBB can decrease the redundancy and improve broadcast effi-
ciency efficiently.
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Figure 5 indicates the reachability versus different number of nodes in a network.
We can see that the reachability for DP decreases rapidly and is significantly lower than
DCBB when the number of nodes in the network is larger than 40. Considering the
additional coverage, DCBB selects four relay nodes at most to retransmit the broad-
casting packet. Moreover, to ensure the reachability, the relay nodes will forward the
packet at different time slots. However, the relay nodes in DP will retransmit the
broadcasting packet at the same time, which lead to collision and unreliable broadcast.
The simulation results are consistent with the theoretical analysis.

Figure 6 shows the average maximum end-to-end delay of networks. In DCBB,
each forwarding nodes will select a delay time randomly to avoid contending the
channel if they transmit the broadcasting packet at the same time. As indicated in the
figure, the value of average maximum end-to-end delay of DCBB is a little greater than
that of DP. That is because DCBB will select a random waiting time before retransmit
the packet to avoid collision. But the delay of DCBB is still very small and does not
make a sense to the overall delay of applications.

Fig. 4. Retransmitted ratio VS. Number of Nodes

Fig. 5. Reachability VS. Number of Nodes
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5 Conclusions

In this paper, we propose a distance and cooperation based broadcasting algorithm
suitable for wireless ad hoc networks. Theoretical analysis and simulation results show
that higher reachability, lower retransmitted ratio and reasonable end-to-end delay have
been obtained by DCBB. Therefore, DCBB has achieved the goal of reducing
redundancy and the broadcast traffic to a network. It increases the efficiency of
broadcast. In general, the algorithm we proposed is applicable to the densely distributed
network environment. Through time-division forwarding scheme, every node can
reduce channel contending and improve the network utilization effectively. For future
work, we wish to apply DCBB to the AODV routing protocol to further demonstrate its
performance in the practical scenario.
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