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Preface

An Interactive Intelligent System (IIS) is an intelligent system that interacts with the
users, or audience at large, which is designed to interact more with the user rather
than with computer systems. The system utilizes the capabilities to perceive,
interpret, learn, plan, decide, as well as use natural language and also reason, which
has been already developed by field of artificial intelligence. Many of these tech-
niques have been matured enough by now for specific functions such as “pattern
recognition” or “Internet searching”. It is difficult to understand interactive intel-
ligent systems without examining the intelligent capabilities of machines as well as
human interface.

There are very less number of interactive intelligent systems used presently. One
of them is “PlateMate”, a crowdsourcing nutrition analysis software, which allows
users to take photos of their meals and receive estimates of food intake and com-
position from the photograph of foods. Accuracy of the prediction is depended on
the information of the users for food logging via self-reporting, expert observation,
and or algorithmic analysis. PlateMate crowdsources nutritional analysis from
photographs using Amazon Mechanical Turk, automatically coordinating untrained
workers to estimate a meal’s calories, fat, carbohydrates, and protein.

Let us consider another example, a system that learns how to assist users in
performing particular types of tasks, e.g., “SIRI”. It is a computer program that
works as an intelligent personal assistant and knowledge navigator of Apple IOS
operating systems. It uses a natural language user interface to answer questions,
make recommendations, and perform actions by delegating requests to a set of Web
services. The software adapts to the user’s individual language usage and individual
searches with continuing use, and returns results that are individualized. In this
case, while the system is learning, the users will in general also be learning: about
the task itself, about the system and its learning, about how to act in such a way that
the system learns more effectively.

The research on interactive intelligent systems has so far focused either on the
realization of the systems’ capabilities or on the cognitive processes and/or behavior
of their users. The technical design which focuses only on the machine learning
of the system or on that of the user interface has never understood the important
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opportunities for making the interaction among different learning agents of various
applications. Design of interactive intelligent systems are fundamentally hard,
because they require intelligent technology that is well suited for people’s abilities,
limitations, and preferences.

Interactive intelligent systems also require different kinds of interactions which
can give the user a predictable and reliable experience despite the fact that the
underlying technology is inherently proactive, unpredictable, and occasionally
wrong. There are cases of such types of failure in the past, such as the accident
occurred in Williston, Florida, on May 7, 2016, when the driver, Joshua Brown, 40,
of Ohio put his Model S of Tesla into autopilot mode, which was controlling the
driving of car on the highway. The autopilot mode of Tesla failed to distinguish a
large white 18-wheel truck and trailer crossing the highway, against a bright spring
sky. Thus, design of successful intelligent interactive systems requires intimate
knowledge and ability to innovate in two disparate areas: human–computer inter-
action and artificial intelligence or machine learning.

There are various general issues and challenges in the area of interactive intel-
ligent systems. The first issue is that in which way artificial agent and human
intelligence can work together for better performance. In other words, how does
intelligent processing yield the greatest benefits for interactive systems in com-
parison to other forms of computation? How do they allocate various processing
between the human and the intelligent system, so as to enhance the performance for
a mixed-initiative intelligent system.

The second issue is the study of possible negative side effects of the interactive
intelligent systems, if it is not designed properly without giving proper attention to
the cognitive processes of users. For instance, to study the reasons and situation
when the users want to predict, understand, and control an intelligent system and
how the designers will be able to provide the requirements of the user to the
interactive intelligent systems.

Third issue pertains to the protection of users’ privacy and also to restrict the
intelligent systems not to know more than the required about the users, when they
are interacting with the system.

Last but not least, the issue related to the method and techniques used for various
types of interactive intelligent system, ranging from the method of understanding
about the users’ requirements to the techniques used of evaluating the success of a
given combination of intelligent algorithms and interaction design.

Research on interactive intelligent systems is found in a considerable number of
diverse research areas, which include autonomous systems, expert systems, mobile
systems, recommender systems, knowledge-based and semantic web-based sys-
tems, human–computer interaction, virtual communication environments, envi-
ronment-aware agents, agents for smart environments, intelligent robotics, methods
in cognitive systems, mind, brain, and behavior, machine learning, natural language
interaction, web intelligence, signal processing, speech technologies, audio and
music processing, face and gesture analysis, computer vision and pattern recogni-
tion, data-driven social analytics, algorithm design, middleware agents, embedded
agents, mobile agents, adaptive and personalized systems, business intelligence,
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e-learning, e-commerce and e-governance, and last but not least, decision support
systems.

This volume contains 65 contributions from diverse areas of interactive intelli-
gent systems, which has been categorized into five sections, namely:
(i) Autonomous Systems; (ii) Internet & Cloud Computing; (iii) Pattern
Recognition and Vision Systems; (iv) Mobile Computing and Intelligent
Networking; (v) E-Enabled Systems.

(i) Autonomous Systems: This is one of the established areas of interactive
intelligence system that typically consists of learning, reasoning, and
decision-making which supports the system’s primary function. There are 19
contributions composed of various algorithms, models and learning
techniques.

(ii) Internet and Cloud Computing: It is one of the essential areas of IIS, which
caters to enhance communication between the system and users, in a way
which may not be closely related to the system’s main function. This is
commonly found in the areas of multimodal interaction, natural language
processing, embodied conversational agents, computer graphics, and acces-
sible computing. In this section there are 18 contributions related to
microblogging, user satisfaction modeling to the design and construction of
graphical cloud computing platform.

(iii) Pattern Recognition and Vision Systems: This is one of the primary
functions of any interactive intelligent systems. There are 18 contributions in
this section covering of the developments in this area of deep learning to
binocular stereovision to 3D vision.

(iv) Mobile Computing and Intelligent Networking: This area is one of the
leading areas of IIS, which covers ubiquitous or mobile computing and
networking. This section contains five contributions.

(v) E-Enabled Systems: This is one of the essential areas of interactive intel-
ligent system, as many interactive systems are now designed through
Internet. It covers information navigation and retrieval, designing intelligent
learning environments, and model-based user interface design. There are five
contributions in this section.
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Testing Paper Optimization Based
on Improved Particle Swarm Optimization

Xiang-Ran Du(&), Shu-Jin Wu, and Yu-Lin He

Tianjin Maritime College, Tianjin, China
duxiangran1226@126.com

Abstract. The Computerized Examination System is an important part in
computer aided education, which not only examines the learning outcome of
every candidate, but also provides feedback for further improvement. The
construction of the computerized examination system is time consuming and
requires plenty of domain as well as pedagogy related information. This paper
presents an examination sheet optimization based on the improved particle
swarm optimization. The results obtained from the study show that the improved
particle swarm optimization effectively enhance the effectiveness level of the
computerized examination system without the help of the educational experts
after a lot of training.

Keywords: Artificial intelligence � Evaluation function � Examination system �
Particle swarm optimization � Self-learning

1 Introduction

The Computerized Examination System plays a significant role in Computer Assisted
Instruction (CAI) which not only improves the efficiency in designing, testing paper,
maintaining fairness of the examination and reduces usage of material and manpower
resources but also discovers the problems of every student in the process of learning
and identifies teaching deficiencies for the teachers. Some researchers have shown that
the development of testing system not only needs an outstanding educational and
technological team but also a powerful maintenance team is necessary to address
contingent issues. In fact, the examination system suffers from an accurate evaluation
function and enough developments on the system is has been pursued which remains
inadequate to meet the educational requirement as usage time increases. To cope up
with the problem of insufficient evaluation function and inadequate maintenance in
computer examination system, an improved Particle Swarm Optimization (PSO) is
proposed to optimize the evaluation function in the testing system. The results obtained
from the study reveal that the novel approach effectively promotes the power of the
evaluation function and self-optimizes the evaluation function as per the examination
results without the help of the educational experts.

The paper is organized in six segments. Section 2 presents the background of the
evaluation functions in computer examination system and introduces some relevant
research outcomes of earlier studies. A testing paper optimization and the process of
training the evaluation function in the examination system by the particle swarm

© Springer International Publishing AG 2017
F. Xhafa et al. (eds.), Recent Developments in Intelligent Systems and Interactive Applications,
Advances in Intelligent Systems and Computing 541, DOI 10.1007/978-3-319-49568-2_1



optimization is showed in Sect. 3. In Sect. 4 the comparison experiment is carried out
between the improved testing paper optimization and the unimproved one. Section 5
presents conclusion and the Reference section lists maintains the necessary references
cited in this piece of research work.

2 Background and Relative Researches

In recent years, the study and examination modes have been radically changed due to
the fact that the internet based information society has gained currency in an expo-
nential rate. Some established academic institutions have introduced a wide spectrum
of open online courses that attracts a great deal of students from across the globe. The
students can seek knowledge and share the excellent education resources through the
online courses at home instead of going to school. The track the progress of the study
and information about every student with no face to face education is even more
important. The online examination is a desirable method to continuously monitor the
progress and recognize the learning bottlenecks for every student who pursues a course
through the open online courses. There are two difficulties in the construction of the
examination system. The first one is the development of high quality and intelligent
evaluation functions which requires the expertise and experience of the educational
experts. The second one is to reduce the level of difficulty in determining the exactness
of the evaluation function of examination questions as it is highly influenced by the
subjective consciousness of the experts. The present examination system with their
static evaluation functions is unable to keep pace with the social and educational
requirement and become obsolete in course of time. Some experiments have shown that
the number of examining questions are proportionate to the difficulty of forming an
optimal testing sheet, especially for the testing paper library is larger than five
thousand.

Many researchers and experts have made significant contributions on the devel-
opment of computerized Examination System.

A Maximin Model based on the practical constraints of test design is presented by
Min J. Van Der Linden [1].

A CATES system based on complex learning environments is proposed by Chou
[2], the Interactive Examination system is a collective and collaborative project.

Hong Duan and Wei Zhao used Analytic Hierarchy Process and Hybrid Meta-
heuristic Algorithm to compose the test-sheet [3].

Gwo-Jen Hwang and his colleague put forwarded an optimizing auto-reply accu-
racy approach based on an enhanced genetic in an e-learning system [4].

Gui-Xia Yuan successfully designed a multi-objects and multi-constraints mathe-
matical model for the purpose of composing examination sheets and an improved
genetic algorithm is used to solve the model [5].

Ren-jie Wu put forwarded an Ant Colony Algorithm to optimize the test paper
generation [6].

Peng-Yeng Yin and Kuang-Cheng Chang realized the composing examination
sheets algorithm based on the Particle Swarm Optimization [7].

4 X.-R. Du et al.



3 Testing Paper Optimization

Particle Swarm Optimization (PSO) is one of the famous optimization algorithms first
proposed by professor Kenndy and Eberhart in 1995 [8]. Like Genetic Algorithm that
has applied into many regions and made a plenty of successful cases [10], the PSO
algorithm can dispose of some phenomenon or problems in real society by near-optimal
solution where no optimal solution can solve [9]. The research of the PSO has become
an important field of study and attracted many researchers in recent years, Although the
development of the particle swarm optimization is later than the genetic algorithm. The
advantages of the Particle Swarm Optimization are high efficiency, easy realization and
comprehension.

3.1 Particle Swarm Optimization (PSO)

A TPOPSO (Testing Paper Optimization based on PSO) algorithm is proposed here to
deal with the poor quality testing paper caused by inaccurate attributes that have direct
effect on the testing sheet or lack of the help from educational experts. The composing
testing paper algorithm with high efficiency and quality cannot generate a satisfactory
testing paper without the accurate attributes.

3.2 Parameter Initialization

Every particle there exists a list of parameters needed to be optimized and expressed by
three-dimensional vectors p = [p111, p112, p113… pNSP]. Parameter N is the number of
the examination type in a testing paper, the S is the number of the examination question
for every examination type and the P is the attribute for every examining question. The
pijk is the k th attribute of the j th examining question in the i th examination type.
These parameters are significant to compose a high quality testing paper that can
exactly estimate the real ability of the examinee.

The parameters initialization is accomplished by random assignment from 0 to 1.
The velocity information decides the updated speed of the parameter, which is high
speed in the initial state and become slower with the optimization.

3.3 Evaluation Function of the TPOPSO

The evaluation function in the TPOPSO is to estimate the every particle expressed
testing papers that do not include every examination question in the testing question
library. The k th testing paper in the testing paper library is expressed by decision
vector xk, xk = [x11, x12, x13, …, xNt, xNts]. If the j th examination question of the i th
examination type is in the examination paper, xij = 1, else xij = 0. The product of the
decision vector and these parameters can evaluate a testing paper.

The evaluation function estimates a testing paper from four aspects including the
Difficulty Deviation, Discrimination Deviation, Reliability Deviation and Time Error
respectively represented by F1, F2, F3 and F4 in the following formula:

Improved Particle Swarm Optimization 5



MIN F xð Þ ¼ w1 � F1 þw2 � F2 þw3 � F3 þw4 � F4 ð1Þ

The parameter wi (i = 1, 2, 3, 4) are weight of the four parameters decided which
weight is more important than others. The ranges of four weights are from 0 to 1 and
these weights satisfy constraint formula as presented below:

w1 þw2 þw3 þw4 ¼ 1 ð2Þ

The Difficult Deviation of a testing paper is the absolution of the difference
be-tween the evaluative difficulty and the testing difficulty given by the analysis of the
result of a testing examination. The formula of the difficult deviation is shown at (3).

F1 ¼
XNt

i¼1

XNts

j¼1

dij � sij � xij
� �

 !,
TS� D

�����

����� ð3Þ

The actual difficulty, discrimination, reliability and the time are acquired by the
plenty of the analysis on the examination results. These examinations are accomplished
by the various candidates tautologically testing diverse questions at the different places
and time.

3.4 The Global and Local Optimum

The global optimum and the local optimum are two elements in the Particle Swarm
Optimization decided the speed and the quality of the optimization in the particles. The
global optimum is the particle with the highest evaluation and is only one in the particle
swarm. Every particle has a local optimum that is best evaluation in the process of
optimization.

In the TPOPSO, the global optimum is the particle with the minimum absolute
difference in the difficulty, discrimination, reliability and time and the local optimum
for every particle is regarded as the minimum absolute difference in the process of
updating itself. The local optimum only emphasizes on the individual instead of
pondering upon the local scope in the standard Particle Swarm Optimization, which
makes the particles easily fall into the best value in the local areas. In order to overcome
the shortcoming of the PSO, an Improved Particle Swarm Optimization (IPSO) based
on the K-nearest neighbor rule is applied to improve the local optimum of the Particle
Swarm Optimization. The method of computing the local optimum in the improved
PSO is to average the local optimum of the K-nearest particles as narrated in the
following formula:

LocalBestj ¼
Pk

i¼1
LocalBesti

k
ð4Þ
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4 Experiment and Discussion

The constitution of the examination question database and a testing paper is illustrated
and an experiment is conducted to compare the performances between the Improved
Particle Swarm Optimization (IPSO) and the unimproved one in the TPOPSO.

4.1 Examination Question Database

The experiment accomplishes on the fundamental application of computer technology
by focusing on the computer basic knowledge and the ability of using the
office-software. The examination question database includes only-choice questions,
multiple-choice questions and judgment questions and fills questions and operating
que-tions. The Table 1 shows the number of question type in examination question
library.

4.2 The Performance of the TPOPSO

To examine the improving effect, a comparison experiment is performed between the
TPOPSO and the improved TPOPSO based on a new Particle Swarm Optimization.
The parameters in this experiment are the C1 = C2 = 1.5 and rand = 0.3. The com-
parative result is showed in the Fig. 1(a) and (b) are the optimizing performances
before 1000 generation and from 1000 generation to 2000 generation respectively.

From the Fig. 1(a), it is observed that the performance of the improved TPOPSO is
not better than the unimproved one before 400 generation that the best fitness
re-bounds around the 42, the best fitness of the unimproved has clearly declined to
about 38 on the 400 generation at the same generation. When the optimization arrives
to the 420 generation, the performance of the improved algorithm begins to difference
and the global optimum in particle swarm turns to decline. From the 420 generation to
the 720 generation, the best fitness of the unimproved TPOPSO is more excellent than
the improved one, however the optimizing speed of the latter is faster than the former.
When the optimization reaches to the 720 generation that is cut-off point in the train-ing
process, the best fitness of them is almost same at 14.5. After the 720 generation, the
global optimum of the improved TPOPSO is superior to the unimproved TPOPSO, the
advantage of the improved TPOPSO is more and more obvious as the optimization
continuous. The global optimum of the improved TPOPSO and unimproved one are
10.5 and 4.99 respectively when the training experiment has optimized 1000
generation.

Table 1. Testing questions distribution

Question
types

Only-choice
questions

Multiple-choice
questions

Judgment
questions

Fill
questions

Operating
questions

Distribution

Number 186 172 178 182 166
Score 2 4 2 2 10

Improved Particle Swarm Optimization 7



The Fig. 1(b) shows the optimizing situation from the 1000 generation to the 2000
generation. The performance of the improved TPOPSO distinctly decreased from about
4.5 to 0.5 with little zigzag phenomenon before the 1700 generation. After that the best
fitness is finally leveling out at around 0.2 until the 2000 generation. Although the
training performance of the unimproved TPOPSO is more and more excellent from the
1000 generation to the 2000 generation and the global optimum clearly reduced from
10 to 0.5, the difference on the optimizing speed and stability for the unimproved
TPOPSO compared with the improved TPOPSO is apparent.

5 Conclusion

An intelligent examination system having the ability on optimizing the evaluation
function of examining questions without help of the educational experts is proposed
and empirically examined. The experiment shows that the evaluating accuracy of the
testing paper can be effectively improved by the improved TPOPSO.
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Abstract. The Null Space Pursuit (NSP) algorithm based on the differential
operator is an important method of signal denoising and signal separation. In
this paper, we propose an arbitrary order differential operator and use it in a
complex signal which is a sum of simple signal. By solving an optimization
problem, we also estimate the parameters of the differential operator. Finally, we
confirmed the practicability of the algorithm through experimental simulation.

Keywords: Null space pursuit � Differential operator � Signal separation

1 Introduction

In the recent years, the methods of signal denoising and the separation of signal have
drawn greater attention of scholars. The process of signal separation involves breaking
down a complex signal into a sum of simple signals. The methods used to separate
signals vary because of the construct of the simple signal which is decomposed from
complex signal are different. For instance in the empirical mode decomposition
(EMD) method [1, 2], an oscillatory signal is resolved into a sum of intrinsic mode
functions (IMFs) and in the Matching Pursuit (MP) method [3], a signal is resolved into
a total of time-frequency atoms. The Null Space Pursuit (NSP) algorithm on the basis of
a differential operator is of particular interest to us in all methods of signal separation.

Silong Peng and Wen-Liang Hwang (2008) conceptualized the NSP algorithm
based on a differential operator [4], two years later during 2010 in the next course of
attempt they further improved the NSP algorithm. This method makes use of an
adaptive operator to separate a complex signal into a sum of simple signals, and these
simple signals belong to the null space in the above. The important steps of the method
include estimating the adaptive operator Ts from the input signal S and decomposing S
into R and U, where R is the residual signal and U is extracted signal, which
Ts Uð Þ ¼ 0. In [5], they developed the following second-order differential operator:

Ts ¼ d2

dt2
þx2 tð Þ:

which can eliminate the FM signal cos / tð Þð Þ, where / tð Þ is a local linear function.
The NSP algorithm on the basis of a differential operator has attracted wide

attention due to its adaptability. In 2011, Xiyuan Hu [6] put forwarded the null space
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pursuit algorithm and then further expanded the range of signal that could be
decomposed. He empirically established the following second-order differential
operator:

Ts ¼ d2

dt2
þP tð Þ d

dt
þQ tð Þ:

It can eliminate an AM-FM signal.
In this paper, we improve the algorithm [7] to use an arbitrary order differential

operator. It can annihilate the signal:

A1 tð Þ cos /1 tð Þð ÞþA2 tð Þ cos /2 tð Þð Þþ � � � þAm tð Þ cos /m tð Þð Þ:

What’s more,
This algorithm expands the range of signal that could be decomposed.

2 The Null Space Pursuit Algorithm Based on an Arbitrary
Order Differential Operator

In this paper, we propose the following arbitrary order differential operator:

Ts ¼ dm

dtm
þ am�1 tð Þ d

m�1

dtm�1 þ � � � þ a1 tð Þ d
dt

þ a0 tð Þ: ð1Þ

This algorithm can estimate the orders of the above operator and the values of
parameters a0; a1; � � � am�1.

In a discrete case, the form of the operator is expressed as:

Ts ¼ Dm þPam�1 tð ÞDm�1 þ � � � þPa1 tð ÞDþPa0 tð Þ ð2Þ

Where Pai is a diagonal matrix whose diagonal elements are ai, where
i ¼ 0; 1; � � �m� 1, and Dm m ¼ 1; 2; 3; � � �ð Þ is the matrix of the n-order difference.

Then, the values of parameters a0; a1; � � � am�1 and the signal R is estimated by the
following optimization method that minimizes the problem:

min
a0;���;am�1;R;k1;c;k2

Ts S� Rð Þk k2 þ k1 Rk k2 þ c S� Rk k2
� �n

þ k2 Dm�1am�1k k2 þ � � � þ D1a1k k2 þ a0k k2
� �o ð3Þ

where S is the input signal, R is the residual signal, c is the leakage parameter and k1; k2
are Lagrange parameters. Let
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F a0; � � � am�1;Rð Þ ¼ Ts S� Rð Þk k2 þ k1 Rk k2 þ c S� Rk k2
� �

þ k2 Dm�1am�1k k2 þ � � � þ D1a1k k2 þ a0k k2
� �o ð4Þ

For convenience, we let / be the column vector as follows:

/ ¼ aTm�1; a
T
m�2; � � � aT1aT0

� �T
:

Then (4) becomes

F U;Rð Þ ¼ Dm þBUM1ð Þ S� Rð Þk k2 þ k1 Rk k2 þ c S� Rk k2
� �

þ k2 M2Uk k2
� �

ð5Þ

where BU ¼ ½Pam�1 ;Pam�2; � � �Pa1 ;Pa0 � M1 ¼ DT
m�1;D

T
m�2; � � �DT

2 ;D
T
1 ;E

T
� �T

and

M2 ¼

Dm�1

Dm�2

. .
.

D1

E

0
BBBBB@

1
CCCCCA
, in which E is the identity matrix.

For convenience, we rewrite the first item of (5) as the following:

Dm þBUM1ð Þ S� Rð Þ ¼ Dm S� Rð ÞþBUM1 S� Rð Þ
¼ Dm S� Rð Þþ Pam�1 ;Pam�2 � � � ;Pa1 ;Pa0½ � Dm�1ðS� RÞ; � � � ;D1ðS� RÞ;EðS� RÞ½ �T
¼ Dm S� Rð ÞþPDm�1 S�Rð Þam�1 þ � � � þPD1 S�Rð Þa1 þP S�Rð Þa0

¼ Dm S� Rð Þþ PDm�1 S�Rð Þ; � � � ;PD1 S�Rð Þ;P S�Rð Þ
� �

am�1; � � � ; a1; a0½ �T
¼ Dm S� Rð ÞþA/

where A ¼ ½PDm�1 S�Rð Þ; � � � ;PD1 S�Rð Þ;P S�Rð Þ�. Then (5) becomes

F /;Rð Þ ¼ Dm S� Rð ÞþA/k k2 þ k1 Rk k2 þ c S� Rk k2
� �

þ k2 M2/k k2
� �

: ð6Þ

We assume

@F
@/

¼ 2AT Dm S� Rð ÞþA/ð Þþ 2k2MT
2M2/ ¼ 0: ð7Þ

Then

/̂ ¼ � ATAþ k2M
T
2M2

� ��1
ATDm S� Rð Þ: ð8Þ

Similarly, we let @F
@R /¼/̂

��� ¼ 0 to estimate R̂ and obtain
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R̂ ¼ TT
s Ts þ k1 1þ cð ÞE� ��1

TT
s TsSþ k1cS

� �

¼ M k̂1; ĉ
� �

TT
s TsSþ k1cS

� � ð9Þ

Where Ts ¼ Dm þPam�1Dm�1þ � � � þPa1DþPa0 , M k̂1; ĉ
� �

¼ TT
s Ts þ k1 1þ cð ÞE� ��1

.

For the NSP algorithm, parameters k1 and c can be counted as follows:

k1 ¼ 1
1þ ĉ

STM k1; ĉð ÞTS
STM k1; ĉð ÞTM k1; ĉð ÞS ð10Þ

c ¼ S� R̂
� �T

S

S� R̂
		 		2 � 1 ð11Þ

However, the optimal value of k2 cannot be estimated by the above procedure. So,
we can try more than one value of k2, according to the result to select the optimal
solution. In practice, we find the best solution of (4) is not sensitive to the value of k2.
Thus, the value of k2 can be fixed.

3 Experiment Result and Analysis

We assume that the value of k2 is given.

(1) Input: the signal S tð Þ, the initial values of k01 and c0, give the stopping threshold e;
Let k ¼ 1;

(2) Let j ¼ 0; R̂j ¼ 0; k j
1 ¼ k01; c

j ¼ c0;
(3) Compute /j according to (8) and denoted by signal R̂j; Then, obtain the values of

â0; â1; � � � ; âm�1;
(4) Compute kjþ 1

1 according to (10) and denoted by /j; R̂j; k
jþ 1
1 ; k j;

(5) Compute R̂jþ 1 according to (9) and denoted by /j; c
j; kjþ 1

1 ;

(6) Compute cjþ 1 according to (11) and denoted by R̂jþ 1, then set j ¼ jþ 1;
(7) If R̂jþ 1 � R̂j

		 		[ e, go to step (3); otherwise, go to the next step;

(8) Output the extracted signal Û ¼ 1þ cjþ 1ð Þ S� R̂j
� �

and the residual signal

R̂ ¼ S� Û;

(9) If R̂
		 		2 [ e Sk k2, set k ¼ kþ 1 and go to step (2); otherwise, stop this program.

We illustrate several examples to demonstrate the results achieved by our algo-
rithm. In the first example, the input signal is the signal t cosðtÞþ 3t cosð3tÞþ
5t cosð5tÞ in additive Gaussian random noise, as shown in Fig. 1. By running a Matlab
program, we obtain the PSNR of input signal is 9.42217 dB, and the PSNR of
extracted signal is 16.1682 dB.our algorithm have a good effect to signal denoising.

In this example, c0 ¼ 1; k1 ¼ 0:0001; k2 ¼ 1000; e ¼ 0:285, and the orders of
differential operator is six.
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In the second example, our algorithm can denoise from a noisy chirp signal and
make the extracted signal into its coherent subcomponents. First, we input the signal
s1þ s2þ s3 in additive Gaussian random noise, which s1 ¼ 4t cos t; s2 ¼ 3t cos 5t;
s3 ¼ 2t cos 15tþ t cos 20t. We can see that the extracted is closed to the clean signal in
Fig. 2. And it can estimate a eighth-order differential operator. In this example, we can
obtain the PSNR of input signal is 11.5881 dB, and the PSNR of extracted signal is
13.6667 dB by running a Matlab program. In this process, let c0 ¼ 1; k1 ¼ 0:1; k2 ¼
0:1; e ¼ 0:16. Then, we separate the signal s1þ s2þ s3 into three subcomponents. In
Fig. 2, the first component is closed to the signal s1, the second component is closed to
the signal s2 and the residual signal is closed to the signal s3. The values of parameters
for extraction of the first and second subcomponents are set at c0 ¼ 1; k1 ¼
0:0001; k2 ¼ 0:1; e ¼ 0:01 and c0 ¼ 1; k1 ¼ 0:001; k2 ¼ 0:01; e ¼ 0:1.

Fig. 1. Signal denoising

Fig. 2. Signal denoising and signal separation
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4 Summary

In the paper, we put forward an NSP algorithm based on an arbitrary order differential
operator. It improves the order of differential operator and expands the scope of signal
that could be decomposed. In our future work, we will extend the method to images.
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Abstract. This paper aims at improving the AFSA algorithm. The improved
AFSA algorithm is applied on estimation of parameters for the multiple linear
regression models. Comparing the AFSA and the Least Squares, the results of
simulation experiments verify that the estimating performance of the improved
algorithm is better than the AFSA and the Least Squares. Thus, a noble
approach for estimation of parameters is proposed in this research work.

Keywords: AFSA � Multiple linear regression model � Parameter estimation

1 Introduction

Multiple Linear Regression analysis [1] is an important data analysis method, widely
used in industry, agriculture, medicine, social surveys, biological information pro-
cessing and in a number socio-economic spheres. Estimation of Parameters is of
paramount importance while solving the problem of multiple linear regression analysis.
In the recent times, the most common method is the Least Squares. But this method
suffers from computational complexity and its program structure is not universal. With
the development of Genetic Algorithm (GA), Fish Algorithm (FA) and other Intelligent
Algorithm Technology, applying Intelligent Optimization Algorithms to parameters
estimation in regression model has gained substantial momentum in the recent years.
Liu Jin-ping [2] uses the improved particle swarm algorithm for parameter estimation
in multiple linear regression model. Huo Qian et al. [3] use genetic algorithm to solve
parameters of nonlinear multivariable regression model and verify the effectiveness and
practicality of the algorithm based on specific examples. Zhang Jiao-Ling et al. [4] use
artificial Bee Colony Algorithm to estimate parameters of multiple linear regression.
Sun Hui et al. [5] apply the PSO algorithm to improve the multiple linear regressions.
However, the encoding and decoding process of Genetic Algorithms is very compli-
cated and it also affects the optimization efficiency. Hence PSO may make the
parameter optimization process into a local optimum due to the initialized parameter
settings and cannot get the real optimal solution.

Due to the deficiency in obtaining exact solutions of AFSA, the authors in this
research study attempt to improve the algorithm parameters and the swarming behavior
of the artificial fish and apply the improved AFSA to the parameters estimation in
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multiple linear regression models. Through the contrast experiments, the improved
AFSA is effective, practical and simple.

2 Multiple Linear Regression Model

In multiple linear regression analysis, when predicting random variables Y, there exists
a number of factors affecting its future value. When there is a basic linear relationship
between Y and x1; x2; . . .; xp p[ 1ð Þ, the direction and magnitude of the relation can be
predicted by applying linear regression equation. In the case of n arguments, multiple
linear regression equation is:

Y ¼ b0 þ b1x1 þ b2x2 þ . . .þ bpxp þ e ð1Þ

Among them, b0; b1; b2; . . .; bp is pþ 1 parameters are to be estimated.

3 AFSA

AFSA [6] (Artificial Fish-swarm Algorithm) is a new efficient optimization method
based on swarm intelligence developed by Li Xiao-Lei, who made an astute obser-
vation of habits and activity characteristics of fish and proposed this new type of swarm
autonomous agent optimization method.

The state of artificial fish individuals can be expressed as a vector
X ¼ ðx1; x2; . . .; xnÞ, among them xiði ¼ 1; 2; 3; . . .; nÞ are optimization variables;

Food Concentration of artificial fish’s current location is expressed as Y ¼ f ðXiÞ,
where Y is objective function;

The Distance between artificial Fish individuals is expressed as di;j ¼ Xi � Xj

�� ��;
Visual is the feeling range of artificial Fish;

Step is the moving step of artificial fish;
d is the crowding factor.
AFSA is to initialize a group of artificial fish (random solution), and search the

optimal solution iterative methods in which artificial fish update themselves through
feeding, clusters and rear-end and other acts in order to achieve optimization.

4 The Improved AFSA

We improve the algorithm parameters and the swarming behavior of the AFSA
algorithm for its deficiency of optimization efficiency and accuracy.

4.1 The Improvement of Algorithm Parameters

Introducing the Kernel to adjust the visual and the step, you can make an adaptive
adjustment for the step and the visual without making too much adjustment for the
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entire algorithm [7]. The specific method is to introduce the kernel to adjust the time
parameters of the function and bring into the following function to adjust the visual and
the step.

KðxÞ ¼ 15
16

ð1� x2Þ2 ð2Þ

x ¼ t
tmax

ð3Þ

Visualkþ 1 ¼ Visualmax þKðxÞ � Visualk ð4Þ

Stepkþ 1 ¼ Stepmax þKðxÞ � Stepk ð5Þ

Visualmax is the maximum visual, Stepmax is the maximum step. Setting the initial
Visual and the Step are at maximum which is beneficial to the fast convergence and to
avoid local extremum. With the running of algorithm, KðxÞ is gradually decreasing and
eventually to zero. At this point, the Visual and the Step come to the minimum which is
beneficial to exact convergence in the late algorithm. The Step and Visual here only
affect the foraging behavior, they do not affect the clustering behavior and the rear-end
behavior.

4.2 The Improved Swarming Behavior

We improve the swarming behavior of the artificial fish [8]. Let XiðtÞ be the current
state of artificial fish, the i-th artificial fish represents a feasible vector solution Xi,
Xi ¼ ðxi1; xi2; . . .; xinÞ(n is the dimension), nf is the number of partners within the field of
view, XcðtÞ is the central location of the fish-swarm, Rand represents a random number
between 0 and 1. If f ðXcðtÞÞ � nf\d � f ðXiðtÞÞ, it means that the center of its partners
has more food and the crowding factor is not high in the field, and then the artificial fish
make one step to the global optimal location Xbest; if f ðXcðtÞÞ � nf [ d � f ðXiðtÞÞ, then
the fish turn to the foraging behavior, the expression is as follows:

Xiðtþ 1Þ ¼ XiðtÞþ ðXcðtÞ � XiðtÞÞþ ðXbest � XiðtÞÞ
ðXcðtÞ � XiðtÞÞþ ðXbest � XiðtÞÞk k � step � RandðÞ ð6Þ

4.3 The Definition of Artificial Fish Individuals and Fitness Function

We use the improved AFSA to estimate parameters of the multiple linear regression
model [9]. Considering a set of parameters of the multiple linear regression model as an
artificial fish, each artificial fish represents a candidate solution of the model estimation,
the first i artificial fish expresses as:

Xi ¼ ðxi1; xi2; . . .; xinÞ ð7Þ
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Using the fitness function to evaluate each artificial fish, the fitness function is
defined as follows:

/ðhÞ ¼
Xn
i¼1

yi � ðb0 þ b1xi1 þ b2xi2 þ . . .þ binxinÞ½ �2 ð8Þ

Calculating the minimum value of the fitness function, you can get a set of esti-
mating parameters namely the optimal solution.

4.4 The Process of the Improved AFSA

The main steps of the improved AFSA for parameters estimation are as follows [10]:

1. To initialize parameters, including initial position of artificial fish, the step of
artificial fish, the visual of artificial fish, the number of artificial fish-swarm, the
maximum number of iterations and etc.

2. To calculate the fitness function of each artificial fish, and select the artificial fish
that have the optimal objective function and then recording on the bulletin board

3. The following operation is performed on each artificial fish:
1. After the foraging behavior, the rear-end behavior and the clustering behavior,

select the most improved behavior as the execution behavior of the artificial fish
2. Comparing the fitness function value of the artificial fish which obtained from

(1) with the record in the bulletin board, so that the minimum value is always in
the bulletin board

3. To judge the terminal conditions of the algorithm, if they are satisfied, output the
global optimal solution and terminate the program; otherwise, jump to (2) and
cycle again until it satisfies the terminal conditions.

5 Results and Conclusion

In order to verify the application of the improved AFSA in parameters estimation in
multivariate linear regression model, the dataset presented in Table 1 involves the
variable y which is influenced by the variables x1; x2 and x3 leads to establishing the
following multiple linear regression model:

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 ð9Þ

In the Matlab, setting parameters of the AFSA: population size n ¼ 20,
iterations ¼ 100, continuous operation 20 times, Visual ¼ 1:5, the maximum moving
step ¼ 0:25, crowding factor d ¼ 0:2.

The comparing results of the improved AFSA, the AFSA and the Least Squares
including the parameters estimation, residual sum of squares, optimal solution of the
linear regression model and run time of the algorithm are shown in Table 2.
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Table 1. Parameters estimation data

y x1 x2 x3
124.9 131.8 127.1 111.3
125.1 122.9 122.5 130.6
121.3 127.6 115.4 115.4
124.8 119.9 123 120.3
… … … …

124.3 121.7 123 119.4
123.3 117.2 119 125.5
125.4 121.8 124.1 129.3
123.6 124.8 129.1 112.1

Table 2. Comparison of results

Algorithm b0 b1 b2 b3 Residual sum
of squares

Optimal
estimation

Run
time

The
improved
AFSA

−0.521 0.343 0.423 0.241 0.996 125.664 1.132

AFSA −0.497 0.341 0.437 0.225 0.993 124.991 1.236
Least
squares

−0.436 0.332 0.423 0.221 0.991 124.836 1.712

Fig. 1. The typical experimental curve with
the AFSA

Fig. 2. The typical experimental curve with the
improved AFSA
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From Table 2, the application of the improved AFSA in parameters estimation is
better than the results of the AFSA and the Least Squares, and it can also improve the
run time.

At the same time, the typical experimental curve using the AFSA and the improved
AFSA are respectively shown in Figs. 1 and 2.

From the comparison of Figs. 1 and 2, the optimal estimation using the AFSA
tends to fall a local optimum in 124.588. However, the improved AFSA has the ability
to break through the local extremum, and search the global optimum.
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Abstract. This paper introduces a Hysteresis Model for Piezoelectric
micro-displacement actuators by the investigation of its geometrical features of
Piezoelectric Hysteresis behavior. This model is based on the similarities and
symmetries showed between the hysteresis loop curves with centrosymmetrical
centers. The variations and commutations of loops are marked with foldback
points which identify the centrosymmetrical centers, and simplify the acquire-
ment of the wanted loop functions by the replacement of variables. The com-
parisons to experimental results verify the model’s validity, accuracy and
demonstrate the fineness in depiction and easy computation to Piezoelectric
Displacement Actuators with hysteresis behaviors.

Keywords: Piezoelectric ceramics � Hysteresis model � Centrosymmetry �
Micro-displacement actuator

1 Introduction

Piezoelectric Ceramics owing to the excellent characteristics, find their applications in
micro-structures, microelectronics, precision machining, optical devices, robots, or a
host of other fields [1, 2]. Piezoactive Micro Displacement Positioning systems in an
Atomic Force Microscopy have the advantages of high resolution in the power of
nanometer, sufficient output force, instant response, noise free, no mechanical return
gap and friction free. In spite of those merits, they also present some drawbacks, mainly
as hysteresis, creep deformation and nonlinearity, in which the hysteretic behavior is
the major nonlinearity that limits their applications and performances in Piezoactive
Micro and Nano Systems [3].

Models of non-linear hysteretic behavior of Piezoelectric materials are abundant in
literatures, and can be divided into two groups based on their approaches. Microscopic
models primarily stem from energy relations applied at the atomic or molecular level,
try to establish hysteretic constitutive relations to describe Piezoelectric materials by
understanding the causes of hysteresis with the help of fundamental physical principles,
as Bassiouny [4, 5] and Kamlah [6]. Macroscopic models often use empirical relations
to describe the behaviors of piezoelectric materials, and do not consider the underlying
physics. They rely mainly on the input and output characteristics to get the mathe-
matical fitting curves, as Preisach model and PI model [7, 8].
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The microscopic models are essentially the fundamental ones, however the
mechanism is very complicated and microscopic models require a great number of
parameters, often not available. The final models are inevitably approximate to reality.
As an alternative choice, macroscopic models are preferred for their advantages of
simple and direct descriptions, easy to establish the final practical models. The existent
macroscopic models have drawbacks such as heavy computation and complex algo-
rithm. Preisach model, for instance, applied Preisach operator to obtain the hysteretic
model by quadratic integral, resulting in large amount of computation. PI model
improved Preisach Model using many PI operators to replace Preisach operator, which
similarly led to complexity because of a lot of integrations, and the reverse model is
difficult to develop [9, 10].

This paper presents a simple macroscopic hysteretic model based on the
input-output features of Piezoelectric Ceramic Micro Displacement Actuators, utilizing
the similarity between hysteresis loop curves and their geometric symmetrical centers.
The computational results from this model are compared with experimental data which
verifies the validity and show that it provides precise description for hysteretic
behaviors of the real ceramic micro displacement actuators.

2 The Symmetry and Features of Hysteretic Loop Curves
for a PZT Patch

2.1 Hysteretic Loop and Central Symmetry

Figure 1 shows that the real hysteresis loop curves under various voltages for a poled
PZT-5 displacement actuator. The curve AbaBecA is denoted as the zeroth class loop
curve (or the outmost loop); Curves as BecfB, AbadA are called first class loop curves;
the curves between points a, d belong to the second class loop (loops with higher class
than zero are also labeled as inner loops). Figure 1 also demonstrates that the hysteresis
increases as the drive voltage gets higher with larger enclosed area, however the
centrosymmetry or similarity remains unchanged.

Fig. 1. The hysteretic loop of PZT-5
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The similarities presented by loops make it reasonable to assume that there is a
centrosymmetric center for the concave up and concave down segments of one
loop. Take the zeroth class loop curve AbaBecA as an example, the forward segment
AbaB is monotonically increasing and concave down while the backward segment
BecA is monotonically increasing and concave up. BecA is centrosymmetric to AbaB
with the point O that is the area center enclosed by AbaBecA, as shown in Fig. 1. The
curve BecA can be depicted by the segment AbaB by 180 degree rotation in respect of
the center O, vice versa.

In Fig. 2, two line l1 and l2 are centrosymmetric to the point P, and l2 can be written
as y ¼ 2Y � f ð2X � xÞ if the function for l1 is y ¼ f ðxÞ, that means the relation of the
variables for l2 satisfies the equation 2Y � y ¼ f ð2X � xÞ, indicating the substitution of
2X-x, 2Y-y for x, y in the expression y ¼ f ðxÞ.

2.2 Foldback Point and Centrosymmetric Center

The centrosymmetries and similarities of various loop segments permit a simple way to
identify a loop if its forward segment or backward one and the centrosymmetric center
are known. A centrosymmetric center is the same point as a geometrical center of a
loop locating at the midpoint of the line connecting the endpoints of segments, as the
midpoint O of line AB. Geometrically, a foldback point is here defined as the turning
point as the curve concavity changes from up to down or from down to up. In other
words, a foldback point is the crossover point of a concave up curve and a concave
down one, as the points A,B,a,b,c and the like in Fig. 1. When the drive voltage is
turned from increasing to decreasing or from decreasing to increasing a foldback point
appears at the moment. The newly appeared foldback point makes a pair with the
previous one and determines the centrosymmetric center for the current loop. There-
fore, foldback points appear and disappear continuously as the process goes on with
various loops. The centrosymmetry of present loop is only decided by the latest two
foldback points.

The point A is special in the zeroth class loop AbaBecA since A is the starting
point and the final ending point for all loops, it can be viewed as a fixed foldback point.
It is always convenient to set A as the origin of coordinate system.

f(x)
l1

l2

P(X,Y)

Fig. 2. Two centrosymmetric curves to center P
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2.3 The Variation of Loops, Their Upgrading/Degrading
and Emerging/Vanishing

A complete loop is an enclosed curve consisting of two foldback points, a cen-
troymmetric center and two monotonic segments with concavity or convexity. The
upgrading of a loop happens if it changes itself into a higher class loop, from a zeroth
class loop to a first class loop or from a one class to a two class. Similarly the degrading
of a loop takes place while it changes itself into a lower class loop.

The ending point of a loop is a previous foldback point. After the fulfillment of a
loop its center and two foldback points vanish and the subsequent loop is determined
by the remaining foldback points and the fixed point A.

The zeroth class loop encloses the largest area and all other loops lie within it. Its
curve provides entrances or exits for other loops. If the zero class loop behavior is
known all other loops are determined according to the centrosymmetry described
above.

3 Mathematic Model

For convenience, x denotes drive voltage; y represents the displacement output from a
Piezoelectric actuator; cx; cy, denote the voltage and displacement in point c. Function
y ¼ f ðxÞ describes the behavior of segment AbaB in the zeroth class loop, the function
for the ongoing loop curve can be acquired by the following replacement in y ¼ f ðxÞ
before a new foldback point is produced.

x ! Xi�1 þXi � x; y ! Yi�1 þ Yi � y ð1Þ

Where Xi; Yi are the coordinates of the new foldback point and Xi�1; Yi�1 represent
the pervious foldback point.

The forward segment da, for instance, is formed by three foldback points A, a and
d appeared successively so the procedure of the replacement of variable is as bellows.

y ! Ay þ ay � y ! Ay þ ay � ðay þ dy � yÞ
x ! Ax þ ax � x ! Ax þ ax � ðax þ dx � xÞ

Their function replacements become accordingly as:

y ¼ f ðxÞ ! y ¼ Ay þ ay � f ðAx þ ax � xÞ ! y ¼ dy � Ay þ f ðAx � dx þ xÞ

The upgrading of a loop is accompanied by addition of new foldback points, yet the
pattern of variable replacement remains the same and can be generalized as a basic rule
suitable to be applied to the case of loop degrading. When a foldback point disappeared
the replacement takes the contrary order. To make it clearer, see Fig. 1. The equation
for the segment cfB in loop BecfB is y ¼ cy � Ay þ f ðAx � cx þ xÞ. After reaching B,
the foldback point c vanishes and the loop BecfB is finished so the replacement leads to
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x ! Bx þ cx � x, y ! By þ cy � y, and the equation for segment Bec results in
y ¼ Ay þBy � f ðAx þBx � xÞ.

The function to judge the emerging of a foldback point is defined as

IðxiÞ ¼ sgnðDxi�1DxiÞ ð2Þ

Where Dxi ¼ xi � xi�1 and xi is the ith input variable; “sgn” is the signum function.
In the case I < 0, point (xi,yi) becomes a foldback point and is denoted by ðXa; YaÞ to
indicate the a th foldback point. The equation to decide the disappearance of the a th
foldback point can be written as

DðXaÞ ¼ Xa�1 ð3Þ

4 Experimental Results

Take a poled PZT-5 stack as the experimental research object to test the algorithm. The
piezoelectric ceramic stack consists of 36 wafers with thickness 0.33 mm, piezoelec-
tricity constant 450 � 10�12 C/N, maximum voltage 135 V, and maximum displace-
ment stroke 1.5 um. The forward segment of the zeroth class loop is measured with
experiment, and then find out the function of y ¼ f ðxÞ approximately by application of
polynomial curve fitting with residue jRðxÞj\0:002, it is
y ¼ 0:5� 10�4xþ 1:02� 10�4x2�2:25� 10�7x3 þRðxÞ.

The backward segment of the zeroth loop is compared as in Fig. 3, where the solid
represents model results and the dashed comes from experiment. It is clear to see that
the difference is very small, the error < 0.001 um.

Figure 4 shows the comparison of the higher loop, demonstrates the desired per-
formance of the proposed model. The itinerary is abcdefghea, the dashed line is part of
the zeroth class loop in Fig. 3, the crossed curve represents experimental results and the
solid curve is drawn with model calculation. In Fig. 4, the segment abc comprises of
one part of the zeroth class loop. Point a is the fixed foldback point. abc turns into the
first class loop segment cdea at c and changes to efg by e, and next transforms to ghe

Fig. 3. The comparsion of the backward segment of the zeroth class loop
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through g, and finally returns to cdea at e. The evolvement of the function for all the
segments is shown in Table 1 according to the mathematical model discussed in pre-
vious sections.

5 Conclusions

From the geometric characteristics point of view, the Piezoelectric hysteresis loops are
discussed and analyzed, and a mathematic model is established to describe the hys-
teresis behaviors. The key algorithm for this model is based on the similarities and
centrosymmetries exhibited between various curves of all loops. The centrosymmetry
permits a simple way to identify an unknown loop segment function by the calculation
of its centrosymmetric center. The upgrading or degrading of a loop curve is therefore
associated with the input and output variable replacement in the foregone function by
means of produced foldback points. The comparisons with experiments verified that
this model can be used to describe the hysteresis behaviors of Piezoelectric ceramics
with simplicity, precision and ease of computation. It can also be applied to approxi-
mate higher class loops formed after many foldback points appeared.

Acknowledgements. This work was supported by the Educational Foundation of Chongqing
(Grant No. KJ1500617,KJ1500935)

Fig. 4. Comparision of some higher loops

Table 1. Evolvement of the function of curve abcdefghea in Fig. 4

Segment Point/point group Function Center

abc a y ¼ f ðxÞ none
cdea (a,c) ay þ cy � y ¼ f ðax þ cx � xÞ one
efg (a,c);(c,e) ay þ cy � ðcy þ ey � yÞ ¼ f ½ax þ cx � ðcx þ ex � xÞ� two
ghe (a,c);(c,e);(e,g) ay þ gy � y ¼ f ðax þ gx � xÞ three
ea (a,c) ay þ cy � y ¼ f ðax þ cx � xÞ one
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Abstract. In this paper the authors on the basis of Conjugate Gradient Method
of solving linear algebraic equations, using special transformation and approx-
imate disposal, proposed an Iterative Method, which can solve the least squares
anti-bisymmetric solution of the matrix equation AXB + CXD = F. Using this
iterative method, for an arbitrary initial anti-bisymmetric matrix, we can obtain a
solution within finite iterative steps in the absence of round off errors. Further
this solution with least norm can be obtained by choosing a special initial
matrix. In addition, the expression of its optimal approximation solution to a
given matrix can be obtained.

Keywords: Matrix equation � Iterative method � Anti-bisymmetric matrix �
Least squares solution Optimal approximation

1 Introduction

Rm�n and SRn�n are denoted by the set of m� n real matrices and the set of n� n real
symmetric matrices, respectively. The superscripts T and + is the transpose and
Moore-Penrose generalized inverse of matrices, respectively. A� B is the Kronecker
product of matrices A and B. In space Rm�n, we define inner product as: ðA;BÞ ¼
trðATBÞ for all A;B 2 Rm�n. Then the norm of a matrix A generated by this inner
product is, obviously, Frobenius norm is denoted by Ak k. Let RðAÞ stand for its column
space. Let vec(.) represent the vec operator, i.e. vecðAÞ ¼ ðaT1 ; aT2 ; � � � aTn ÞT for A ¼ ða1;
a2; � � � ; anÞ 2 Rm�n; ai 2 Rm ði ¼ 1; � � � ; nÞ. In denotes n� n the unit matrix. ei
denotes the ith column of the identity matrix In and S ¼ ðen; en�1; � � � ; e1Þ.
Definition 1. An n� n matrix X is called an anti-bisymmetric matrix if X ¼ �XT and
X = SXS. We denote by BASRn�n the set of all n� n anti-bisymmetric matrices.

We consider the following two problems.

Problem I. Given A;C 2 Rm�n;B;D 2 Rn�p;F 2 Rm�p, find X 2 BASRn�n such that

AXBþCXD� Fk k ¼ min
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Problem II. Given X 2 Rn�n, find bX 2 SE such that

X̂ � �X
�� �� ¼ min

X2SE
X � �Xk k

Where SE the solution is set of Problem I and �k k is Frobenius norm.
The problem of solving the special least squares solutions of the famous matrix

equation AXB + CXD = F has been widely applied in many fields, such as structure
design, system engineering, network programming, reconnaissance, remote sensing,
autocontrol theory, molecule spectroscopy, civil engineering, and so on. Research on
solving the problem has been actively ongoing for the past 40 or more years. For
instance, some important results have been obtained in [2, 5–7], but some problems
have not settled up to now. The anti-bisymmetric solution of the matrix equation
AX = B has been derived by the generalized singular value decomposition in [3]. The
solvability conditions for the inverse Problem of the anti-bisymmetric matrix has been
given in [4]. By the methods proposed in above references, it can solve the solution
X of the matrix equation in Rn�n. However, it is difficult to solve the least squares
anti-bisymmetric solution of the matrix equation AXB + CXD = F by using these
methods. Therefore, a new method is presented to solve Problem I in this paper.

Lemma 1. [1] Suppose that A 2 Rn�n, the sufficient and necessary condition of A 2
BASRn�n is A¼� AT¼ SAS, if a; b 2 R, X;Y 2 BASRn�n, then aXþ bY 2
BASRn�n.

To introduce an iterative method for solving Problem I, we give the following
theorem.

Theorem 1. Problem I is transformed the following the equation

ATðAXBþCXDÞBT þCTðAXBþCXDÞDT

þBðBTXAT þDTXCTÞAþDðBTXAT þDTXCTÞC
þ SATðASXSBþCSXSDÞBTSþ SCTðASXSBþCSXSDÞDTS

þ SBðBTSXSAT þDTXCTÞASþ SDðBTSXSAT þDTSXSCTÞCS ¼ H

ð1Þ

and it is always consistent, where

H ¼ATFBT þCTFDT � BFTA� DFTC

þ SATFBTSþ SCTFDTS� SBFTAS� SDFTCS

Proof. Finding X 2BASRn�n such that AXBþCXD � Fk k ¼ min is equivalent to

AXBþCXD� Fk k2 þ BTXAT þDTXCT þFT
�� ��2 þ

ASXSBþCSXSD � Fk k2 þ BTSXSAT þDTSXSCT þFT
�� ��2¼ min

ð2Þ
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The following proof is given to solve the minimum problem (2) equivalent to
solving the matrix Eq. (1). Considering matrix equation group

AXBþCXD ¼ F
BTXAT þDTXCT ¼ �FT

ASXSBþCSXSD ¼ F
BTSXSAT þDTSXSCT ¼ �FT

8>><
>>:

ð3Þ

The matrix equation group (3) can be straightened by rows of linear equations, that is

A�BT þC�DT

BT�AþDT�C
ðASÞ�ðBTSÞþ ðCSÞ�ðDTSÞ
ðBTSÞ�ðASÞþ ðDTSÞ�ðCSÞ

0
BB@

1
CCA � vecðXÞ ¼

vecðFÞ
�vecðFTÞ
vecðFÞ
�vecðFTÞ

0
BB@

1
CCA ð4Þ

Since the linear Eq. (4) is equivalent to the matrix equation group (3) for the least
squares anti-bisymmetric solution. That is, the solution of the Eq. (2). The normal
equations of the system of linear Eq. (4) is

U

A�BT þC�DT

BT�AþDT�C
ðASÞ�ðBTSÞþ ðCSÞ�ðDTSÞ
ðBTSÞ�ðASÞþ ðDTSÞ�ðCSÞ

0
BB@

1
CCA � vecðXÞ ¼ U

vecðFÞ
�vecðFTÞ
vecðFÞ
�vecðFTÞ

0
BB@

1
CCA ð5Þ

That is W � vecðXÞ ¼ UðvecðFÞ;�vecðFTÞ; vecðFÞ;�vecðFTÞÞT :
Where

W ¼ ðATAÞ � ðBBTÞþ ðATCÞ�ðBDTÞþ ðCTAÞ�ðDBTÞþ ðCTCÞ�ðDDTÞ
þ ðBBTÞ�ðATAÞþ ðBDTÞ�ðATCÞþ ðDBTÞ�ðCTAÞþ ðDDTÞ�ðCTCÞ
þ ðSATASÞ�ðSBBTSÞþ ðSATCSÞ�ðSBDTSÞ
þ ðSCTASÞ�ðSDBTSÞþ ðSCTCSÞ�ðSDDTSÞ
þ ðSBBTSÞ�ðSATASÞþ ðSBDTSÞ�ðSATCSÞ
ðSDBTSÞ�ðSCTASÞþ ðSDDTSÞ�ðSCTCSÞ

U ¼ ½AT�BþCT�D;B�AT þD�CT; ðSATÞ�ðSBÞþ ðSCTÞ�ðSDÞ;
ðSBÞ�ðSATÞþ ðSDÞ�ðSCTÞ�

The linear equation group (5) is reduced to a matrix equation, namely the matrix
Eq. (1).
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For convenience of discussion, we introduce a matrix function

MðXÞ ¼ MðXÞ ¼ ATðAXBþCXDÞBT þCTðAXBþCXDÞDT

þBðBTXAT þDTXCTÞAþDðBTXAT þDTXCTÞC
þ SATðASXSBþCSXSDÞBTSþ SCTðASXSBþCSXSDÞDTS

þ SBðBTSXSAT þDTXCTÞASþ SDðBTSXSAT þDTSXSCTÞCS

Therefore, the Eq. (2) is changed to MðXÞ ¼ H,X 2BASRn�n. It can be proved by
Lemma 1, then MðXÞ 2BASRn�n

In summary, the solution of the problem I is the anti-symmetric solution of the
matrix Eq. (1)

The following proof of matrix Eq. (1) must have an anti-symmetric solution.
Because the normal equation group (5) has a solution, the Eq. (1) has a solution. Let ~X
be a solution (not necessarily anti-symmetric solution), then

Mð~XÞ ¼ H ð6Þ

Ordering f ð~XÞ ¼ ½~X � ~XT þ Sð~X � ~XTÞS��4, By the Lemma 1, f ð~XÞ is the
anti-symmetric solution that is proved by the Eq. (6), which is a solution of the Eq. (1).

2 An Iterative Method for Solving Problem I

Lemma 2. Suppose that X;Y2Rn�n, then (1)MðX � YÞ ¼ MðXÞ �MðYÞ (2) ðMðXÞ;
YÞ ¼ ðX; MðYÞÞ Now, we introduce an iterative method for solving the linear matrix
Eq. (1), or equivalently a method for solving Problem I.

(1). Input the initial matrix X0 2 BASRn�n, and then compute

R0 ¼ H �MðX0Þ; Q0 ¼ MðR0Þ; k :¼ 0

(2). If Rk ¼ o, then stop; else, k : = k +1
(3). Compute

Xk ¼ Xk�1 þ Rk�1k k2
.

Qk�1k k2
� �

Qk�1;Rk ¼ H �MðXkÞ
¼ Rk�1 � Rk�1k k2

.
Qk�1k k2

� �
MðQk�1Þ

Qk ¼ MðRkÞþ Rkk k2
.

Rk�1k k2
� �

Qk�1

(4). Go to step 3.

According to Lemma 1, the mathematical induction method can be used to prove, if
X0 2BASRn�n, then Xk 2BASRn�nðk ¼ 1 ; 2 ; 3 ; � � �Þ.
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Theorem 2. For an arbitrary initial anti-bisymmetric matrix X0 , X	 is a solution, the
sequences Xi, Ri and Qi satisfy

ðQi; X
	 � XiÞ ¼ Rik k2 ði ¼ 0 ; 1 ; 2; � � �Þ ð7Þ

Remark 1. Theorem 2 implies that, if Ri 6¼ O, then Qi 6¼ O ði ¼ 0 ; 1 ; 2 ; � � �Þ, then
Algorithm cannot be terminated.

Theorem 3. For the sequences Ri and Qi, if there is a positive number l such that
Ri 6¼ O for all i ¼ 0 ; 1 ; 2 ; � � � l, then

ðRi; RjÞ ¼ 0; ðQi; QjÞ ¼ 0 ði 6¼ j; i; j ¼ 0 ; 1; � � � ; lÞ ð8Þ

Remark 2. By Theorem 3, we know that, for 8X0 2BASRn�n, the least squares
anti-bisymmetric solution of the equation AXB + CXD = F can be obtained in no
greater than n2 steps.

Since the sequences Ri satisfy ðRi; RjÞ ¼ 0; ði 6¼ j; i; j ¼ 0 ; 1 ; � � � ; lÞ in the finite
dimension space Rn�n, then it must exist a number 0\k
 n2 such that Rk ¼ O.

Lemma 3. [1] Suppose that the consistent system of linear equations Ax ¼ b has a
solution x	 ¼ Aþ b2RðATÞ, then X	 is the unique least Frobenius norm solution of the
system of linear equations.

For vector x2Rnm, we denote the following m� n matrix containing all the entries
of vector x by mat(x): matðxÞ ¼ ½xð1 : mÞ; xðmþ 1 : 2mÞ; � � � ; xððn� 1Þmþ 1 : nmÞ�T ,
where x(i : j) denotes a vector containing the ith to jth elements of vector x.

By Algorithm and Remark 2, if the initial matrix is X0 ¼ MðU0Þ, where U0 is an
arbitrary matrix in BASRn�n, we can obtain Xk;Rk;Qk 2BASRn�n ðk ¼ 0 ; 1 ; 2 ; � � �Þ,
and Q0 ¼ MðV0ÞðV0 2 BASRn�nÞ. Assume that Xk�1 ¼ MðUk�1Þ;Qk�1 ¼ MðVk�1Þ
ðUk�1;Vk�12BASRn�nÞ. By the expression of Xk and Qk in Algorithm

Xk ¼ MðUkÞ;Qk ¼ MðVkÞ Uk;Vk 2BASRn�nð Þ ð9Þ

We introduce a symbol

L ¼ ðATAÞ�ðBBTÞþ ðATCÞ�ðBDTÞþ ðCTAÞ�ðDBTÞþ ðCTCÞ�ðDDTÞþ
þ ðBBTÞ�ðATAÞþ ðBDTÞ�ðATCÞþ ðDBTÞ�ðCTAÞþ ðDDTÞ�ðCTCÞ
þ ðSATASÞ�ðSBBTSÞþ ðSATCSÞ�ðSBDTSÞþ ðSCTASÞ�ðSDBTSÞ
þ ðSCTCSÞ�ðSDDTSÞþ ðSBBTSÞ�ðSATASÞþ ðSBDTSÞ�ðSATCSÞ
þ ðSDBTSÞ�ðSCTASÞþ ðSDDTSÞ�ðSCTCSÞ
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The matrix Eq. (1) by line straightening obtain the linear equations

L � vecðXÞ ¼ vecðHÞ ð10Þ

By Xk ¼ MðUkÞ, the rows can be straightened

vecðXkÞ ¼ L � vecðUkÞ 2R Lð Þ ¼ R LT
� �

:

By Remark 2, the existence of positive integer k0 makes the matrix Eq. (1) of the
anti-bisymmetric solution X	 ¼ Xk0 , then vecðX	Þ ¼ vecðXk0Þ 2RðLTÞ.

By Lemma 3, the vecðX	Þ is the least Frobenius norm solution of the linear Eq. (6).
Then X	 is the least norm solution of the Eq. (1), and X	 is the least norm solution of
Problem I, X	 is

X	 ¼ matðLþ � vecðHÞÞ ð11Þ

Above conclusions on the solutions of Problem I can be expressed as following
theorem.

Theorem 4. Problem I is always consistent, and for 8X0 2BASRn�n, the Xk gained by
Algorithm converges to one of its solutions within limited steps. Furthermore, if the
initial matrix X0 ¼ MðU0Þ (U0 is an arbitrary anti-bisymmetric matrix) is choosed, the
solution X	 obtained by Algorithm is the solution of Problem I. And X	 can be
expressed as (11).

3 The Solution for Problem II

For Problem II, there certainly exists a unique solution since the solution set of
Problem I is a nonempty closed convex cone. Noting that a symmetric matrix and an
anti-bisymmetric matrix are orthogonal each other, for X 2BASRn�n, X 2 Rn�n, then

X � �Xk k2¼ X � ðð�X � �XTÞ�2þð�Xþ �XTÞ�2Þ�� ��2¼ X � ð�X � �XTÞ�2�� ��2 þ ð�Xþ �XTÞ�2�� ��2

¼ X � ½�X � �XT þ Sð�X � �XTÞS��4�� ��2 þ ½�X � �XT � Sð�X � �XTÞS��4�� ��2 þ ð�Xþ �XTÞ�2�� ��2

And

min
X2SE

X � �Xk k2¼min
X2SE

X � ½�X � �XT þ Sð�X � �XTÞS��4�� ��2

þ ½�X � �XT � Sð�X � �XTÞS��4�� ��2 þ ð�Xþ �XTÞ�2�� ��2

By the first equality of Lemma 2, we have

MfX � ½�X � �XT þ Sð�X � �XTÞS��4g ¼ H �Mf½�X � �XT þ Sð�X � �XTÞS��4g
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We introduce a symbol ~X ¼ X � ½�X � �XT þ Sð�X � �XTÞS�=4;
~F ¼ F� Af½�X� �XT þ Sð�X � �XTÞS��4gB� Cf½�X � �XT þ Sð�X � �XTÞS��4gD

~H ¼AT~FBT þCT ~FD
T � B~F

T
A� D~F

T
C

þ SAT ~FB
T
Sþ SCT ~FD

T
S� SB~F

T
ASþ SD~F

T
CS

Then finding the unique solution of Problem II is equivalent to finding the
anti-bisymmetric least norm solution of the matrix equation

Mð~XÞ ¼ ~H ð12Þ

Using Algorithm with initial matrix ~X0 ¼ MðUÞ, where 8U 2BASRn�n, we can
obtain the anti-bisymmetric least norm solution ~X	 of the linear matrix Eq. (12).
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Abstract. The Conical Area Evolutionary Algorithm (CAEA) has exhibited
significant performance for bi-objective optimization problems. In this paper, a
parallel partially evolved CAEA (peCAEA) on message-passing clusters is
proposed to further reduce the runtime of the sequential CAEA for bi-objective
optimization. Each island maintains an entire population but is responsible for
evolution of only a portion of the population. Further, the elitist migration
adopted in order to share information among islands and speed up the evolu-
tionary process. Additionally, a dynamic directional migration topology pre-
sented here to obtain a satisfactory balance between convergence speed and
communication costs. Experimental results on ZDT test problems indicate that
the peCAEA obtains satisfactory solution quality with good speedup on clusters.

Keywords: Bi-objective optimization � Evolutionary algorithm � Migration
topology � Parallelization � Message passing

1 Introduction

In many fields of engineering, there are plenty of problems involving simultaneous
optimization of k objective functions, k � 2, known as Multi-Objective Optimization
problems (MOPs). In the most elementary case of k = 2, an MOP becomes a bi-
objective optimization problem (BOP), such as the wireless sensor network
(WSN) layout problem [1]. Since these objectives possibly conflict with each other,
there are multiple Pareto optimal solutions, which make a trade-off between two or
more objectives [2].

Multi-Objective Evolutionary Algorithms (MOEAs) have the advantageous ability
of being able to find multiple solutions in one simulation run against classical opti-
mization methods. In the past decade, several MOEAs including the non-dominated
sorting genetic algorithm II (NSGA-II) [2] were developed. However, the main dis-
advantage of the MOEAs based on dominance is that they generally spend lots of time
checking for non-dominance in a population. In recent years, the multi-objective
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evolutionary algorithm based on decomposition (MOEA/D) [3] exhibits its great
advantage in performance over the dominance-based MOEAs. The MOEA/D
decomposes an MOP into a number of scalar sub-problems, which helps it avoid
checking for non-dominance. On this basis, a Conical Area Evolutionary Algorithm
(CAEA) [4] using a conical partition strategy and a conical area indicator was proposed
to further improve the efficiencies of decomposition-based MOEAs for bi-objective
optimization. When updating the best solution found so far of a sub-problem, the
CAEA does not need to check for update of neighbor sub-problems like MOEA/D.
Therefore, if MOEA/D and CAEA use the same population size and the same stopping
criterion, the ratio between their computational complexities is O(T):O(1), where
T means the size of neighbors.

Although decomposition-based MOEAs have made commendable progress, many
MOPs typically involve objective functions with high computational costs. The desire
to reduce the running time of MOEAs naturally leads to the use of parallel and dis-
tributed technologies. Some parallel paradigms could be applied to decompose tasks or
data and in turn decrease runtime cost. In general, there are two major parallel MOEA
(pMOEA) paradigms: master-slave model and coarse-grained model (called island
model) [5]. Compared with the master-slave model, the island model is easier to
implement, and more suitable for decomposition-based MOEAs due to the decompo-
sition strategy. Besides, in terms of implementation for decomposition-based pMOEAs,
the number of distributed-memory, process-based versions is far less than that of
shared-memory, thread-based versions [6] up to now. The advantages of
distributed-memory versions are that their scalabilities exceed those of shared-memory
versions in most cases. So far, two distributed-memory parallel MOEA/Ds have been
developed: the overlapped partitioning MOEA/D (opMOEA/D) [7] and the partially
evolved MOEA/D (peMOEA/D) [8]

However, these parallelizations of MOEA/D are not yet directly available for par-
allel CAEAs on distributed-memory clusters. The overlapped partitioning island model
of opMOEA/D could not be adopted by parallel CAEAs due to the globality of the
CAEA’s replacement procedure. In addition, the migration policy and the migration
topology of peMOEA/D are not suitable for parallel CAEAs. In this paper, we propose a
partially evolved parallelization of CAEA on message-passing cluster, referred to as
peCAEA. The peCAEA utilizes the partially evolved island model to achieve significant
time reductions. Furthermore, an elitist migration policy and a dynamic directional
migration topology are adopted to obtain satisfactory solution quality in the peCAEA.

2 Partially Evolved Parallelization of CAEA

In the partially evolved parallel CAEA, the whole population exists on each separate
node, but the evolutionary tasks are split evenly among processors. In other words, each
node is responsible for the optimization of only a portion of sub-problems and the relevant
individuals maintain the best solutions found so far of their corresponding sub-problems.
After certain generations of evolution, the peCAEA propagates elitist individuals among
processors by directional migration so that each node can share the evolutionary pro-
gresses with the other nodes.
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2.1 Partially Evolved Island Model

In the sequential CAEA, a BOP is transformed to N scalar optimization sub-problems,
and each individual keeps the best solution found so far of its corresponding
sub-problem. Moreover, each sub-problem is assigned an exclusive decision subset and
uses the conical area as its scalar objective is to find a local non-dominated solution in
its own decision subset [4].

Each island in the partially evolved island model keeps the entire population but is
only in charge of the evolution of a portion of the population. The partially evolved
island model makes the peCAEA spend less time than the sequential CAEA. In the
peCAEA, the partitions of population are simply obtained by linear division and the
size of the r-th partition P(r) equals:

N rð Þ ¼ N=qþ 1 if r\ N mod qð Þ
N=q otherwise:

(
ð1Þ

In Eq. (1), q denotes the number of processors and r2[0..q−1]. After the division,
the k-th scalar sub-problem on the r-th island, referred to as g(r,k), uses the conical area
as its scalar objective in the form:

minimize g r;kð Þ xð Þ ¼ S F xð Þ � FD X rð Þ
� �� �

subject to x 2 X r;kð Þ:
ð2Þ

In Eq. (2), X(r) denotes the attainable current solution space of the r-th island. Since
X(r) varies during the evolution, the sub-problems are expected to change corre-
spondingly. From the point of view of objective space, each island assigned to a set of
sub-problems is in charge of the exploration of a segment of the Pareto front. Besides
the individuals responsible for evolution, the remaining individuals on each node help
the island complete the updating procedure. When generating a new offspring, any
individual has a chance of being updated in the CAEA while only its neighbor indi-
viduals have that chance in the MOEA/D, which explains why the opMOEA/D [7] isn’t
suitable for parallel CAEAs.

2.2 Elitist Migration Among Islands

Although the running time of peCAEA decreases remarkably by introducing the par-
tially evolved island model, the quality of the final Pareto solutions might descend
sharply at the meantime. In order to maintain a satisfactory quality, an elitist migration
policy is performed among islands to share critical evolutionary information in the
peCAEA.

In the peMOEA/D [8], critical evolutionary information migrates according to a
hybrid policy, which includes Utopian migration and Elitist migration. However,
utopian migration has almost no influence on the final solutions quality of peCAEA,
and instead increases the communication cost. A better utopian point could help to
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discover the more complete front for MOEA/D or CAEA. However, the difference lies
in whether utopian points generated by an island can satisfy the demand of this island
without the help of external utopian points or not. In the reproduction procedure, two
similar neighbor individuals are selected as parents on each island in the peMOEA/D.
Thus, the position in the objective space of the new offspring is more likely near the
locations of its parents. In other words, the global search ability of an island in the
peMOEA/D is relatively weak, which results in the difficulty to obtain a good utopian
point by itself. As a result, without utopian points from outside, an island in the
peMOEA/D only converges towards a narrow front and finally the peMOEA/D might
only obtain some front segments. In contrast with the peMOEA/D, the location in the
objective space of a new offspring generated by an island in the peCAEA has a chance
to lie at any conical area, more likely to obtain a better utopian point. Therefore,
utopian migration is not important for the peCAEA.

In consideration of this reason, the peCAEA only adopts the elitist migration
policy, which accelerates the evolution of each island. If an individual is updated on an
island, it would be sent to certain islands in a later course of time. In addition, when
receiving any elitist individual from outside, the island would calculate the conical area
index of this individual and find whether the primary individual in this conical area
should be replaced by the immigrator.
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2.3 Dynamic Directional Migration Topology

Exchanging elitist individuals can speed up the evolutionary process. But the choice of
migration topologies would have a great impact on how much it does. There are several
existing simple migration topologies, like the bi-ring and the complete graph, for
parallel MOEAs. In the bi-ring topology, the elitist individual x(i,k) of the i-th island will
be sent to both the l-th island and the k-th one where l = (i + 1+q) % q and
k = (i−1 + q) % q where % denotes the modulus operation, j 6¼ l and j 6¼ k. In other
words, fewer elitist individuals that could improve P(j) will be received by the j-th
island. As a result, when the j-th island selects parents from P(j), the quality of off-
springs would be worse. Conversely, an island in the complete topology sends any of
its elitist individuals to all other islands and spends too much time on useless
communication.

Therefore, a dynamic directional migration topology is introduced in the peCAEA
to balance communication costs against convergence speed. In this topology, the i-th
island would send the elitist individual x(i,k), 0 � k � N−1, to the j-th island when,
and only when, x(i,k) has been updated in the last h generations and the index of its
sub-problem is in S(j), where S(j) includes the indexes of sub-problems that the j-th
island is responsible to optimize. Unlike the constant channels of the static migration
topologies such as the ring topology or the complete one, the channels of the direc-
tional migration are dynamically constructed depending on which sub-problems the
updated elitist individuals belong to. Thus, the elitist individuals received by an island
are generally different from those received by another island.
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2.4 Procedure of PeCAEA

The procedure of peCAEA is presented in Algorithm 1. Each island is initialized on
each processor in Lines 2–6. In Line 4, the r-th island initializes its whole population.
Then the indexes C(r) of partition P(r) are generated in Line 5. The code in Lines 11–19
represents one generation of evolution, which is the same as the sequential CAEA
except Line 12. The function in Line 12 selects individuals from P(r) as parents. After
one generation of evolution, each island exchanges information with other islands by
function DirectionalMigration in Line 20. Finally, all the q partitions are collected to
make up a whole front in Line 23.

Algorithm 2 describes the pseudocode of function DirectionalMigration. It first
checks whether it’s time to migrate in Line 2 of Algorithm 2. If so, each island sends its
elitist individuals to the other islands in Lines 4–11 and receives immigrators from
outside in Lines 13–17. If an individual is updated, function ComputeMigra-
tionDestination would compute which island should receive it in Line 6. Then, this
island would receive the elitist individuals from all the other islands. It’s worth noting
that indivsj could be null in Line 14.

3 Experimental Results and Analysis

Several experiments are designed for the sequential CAEA, the peCAEA and its four
variants, peCAEAp, peCAEAh, peCAEAB and peCAEAC in this section. The
peCAEAp represents the variant without any migration policy of peCAEA while the
peCAEAh denotes the variant with the hybrid migration policy of peCAEA. Similarly,
the peCAEAB uses the bi-ring migration topology while the peCAEAC adopts the
complete migration topology. All the above algorithms are written in C++ using MPI.

(a)                                            (b)                                           (c) 

            (d)                                       (e)                     

Fig. 1. Convergence curves of IGD values of each sequential and parallel CAEA for ZDT1 (a),
ZDT2 (b), ZDT3 (c), ZDT4 (d), and ZDT6 (e).
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The experiments are carried out on five widely used benchmark BOPs: ZDT1 (convex),
ZDT2 (nonconvex) and ZDT3 (disconnected, nonconvex) with 30 decision variables,
ZDT4 (multifrontality) and ZDT6 (nonuniformity) with 10 decision variables. In order
to simulate real world BOPs with complicated objective functions, we add an idle
function into the objective functions of each ZDT test instance to increase the evalu-
ation time.

All experiments are performed on a cluster composed of 20 interconnected com-
puting nodes equipped with Intel Core I5 3.20 GHz CPU and 4 GB RAM. Some
important parameters used in these algorithms are given as follows. The allowed
generation MaxGen = 600 and the population size N = 200. Besides, the operator of
crossover and mutation as well as their parameters are the same as used in [4, 9]. Each
algorithm is applied 20 times independently for each test instance in our experiments.

The inverted generational distance (IGD) [4] metric is utilized to assess the quality
of the obtained sets of solutions. The number of involved processors is set as q = 8 in
our experiments. Figure 1 plots the convergence curve of average IGD values in
logarithmic scalar over 30 runs of each sequential and parallel CAEA for each
benchmark problem on the cluster. It is evident from Fig. 1 that the qualities of fronts
discovered by the peCAEA are close to those by the sequential CAEA. Besides, the
speedup metric is used to measure the effect of parallelization of algorithms. Figure 2
shows the speedup curves obtained by each parallel CAEA with the number of
involved nodes increasing from 1 to 8. Figure 2 indicates that the peCAEA achieves
significant time reductions. Although the peCAEAp costs less time, not only it con-
verges slower than the peCAEA obviously, but also the final IGD values achieved by it
are far much higher than those by the peCAEA.

The experimental results suggest that the elitist migration accelerates the evolution
and highly improves the solution quality. Figure 3 shows each front segment found by

(a)                                            (b)                                            (c) 

(d) (e)

Fig. 2. Speedup curves achieved by each parallel CAEA with an increase in processors for
ZDT1 (a), ZDT2 (b), ZDT3 (c), ZDT4 (d), and ZDT6 (e).
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each processor in the peCAEA and peMOEAD for ZDT1. The experiment results about
IGD and speedup appear to make little difference between the peCAEA and peCAEAh.
Moreover, there is no disconnection between any neighbor partitions of front discov-
ered by the peCAEA without any utopian migration while this kind of disconnection
often occurs in the front by the peMOEA/D without any utopian migration [7], as
shown in the case of ZDT1 of Fig. 3. Consequently, it can be inferred that the utopian
migration seems useless for the peCAEA. In Fig. 2, the speedup curves of the
peCAEAB are similar to those of the peCAEA. However, the fronts found by the
peCAEAB are much worse than those by the peCAEA. It suggests that the directional
dynamic migration topology is more effective for the parallelization of CAEA than the
bi-ring topology. Although the peCAEAC is also able to obtain the satisfactory solution
quality, it consumes much more time due to the use of the complete topology.

4 Conclusions

The peCAEA achieves higher performance in terms of both convergence performance
and speedup for bi-objective ZDT test instances on clusters. On one hand, the partially
evolved island model highly improves the effect of parallelization of CAEA. On the
other hand, the elitist migration with the dynamic directional migration topology speeds
up the evolutionary process at the meantime. Our future work will focus on applica-
tions of the peCAEA for some complicated bi-objective problems from the real world
and the parallelization of several decomposition-based MOEAs in higher dimensional
objective spaces.
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(a) (b)

Fig. 3. Front segments discovered, respectively, by 8 partitions of peCAEA (a) and those by 8
partitions of peMOEA/D (b) for ZDT1.
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Abstract. This paper studies the relationship between the quantity of con-
suming water and the time of bath. First, we construct a bi-objective opti-
mization model to determine the optimal strategy that a person in the bathtub
can keep the initial temperature. By analyzing the change of temperature of
water through given parameter, we find that it is the saving water mode if the
temperature of bathing water is 55 and the time of spending in bathing is less
than 25 min. Meanwhile, influx rate of hot water should be controlled at 0.216
m3

�
h to guarantee that minimal amount of water is consumed. The authors in

this paper also consider the sensitivity and fitness of the model depending upon
the shape and volume of the tub.

Keywords: Double layer bathtub � Bi-objective optimization model � Hot bath

1 Introduction

The process of bathing in bathtub is comfortable and relaxing. Unfortunately, the bath
water would be cool after a while. The principal objective of this research work is about
maintaining the temperature of the bathtub. The objectives set in this paper have been
pursued in a two step approach. In the first instance for the purpose of minimizing the
quantity of water being wasted, a bi-objective optimization model has been constructed
to determine the mechanism that the person in the bathtub can adopt to keep the
temperature and making it resemblance with the initial temperature. In the second step
looking at the model, we consider the sensitivity and fitness of the model depending
upon the shape and volume of the tub. We also examine the impact of bubble bath
additive in the bathtub to assist in cleansing on the results obtained from this model.

We use the theory of heat exchange to analyze the process of heating system and
establish the model of temperature. Based on the analysis of the model, we use
MATLAB soft to solve the problem, and the result shows that it is the saving water
mode if the temperature of bathing water is 55 and the time of spending in bathing is
less than 25 min. However, if it takes longer than 25 min in bathing, then the influx
rate of hot water should be controlled at 0:216 m3

�
h to guarantee that minimal amount

of water is consumed.
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2 Problem Description

Sometimes, we may run into the water become cold. So it is very important to keep the
range of people acceptable. This article begins with the analysis of bubble bath com-
position and infinitesimal analysis unit on each face of the in and out flow of time
interface temperature gradient. So we can draw the conclusion that the bubble bath due
to the loss of heat and with no addition of bubbles can get the effect of bubble bath
model. To the identity by the seller to provide the non each face on and out of the flow
in the explanation and introduce the advantages and disadvantages of the product.
Firstly, we design PMMA materials bathtub shape is a cuboids in the middle, both ends
of which are semi cylindrical (length, width and height are a; b and c, respectively) the
bottom surface of the radius is rð2r ¼ bÞ. Secondly we design a folding lid of bath
crock above, covers the back surface only one end of the semicircular parts are not
covered. Thirdly, bathtub designed for double, the thickness is l.

To be more specific, the following assumptions are made throughout the paper.

(1) Assuming the bath room temperature is 25, and the most suitable bath temperature
range is 37*40.

(2) The temperature of the inner wall of the bathtub and the outer wall temperature of
the bath tub are kept constant, and the heat conduction process is in a steady state.

(3) The heat conduction is uniform, and the heat conductivity coefficient is the
constant.

3 The Model

3.1 Analysis of Bath Process

Bath to maintain the temperature in between, so the heat loss requires timely heating
water supply heat energy. The bath process divided into three processes: feasible bath,
bath temperature, safety bath, which are shown as follows (Fig. 1).

Fig. 1. A process flow chart
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3.2 Analysis of Heat Gain and Loss

We analyse the whole process of heat balance of bath so that we can know heat loss
and the heat should be balanced.

Where QI is heat for the injection of hot water. The formula is:

QI ¼ cmDT ð1Þ

Where c is the specific heat ðJ=kg �CÞ, m is the quality ðkgÞ, DT is the temperature
difference. There are three main types of heat loss: convection heat dissipation, radi-
ation heat radiation, and heat conduction.

(1) Convection heat dissipation [1]
Unit of time, through the water surface ðdFÞ, the surface of the heat transfer to the
air is dQO1, can be expressed as:

dQO1 ¼ aðT � hÞdF

(2) Radiation heat radiation [2]
Radiation heat sink calculation:

dQO2 ¼ erðT þ 273Þ4dF

Where e is a blackness, r is a constant take value 5:6� 10�8 W
�
m2 � hPa, and dF

is surface area ðm2Þ.
(3) Heat conduction [3, 4]

Heat conduction’s formula is:

dQO3 ¼ tqdF

(4) The total thermal resistance of series process which is equal to the sum of its
thermal resistance, and the principle of superposition of the so-called series
resistance, the thermal resistance of each layer is superimposed on the total
thermal resistance of the wall

T1 � T2
q

¼ d1
k1

þ d2
k2

þ d3
k3

3.3 A Double Multi-objective Optimization Model

On the basis of the above analysis, the following multi-objective optimization model
for double bath objective function can be established:

maxðt1 þ t2Þ
minðvÞ

�
;
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Where the constraints are as follows:

PO1 ¼
R S1
0 aðT � hÞdFþ R S2

0 bðp00
v � pvÞdFþ R S2

0 erðT þ 273Þ4dFÞ
� �.

3:6þ R S3
0 qdF

PO2 ¼
R S

0
1

0 aðT � hÞdFþ R S2
0 bðp00

v � pvÞdFþ R S2
0 erðT þ 273Þ4dFÞ

� ��
3:6þ R S

0
3

0 qdF

PO1t1 ¼ h1S1qcðTmax � TminÞ
PO2 ¼ vqcðT0 � TÞ

vt2 ¼ S1ðH � h1Þ � V0

S3 ¼ S2h1
S
0
3 ¼ S2H

8>>>>>>>>>>><
>>>>>>>>>>>:

Here S1 is the opened area of bathtub cover ðS1 ¼ 0:3964 m2Þ;
S

0
1 is the bathtub closed area of bathtub cover ðS0

1 ¼ 0:0966 m2Þ;
S2 is the surface area of bathtub ðS2 ¼ 0:8827 m2Þ;
S3 is the side of the bathtub with the ground and the area;
V0 is volume in water ðV0 ¼ 0:045 m3Þ;
Tmax is the suitable temperature maximum;
Tmin is the suitable minimum temperature;
T0 is the add hot water temperature.
Combined with the real life situations the determination of the optimal water saving

scheme by the model optimization calculation reveals that h1 ¼ 0:3; and T0 ¼ 55.
Model solution result is as follows: maxðt1 þ t2Þ ¼ 25; and minðvÞ ¼ 0:216:

If people spend less than 25 min for having a bath, then there is no wastage of
water. If someone spends more than 25 min for having bath according to flow rate, then
the wastage of water is (0:216 m3

�
h).

3.4 Effect of Bubble Bath Agent

The main components of bubble bath are sodium bicarbonate, sodium carbonate and
tartaric acid. Bubble film is a layer of film formed by the cleaning agent molecules
surrounded by water. Bubble can achieve the basic thermal insulation effect whose
thickness is 0:5 m. It will have uniform dispersion in the surface of liquid because of
the effect of hydrophobic bonds, forming very thin covering. It can hinder hydrant pass
through skin layer. Suppress the evaporation of the liquid.

By Fourier transformation, the vector expression is:

q ¼ �k � gradT ð2Þ

Where q is heat flux density ðKcal�m2hÞ, gradT is temperature gradient, and k is
thermal conductivity ðKcal=mh�CÞ.

To analyze the temperature gradient of the inlet and outlet flow rate of the interface
of the differential element in the T interface at t time, and the temperature gradient of
the e interface at the time.

Unit of time in the X direction of the outflow of hexahedral heat:

48 Z. Ku and L. Cheng



k
@2T
@x2

dxdydz ð3Þ

Unit of time in the Y direction of the outflow of hexahedral heat:

k
@2T
@y2

dxdydz ð4Þ

Unit of time in the Z direction of the outflow of hexahedral heat

k
@2T
@z2

dxdydz ð5Þ

Then the total calories per unit time for the outflow of hexahedron:

Qtotal ¼ k
@2T
@x2

þ @2T
@y2

þ @2T
@z2

� �
dxdydz ð6Þ

The thermal conductivity of water is 0:599 W=m � K, its thermal conductivity is
close to the air approximately, take 0:025 W=m � K (ignore film thickness). Hence
available heat loss:

Qwater [Qbubble ð7Þ

Therefore, bubble bath can reduce the heat loss of the heat conduction process, and
can also reduce the added heat.

4 Sensitivity Analysis

In this section, we focus on the analysis of 30 min under the premise of bath time.
According to the Figs. 2 and 3, we can draw the following results. The initial water

level and water temperature have a significant impact on the time of water saving

Fig. 2. Sensitivity analysis with respect to initial water level
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minimises wastage of water, and the optimization scheme is more reasonable according
to the actual situation.

5 Conclusion

In this paper, we have investigated the relationship between the quantity of consuming
water and the time of bath. For the purpose of minimizing the quantity of wasting
water, we construct a bi-objective optimization model to determine the strategy. We
have also considered the sensitivity and fitness of the model depending upon the shape
and volume of the tub.
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Abstract. This paper proposes an improved multi-label text classification
model based on label-correlation called LC-ASVM and it confirms frequent
label pairs by the degree of support among feature labels. The model also
calculates Spearman rank correlation coefficient of label-pairs to build the label
correlation matrix and then measures confidence of SVM matching each cate-
gory by calculating the projection distance of one point to the hyperplane.
Finally the proposed model updates the label correlation matrix through the
iterations layer by layer of Adaboost.

Keywords: Multi-label text classification � Label-Correlation � Spearman

1 Introduction

It is difficult to describe accurately the semantic information of the real objects by
assuming that they only have one single category label. In this research work the
assumption is that multi-label classification can better meet the characteristics and laws
of objects in real world. The mainstream label-correlated classifier algorithms including
CBA, CMAR, ML-kNN all have defects. CBA has restriction on the size of frequent
item set, which cause its performance for high-dimensional data declining. CMAR
always have the situation of over-pruning caused by the greatly increased memory
overhead on big sample sets. ML-kNN has many improvements doing associative
classification with big sample sets. But it also has a significantly low level of accuracy
coming across a smaller or unbalanced sample set [1]. Due to the defection of some
current algorithms of label-correlated classifier, there is evidences of inadequacies in
some aspects existing in the performance of some classifiers. Hence they cannot meet
the classification demand of increasing accuracy.

This paper proposes an improved multi-label text classification model based on
label-correlation called LC-ASVM. It builds a label correlation matrix and a confidence
matrix through the relevance and the confidence among the tags of feature, thereby
improving the accuracy level of multi-label classification.
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2 An Introduction to Related Algorithms

2.1 Spearman Rank Correlation Coefficient

Spearman correlation coefficient estimates the correlation between two variables with
monotonic function [2]. Assuming X and Y as two random variables (or two sets) with
N elements, and use Xi, and Yi to respectively represent their i-th (1 <= i <= N) value,
sort X and Y, with the same order, getting x and y. Do the corresponding subtractions
on the elements of set x and set y to get a ranking difference set d. Equations (1) is
calculated with ranking sets x and y.

q ¼
PN

i¼1 xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 xi � �xð Þ2

q PN
i¼1 yi � �yð Þ2

ð1Þ

2.2 Confidence and Confidence Interval

Confidence interval is the length or the distance of the area in which the general
parameters are located at a certain confidence level. Confidence is defined as the
probability of making mistakes when the estimated general parameters fall in a certain
range [3, 4].

2.3 Multi-label Classification Strategy of Adaboost-SVM

The similarity threshold of a category can be set by the results of training process
marking it with the categories exceeding the threshold, hence it is reasonable to
transform the multi-label classification as multi-class classification based-on
Adaboost-SVM [5–7].

Multi-label classification strategy of Adaboost-SVM works in the following way.
Establish SVM classifier between any two categories, and suppose the sample divided
into N classes, and then N (N−1)/2 classifiers need to be designed. [8]. While doing
classification on a test sample, it calculates the matching degree between each category
and it is done for classification prediction.

3 Label-Correlated Multi-label Classification Model
Algorithm (LC-ASVM)

3.1 General Design

This model has four parts: data preprocessing, correlation analysis of characteristics,
multi-label weight adjustment, and build combined classifier. As shown in Fig. 1.
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3.2 Correlation Analysis of Characteristics

The resulting feature label matrices are sparse and the classification weights are
probably similar [8]. We denote the raw data after vectorizable processing as X, and Y
is the label-correlation vector after operations of label correlation matrix. Through label
correlation analysis, the remaining labels of the category get weights, so that the share
of this category weight in all data weights is are improved, and can be more prominent
in the multi-label classification [9].

In the first round of the iteration, all data are given the same weight of 1/N. Yet
starting from the second round, build the accuracy vectors of the last data Accu-
racy = {Acc1, Acc2,…Accn} and all the vectors contained represent whether the
classification results are correct in each dimension. 1 if correct, −1 if containing
misclassified data. Then the Spearman correlation coefficient is updated in line with the
analysis to the last round of data. The lower the case of data being misclassified, the
higher the credibility of label associated matrices is considered, and vice versa. The
introduction of label correlation vectors increases the dimensional weight whose
matching degree is low while retaining the possibility of classification result.

3.3 Confidence Form Multi-label SVM

K(K−1)/2 two-class classifiers are constructed and their confidence is measured
according to the projection of the distance between point and the hyperplane in
sub-classification.

In SVM, make let qi represents the probability of the points of the same category
included in the neighborhood of test point. Xi. If qi is more than a certain threshold, we
consider this sample as being classified correctly. And if qi is less than a certain threshold,

Fig. 1. The framework of LC-ASVM model
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we consider this sample as misclassified. Hence the samples between the two categories
are fuzzy classification results. The confidence is calculated as Eqs. (2) and (3).

f x1ð Þ ¼ exp
�1

d xið Þj � qij
� �

ð2Þ

d X1ð Þ ¼ sgn xxþ bð Þ
xjj ¼ sgn

Pi
i¼1 yjajk xjxi

� �þ b
� �

xjj ð3Þ

yj presents the corresponding hyperplane determined by aj and its kernel function. K
(xj,xi) Assuming j adjacent sample points are in the neighborhood scope of test samples
xi,and js sample points belong to the same category with it. Then qi = js / j.

For the data with n categories we build n (n−1)/2 sub-classifiers and for the cor-
responding category i and j of each sub-category, the confidence equals to the sum of
all the confidence of this sample in the training set. Then the result of each sub-category
is credited into the confidence matrix. The confidence of each category of the test
sample xi shows as Eq. (4):

y ¼ f1; f2; . . .; fn½ �T ð4Þ

Each classifier has its confidence vector y, and the total confidence vector formed
based-on iteration of AdaBoost is confidence of each classifier,
Confidence ¼ Pk

i¼1 aiy=K.

3.4 Build LC-ASVM Model

The model firstly quantifies the traineds data, getting frequent 2-item sets, and get the
label associated matrix through Spearman Correlation, and build sub-categories on the
basis of the label associated vectors, and then calculate the matching degree between
data and each category.

During Adaboost-SVM, the weight of misclassified contents is adjusted to higher
values in the next round of training. The weight of weak classifier is calculated as
Eqs. (5)

am ¼ 1
2
lnf1� em

em
g ð5Þ

Among them, the accuracy rate is calculated as Eqs. (6)

et ¼
XN

i¼1
W mð Þ

i I ht Xð Þð Þ ð6Þ

ht is a confidence matrix built on the SVM sub-classifiers, as shown in Eqs. (7)
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ht ¼ f � XT ð7Þ

AdaBoost updates the weights through Eqs. (8) and (9).

Wmþ 1;i ¼ Wmi

Zm
exp �amtiI ht Xð Þð Þ � Accið Þ; i ¼ 1; 2. . .N ð8Þ

Zm ¼
XN

i¼1
Wmi exp �amtiI ht Xð Þð Þ � Accið Þ ð9Þ

And make Zm = 1. After adjustment, the weight ratio of misclassified data
increases, thus affects the associated degree of frequent feature pair in the next training
round. Then label correlation matrix adjusted as AdaBoost iterating and converging,
label correlation matrix tends to be stable. The classification process of LC-ASVM
model is shown in Fig. 2.

Fig. 2. Pseudo code of LC-ASVM model classification algorithm
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4 Experiment and Analysis

4.1 Experimental Datasets

The experimental data has totally about 300,000 pieces of data consists of Chinese text
classification corpus TanCorpV1.0 [10] and data of the campus network collected from
school server which is to retain data after segmentation, feature words extraction,
getting rid of stop words and other steps. Extract the feature words of 14,150 texts in
TanCorpV1.0, and each forming a piece of test data.

4.2 Experimental Results and Analysis

Effect Verification of Ensemble Learning Classification Model. Set the main
parameters of LC-ASVM: SVM adopts compound kennel function made up of RBF
and polynomial; 20 sub-classifiers of AdaBoost, and 12 categories of SVM.

Do cross-validation on the 30,000 pieces of data selected randomly, recording their
Precision, Accuracy, Recall, false alarm rate and other performance information, and
then calculate F1-score of each classifier, and make the comparison, as shown in
Table 1.

The time for completion of error classification significantly reduced, but data
misclassified increases. Thus LC-ASVM has a slightly lower accuracy rate, but an
obvious advantage on recall. Model LC-ASVM performs better than others in the
experiments about overall performance—accuracy and F1-score.

Effect Verification of Classification Model with Association Rules. Randomly
select 1000, 3000, 5000, 10000, 30000, 50000 pieces of data from data set, and
respectively train the four classifiers CBA, CMAR, S-ML-kNN, and LC-ASVM.
Randomly select 1000 pieces of data as test data, and record their Accuracy and Recall,
as well as F1-score to measure their comprehensive classification performance.

Figure 3 shows the results of the above classification performance comparison
experiments.

CBA and CMAR perform effectively in small sample sets. Yet as the size of data set
increasing, their accuracy are declining.LC-ASVM. S-ML-kNN algorithm have the
property of cold start in small sample set, causing its low accuracy, with data set
increasing, its accuracy improves a lot. With small sample sets, LC-ASVM has the

Table 1. Classification performance values of each classifier

Algorithm Precision Recall Accuracy F1-score

SVM 83.44 % 78.15 % 78.81 % 0.807084
AdaBoostMH 84.69 % 77.69 % 81.92 % 0.810391
Non-LC-ASVM 84.84 % 79.71 % 82.76 % 0.82195
LC-ASVM 83.17 % 82.63 % 85.03 % 0.828991
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equivalent classification ability with CBA. Being able to fully tap the relevance among
labels in the case of serious lack of data, and when it comes to the data set increasing,
LC-ASVM shows more obvious advantage. While CBA and CMAR had stabilized, the
S-ML-kNN also shows basically stable classification performance. However in the
context of big data era such scale of training sets are still limited in some aspects. By
contrast, LC-ASVM model still has space to improve. As Compared to the above three
current multi-label algorithms with association rules, LC-ASVMmodel has a rather high
comprehensive classification capability and higher stability under various conditions.

5 Conclusions

This paper proposes an improved multi-label text classification model based on
label-correlation called LC-ASVM, which performs well whether for big sample sets or
small. The practicability and feasibility of LC-ASVM is also proved though the
experiment using data of campus network. Hence it can play a role in the network
behavior analysis with its stable multi-label associated classification.
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Abstract. Since the viscosity of sea water is low, it is difficult to form the
lubrication film, the overload and the “liner burn” phenomenon of the seawater.
Lubricated hydrostatic-dynamic hybrid thrust bearing are happening so fre-
quently that the operation stability and service life are reduced drastically.
Therefore, it is necessary to analyze the maximum bearing capacity of the thrust
bearing in order to prevent the phenomenon of “liner burn”. The film thickness
have the great influence on the load performance of seawater thrust bearing so
that the rules of film thickness on static, dynamic and vibration performance of
the bearing is quantitatively studied in the paper. First, the structural features,
the flow channel, the bearing mechanism and primarily parameters of seawater
thrust bearing are derived. Subsequently calculating equations of hydrodynamic,
hydrostatic and the total capacity are deduced. Second, the carrying capacity,
static stiffness and power loss are selected as the static property indexes. The
adjustment time, dynamic stiffness and phase margin are selected as dynamic
property indexes. The natural frequency, active and passive amplitude coeffi-
cients are selected as vibration property indexes. Finally, under constant-flow
and PM-Controller supply model, the change rules between the performance
indexes and film thickness are quantitatively analyzed. The results show that as
film thickness increases carrying capacity, static stiffness, power loss, dynamic
stiffness and natural frequency decreased conversely, and phase margin and
passive amplitude coefficients remain the same, and then adjustment time, active
amplitude coefficients increased in constant-flow supply model. The proposed
research analyzed the influence of film thickness on static, dynamic and vibra-
tion performance of seawater thrust bearing and provided a basis for the design
of the bearing.

Keywords: Seawater Hydrostatic-Dynamic thrust bearing � Static property
index � Dynamic property index � Vibration property index � Film thickness

1 Introduction

The seawater-lubricated hydrostatic-dynamic hybrid thrust bearing which uses the
seawater as lubricated medium is widely applied in hydropower generation, deep-sea
exploration, food industry and so on. Because it enjoys the advantage of not polluting
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the environment, extensive sources, low prices, and the bearing thrust plate with small
thermal deformation for the large heat exchange coefficient of seawater. Therefore
many scholars have been attracted to study it and have made great achievement [1, 2].

By using Gambit grid division of the ladder structure bearing film and establish a
three-dimensional finite element and the research shows that the carrying capacity is
increased with the increase of rotating speed and eccentricity ratio.

The literature [4] different bearing models were established with the Fluent, the
influence of the thickness of water film was analyzed, the results indicate that with the
increase of the water cavity thickness or inlet opening diameter, load capacity
increases, then basically remains unchanged.

As the seawater viscocity is low, it is difficult to form lubricate film between thrust
plate and shaft shoulder and liquid resistant decreased gradually with the increase in
thickness of the film which leads to reduce carrying capacity of the thrust bearing
opposed support system and static stiffness decreased too. As the fit clearance between
thrust plate and shaft shoulder (about 10 lm), easy to overload, resulting in direct
contact with the “liner burn” phenomenon [5]. Therefore this article intends to explore
the influence of film thickness on the thrust carrying capacity–static performance,
dynamic performance and vibration performance–under the constant flow supply and
PM controller in order to prevent overload and extend the service life.

2 Brief of Seawater-Lubricated Hydrostatic-Dynamic Thrust
Bearing

The seawater-lubricated hydrostatic-dynamic hybrid thrust bearing has six rectangular
radial bearing cavity and six fan-shaped thrust bearing cavity respectively, which limits
radial and axial movement of the rotation axis. Between adjacent supports separated by
back to the sink to prevent internal stream of freshwater and marine. The fan bearing
cavity consists of the central pressure area, water sealing, wedge-shaped tank, inlet
holes. Wedge-shaped Groove in the bearing rotates to provide dynamic pressure
bearing effect, improving static, dynamics and vibration resistance performance.

2.1 Lubricate Flow Through the Channel in the Sector Opposed
Supporting Ladder-Cavity

Select a pair of opposed supporting ladder-cavity (Fig. 1) for the study.

2.2 Supporting Mechanism for Opposed Supporting Ladder-Cavity

When the lubricating fluid flows through the sealing water with the action of fluid
resistance it makes the water’s edge position have a great pressure forming a hydro-
static bearing effect. When the lubricating fluid flows through the ladder position with
the double functions of the rotational speed difference between the upper and lower
bearing and of the ladder wedge cavity space. in this way, which produces a dynamic
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pressure bearing effect. As a result, the mechanism of thrust bearing to seal the water is
formed by double suspension bearing—hydrostatic pressure bearing and ladder cavity
founded through the dynamic pressure bearing.

2.3 Initial Design Parameters of the Thrust Bearing

The initial parameters for seawater thrust bearing are shown in Table 1.

3 Property Index of the Thrust Bearing

3.1 Static Property Index

(1) Carrying capacity: Carrying capacity represents the film can withstand maximum
external load when it is the theoretical limit, which is expressed as:

F0 ¼ 2p0Ae;jh0
A2X2

26;0

qp0
þ 1

1
X26;0

@X26

@h

����
h¼h0

ð1Þ

(2) Static stiffness Static stiffness j0 represents the film resist external load caused by
deformation capacity, its mathematical expression:

Fig. 1. Ladder-shallow sector cavity support pads schematic

Table 1. Initial parameters for thrust bearing

Index Pump pressure ps/MPa Flow Q/(L/min) Speed x(r/min) he/° h0/° h1/°

Value 10 1.44 2700 55 10 5

Index Lubricant Temperature t/°C Dynamic viscosity η/Pa�s h2/° h3/° R1/mm

Value water 20 1.005 � 10−3 5 40 45

Index Sealing gap h/lm Depth of shallow cavity hp/lm h/° R2/mm R3/mm R4/mm

Value 30 15 30 50 95 100
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j0 ¼ � 2p0Ae;j

A2X2
26;0

qp0
þ 1

� �
X26;0

@X26

@h

����
h¼h0

ð2Þ

(3) Power loss W represent the sum of the friction power of static pressure cavity and
pump power, and its mathematical expression is:

W ¼ lv2
As

h
þ At

hþ hp

� �
þ psq ð3Þ

3.2 Dynamic Property Index

(1) Adjustment time: Adjustment time represent how fast system response, generally
related to the time constant control system. In this paper the allowable error is 2 %.

ts ¼ 4T ¼ 4m
R0AbAe

1þ R2
0A

2

qp0

� �
ð4Þ

(2) Dynamic stiffness: Dynamic stiffness represent the film can resist external load of
water lubricated thrust bearing in frequency range, and its mathematical expression
is:

J ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
p0Ae
R0

1þ R2
0A

2

qp0

@R
@h

����
h0

þmx2

0
@

1
A

2

þ 2R0AbAex

1þ R2
0A

2

qp0

0
@

1
A

2
vuuut ð5Þ

The load is set to x = 10 Hz。

(3) Phase margin: During design not only the system is stable, but also the system
requirements from the critical point has a certain stability margin, that have the
appropriate relative stability.

c ¼ 180� þ arctan
2R0AbAex

2 p0Ae
R0

@R
@h

��
h0
þ 1þ R2

0A
2

qp0

� �
mx2

ð6Þ
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3.3 Vibration Property Index

(1) Natural frequency The natural frequency is only related to the physical properties
of the thrust bearing system itself, its mathematical expression:

fn ¼ 1
2p

ffiffiffiffi
k
m

r
ð7Þ

(2) Amplitude magnification coefficients Amplitude magnification coefficient is
characterization the degree of vibration performance of bearing system.

Kb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ cxð Þ2
k�mx2ð Þ2 þ cxð Þ2

r
ðPassiveÞ Ka ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k�mx2ð Þ2 þ cxð Þ2
p ðActiveÞ ð8Þ

4 Influence of Shallow Cavity Depth on Static Performance

Adjustable restrictor regulate bearing cavity flow using is constant-flow supply. Under
constant-flow supply model the carrying capacity of supporting cavities decreased with
the film thickness increases sequentially, as shown in Fig. 2.

With increasing film thickness the opposed support cavity static stiffness decreases,
as shown in Fig. 3.

As film thickness sequentially increases, power loss of the opposed support cavity
also decreases, But the decrease in range is limited and can be ignored.
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5 Influence of Film Thickness on Dynamic Property Index

With increase in film thickness, the opposed support cavity adjustment time also
increases, as shown in Fig. 4.

With the film thickness increases, the opposed support dynamic stiffness decreases,
as shown in Fig. 5.

With the film thickness increases the opposed support phase margin decreases. But
the change in magnitude is very small, and it can be ignored.

6 Influence of Film Thickness on Vibration Property Index

With the film thickness increases the opposed support natural frequency decreases, as
shown in Fig. 6.

With the film thickness increases the opposed support active magnification
amplitude coefficient increases as shown in Fig. 7.
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As the film thickness increases opposed support passive magnification amplitude
coefficient increases, but change magnitude is very small and can be ignored.

7 Conclusion

As film thickness increases carrying capacity, static stiffness, power loss decreases
conversely. As film thickness increases, adjustment time also increases, dynamic
stiffness decreased, and then phase margin remain the same. As the film thickness
increases, natural frequency decreases, passive amplitude coefficients remain the same
and active amplitude coefficients also increases.
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Abstract. The article focuses on the thrust bearing with freshwater and marine
surface tecter of Water-lubricated Hybrid and established a three dimensional
mathematical model. Based on one of opposing ladder-cavity supporting sys-
tems, initial and working state equation under constant flow supply model,
carrying capacity of thrust bearing with orifices throttling supply is derived. The
mathematical expressions of carrying capacity, static rigidity, and total power
loss are established and the static performance indexes of opposing cavity are
analyzed. The influence of flow supply, pumping system, shallow cavity depth,
film thickness, rotational speed on static indexes of thrust bearing is quantita-
tively analyzed.

Keywords: Water-lubricated hybrid bearing � Mathematical model � Orifices
throttling � Carrying capacity � Static rigidity � Power loss

1 Introduction

Water embodies ceratin special physical properties. Due these properties the
water-lubricated hybrid bearing with small viscosity and large leakage it is difficult to
establish the hydrostatic oil film, predisposed to tolerate overload, burning of bearing
liner and so on. The author of the article focuses on a thrust bearing with fresh water
and marine surface tecter of Water-lubricated Hybrid, compared with the traditional
oil-lubricated bearing. This new bearing have numerous advantages such as
zero-pollution, small thermal deformation, anti-corrosion and small friction loss. Hence
it has wide array of applications such as sailing and hydroelectric generation. More-
over, the performance indexes of the bearing relate to many structures and techno-
logical parameters where each parameter is intercoupling. So we have to analyze the
static performance indexes to find some rules between each index with structures and
technological parameters so that we can do more things for researching the thrust
bearing with freshwater and marine surface tecter of Water-lubricated Hybrid.

In the recent years a number of scholars and practitioners have conducted seminal
works on the structures and performance of the water-lubricated bearing all over the
world.
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Lin [1] designed the water-lubricated hybrid sliding bearings based on porous
restrictor. Guo [2] analyzed implementation of inside pressure feedback in water-
lubricated hydrodynamic journal bearing. Yang [3] established experimental modeling
of new long orifice-type restrictor of high speed turbine hybrid bearing. The journey of
exploring literature reveals that there is a dearth of earlier research work on the static
performance of water-lubricated hybrid bearing with constant flow supply. Since the
parameters of bearing are inter-coupling each other it is necessary to research on the
influence of design parameters on static performance of the bearing.

Design a style of thrust bearing with freshwater and marine surface tecter of
Water-lubricated Hybrid. The radial support of the upper and lower ends and the closed
hydrostatic bearing of thrust in between constitute the bearing block. The radical
movement and swing of the rotation axis was limited by the radial support of the upper
and lower ends. the axial movement was limited by the closed hydrostatic bearing of
thrust in between, which is the main portion to load bearing of the new style of the
water-lubricated hybrid bearing. There are 6 Rectangular oil chambers of static pressure
uniformed in radical supporting and each of them is separated by black tank to prevent
freshwater and marine internal steam. There are 6 sector oil chambers comprise the
bearing. There is a 1/4 runner of the new thrust bearing with freshwater and marine
surface tecter of Water-lubricated Hybrid.

2 Static Performance Analysis

2.1 Flow Condition

In order to analyze easy thrust bearing capacity, the assumption can be made as
follows.

• Flow state of lubricant is laminar and inertia force can be ignored.
• Liquid viscous pressure characteristics in low pressure can be ignored.
• Deform of rigid body of bearing surface can be ignored.

2.2 Bearing Force Calculation

(1) Initial equation of opposing ladder-cavity in initial state, gravity of spindles is bal-
anced by ladder-cavity of bearing capacity, equilibrium equation is as follows [7]:

p2;0Ae;2 ¼ p1;0Ae;1

pi;0 ¼ qi;0X26;0

�
i ¼ 1; 2ð Þ ð2:1Þ

In initial state, mass of the spindle can be ignored, and each parameter of opposing
ladder-cavity supporting system is equal.

(2) Working state equation in working state, the weight, supporting, external load of
spindle & deduced equilibrium equation of the systems:
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p1Ae;1 ¼ f þ p2Ae;2

pi ¼ qi;0X26
i ¼ 1; 2ð Þ

�
ð2:2Þ

(3) Bearing capacity of the contraposition ladder-cavity

On the basis of the initial and working state equation of the thrust bearing systems,
deduced the equilibrium equation of the bearing capacity during the constant flow:

f ¼ 2q0Ae
@R
@h

Dh ð2:3Þ

The capacity of the contraposition ladder-cavity of thrust hybrid bearing is com-
prised by the pressure of hydrostatic and dynamic. Rotate speed of the bearing is
invariant, so there is no dynamic pressure effect of the contraposition ladder-cavity,
only about the hydrostatic pressure.

According the (2.3):

f ¼ 2q0Ae
@X26

@h

����
h¼h0

Dh ð2:4Þ

2.3 Static Performance Indexes

Carrying capacity, static rigidity and the total power loss have content to the static
performance of contraposition ladder-cavity supporting systems.

(1) Carrying capacity: Carrying capacity (F0) is represent maximum external load of
when film reach cortical boundary(zero-thickness),the formula is as follows:

F0 ¼ 2p0Ae;jh0
A2X2

26;0

qp0
þ 1

1
X26;0

@X26

@h

����
h¼h0

ð2:5Þ

(2) Static rigidity static rigidity (j0) is represent the capacity of the film resist dis-
tortion caused by the external load is one of the important index of the freshwater
and marine face tecter of Water-lubricated Hybrid. the formula is as follows:

j0 ¼ � @F
@h

����
h¼hF

¼ � 2p0Ae;j

A2X2
26;0

qp0
þ 1

� �
X26;0

@X26

@h

����
h¼h0

ð2:6Þ
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(3) Power loss Power loss W(without the overflow loss) is represent the power of
pump and the power of friction of hydrostatic cavitary, the formula is as follows:

W ¼ lv2
As

h
þ At

hþ hp

� �
þ psq ð2:7Þ

During design and the thrust bearing working, which have connected with static
performance of the bearing(carrying capacity, static rigidity, the power loss) is rota-
tional speed, pump systems, flow supply, the deep of cavity and space of the film.

2.4 Influence of Parameter on Static Index

(1) Initial design parameter The indexes of the bearing of Water-lubricated Hybrid(as
shown in Table 1), the indexes of the ladder-cavity(as is shown in Table 2):

(2) The influence of the static performance by the flow supply, carrying capacity,
static rigidity and total power loss of the contraposition ladder-cavity would
enlargement with it. As is shown in the Figs. 1 and 2.

With the increasing rotation speed of the bearing, there will be no change of
carrying capacity, static rigidity and total power loss, as is shown in Fig. 1.

(3) The influence of the static performance on the pumping pressure is that as the
pumping pressure increase there will be no change in the carrying capacity and
static rigidity.

When the pumping pressure increases, the overflow of the oil systems and throttling
loss enhances, and the power loss of the contraposition ladder-cavity would enhance

Table 1. Initial design parameter of bearing

Parameter Pumping pressure ps/MPa Bearing pressure p0/MPa Film interval h0/lm

Value 10 3 30
Parameter Orifice area(A/m2) Rotate speed x(r/min) Flow Q/(L/min)
Value 1.5501 � 10−6 2700 11.0045
Parameter Lubricants Temperature t/°C Dynamic viscosity η/Pa�s
Value Pure water 20 1.005 � 10-3

Table 2. Initial design parameter of ladder-cavity

Parameter Film thickenss
h/lm

Shallow cavity Deep
hp/lm

R1/
mm

R2/
mm

R3/
mm

R4/
mm

Value 30 15 45 50 95 100
Parameter h/° he/° h0/° h1/° h2/° h3/°
Value 30 55 10 5 5 40
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too. As the rotation speed increases, the power loss of the contraposition ladder-cavity
changes very little, and to that extent that we can ignore it. As is shown in Fig. 3.

(4) The influence of static by deep of shallow ladder-cavity is that with the
ladder-cavity becoming deeper, difference between deep and shallow cavity will
reduce and hydrodynamic effect will become lower which caused by the lubricants
flow into the ladder-cavity. Hence when the deep of the ladder-cavity increases,
carrying capacity and static rigidity of the contraposition ladder-cavity gets
reduced, as is shown in Fig. 4.

When the deep of the shallow ladder-cavity increases, its fluidic resistor will
decline. So the power loss of the throttle will become lower which caused by the
lubricants flow the ladder-cavity. But it is not sharp, we can ignore it. With the rotation
speed of the bearing increases, the hydrodynamic effect of the cavity also increases, the

Bearing Capacity
Static Stiffness

9.5

10.0

10.5

11.0
11.5

12.0

12.5

13.0
13.5

1.68
Flow Q/(L/min)

B
ea

ri
ng

 C
ap

ac
it

y 
F

0/
kN

S
ta

ti
c 

S
ti

ff
ne

ss
 j 0

/(
kN

/µ
m

)

3.0

3.2

3.4

3.6

3.8

4.0

4.2

4.4

1.20 1.32 1.44 1.56

× 10-1

Fig. 1. Relationship between Flow, Carrying
Capacity and Static Rigidity

200

210

220

230

240

250

260

270

280

1.68
Flow Q/(L/min)

P
ow

er
 L

os
s 
W

/w

1.20 1.32 1.44 1.56

2400 r/min
2100 r/min

2700 r/min
3000 r/min
3300 r/min

Fig. 2. Relationship between Power Loss
and Flow

115

120

130

140

150

160

8.5
System pump pressure ps/MPa

P
ow

er
 lo

ss
 W

/W

6.5 7.0 7.5 8.0

155

145

135

125

2400 r/min
2100 r/min

2700 r/min
3000 r/min
3300 r/min

Fig. 3. Relationship between power loss
and pumping pressure

8

10

12

14

16

18

4.8
Shallow pocket deepth hp/m

B
ea

ri
ng

 C
ap

ac
it

y 
F

0/
kN

S
ta

ti
c 

S
ti

ff
ne

ss
 j 0

/(
kN

/µ
m

)

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

3.2 3.4 3.6 3.8 4.0 4.2 4.4 4.6

× 10-1

× 10-5

Bearing Capacity

Static Stiffness

Fig. 4. Relationship between shallow cavity
deep and carrying capacity, static rigidity

70 Z. Jianhua et al.



wedge-shape extrusion effect of the lubricants will increase, the calorific is magnify and
the power loss to the cavity will increase too. as is shown in Fig. 5.

(5) The influence of the static performance by the film thickness when the anti-thrust
pad of the spindle reach the threshold limit of thickness. When the thickness of the
film increases, the thickness also increases too which is in the other side. Fluidic
resistor, supporting capacity will reduce. Results in the supporting capacity
become magnified following the thickness of the film. while the static rigidity of
the ladder-cavity supporting systems is formed by the static rigidity of the two
supporting systems. So with the thickness of the film increase, the rigidity of the
anti-thrust pad will reduce which lead to the static rigidity of the contraposition
ladder-cavity supporting systems reduced followed the thickness of the film, as is
shown in Fig. 6.

As the interval between films increases, fluidic resistor of the contraposition cavity
will also increase. There will be more power loss of the lubricants. With the increase in
rotation speed, power loss of contraposition will increase, but range is limited and can
be ignored.

3 Conclusion

1. Static and dynamic supporting comprise to the thrust bearing of Water-lubricated
Hybrid, and the supporting static pressure is dominant, the supporting of the
dynamic pressure have nothing to do with the static performance of the contrapo-
sition ladder-cavity.

2. Carrying capacity will enlargement followed with the flow rate increase, thickness
decrease, the depth reduce of the shallow cavity.

3. The static rigidity will enlargement followed with the flow rate increase, thickness
of the film decrease, the depth reduce of the shallow cavity.
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4. The power loss will enlargement followed with the flow rate, pumping pressure and
rotation speed of bearing increase, the depth reduce of the shallow cavity, thickness
of the film decrease.

5. Carrying capacity and the static rigidity of the ladder-cavity remain unchanged,
which is basically impregnable.

Acknowledgement. The project was financially supported by Younger Teachers Independent
Research Program Science B Series of Yanshan University (13LGB003) and Doctoral Fund
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Abstract. The desiccant is widely used and plays an important role in the daily
life and industrial manufacturing. Ironically its package quality check is still a
challenging issue. In this paper we present a new method for desiccant package
quality check. First, the package lie on the assembly line in arbitrarily direction
corrected to vertical direction. Then the colicor information is used to distinguish
the contaminated package. Finally, we combine the texture analysis and region
growth to obtain the detection result. The experimental results show the effec-
tiveness of the proposed method and the detection accuracy can achieve 92.85 %.

Keywords: Desiccant package � Quality check � Region growth � Texture
analysis

1 Introduction

The quality of the packaging is becoming more and more important especially in the
medicine, aviation and space, food, transportation and storage fields. And a good
quality packaging can make sure that customers are satisfied with the products’ quality.
Packaging is done across wide spectrum of products and services with diverse size and
appearances. It’s impossible to find an all-purpose method to detect all packaging.
Therefore most of researchers only research a sort of packaging.

The measures of checking the packaging are radically changing with the devel-
opment of machine vision and digital image processing. Qi [1] presented an algorithm
based on machine vision which applied to the cigarette packing line. This paper
focused on inferior product in plastic blister tablets’ packing through an inspection
method based on support vector Machine is proposed [2]. A set of solution about defect
detection of the aluminum-plastic blister package based on machine vision is proposed
in seminal work [3]. The texture information of the object plays an important role in
these papers. And the textural features are extensively used in the image classification,
pattern recognition and intelligent system. In fact the detection of packaging can be
supposed as a process of classifying the bad samples from the qualified samples. Zhai
[4] use LAWS texture and uncertainty texture spectrum to describe how to use texture
analysis method to achieve the classification of rice paper. The author proposed
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a texture-based method for classifying cracked concrete surfaces from digital images
using neural networks [5]. Motonori Doi [6] proposed a skin color texture analysis
method based on wavelet transform for detecting different texture patterns including
local non-periodic features. Cui and Zhou [7] achieve characteristic of leather texture
classify the face and the inverse of leather. And some papers are presented to evaluate
the texture feature extraction methods [8].

In this paper we present a new method for desiccant packaging integrity detection
and this method is transplantable for these packaging that have the similar texture
features. This paper is organized as follows. First, correcting the image captured on the
assembly line. Second, extracting the parts of the image that we are interested in and
wiping out contaminated samples. Finally, using the method of image region growth to
the integrity detect of the desiccant packaging.

2 The Proposed Method

In this section we give the detailed descriptions of the proposed method. First, the
captured image is needed to be corrected. In this step we need to find the rotation
direction of the sample, calculate the rotation angle and analyze the texture feature of
the packaging. Second, we extract the four corners and four sides without corners in the
meanwhile wipe out contaminated samples. Finally, the integrity of the packaging will
be detected using the method of image region growth, in this step we consider the
corner and the side texture information of the packaging respectively. Specific steps are
shown in the Fig. 1.

2.1 Correct the Captured Image

The packaging on the assembly line is in optional position. Before dealing with these
samples, it is necessary to correct the captured image.

Find the Rotation Direction. In this step we apply the geometric method to find the
rotation direction of the packaging, as it is shown in Fig. 2.

Fig. 1. Flow diagram of the proposed method
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In the coordinate system O-MN, the packaging of desiccant is the rectangle filled
with shadow. Finding the area of the packaging and lock it with the rectangle frame
abcd. Then choosing two reference points 1

5 abj j; 45 abj j, construct two perpendicular lines
l1; l2, through the two points, the crossover points of perpendicular lines and the side of
the shadow area are m1;m2. Supposing m1;m2 coordinates are ml

1; n1
� �

; ml
2; n2

� �
, we

can get such a rule, when ml
1 [ml

2, the direction of rotation is clockwise, the included
angle b of l2 and the side of packaging is the rotation angle, otherwise anti-clockwise,
and the rotation angle is the included angle of l1 and the side.

Calculate the Rotation Angle. When calculate the angle we need to choose other
points, if the rotation direction is clockwise, choose two points on the right of l2,
otherwise, choose two point on the left of l1. In order to understand the procedure of
calculation we choose the situation of clockwise to elaborate this question as shown
above.

Choosing 18
20 abj j; 1920 abj j as the reference points, construct two perpendicular lines

l3; l4; the crossover points are m3;m4. The m3;m4 coordinates are ml
3; n3

� �
; ml

4; n4
� �

.
According to the geometrical relationship, we can get,

b ¼ arctan
ml

3 � ml
4

�� ��
n4 � n3j j ð1Þ

The Texture Feature Analysis of the Packaging. The good samples used in our
experiment are satisfied with three features:

1. Three sides of the packaging are filled with lattices on the surface; one side is
smooth except the regions of the two corners.

2. The central region does not contain the texture information that can help us detect
the integrity of the packaging. It is not necessary to consider the region.

3. The textures of the corner and the side that removed the corners are different. It is
better to analyze them respectively.

Fig. 2. The geometric approximation of the captured image
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2.2 Wipe Out the Contaminated Samples

The polluted samples are needed to be wiped out before next step.
We can attain this goal follow the steps of the flow diagram shown as the Fig. 3.

The formula n4 [ 500 is changeable according to the actual demand.

2.3 Detect the Integrity of the Packaging

The steps of dealing corner and side are same except the chosen of some parameters. So
we just discuss the detecting method of corner.

The Image region growth can be done as the follow steps:

1. Extracting four corners of the target.
2. Getting the edges of the four corners through the Canny-operator.
3. Acquiring new images through the Image region growth. The way as follows:

Assuming the parts of edge value 1, other part value 0.
If img(i, jÞ ¼ 1&&img(i, j + s) = 1, then img(i, j + k) = 1 k = 1:sð Þ.
If img(i, jÞ ¼ 1&&img(i + s, j) = 1, then img(i + k, j) = 1 k = 1:sð Þ.
The s in the expression is an empirical value. It can be changed according to
different type of the desiccant packaging. In our experiment the value of s is set
to 10.

4. Counting the total 1 in the four images Ni then calculate the number of 1 in the unit
area. The computational formula is,

ni¼ Ni

m*n
� 100; m,nð Þ = size(img) ð2Þ

5. Ordering ni lowest to sort. If n3 [ 2*n1, the packaging is side missing or corner
missing.

Fig. 3. The flow diagram that discard the polluted samples
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3 Experiment Result

The bad samples include: side missing, corner missing, the side or corner be polluted.
As shown in the Fig. 4. There are four kinds of desiccant packaging which includes
one qualified and three unqualified. And the parts lead to unqualified surrounded by
white frames.

We use the sample b in Fig. 4 to show the processes of Image region growth. The
corresponding pictures of each steps is shown in the Fig. 5.

The values of ni as follows:

n1 ¼ 17:0015; n2 ¼ 34:1461; n3 ¼ 36:0071; n4 ¼ 54:5026

From the values we can see that the region of missing embossing has less number
of 1 than other region. However the computational formula n3 [ 2 � n1 is an empirical
formula, it did a good job on our experimental subject.

Results: to measure the quality of the proposed algorithm, we tested a group of
picture. Figure 6 shows 12 pictures of our test 1,2,3,4,5,10,11 are qualified packaging,
6,7,9 are unqualified packaging that missing one of sides, 8,12 are unqualified pack-
aging that missing one of corners. The corresponding experimental data and the
observed result of the 12 pictures shown in the Table 1.

Fig. 4. Samples of the packaging. From left to right: a. qualified packaging, b. side missing, c.
corner missing, d. the polluted packaging.

Fig. 5. From top to bottom: a. four corners of the target, b. the edges of the four corners got
through the Canny-operator, c. new images through the Image region growth.
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4 Conclusion

The proposed algorithm can distinguish the unqualified packaging from the samples
effectively. However the proposed method has suffers from limitations such as if the
packaging has large fold the reflections on the surface occurs severely and sides have
the embossing but when the packaging is opened, this method will fail. At present the
proposed method was only running successfully on the software and did not implement
in hardware, and it can only detect one sample at a time. Our future work is to
implement the proposed on the hardware platform.

Acknowledgments. This work is supported by Foundation of West Light of CAS (No. Y42961
1213) and Distinguished Young Technology of Shaanxi province (No. 2016-KJXX01).

Fig. 6. Some of our test pictures

Table 1. The experimental data and the judge result

Number n1 n3 Result Actual Validity

1 16.9553 19.7815 1 1 T
2 26.3989 31.726 1 1 T
3 26.4436 38.9982 1 1 T
4 34.7755 39.8944 1 1 T
5 23.4783 31.4851 1 1 T
6 21.5848 44.799 0 0 T
7 9.6189 31.6958 0 0 T
8 16.2172 53.1253 0 0 T
9 17.0015 36.0071 0 0 T
10 26.0163 34.7043 1 1 T
11 31.7424 39.675 1 1 T
12 9.9145 30.0706 0 0 T

qualified: 1, unqualified: 0, correct: T, false: F.
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Abstract. Laser spot detection is an important problem in optical measurement.
The precision and speed of the detection algorithm influence the optical mea-
surement system directly. The traditional algorithms such as Hough Transform
and Gravity model are unsatisfactory in complex conditions. The laser spot
detection algorithm referred in this paper is based on the quaternion discrete
cosine transform and moment and a method is adopted to approximate the edge
of the laser spot. Not only the center and edge can be detected simultaneously
but also the robustness of noise is better than others. The algorithm is suitable
for the real-time optical measurement.

Keywords: Laser spot � Image processing � Quaternion discrete cosine
transform

1 Introduction

Laser spot detection is an important technique, which can be used widely in optical
measurement, gaming, laser triangulation method and even in military applications
such as target detection or tracking. However, the environment is complex, the noise,
uneven exposure, beam divergence. So the algorithms need to be robust, highly effi-
cient and satisfy the specific application [1–3].

Normally spot detection methods are based on by circular or ellipsoidal like shapes
recognizing combined with color feature, and followed by the mathematical compu-
tation of the spot center. Traditional algorithms such as Hough transform, gravity, have
been used in some special environment. However, only the center is considered in the
method such as gravity and some important parameters should be pre-adjusted in
Hough transform, which is not suitable for dynamic environment [4, 5].

A novel algorithm for laser spot detection based on quaternion discrete cosine
transform is introduced in this paper. The organization is as follows. The next section
provides a brief introduction about the quaternion discrete cosine transform. Section 3
introduces some conventional algorithm for spot detection such as Hough transform
and image moment method. The experimental results obtained by our new algorithm as
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well as brief comparisons, are presented in Sect. 4. References shows a summary of
this paper’s contributions.

2 The Quaternion Discrete Cosine Transform Based Laser

Spot Detection

The algorithm for laser spot detection based on quaternion discrete cosine transform is
shown in Fig. 1.

Firstly, for the original laser map, the QDCT algorithm is used to change its form,
in the QDCT space, the filter is used to reduce the high frequency, which means noise
and some other unmoral things, and then we use IQDCT to get the laser spot.

Secondly, the Otus algorithm is used to segment the laser spot to binary map, the
threshold t t ¼ Max½w0ðtÞ � ðu0ðtÞ � uÞ2 þw1ðtÞ � ðu1ðtÞ � uÞ2�, w0 is property of
background, u0 is the equal value of background, w1 is property of front ground, u1 is
the equal value of front ground, u is the equal value of the whole image;

Thirdly, the image moment method (IMM) algorithm is used to compute the
centers.

2.1 Quaternion Discrete Cosine Transform

The concept of Quaternion was formally introduced by Hamilton, which is denoted by
H, a 4-dimensional algebra [6]. A quaternion q is defined as q ¼ aþ biþ cjþ dk 2 H
with a; b; c; d 2 R where i,j and k(i2 ¼ j2 ¼ k2 ¼ ijk ¼ �1) provide the necessary basis
to define a product in H. The corresponding Hamilton product of two quaternion q1 and
q2 defined as:

q1q2 ¼ ða1 þ b1iþ c1jþ d1kÞða2 þ b2iþ c2jþ d2kÞ ð1Þ

It must be noted that, the Hamilton product is not commutative (e.g., ij = k while
ji = −k).Thus, the left-side and right-sided operations should be paid attention in the

Fig. 1. Diagram of spot detection algorithm
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following. A quaternion q is called real, if q = a+0i + 0 k, and pure imaginary, if q = 0
+bi + cj + dk. If we multiply an arbitrary quaternion with a real quaternion q3 = y, we
obtain a simple element, i.e.:

q1q3 ¼ a1yþ b1yiþ c1yjþ d1yk ð2Þ

As for complex numbers, we can define conjugate quaternion �q ¼ a� b� i�
cj� dk as well as the norm qj j ¼ ffiffiffiffiffiffiffiffiffi

q � �qp
.

And then, we can transform every M � N � C image with less than 4 channels Ic
c� 4 as a quaternion equation:

IQ ¼ I4 þ I1iþ I2jþ I3k

¼ I4 þ I1iþðI2 þ I3iÞj
ð3Þ

We represent the 4th channel as the scalar part, because then we obtain a pure
imaginary quaternion matrix for color spaces with 3 channels, such as RGB, HIS.

Following the definition of the quaternion DCT in [7], we can transform the M*N
quaternion matrix:

QDCTLðp; qÞ ¼ aMp a
M
q

XM�1

m¼0

XN�1

n¼0

uQIQðm; nÞbMp;mbNq;n ð4Þ

QDCTRðp; qÞ ¼ aMp a
M
q

XM�1

m¼0

XN�1

n¼0

IQðm; nÞbMp;mbNq;nlQ ð5Þ

Where lQ is a unit quaternion, i.e. l2Q¼� 1, that serves as DCT axis. In accordance
with the definition of the traditional DCT. We can define a and b as:

aMp ¼
ffiffiffi
1
M

q
for p ¼ 0ffiffiffi

1
M

q
for p 6¼ 0

8<
: ; bMp;m ¼ cos

p
M

ðmþ 0:5Þp
h i

ð6Þ

Consequently, the corresponding inverse quaternion DCT is defined as follows:

IQDCTLðm; nÞ ¼
XM�1

p¼0

XN�1

q¼0

aMp a
N
q uQCQðp; qÞbMp;qbNm;n ð8Þ

IQDCTRðm; nÞ ¼
XM�1

p¼0

XN�1

q¼0

aMp a
N
q CQðp; qÞbMp;qbNm;nlQ ð9Þ
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2.2 Image Moment Method (IMM)

The image moment method (IMM) is used to marking the centers after our proposed
QDCT-based algorithm. Although some new methods may get better accuracy for
center location, the IMM is simple and easy to be used in field-programmable gate
arrays (FPGA). We can calculate the center using the definition of the centroid [8]:

x0 ¼
PM
i¼1

PN
j¼1

j � gði; jÞ
,

PM
i¼1

PN
j¼1

gði; jÞ

y0 ¼
PM
i¼1

PN
j¼1

i � gði; jÞ
,

PM
i¼1

PN
j¼1

gði; jÞ

8>>>><
>>>>:

ð10Þ

3 Experiment

In order to test the above algorithms, an artificial image is made firstly in Fig. 2(a),
Gaussian noise is added, the original center is (344, 288), as shown in Fig. 2(b), the

radius r is 199. The comparison is made between our algorithm and the traditional on
the Intel CPU core 6500, the central point by Hough is (336.7,289.6), the computa-
tional time is 11 ms,The result using our method is shown in Fig. 2(d), the center is
(345.15,289.2), the computational time is 8 ms.

Some typical images are chose to test the algorithms as show in Fig. 3, the original
maps are in the first column, the results by traditional algorithm are in the second
column, and the results by our algorithm are in the third column.

In the experimental results in Table 1, the right two columns are a center offset we
try to prove the out come of our QDCT-based algorithm. The results are normalized
with pixel and length.

The Hough algorithm can show the outer contour, however the detection is based
on assume that the spot is a circle or a ellipse. In our paper, we prove the QDCT is
better in accuracy and efficiency, no matter the spot is which shape.

(a) The manual image (b) laser spot                (c) binary map             (d) the edge and circle

Fig. 2. The analysis of laser spot
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4 Conclusions

This paper proposed a QDCT-based method for laser spot detection, regardless its
shape, color, and noise.

As shown in the experimental results, this algorithm may be useful in the fields
such as laser measurement, motion sensing games, space detection.

(1)original map           (2) result of traditional algorithm  (3) result of our algorithm 

Fig. 3. The detection of laser spot

Table 1. The result comparisons

Centroid Coordinates
Hough-x Hough-y QDCT -x QDCT -y Offset x(10−3) Offset y(10−3)

Image 1 302.330 544.317 302.452 544.337 −0.095 −0.021
2 363.200 600.375 363.304 600.349 −0.081 0.027
3 131.899 460.435 132.180 460.296 −0.220 0.145
4 223.383 487.399 226.049 490.340 −2.083 −3.064
5 578.307 531.479 586.126 523.829 −6.109 7.969
6 625.730 463.174 654.045 520.999 1.186 −10.331
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Abstract. This paper proposes an algorithm for determining structural changes
for modifying natural frequencies of a structure in a prescribed manner using
Frequency Shift Combined Approximations (FSCA) approach. This algorithm is
based on the reduced basis method, natural frequency sensitivity analysis and
Taylor series expansion. The application of this algorithm to a truck body finite
element analysis is described. Natural frequency modification of the finite ele-
ment model is shown to converge to satisfied results. The proposed algorithm is
easy to implement and is suitable for structural dynamic modification and
optimization in many engineering applications.

Keywords: Structural modification � Sensitivity analysis � Vibration reanalysis
frequency shift � Combined approximations

1 Introduction

In order to make a design structure to satisfy the predetermined demands such as the
demands of the natural frequencies the designer will modify the structure repeatedly.
Due to modification the responses get changed on the structure. Appropriate structural
changes must then be determined to meet the design objectives. Structural dynamic
modification and reanalysis approach are concerned with finding the parameters
changes in an analytical estimate.

Reanalysis technology was established to evaluate responses of changed structures
in process of design and optimization [1]. Reanalysis of structure for displacements and
stresses have been discussed since the 20th century [2]. Combined Approximations
(CA) approach is one of the most effective methods for solving static displacement
equations [3]. After CA method was founded, extended CA methods were proposed [4].

Reanalysis methods for vibration problems have been presented since the early 21st
century [5]. Kirsch grafted the CA approach to solve eigenproblems [6]. Combining CA
and Rayleigh quotient, an extended CA method of eigenproblem for large changes was
presented by Chen [7]. A Modified Combined Approximations (MCA) method for
solving large-scale structure dynamic problem was discussed [8]. With a suitable fre-
quency shift coefficient, FSCA approach allowed to calculate higher modes accurately [9].
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In the structural modification procedures, sensitivities are usually needed. Several
methods for accurate sensitivity calculation were discussed [10], but the low compu-
tational efficiency for large scale structures becomes a main obstacle. Based on CA,
sensitivities of displacements were presented [11]. Reanalysis sensitivities with CA
method when the eigenvalues are repeated was discussed [12].

In this study, a sensitivity analysis using FSCA method is proposed to acquire the
derivatives of the natural frequencies. The formulations of natural frequency sensitivity
reanalysis and modification based on Taylor series expansion are expressed in Sect. 2
and then the application of this algorithm to a truck body finite element analysis is
described in Sect. 3. Efficiency consideration and conclusion are discussed in Sect. 4.

2 Formulation and Solution

2.1 Natural Frequency Sensitivity Analysis Using FSCA Method

Natural frequency sensitivity is aimed to find which parameter is most important for the
response of structure, which is indispensable to structural modification. In practice,
natural frequency has the same mean with eigenvalue in mathematics. Given an initial
structure with stiffness matrix K(0) and mass matrix M(0), the equation of the first m
eigenvalues and eigenvectors can be expressed:

Kð0Þ
n�nU

ð0Þ
n�m ¼ Mð0Þ

n�nU
ð0Þ
n�mK

ð0Þ
m�m ð1Þ

Where K(0) denotes the matrix of the first m eigenvalues and U(0) is the corre-
sponding matrix of first m eigenvectors, n is DoFs for the initial system. Assuming
there are changes in the stiffness and mass matrices, respectively.

K ¼ Kð0Þ þ DK M ¼ Mð0Þ þ DM ð2Þ

The eigenproblem of the changed structure can be rearranged:

K
n�n

U
n�m

K�1
m�m ¼ M

n�n
U
n�m

ð3Þ

Where K denotes the matrix of the first m eigenvalues and U is the corresponding
matrix of first m eigenvectors for the changed structure.

Equation 3 is rearranged using a frequency-shift factor:

U
n�m

¼ ½ðM�l�1 KÞ�1 K
n�n

� U
n�m

½K�1 �l�1 I
m�m

� ð4Þ

Given an initial U(i), we can compute U(i+1) by solving iterative formula as Eq. 5.

Uðiþ 1Þ
n�m

¼ ðM�l�1 KÞ�1 K
n�n

UðiÞ
n�m

ðK�1 �l�1 IÞ ð5Þ
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Assuming that a linear expression of U(i), where i = 0, 1, ���, s − 1, can be close to
the exact solutions, the linear expression is given:

Uc
n�m ¼ a0Uð0Þ

n�m þ a1Uð1Þ
n�m þ a2Uð2Þ

n�m þ � � � þ as�1U
ðs�1Þ
n�m

¼ a0Uð0Þ
n�m þ a1ðM�l�1 KÞ�1 K

n�n
Uð0Þ

n�mðK�1 � l�1IÞþ a2ððM� l�1KÞ�1 K
n�n

Þ2Uð0Þ
n�mðK

�1 � l�1IÞ2

þ � � � þ as�1ððM� l�1KÞ�1 K
n�n

Þs�1Uð0Þ
n�mðK�1 � l�1IÞs�1

¼ ½Uð0Þ
n�m; ðM� l�1KÞ�1 K

n�n
Uð0Þ

n�m; ððM� l�1KÞ�1 K
n�n

Þ2Uð0Þ
n�m; � � � ; ððM� l�1KÞ�1 K

n�n
Þs�1Uð0Þ

n�m�
� a0I; a1ðK�1 � l�1IÞ; a2ðK�1 � l�1IÞ2 � � � as�1ðK�1 � l�1IÞs�1
� �T

¼ R
n�ms

X
ms�m

ð6Þ

Premultiplying Eq. 3 by RT, a condensed equation is got and expressed in the
following form:

½RT K
ms�ms

R� X
ms�m

¼ ½RT M
ms�ms

R� X
ms�m

K
m�m

ð7Þ

The matrices [RTKR] and [RTMR] of the condensed system are much smaller than
those in the initial system. So we can calculate a new ms � ms system in Eq. 7 instead.
The computing time can be greatly reduced.

Aim to get more precise high frequency results highest mode vector of interest is
chosen to calculate the factor.

l ¼
uð0ÞT

m
n�1

K
n�n

uð0Þ
m

n�1

uð0ÞT
m

n�1
M
n�n

uð0Þ
m

n�1

ð8Þ

Considering a problem of calculating
@kð0Þj

@x of the eigenvector kj with respect to a
design variable x at x(0), the central-difference approximation is used:

@kð0Þj

@x
¼ kjðxð0Þ þ dxÞ � kjðxð0Þ � dxÞ

2dx
ð9Þ

Where dx is a given small step. In process of design, repetition finite difference
calculations are required. This formula is not very efficient by exact eigenvalue anal-
ysis. But by solving a much smaller eigenproblem using FSCA method, the efficiency
can be improved.

2.2 Natural Frequency Modification Based on Taylor Series Expansion

The sensitivities obtained by FSCA method are used to predict the natural frequencies
of the modified structure. Taylor series expansion is adopted here, which is used to find
how eigenvalue change with respect to variations in the properties of the structure.
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Assume the design variables are xi, i = 1, ���, t, respectively. In order to get
expected frequencies, a mathematical optimization model is formed using least squares
estimation:

min
Xr

j¼1

½kjðDx1;Dx1; � � � ;DxtÞ � kOBJj �2 ð10Þ

Where kOBJj is defined for the objective of jth eigenvalue, and kj can be expressed
with one order Taylor expansion:

kjðDx1;Dx1; � � � ;DxtÞ ¼ kð0Þj þ
Xt

i ¼ 1

@kj
@xi

Dxi ð11Þ

Where @kj
@xi

is the sensitivity respect to the design variable xi. Or else we can express
the eigenvalue with a two order Taylor expansion like this:

kjðDx1;Dx1; � � � ;DxtÞ ¼ kð0Þj þ
Xt

i¼ 1

@kj
@xi

Dxi þ
Xt

i ¼ 1

Dxi
@

@xi

 !2

kj ð12Þ

3 Numerical Example

To demonstrate the efficient of the proposed algorithm, a finite element model of truck
body is modified with 3 thickness parameters, which are hood, frame and carriage
respectively, as an example. The model contains 11664 degrees of freedom. The finite
element model of truck body, design variables which are to be changed, original values
and variation ranges are signed in Fig. 1. The first 3 natural frequencies of initial
structure are 9.697 Hz, 9.778 Hz and 11.177 Hz, respectively. After the sensitivities
were got, Taylor series expansions are formed in Table 1.

Considering the first 3 natural frequencies are changed by prescribed amounts, two
cases are taken for example. The first 3 frequencies are changed to 9.9 Hz, 10.0 Hz and
11.4 Hz respectively for a small modification case 1, and changed to 10.0 Hz, 11 Hz
and 12 Hz respectively for a large modification case 2. Results are listed in Table 2.

The reanalysis of the modified structure shows that the frequency constraints of first
3 orders are satisfied using Taylor expansions of both one and two orders in small
modification case 1. When the require of frequency modification is large in case 2, the
results using two order expansion are better than that using one order expansion in the
variance analysis.
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4 Conclusion

The paper presents a natural frequency modification method and its application for
increasing the natural frequencies of a truck body. Taylor series expansions made up of
the sensitivities with respect to the structural changes and least squares estimations are

Fig. 1. Finite element model of truck body and design variables

Table 1. Taylor series expansions with the sensitivity information

Order of expansion Mode Taylor series expansions

1st 1 x1 = 9.697 + 0.00003 � (x1 − 1.5) + 0.00217 � (x2 − 3.1) + 2.94953 � (x3 − 2.4)

2 x2 = 9.778 + 0.00119 � (x1 − 1.5) + 0.01747 � (x2 − 3.1) + 3.00946 � (x3 − 2.4)

3 x3 = 11.177 + 1.01384 � (x1 − 1.5) + 0.16558 � (x2 − 3.1) + 0.23546 � (x3 − 2.4)

2nd 1 x1 ¼ 9:697þ 0:00003� ðx1 � 1:5Þþ 0:00217 � ðx2 � 3:1Þþ 2:94953� ðx3 � 2:4Þ
� 0:00009ðx1 � 1:5Þ2 � 0:00049ðx2 � 3:1Þ2 � 0:31357ðx3 � 2:4Þ2
þ 0:00001ðx1 � 1:5Þðx2 � 3:1Þþ 0:45026ðx1 � 1:5Þðx3 � 2:4Þ
þ 0:33270ðx2 � 3:1Þðx3 � 2:4Þ

2 x2 ¼ 9:778þ 0:00119� ðx1 � 1:5Þþ 0:01747 � ðx2 � 3:1Þþ 3:00946� ðx3 � 2:4Þ
� 0:00148ðx1 � 1:5Þ2 � 0:00673ðx2 � 3:1Þ2 � 0:14121ðx3 � 2:4Þ2
� 0:00022ðx1 � 1:5Þðx2 � 3:1Þþ 0:08986ðx1 � 1:5Þðx3 � 2:4Þ
� 0:02183ðx2 � 3:1Þðx3 � 2:4Þ

3 x3 ¼ 11:177þ 1:01384 � ðx1 � 1:5Þþ 0:16558� ðx2 � 3:1Þþ 0:23546 � ðx3 � 2:4Þ
� 1:43520ðx1 � 1:5Þ2 � 0:25548ðx2 � 3:1Þ2 � 0:85532ðx3 � 2:4Þ2
þ 1:65848ðx1 � 1:5Þðx2 � 3:1Þþ 0:37832ðx1 � 1:5Þðx3 � 2:4Þ
� 0:24772ðx2 � 3:1Þðx3 � 2:4Þ

Table 2. Results of the modified parameters and natural frequencies

Case Order of expansion x1 mm x2 mm x3 mm x1 Hz x2 Hz x3 Hz Variance

1 1st 1.8 3.0 2.5 10.018 10.087 11.547 0.043
2nd 1.5 3.3 2.5 10.019 10.093 11.213 0.058

2 1st 1.2 4.0 2.7 10.611 10.658 10.718 2.135
2nd 1.8 3.5 2.6 10.339 10.405 11.839 0.494
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used to get the modified design parameters. Sensitivities used here are got from FSCA
method. The numerical example demonstrates the efficient and accuracy for the pro-
posed algorithm. It is expected that natural frequency modification using proposed
method could reduce the computing time for problems where better frequency prop-
erties are needed in structural dynamic design and optimization.
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Abstract. Stochastic ranking (SR) is a popular constraint handling method for
constrained evolutionary optimization. A constant probability parameter Pf in the
classic SR is applied to choose one of constraint violation and fitness as the basis
for comparison of a pair of individuals. This paper presents two adaptive SR
schemes, referred to as a linear decline SR and a reciprocal decline SR respec-
tively, which are inspired by cooling schedules for simulated annealing. Both
adaptive SRs aim to achieve different optimization goals at the various stages of
constrained evolutionary optimization by adaptively adjusting the probability Pf

according to the current generation. Experimental results on 13 benchmarks
problems show that both adaptive SRs are more competitive for local search at
the terminal stage than the classic SR, and the reciprocal decline SR obtains the
best performance in terms of solution accuracy and convergence speed.

Keywords: Constrained optimization � Evolutionary strategy � Constraint
handling � Stochastic ranking � Simulated annealing

1 Introduction

Many optimization problems with various types of constraints could be modeled as
constrained optimization problems (COPs) in a wide range of real-world applications
[1]. Without loss of generality, COPs in the minimization sense can be described as
follows:

minimize f ðxÞ x ¼ fx1; x2; . . .; xng 2 S

subject to gjðxÞ� 0; j ¼ 1; . . .; l

hjðxÞ ¼ 0; j ¼ lþ 1; . . .;m

where f(x) represents the objective to be minimized, and S denotes an n-dimensional
decision space bounded by the following parametric constraints:
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xi � xi � xi; i ¼ 1; . . .; n

gj (x) and hj(x) are, separately, the j-th inequality constraint and the (j–l)-th equality
constraint.

Unlike unconstraint problems, the degree of constraint violation becomes an
additional evaluation criterion for any solution of constrained problems. It can be
calculated as follows:

GðxÞ ¼
Xl

j¼1

maxf0; gjðxÞgþ
Xm
j¼lþ 1

maxf0; jhjðxÞj � dg

where the tolerance parameter d is generally extremely small. The algorithms [2–4] or
optimization mechanisms [5] should compare or select solutions based on their
objective values and violation degrees of constraints [6] for constrained optimization.
Consequently, the additional constraint handling techniques about how to deal with the
constraints and evaluate individuals play an important role in constrained evolutionary
optimization. Although Michalewicz divided the existing constraint handling tech-
niques into five categories, there has been a great deal of interest in the research
community in the primary methodologies of penalty function, stochastic ranking and
multi-objective optimization methods in recent years. Penalty function methods are
easy to implement but hard to tune some effective penalty factors. The multi-objective
techniques are employed to solve COPs in diverse optimization algorithms [7, 8]. In
multi-objective techniques, the concept of Pareto dominance is a crucial relation and
the optimization goal is to find a uniformly spread of non-dominated solutions. The
main difficulty of the multi-objective techniques is how to reduce the time of
non-dominance checking. The stochastic ranking method with simple preference rules
[9, 10] not only has fewer parameters than the penalty function methods but also
spends less time checking for non-dominance than the multi-objective techniques.

The classic SR algorithm introduced a random probability to keep a balance between
constraint violation and fitness during optimization. The ranking sequence of each
population depends on the values of a random number. Apart from the case that both of
two compared adjacent individuals are feasible, if the random value is less than or equal
to the probability parameter Pf, the comparison between the adjacent individuals is
decided by their values of objective function; otherwise, their degrees of constraint
violation are utilized to determine the comparison result. Runarsson and Yao [10] pro-
posed an improved SR evolutionary algorithm based on evolution strategy and differ-
ential variation operator. The parameter of Pf is usually set as a constant value in both
optimization process of the classic SR and improved SR methods. However, there are
several stages with different optimization goals in the whole evolutionary process. It is
blind to apply an invariable biases search at different optimization stages. The invariable
biases search may lead to the fact that the population converges slowly or even converges
to infeasible regions at one certain specific stage of the evolutionary process.

In this paper, we analyze the features of biases search at different evolutionary
stages. Further, two adaptive SR schemes, respectively referred to as a linear decline
SR and a reciprocal decline SR, are presented to enhance the performance at variable
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evolutionary stages by borrowing the idea of cooling schedules of simulated annealing.
This paper is organized as follows. After the introduction, Sect. 2 discusses charac-
teristic of various optimization stages for solving COPs, analyses the roles of the
probability parameter Pf during the whole evolutionary process, and presents our
proposed methods. Section 3 gives the experimental results and analysis. Finally,
Sect. 4 concludes the paper.

2 Theoretical Analysis and Proposed Approach

There are usually some difficulties about the search space when solving COPs. The
searching space is constructed by a variety of feasible and infeasible regions. For some
particular COPs, there are several disjoined feasible regions in the search space.
Sometimes, these feasible zones may be small size, or the proportion of feasible regions
in the search space is extremely low. Even the global feasible optima for these par-
ticular COPs maybe locate on the boundaries between feasible and infeasible regions.
Therefore, some additional techniques is supposed to be adopted to keep diversity of
population in the beginning of evolution or to improve the ability of local search at the
late stage of evolution since a lot of local feasible optima for COPs make the search
difficult. In order to satisfy the above optimization goals of two stages in some degree,
the value of Pf in SR can be used to adjust the ratio between infeasible and feasible
solutions and determine the comparison preference on constraint violation or fitness.

The classic SR algorithm is sensitive to the parameter value of Pf which is normally
set in an interval [0, 1]. The most recommended value of Pf is set as a constant value of
0.45 in the classic SR. And it would not be changed in the whole evolutionary process.
The comparison rules in SR is described as follows: two adjacent feasible individuals
are surely compared based on their values of objective function; if there are less than
two feasible individuals, the comparison preference between the adjacent two indi-
viduals depends on the value of random number. If the random value is less than or
equal to Pf, the fitness is chosen as a basis for comparison of the adjacent individuals;
otherwise, they are compared according to the violation degree. It means the parameter
Pf in the above rules is used to control how much proportion of individuals in the
population to be compared based on the objective function values, no matter they are
feasible or infeasible.

When the value of Pf is set large, some solutions with the better values of objective
function, which may be feasible or infeasible, have a larger chance to lie at the top of
the ranking sequence. When Pf becomes low, the randomness degree of ranking would
decrease and the top of the sequence would include more feasible solutions and a few
of infeasible solutions with a small value of constraint violation. It is worth noting that,
the selection of parent individuals which are used to generate new offspring candidates
and the generation of the next population, are closely related to the individuals at the
top of the ranking sequence. Consequently, it is not necessary to keep the value of Pf
constant at various evolutionary stages with different optimization goals.

A relatively large value of Pf in the early evolution is beneficial to keep high degree
of randomness and to maintain population diversity. It results in that many solutions
with good values of objective function, regardless of feasible or infeasible individuals,
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would be ranked at the top of the ranking sequence and would be retained to the next
generation with a high probability. The individuals at the top of the ranking sequence
play a great role in improving the capability of exploration to search more extensive
areas. As the SR algorithm evolves, the decrease of Pf could reduce the search ran-
domness and could more strictly compare the individuals according to their degrees of
constraint violation. It leads to that many individuals with the smaller values of con-
straint violation would be ranked in the top order. This means that infeasible indi-
viduals with small degrees of constraint violation and feasible individuals would be
sorted at the top of the ranking sequence and would be allowed to survive to the next
generation with a high probability. In other words, the individuals at the top are
focusing on searching feasible regions and a part of infeasible regions which is close to
the feasible regions. It is beneficial to search the global optima located on the feasible
boundaries and to escape from the local optima. As a result, the main goal of improving
the ability of local search could be achieved.

According to the above analysis, the parameter Pf is expected to be set as a
relatively high initial value to make searching more stochastic and to explore as wide
regions as possible at the beginning of optimization. As the SR algorithm evolves, Pf
should be gradually decreased. With a small value of Pf , more individuals are ranked
in order of constraint violation value with a high probability. It helps the algorithm
enhance the performance of local search. In simulated annealing, the temperature cools
slowly so that the system finally converges to a state of minimum energy steadily. The
standard cooling schedule is normally described as Tt = T0*at where T0 is the initial
temperature of the system, the value of cooling parameter a is usually set between 0
and 1, and t denotes the cooling time for the system. As the cooling time goes on, the
temperature exhibits an exponential decline. Inspired by cooling schedules of simu-
lated annealing, two schemes to decrease the value of parameter Pf adaptively in the SR
algorithm are designed in this paper. The first scheme reduces the value of Pf at a linear
rate, in which Pf changes dynamically in accordance with the ratio between the current
generation and the maximum generation maxGen in the following form:

Pf ¼ Pf0 � 1� t
maxGen

� �
; t ¼ 0; 1; . . .maxGen

Taking into consideration the initial population at the current generation t = 0,
parameter Pf is equal to the initial value Pf0. When an modified SR algorithm with the
adaptive linear decline parameter, referred to as SR-LD, reaches one half of the
maximum generation, the value of Pf would decline to one half of the initial value Pf0.
The value would become much smaller as the current generation increases to the
maximum generation. The details of the adaptive SR scheme in one generation of the
algorithm SR-LD are presented in the pseudocode of Algorithm 1.

The experimental results on 13 benchmark problems show that the classic SR
algorithm find lots of feasible solutions, respectively, within less than 100 generations
for problems g01, g02, g04, g06, g08, g09, g10, and g12, and after more than 300
generations for problems g03, g05, g11 and g13. This is because the feasible regions
are extremely small and the estimated ratios between the feasible regions and the whole
search space roughly equal to 0 for problems g03, g05, g11 and g13. It suggests that the
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optimization should be concentrated on improving the ability of local search when
many feasible solutions had been found during the evolutionary process. If the
declining speed is too fast, the likelihood of converging in local optima is very large
and there exists a high risk of not taking full advantage of valuable infeasible solutions.
As the value of Pf decreases quickly, infeasible solutions are sorted at the end with a
high probability and survive to the next generation of population with an extremely
small probability.

The second scheme is aiming to adjust the balance between convergence speed and
ability of local search. As shown in the experimental results of the classic SR algo-
rithm, the appropriate declining speed of Pf is supposed to be slower and smoother after
several hundred generations than that in the linear decline SR. Therefore, the second
scheme is designed with a reciprocal decline rate. The adaptive decline value of Pf in
the modified SR algorithm with a reciprocal decline parameter, referred as SR-RD, is
calculated as follows:

Pf ¼ Pf0 �
t

1þ t=maxGen
; t ¼ 0; 1; . . .maxGen

The only difference between SR-LD and SR-RD is that the value of Pf in SR-RD is
updated in the form of reciprocal decline.
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3 Experimental Results

13 benchmark problems [10] were used to evaluate the performance of two proposed
adaptive SR algorithms and the classic SR algorithm. The properties of these test
instances were reported in [8, 10]. All experiments for SR, SR-LD and SR-RD were
carried out in the same experimental conditions. The population size is set as k = 200
and the parent population size µ=30 in these algorithms. The probability parameter Pf
in SR is set as a constant value of 0.45, which is also the value of Pf0 in SR-LD and
SR-RD. The tolerance parameter d = 0.0001, and the other parameters in these algo-
rithms are set as the same as those in [10]. In our experiments, every algorithm
performed 30 times independently for each among 13 instances. The statistical results
of the best objective value, median, mean, standard deviation are recorded, respec-
tively, in Table 1 for g01-g06 and Table 2 for g07-g13. The “optimal” means the
objective value of the best known solution.

For problems g01, g03, g04, g05, g06, g08, g11 and g12, the three algorithms
always find the optimal solutions in each run. For problem g09, the optimal solutions
are found by all algorithms, but the SR-LD and SR-RD are performed better than the
classic SR. The results achieved by SR-RD are consistently with the higher precision.
The estimated feasible region proportion of problem g02 is more than 90%, which
means most of the search regions are feasible [8, 10]. SR-LD and SR-RD obtain
extremely approximate optimal results and they discover the better “best” result than
SR. While SR finds the better “worst” result than SR-LD, SR-RD outperforms SR in
terms of the criteria of “best”, “median”, “mean” and “worst”. Most of the search
regions are infeasible and the estimated feasible region ratio is very small for problem
g07, g10 and g13. All the three algorithms find extremely approximate optimal results
for the above three problems. SR-LD performs better in terms of the “mean” results as
well as the “best” results and worse than “worst” results than SR for problems g07 and
g10. SR-RD achieves the best performance in terms of all criteria among three algo-
rithms. Especially, SR-RD can consistently find the optimal solution in all 30 runs
while SR-LD and SR have the similar performance and sometimes get trapped into a
local optimal solution of 0.438851219909 for problem g13.

Figure 1 plots the convergence curves of average objective errors in logarithmic
scalar in 30 independent runs of each algorithm for problems g02, g07, g09 and g10,
respectively. These problems are more difficult to be solved than the others. Most of the
search regions for problem g02 are feasible and one half of the search regions for
problem g09 is also feasible. Conversely, the estimated feasible region ratio in the
whole search space for problem g07 and g10 nearly equal to 0 which means most of
their search regions are infeasible.

As shown in Fig. 1(a) and (b), the convergence curves of SR and SR-LD are nearly
the same for problem g02 and g07. After about 200 generations, the two algorithms
converge to an approximate optimal solution and fail to improve the solution towards
higher accuracy. However, SR-RD continues to converge towards the optimal solution.
It obtains the solutions with a much higher accuracy after about 200 generations than
SR and SR-LD. It is evident from Fig. 1(c) that the performance of SR-RD is the best
among the three algorithms for problem g09 while SR-LD performs better than the
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classic SR. For problem g10, the convergence speeds of the three algorithms are similar
during the first 200 generations while the SR-LD and SR-RD perform better than the
SR in terms of convergence speed as well as solution accuracy at the terminal stage of
evolution, as shown in Fig. 1(d). In other words, two adaptive SR algorithms could
explore much more extensive areas at the beginning stage of evolution and could
enhance local search capacity to improve solution quality at the terminal stage.

4 Conclusion

On the basis of the classic SR algorithm, this paper proposes an adaptive linear decline
SR and an adaptive reciprocal decline SR to enhance the performance at various
evolutionary stages by decreasing the value of parameter Pf. They are able to maintain
population diversity at the early stage of evolution and improve local search capacity
and solution quality at the later stage. Experimental results on 13 benchmark problems
show that SR-LD and SR-RD are capable of converging to highly accurate solutions
and jumping out of local optima by adaptively reducing the value of Pf when solving

Fig. 1. Convergence curves of average objective errors in 30 runs of each algorithm for
problems g02 (a), g07 (b), g09 (c) and g10 (d)
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COPs. Meanwhile, SR-RD is the most competitive among all the three algorithms.
Further research focuses on extending the adaptive SR schemes to solve constraint
multi-objective optimization problems.
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Abstract. This paper addresses a new method of case-based reasoning (CBR).
The aim of this work presented here is to provide effective warning knowledge
for decision-makers. At first we design the similarity calculation methods
according to the different case feature such as crisp number, interval number,
crisp symbols and fuzzy linguistic variables. The similarity of each feature is
calculated between target case and each historical case which step gets a sim-
ilarity matrix. Then the CBR system employs a new ensemble measure for
similarity matrix with two methods including relative entropy and the technique
for order preference by similarity to an ideal solution (TOPSIS). On the basis, a
new algorithm is designed, which is named as RTCBR. At the same time,
RTCBR is tested on UCI data sets and compared with other two well-known
CBR algorithms such as Euclidean distance CBR (ECBR) and Manhuttan dis-
tance CBR (MCBR). Empirical results indicate that RTCBR outperforms
ECBR, MCBR, which can effectively improve the accuracy of CBR system.

Keywords: Case-Based reasoning � Relative entropy � TOPSIS � Integration

1 Introduction

Case-based reasoning method was first proposed by Professor Schank Roger of Yale
University in 1982. It is an important problem solving and learning method based
knowledge in the field of artificial intelligence. It solves the problem by reusing or
modifying previous solutions to similar problems.

Case-based reasoning process consists of four main steps, which are similar case
retrieval, case reuse, case revision and adjustment and case study. Among them, case
retrieval based on similarity measure is the core of case reasoning method. The tra-
ditional similarity measure method uses the distance between the cases to get the most
similar case. But there are two shortcomings in the traditional method. A disadvantage
is the need to subjectively determine the weights of case features. Another weakness is
that the data of cases can’t be fully utilized.

In order to solve above problems, a new ensemble measure for similarity matrix is
put forwarded with two methods integration, including relative entropy and the tech-
nique for order preference by similarity to an ideal solution (TOPSIS). On the basis, an
algorithm, named as RTCBR is designed.
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2 Related Work

There are always some arguments on limitations of traditional similarity measurement
method of CBR, which can’t improve the accuracy and efficiency of case reasoning.
Thus, there are different multiple features ranking tools in the decision making liter-
ature including TOPSIS, ELECTRE, etc. TOPSIS is one of the most effective multiple
criteria ranking methodologies, which stands for ‘technique of order preference simi-
larity to the ideal solution’ which has been used widely for ranking purposes [1, 2].

In this research field some advanced techniques are integrated in CBR system.
Many scholars began to attempts to use multi-CBR system to increase the performance
of case retrieve than simply used CBR models. H. Li put forwarded a Multi-CBR–MV
algorithm which is integrated majority voting method in case-based reasoning system
and applied for financial distress prediction [3]. H. Li developed a new Multi-CBR-
SVM model which is a Multiple CBR system with SVM method. In above model,
k-nearest neighbor (KNN) algorithm is used to combine the classification result and
SVM is utilized as the algorithm fulfilling combining-classifiers [4]. H. Jo put forward
new structured model with multiple stages to apply for bankruptcy prediction. The
integrated model consist of four phases (training, test, adjustment, and prediction), and
three types of input data (training, testing, and generalization) [5]. Z.P. Fan gave a
hybrid similarity measurement method to solve the similar measures with symbol
attribute, interval attribute, numerical attribute and fuzzy attribute [6].

There are always some arguments on limitations of various predictive methods
because of lacking of reliable basis, which can’t provide more early warning knowl-
edge for decision makers. Thus, there are different multiple criteria decision making
tools in the decision making literature integrating with CBR, including TOPSIS,
ELECTRE, TOPSIS. P. Chanvarasuth et al. proposed the integration method, which
can utilize outranking relationship in the ELECTRE III with CBR. The new model can
increase the ranking performance than the CBR model derived from Euclidean metric
[7]. H. Li et al. used Electre-CBR-I and Electre-CBR-II two methods to construct a new
CBR model by combining principles of the Electre decision-aiding, which could
improve the accuracy and efficiency of case based reasoning [8]. H. Li et al. combined
the technique for order performance by the similarity to ideal solution (TOPSIS) in
CBR, which was a new type of multiple criteria CBR method with similarities to
positive and negative ideal cases and was used in binary business failure prediction [9].
H. Malekpoora et al. proposed a novel case-based reasoning algorithm combining
TOPSIS method, which was used to capture the past experience and expertise of
oncologists [10].

3 CBR Framwork with Relative Entropy and TOPSIS

In CBR system, the historical case base is represented as CB = {ci} (i = 1,2,…,M).
Each case can be described through a set of features.

V is the feature number of case. The feature set can be expressed as V = {vj}
(j = 1,2,…,N).
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Thus, the ith case ci, can be represented as a vector ci = {vi1,vi2,…, viN}, which is
N-dimensional. Let c0 as the target case, which is also be represented as c0 = {v01, v02,
…, v0N}.

3.1 Similarity Measure

The degree of matching between two cases is calculated by similarity measures. We
design four types of similarity measure of feature in oil price fluctuation case, such as
crisp number, interval number, crisp symbol and fuzzy linguistic variable.

(1) Crisp Number

v0j expresses the jth numeric feature value in target case and vij expresses jth feature
value of the ith historical case. The distance between pairwise cases can be calculated
as follows.

Sim1ðv0j; vijÞ ¼ ½1� dðv0j; vijÞ� ð1Þ

Where,

dðv0j; vijÞ ¼
vij � v0j
�� ��

maxvij �minvij
i 2 M:

(2) Interval Number

v0j = [v0j
L , v0j

U] is named as an interval number in target case, which represents the
jth feature value. vij = [vij

L, vij
U] is jth feature value of the ith historical case. Then, the

similarity measure between historical case and target case is calculated as follows.

Sim2ðv0j; vijÞ ¼ exp½�dðv0j; vijÞ� ð2Þ

Where,

dðv0j; vijÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvLij � vL0jÞ2 þðvUij � vU0jÞ2

q

max
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvLij � vL0jÞ2 þðvUij � vU0jÞ2

q
i 2 Mj

n o :

(3) Crisp symbol

v0j and vij are crisp symbol feature in target case and historical case. Then, a
similarity measure between pairwise cases is calculated as follows.

Sim3ðv0j; vijÞ ¼ 1 if v0j ¼ vij
0 if v0j 6¼ vij

�
ð3Þ
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3.2 A New Ensemble Measure

A similarity matrix S can be got by above similarity measures for each feature between
target and each historical case. S = (sij)M�N. The core of CBR is how to integrate the
similarity in each feature between pairwise cases. A new ensemble measure is put
forward with relative entropy and TOPSIS method integration.

Definition 1 Relative Entropy. ci is the ith case, ci = {vi1,vi2,…, viN}. cj is the jth
case, cj = {vj1, vj2,…, vjN}. Therein, 0 � vik � 1, 0 � vjk � 1, 1 � j�N. Then,
the degree of deviation Can be expressed as Eq. (4).

Dðci; cjÞ¼
XN
k¼1

½vik log vikvjk þð1� vikÞ log 1� vik
1� vjk

� ð4Þ

Relative entropy can represent the deviation, but not measure the similarity between
pairwise cases. In order to make full use of the data information similarity matrix SM�N,
relative entropy is integrated into the TOPSIS method. On the basis, a new ensemble
measure on similarity matrix SM�N is put forward.

Throgh TOPSIS method, the positive ideal solution S+ and negative ideal S−so-
lution can be got from similarity matrix S = (sij)M�N

Sþ ¼ sþ1 ; sþ2 ; � � � ; sþN
� � ¼ maxtij j 2 Ij� �

; mintij j 2 Jj� �� � ð5Þ

S� ¼ s�1 ; s
�
2 ; � � � ; s�N

� � ¼ mintij j 2 Ij� �
; maxtij j 2 Jj� �� � ð6Þ

Wherein, I represents positive index and J represents negative index.

Definition 2 Relative Entropy Ideal Solution. ES+ and ES− are called relative
entropy ideal solution, which is calculated by relative entropy between each element sk
of similarity matrix S and the positive ideal solution S+ and negative ideal S−.

ESþ¼
XN
k¼1

½sþk log
sþk
sk

þð1� sþk Þ log 1� sþk
1� sk

� ð7Þ

ES�¼
XN
k¼1

½s�k log
s�k
sk

þð1� s�k Þ log
1� s�k
1� sk

� ð8Þ

Then, a new similarity measure is S*constructed by relative entropy ideal solution
ES + and ES-.

S�i ¼
ES�i

ESþ
i þES�i

ði ¼ 1; 2; � � � ;MÞ ð9Þ

The ensemble results of similarity matrix S can be got. According to S�i ranking
result, we can select the most similar historical case.
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4 RTCBR Algorithm

RTCBR algorithm procedure is shown as follow.

RTCBR algorithm
Input: target case c0; historical case set ci.
Output: case ranking result and the most similar case.

Begin
For each feature subspace vj

Calculating the similarity between target case and each historical case.
Getting similarity matrix S.
For Similarity matrix S
Calculating S+ and S-.

Repeat
Calculate the ES+ , ES- and S* for each element of similarity matrix S.  

Until read each element of S. 

Getting case ranking results and the most similar case.

5 Experiment Study and Analysis

5.1 Experiment Design

A five-fold cross validation method is used to test RTCBR algorithm. The testing data
sets are from UCI machine learning database, which show as Table 1. Each data set is
randomly and averagely divided into five parts. One fold data is selected as target case
set and other fold data was historical case set. So we need to do five experiments on
each data set. The experimental computer environment is Intel Core i5-4200, 8G
memory. RTCBR algorithm use Matlab 7.0 to achieve.

5.2 Result Analysis

In order to verify the accuracy of RTCBR algorithm, we select four data sets as test
data, which is shown in Table 1. For the missing data in data sets, such as hepatitis and

Table 1. Testing data set

Feature
Data set Number of feature Record number Class number

hepatitis 20 155 2
post-operative 8 90 3
adult 14 16281 2
car 6 1728 4
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post-operative, We use the average value to fill the missing data. If the class feature of
the target case and the most similar case is consistent, we consider that the result of case
retrieval is correct. Otherwise, the case retrieval result is wrong. Then, five-fold cross
validation is adopted. Each data set is randomly and averagely divided into five parts.
One fold data is selected as target case set and other fold data was historical case set. So
we need to do five experiments on each data set. The experimental results are shown in
Table 2. The average accuracies on the four data sets are 83.23 %, 84.64 %, 89.70 %
and 90.95 %. The accuracies of RTCBR algorithm for hepatitis and post-operative data
sets are lower than adult and car data sets due to missing data of hepatitis and
post-operative data sets. So we can get conclusion that the accuracy rate of RTCBR
algorithm is higher.

In order to verify the relative effect of the RTCBR algorithm, we select two
well-known CBR algorithms, Euclidean distance CBR (ECBR) and Manhuttan dis-
tance CBR (MCBR), to compare the retrieving accuracy rate of three algorithms. The
experimental results are shown as Fig. 1. We could find that RTCBR has achieved the
highest warning accuracy, which is better than ECBR and MCBR. The main reason of

Table 2. Testing accuracy rate %

Experiment
Data set First Second Third Fourth Fifth Average

hepatitis 80.64 77.42 87.10 83.87 87.10 83.23
post-operative 83.33 88.89 77.78 88.89 83.33 84.64
adult 89.50 90.50 89.0 91.0 88.50 89.70
car 91.30 89.86 91.88 91.01 90.72 90.95

Fig. 1. Comparison experiment
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this empirical result is that we design a new ensemble measure, which can increase the
precision by using the each case data information.

6 Conclusion

To address the shortcomings of the traditional CBR method, a new ensemble measure
of CBR is given in this paper. Relative entropy and relative entropy ideal solution are
defined with the technique for order preference by similarity to an ideal solution
(TOPSIS) to achieve above measure. Then, a new CBR algorithm, RTCBR, is
designed. Through the real data from UCI testing show that RTCBR algorithm can
solve weaknesses of the traditional CBR method, which accuracy is higher than the
classical method, such as ECBR, MCBR. This paper adds up accuracy and efficiency
from two aspects. First, we design a new ensemble measure, which can increase the
precision by using the each case data information. Second, we put forward an ensemble
measure which does not need to set up feature weights of case, which make full use of
similarity matrix and avoid the influence of human factors.

In our future work we are going to further verify the validity of the algorithm in
other data set.
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Abstract. In this paper, a new method to construct an electrical impedance
tomography algorithm based on Levenberg algorithm is proposed. First,
Levenberg algorithm principle for nonlinear approximation is introduced and
then the ideas to apply the Levenberg algorithm into our electrical impedance
tomography outlined, and finally a detailed algorithm for electrical impedance
tomography experiments is described. Initial simulations for the proposed
algorithm are described and key issues are highlighted.

Keywords: Levenberg algorithm (L-algorithm) � Electrical impedance
tomography (EIT)

1 Introduction

Levenberg-Marpuardt algorithm (L-algorithm) is a well- known iteration method to
solve nonlinear inverse problems by transforming the nonlinear problems into linear
ones first and then regularizing the problems [1–3]. As indicated in Refs. [1–3], the key
point is to properly select the parameters in the L-algorithm for specific problems.

The most important issue in the L-algorithm is the estimation of the differential
matrix that is used in the iteration steps as well as the avoidance of illness of the matrix
related to the differential matrix.

In this paper, we first propose a design method to construct the differential matrix in
a simplest way then we improve the algorithm in specific electrical impedance
tomography issue and lastly, we apply the proposed algorithm into simulations.

2 Levenberg-Marpuardt Algorithm (L-Algorithm)

We outline the L-algorithm as follows, most parts are written in Refs. [1–3]. For
nonlinear function F(x) = y as demonstrated in Fig. 1, one can transform it into linear
problem as in Eq. (1).

F0ðxdkÞðx� xdkÞ ¼ yd � FðxdkÞ ð1Þ
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Uak ðx; xdnÞ ¼ jjF0ðxdnÞðx� xdnÞ � ðyd � FðxdnÞÞjj2 þ akjjx� xdnjj2; ð2Þ

xdk�1 ¼ xdk þ ½F0ðxdkÞ�F0ðxdkÞþ akI��1F0ðxdkÞ�ðyd � FðxdkÞÞ; ð3Þ

Equation (2) is a general function proposed in Levenberg algorithm and Eq. (3) is
Levenberg iteration steps starting with initial values. We intend to indicate that the key
issues in the L-algorithm are the proper selection of parameters as well as the avoidance
of the illness of the matrix that is related to the differential matrix constructed for
specific problems.

3 Construct Differential Matrix in L-Algorithm

As indicated in Fig. 1, non-linear problem in Eq. (4) can be approximated by Eq. (5)
via a linear transformation for nonlinear problem. Equation (6) is a matrix-vector
representation for the transformed linear issue.

Fð~xÞ ¼~y ð4Þ

F0ð~xÞ � ð~x�~xdÞ ¼~yd � FðxÞ ð5Þ

F0ð~xÞM�N � D~dN�1 ¼~yd � Fð~xÞ ¼
Dy1
Dy2
. . .
DyM

0
BB@

1
CCA

M�1

ð6Þ

Without loss of generality, we assume the all delta to be equal to 1.0. Equation (7)
then is the M x N differential matrix as defined in the L-algorithm.

F0
M�N ,

1
N Dy1

1
N Dy1 . . . 1

N Dy1
1
N Dy2

1
N Dy2 . . . 1

N Dy2
. . . . . . . . . . . .
1
N DyM

1
N DyM . . . 1

N DyM

0
BB@

1
CCA

M�N

ð7Þ

Fig. 1. Approximation of nonlinear problem
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4 Construction of Improved Algorithm for Electrical
Impedance Tomography

In the design of electrical impedance tomography, in Eq. (6)~x, ðq0; q1. . .qN�1ÞT and
Dy1;Dy2. . .DyM are the surface measured voltages vo; v1. . .vM�1, where positive integer
number M is usually much larger than positive integer number N.

In electrical impedance tomography issue, the inner parts of the body has less
impact on the measured voltages on the surface of the 2-D body see Fig. 2. In this
paper, we proposed a weighted method to construct a differential matrix. On one hand,
it can weigh the contribution of the inner impedance to the voltages measured on the
2-D surface. On the other hand, the weighing method can avoid the illness of the matrix
calculation as required in L-algorithm. In particular, the revised differential matrix is
constructed as follows.

F0
M�N ¼D

w1
N Dy1

w2
N Dy1 . . . wN

N Dy1
w1
N Dy2

w2
N Dy2 . . . wN

N Dy2
. . . . . . . . . . . .

w1
N DyM

w2
N DyM . . . wN

N DyM

0
BB@

1
CCA

M�N

ð8Þ

Where, w1 + w2 + …+wN = N, and N is the number of internal portioned
impedance number.

5 Proposed Algorithm and Further Considerations

By adjusting the weights w1, w2….wN in Eq. (8), the impact of the inner impedance
on the measured voltages of 2-D body can be reflected. For example, we can increase
w1 to “enlarge” the effect of the most inner impedance on the measured surface
voltages. However, we can set w1 < w2 < …<wN in general and usual cases.

We now outline the proposed algorithm iterations that is based on L-algorithm:

1. We divide the 2-D body inner parts into N = 3, and we measure the M = 6 points of
voltages v0, v1,…v5 on the surface.

Fig. 2. 2-D inner impedance and surface measured voltages
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2. According to w1 < w2 < w3 and w1 + w2 + w3 = 3, select the weight values w1,
w2, w3.

3. According to Eq. (8) calculate the differential matrix F’, the dimension is 6 � 3,
and in Eq. (8) Δy1…Δy6 are the measured voltages.

Finally following the L-algorithm iterations [1], given the initial impedance values,
the converged values of the 3 impedance values are the desired ones. The convergence
is guaranteed by L-algorithm itself.

In fact, initial Matlab simulations indicated that through the weighting step, the
illness of differential matrix F’ can be reduced. Specifically

ðF0T � F0Þ�1
N�N ð9Þ

Equation (9) indicates that the matrix is N � N dimensions, and that the illness of
differential matrix can be largely reduced by MATLAB simulations.

6 Conclusion

A new reconstruction method based on Levenberg algorithm (L-algorithm) is proposed
in this paper. It is based on Levenberg method which solves inverse nonlinear issues.
First we outlined the L-algorithm and then we revised the L-algorithm and showed how
it can be applied in electrical impedance tomography issue. And lastly we proposed and
discussed the proposed algorithm and related issues in real implementations. Initial
simulations indicated that the proposed algorithm is feasible and potential issues were
discussed.
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Abstract. Traditional static analysis methods for binary software vulnerability
detection are used only to make use of a single aspect of the target software, so it
is difficult to obtain the hidden global properties and relationships which leads to
low detection accuracy and high rate of false positives. To improve the effec-
tiveness of the binary software static vulnerability detection, this paper proposes
a fusion method for binary software vulnerability detection which first repre-
sents the binary software as a single property graph and then the vulnerability is
modeled and detected based on this property graph. Because property graph
includes integrated information such as the relations between function calls,
control flow, data flow relationship and so on, researchers can model vulnera-
bility more easily and accurately. It can detect unknown vulnerabilities accu-
rately and effi-ciently. The experiments of prototype system show that this
method can effectively detect Return-Value-Unchecked Vulnerability in binary
software.

Keywords: Property graph � Vulnerability model � Vulnerability detection

1 Introduction

In earier practices people usually take into account economic losses caused by software
vulnerabilities to emphasize the influence of software vulnerabilities. But since the
appearance of “Stuxnet” and “Flame” it was found that software vulnerabilities are far
from economic loss. Software vulnerability is the one of the most important strategic
resources of network space competition. So all countries are actively developing
techniques and methods to discover software vulnerabilities. Automatic vulnerability
detection related theories and techniques have become important and herculean
research pursuits in security community.

There are many methods to detect vulnerabilities, basically divided into two cat-
egories static or dynamic. In this paper we mainly focus on static analysis approach
where a method of automatic derivation of program operation behavior originated from
the optimization requirements of the early high-level language. The basic idea of
program analysis is widely used in the field of software engineering, program safety
analysis and so on. For example, buffer overflow detection, not initialized variable
detection, and variable release, reuse detection and other typical security analysis
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application scenarios. At present, there are a variety of static analysis methods and tools
for detection software vulnerabilities, but these methods and tools are usually not
modeling and detecting vulnerabilities [1] from multi perspective, leading to the low
detection accuracy rate and the existence of a large number of false positives.

In order to comprehensively utilize of all kinds of static analysis methods, this
paper proposes a new method for static detection of binary software vulnerabilities
based on property graph. In this method the binary software is first disassembled,
followed by intermediate language conversion and intermediate language based control
flow data flow analysis, and all the analysis results expressed as a fusion of a property
graph. Based on the property graph, vulnerabilities are modeled and detected. The
experimental results of the prototype system show that the proposed method can
effectively detect vulnerabilities in binary software.

The rest of this paper is organized as follows. In Sect. 2, we illustrate the frame-
work of the vulnerability detection approach. In Sect. 3, how a binary software can be
represented as a property graph is elaborated. In Sect. 4, how vulnerabilities can be
modeled and detected is elaborated. The experimental results evaluated on real-world
software of our prototype system have been described in Sect. 5. Finally Sect. 6
concludes this paper.

2 System Design

In a nutshell the process and algorithm of our vulnerability discovery method is shown
in Fig. 1. Firstly, our approach processes the target binary with disassemble engines
such as IDA, capstone which converts the binary code to assembly code, and then
translates code into the SSA form of intermediate code. Secondly, in the intermediate
representation form control flow analysis, data flow analysis, reach-constant routine
analysis and other analysis are performed and then all the analysis results are converted
to nodes and edges in the unified property graph. Finally based on the property graph
representation, potential vulnerabilities are modeled and detected.

The proposed detection method uses binary software disassemble as the foundation,
while the disassembly is a mature technology, there are a lot of multi platform sup-
porting and multi instruction set supporting engines, therefore it will not be discussed
here. Intermediate representation conversion method and intermediate representation

disassembleBinary software intermediate 
code

Data flow analysis

Call graph analysis

Vulnerabilities

Control flow analysis

IDA capstone

Property graphVulnerability  model

Static Analysis Algorithm

Fig. 1. Framework of detection method
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based static analysis processes will be discussed in the third second part in this article.
Vulnerability modeling and detection based on property graph will be discussed in the
fourth part in this article. And the prototype system implementation and evaluation will
be elaborated in the fifth part in this article.

3 Property Graph Representation for Binary Software

3.1 Intermediate Representation

Although we can analyze binary software directly on the assembly code, we usually do
analysis after binary software is translated into intermediate representation. As far as
we known, a large kinds of intermediate representation are widely used, the expression
abilities of these languages are different according to their design purposes. For
example, the vex language used in the Valgrind [4] binary instrument platform, the
vine language used in the static analysis part of BitBlaze [2] platform, the BIL language
used in BAP [3] binary platform, the LLVM IR used in the compiler framework, as
well as REIL [5] and so on. These intermediate languages can be platform independent,
can be converted from the assembly instructions through a direct instruction mapping,
and can be used as the basis for the static analysis algorithm design. In this paper, we
uses the REIL language as a start point and extends it to a universal intermediate
representation language (UIRL) for all the analysis algorithms.

Just like REIL, each instruction of UIRL has no side effects which make it suitable
for binary analysis. UIRL extends the REIL, the extension of the directive, including
LSHL, RSHL, SEX, CALL, RET, PHI instructions, as shown in Table 1. Although
original shift instruction can also express left and right shift operation, but it will bring
inconvenience to the analysis and simplification, so the BSH compound semantic is
separated to RSHL and LSHL instructions. The introduction of CALL and RET
instructions is intended to simplify the internal process analysis. The introduction of
PHI instruction is to facilitate the static single assignment analysis.

3.2 Static Analysis Based on Intermediate Representation

The static analysis algorithm is usually applied to draw some conclusion on the inter-
ested software behavior based on a set of constraints for specific application scenarios.
But the Rice theorem [6] points out that for any non-trivial property of partial functions,

Table 1. Parts of intermediate representation instructions

Instruction Operation Semantic Description

LSHL logical left shift arithmetic instruction
RSHL logical right shift arithmetic instruction
SEX signed expand arithmetic instruction
CALL function call other instruction
RET function return other instruction
PHI / function function other instruction
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there is no general and effective method to decide whether an algorithm computes a
partial function with that property, as shown in Fig. 2. The value of the register variable
eax after the 0 � 00400007 instruction is unknown. Therefore, the specific analysis can
only be a certain degree of approximation of the real behavior of the software, there are
usually three ways to deal with the specific:

1. Conservative Analysis: a conservative estimate of the possible value, then the
range of eax values can be calibrated in the range of [0, 1], although the actual
implementation results may only be 0. This approach appears to not miss a solution,
and as far as possible to improve the accuracy of analysis.

2. Accurate Analysis: only gives a correct conclusion, then the calibration value
range of eax is empty. Obviously this way assure to be accurate, but there will be a
large number of omissions.

3. Compromise Analysis: make a trade-off between conservative estimation and
accurate analysis based on the specific circumstances.

The static analysis methods mainly used in this paper includes: control flow
analysis, data flow analysis, function call analysis and so on.

The traditional control flow analysis is mainly used to collect the execution path of
the program and to extract the control structure of the loops and branches, and make the
relevant optimization analysis on the basis of those information. Through extensive
analysis of the existing vulnerabilities, there is a certain correlation between the control
flow structure and some attributes of the vulnerabilities, some of vulnerabilities can
even be directly described by the control flow diagram.

Data flow analysis does not execute the target program, it just investigates the data
transfer relationship directly. Usually interested information includes variable range,
reachable variable definition, and available expressions and so on. In the compilation
field the compiler performs the data flow analysis to remove dead code, allocate reg-
isters, optimize constant assignment and eliminate redundant code. Generally speaking,
data flow analysis is to construct complete lattice according to specific analysis purpose
and then program is transformed to monotone transfer function on the lattice to
establish data flow equation. The program’s properties can be inferred from the solution
of those equations. For vulnerability analysis, data flow analysis considers the vul-
nerability attributes as the goal and these vulnerability attributes is obtained by solving

0x00400000 add [b32 esp, b32 0x4, b32 t1]
0x00400001 ldm [b32 t1, null, b32 t2]
0x00400002 and [b32 eax, b32 0x0, b32 t3]
0x00400003 str [b32 t3, b32 0x0, b32 eax]
0x00400004 bisz [b32 t2, null, b8 zf]
0x00400005 jcc [b8 zf, null, b32 0x00400007]
0x00400006 str [b32 0x1, b32 0x0, b32 eax]
0x00400007 nop [null, null, null]//eax=?

Fig. 2. Sample code for Rice theorem
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the data flow equations, and then detects the potential vulnerabilities. In practice, data
flow analysis and control flow analysis methods are usually used at the same time to
improve the accuracy of the analysis.

Function call analysis is mainly used to collect dependencies between functions,
and then inter-procedural control flow and data flow analysis are performed on the
function call chains which meet some specific conditions to obtain the more accurate
analysis results.

3.3 Property Graph Generation

Traditional static analysis methods generally only make use of the results from different
static analysis algorithms in isolation and do not utilize the relationship between dif-
ferent algorithm’s analysis results, which may miss a lot of global information to aid
vulnerability detection. From this point of view, this paper will convert all the analysis
results to a unified property graph. In the property graph nodes represent a concrete
entity such as function, basic block, instruction and circulation. Edges represent the
relationship between different entities such as function call, the domination relation,
and the data flow relation and the properties of a node or edge are used to store
additional information such as code address, instruction type, correlation sequence and
so on.

As it can be observed that property graph is a kind of expression method with
strong compatibility. As long as the analysis results can be expressed in the form of a
normal graph or table, the result can be directly converted to the property graph. As a
result, the process of property graph generation is actually a simple data transformation
process, the nodes and edges in control flow diagram, data flow diagram, call flow
graph and other diagrams are converted to nodes and edges with properties in the
unified final property graph.

4 Vulnerability Model and Detect Based on Property Graph

Thorough understanding of the causes of specific types of vulnerabilities is the start
point of vulnerability detection. Therefore, it is necessary to use accurate vulnerability
model to guide the process of vulnerability detection. At present, due to binary software
does not have a unified representation method, binary software vulnerability descrip-
tion basically are accomplished through natural language such as different vulnerability
type descriptions in CVE. Although this can assist vulnerability classification but
cannot meet the demand of automatic detection of vulnerabilities. In this paper, firstly,
the binary is represented as a unified property graph, and then based on this property
graph vulnerabilities are modeled and detected. By doing this the vulnerability char-
acteristics can be described accurately and vulnerabilities can be detected directly using
pattern matching and machine learning method. In this section, we introduce this new
method for vulnerability modeling and detection.
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4.1 Vulnerability Model

The vulnerabilities exist in software bring a critical threat to network space security.
After analyzing typical vulnerabilities in CVE [7] and NVD [8] databases, we found
out that the basic reason for software vulnerabilities is inadequate security check, such
as not checking parameters of dangerous functions like strcpy or strcat carefully, and
not verifying return value of a function correctly, which would lead to many
memory-corruption vulnerabilities [9]. Among all these different kinds of vulnerabil-
ities, there are some kinds of vulnerabilities which can be classified by some obvious
characteristics, this paper will focus on a kind of return-value-unchecked vulnerability.
The sample vulnerability code is shown in Fig. 3. For different parameters function
sub_401000 returns the successfully allocated memory pointer or null pointer, and in
the main function, it gets the return pointer by calling the sub_401000 function, and
then assigns value to the return pointer. However, sub 401000 function return value
may be a null pointer. Therefore, if the pointer is dereference directly before validated,
it may produce null pointer dereference errors, and cause software crash.

As we can see the return-value-unchecked vulnerability can cause many kinds of
memory errors, the most common is null pointer dereference, and it is difficult to detect
all types of those errors at binary level. Therefore, this paper focuses on those with
obvious binary features. Normal pointer dereference must be used in memory, the
feature of the assembly code is that the instruction contains memory operations, that is,
there exists a data access pointer. After analyzing some typical vulnerabilities, the
characteristics of the null pointer dereference caused by return-value-unchecked are
summarized in nature language as follows:

1. Data access in the form of pointer, and the legitimacy of the pointer variable is not
verified;

2. The pointer variable can take a variety of values, which may contain null value.

So in the property graph, this kind of vulnerability can be modeled as a query step:

1. Use the constant {ConstVar} as the start point, and search instruction node set
{Instr} where {ConstVar} data flow to;

Fig. 3. Sample code for return-value-unchecked vulnerability
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2. With whether the instruction access memory as the conditional, {Instr} is filtered
out, and the memory address variable is extracted as {Var};

3. Search the direct dominant basic block set {BB} for basic blocks which instruction
set {Instr} belong to, and extract the jump condition variable as {CVar};

4. Search variable in {Var} which has not data flow relation to {CVar} as {RVar}.

According to the characteristics of the vulnerability model, it can be inferred that
there exists a null pointer dereference bug if the set {RVar} is not null.

4.2 Vulnerability Detection

Based on the property graph representation for binary software, the vulnerability
detection process is actually a query process of the property graph. For example, to
detect the presence of null pointer dereference bug, we only need to query the property
graph according to the vulnerability modeling steps. If the query results is not empty,
the null pointer dereference bug is detected. At the same time, the query can output
vulnerabilities related variables, instructions, basic blocks and function, in order to
analyze manually for further confirmation or to support dynamic analysis methods with
further testing.

5 Implementation and Evaluation

5.1 Implementation

In order to construct a simple, easy to expand and fast algorithm design environment,
the prototype system is implemented using Python dynamic programming language.

Disassembly Module: Disassembly is a very mature technology, this paper’s disas-
sembly module is based on IDA Pro [10] and capstone [11]. IDA Pro is the best
decompilation tool, and the accuracy of recovered control flow structure is much higher
than other tools. But in our implementation, the static analysis algorithm is based on the
intermediate instructions, which need to decode the assembly instructions accurately,
and then translate the instructions into the middle, and the IDA Pro cannot meet out
design requirements. Therefore, we use IDA Pro to restore the control flow structure of
the target software, the decoding of the instruction is completed by capstone engine.

Intermediate Representation Conversion Module: After the instruction decoding
process, the UIRL translation is only a simple mapping process. First, for each
assembly instruction a mapping function is designed, and the capstone engine decode
binary to assembly instructions, and according to instruction type it is distributed to the
mapping function to complete the instruction translation. Currently only 142 types
of � 86 instruction are supported. The translation process of a function works as: first
control flow graph is recovered, then sequentially traverse through the flow graph of
basic blocks, and does the instruction translation, finally address assignment and code
optimization is performed, etc. After basic conversion, in order to simplify the analysis
algorithm, all code is converted into static single assignment form.
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Static Program Analysis Module: This module includes many kinds of static
analysis algorithms. The control flow analysis algorithm provides a consistent interface
for any control flow graph, including transforming control flow graph into normal and
directed graph, computing dominance relation, extracting the dominant tree, extracting
the control boundary, extracting the edge, extracting the loop structure and so on. Data
flow analysis is generally an interpretation process, it first completes the analysis of the
basic block, and then complete the data flow between the basic blocks. As a result, we
implemented a unified framework for data flow analysis, which noted as interpretation
execution engine. The Interpretation engine is a symbolic execution module in nutshell,
all of the UIRL instructions are interpreted as symbolic calculation process, the sym-
bolic representation relationship between variables can be obtained at any time.
Function call analysis algorithm extracts the function call relationship through the
analysis of cross reference between the functions.

Property Graph Representation Module: In order to improve the efficiency of the
vulnerability analysis process, the prototype system uses the graph database OrientDB
[12] as the backend which is widely used to implement the storage and query operation
for property graph.

Vulnerability Modeling and Detection Module: As described in section fourth, we
use query steps in the graph database to model and detect vulnerabilities, so it is
implemented as query scripts in the prototype system.

5.2 Evaluation

In order to evaluate the effectiveness of the prototype system, we select a vulnerable
software and a real software to test the performance of the system. The major code of
the vulnerable software is shown in Fig. 4. There is a call to a possible return to the null
value function get_ptr in the code, but the caller does not have the correct verification
for the return value. Real software selection is Win32k.sys, due to the return value is
not full checked there exists an elevation of privilege vulnerability in the driver, the
vulnerability ID is CVE-2014-4113.

int* get_ptr(int type){
if (type == 1){ return NULL;
}else{ return (int*)malloc(sizeof(int));
}}

void handler_nullderef(const char **args){
const char *arg = args[0];
int *ptr;
ptr = get_ptr(atoi(arg));
*ptr = 5;
return;

}

Fig. 4. Source code of vulnerable app
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The evaluation results as shown in Table 2, the vulnerable software and the real
driver software vulnerabilities are all accurately detected.

6 Summary

Based on the property graph representation of binary software, it can be more accurate
and convenient to establish vulnerability models, and complex vulnerabilities can be
detected by a simple property graph query operations. This paper proposed and realized
a unified representation approach for binary software based on the property graph,
which can represent all aspects of a target binary software in to a single graph. And our
vulnerability detection method uses this representation as the foundation to model and
detect vulnerabilities in binary software. And as a analysis platform, we cannot only
detect vulnerabilities by queries, but also can combine machine learning algorithm of
anomaly detection, clustering analysis algorithm to realize the intelligent vulnerability
detection, which has been successfully applied for source code vulnerability detection
[13]. Of course, vulnerability detection under product environment needs compre-
hensive utilization of static and dynamic detection methods, detection results of the
method proposed in this paper can reduce the ranges where need to be tested by
dynamic methods to improve the effectiveness of the dynamic methods.
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Abstract. The recent time has witnessed more reliable and higher data rate
transmission standard wireless communication. The wireless channel is to be
optimized accordingly. The ISI component at the output of equalizer is forced to
zero on use of LTI system having appropriate transfer function. The deterio-
rating effect of inter symbol interference ia adequately compensated by the
method of adaptive equalization. In this paper, the channel has been equalized
using Sign Regressor Functional Link Artificial Neural Network model. QAM
modulation technique is utilized in this piece of work. Further the weights of the
model are optimized using Genetic Algorithm. The result of sign regressor
adaptive algorithms have been compared and sign regressor FLANN shows
better performance than other algorithm. Finally the optimized result of sign
regressor FLANN model is exhibited for QAM in terms of error. Also, the eye
pattern is shown f or the result as an evidence.

Keywords: Equalization � Adaptive equalization � Functional link neural
network

1 Introduction

The reliability and quantity of service of modes in a wireless communication depends
on the degree of minimization of channel distortion. These channel exhibits time
varying characteristics and hence are represented by time dependent transfer function.
The distortion caused by heterogeneous end users and the multi path users and the
multipath interferences are the major bottlereck for high rate data transmission in
wireless. LTF based channel equalizer provides a way to compensate the less incurred
due to channel distortion [1]. However, it is efficient only in case of a linear distortion
but does not provide a robust solution for the loss due to non-linear channel distortion.
MSE based intention has been proposed in [2] which provides a better solution.

The design of channel equalizer based on neural network structure with adaptive
algorithm have been found in literature [3–8], where the claim was MSE based criterion
of channel equalizer performs better than the LMS based algorithm. The standard
techniques like MMSE, DFE based algorithm were used by authors and also applied in

© Springer International Publishing AG 2017
F. Xhafa et al. (eds.), Recent Developments in Intelligent Systems and Interactive Applications,
Advances in Intelligent Systems and Computing 541, DOI 10.1007/978-3-319-49568-2_18



MIMO based communication system [3, 4]. Similarly, neural network has been used
for linear and non-linear channel equalization [5]. The modification of neural network
model with different functions was the focus of researchers for the robustness. These
models were named as FLANN model and is used in many cases [6−9].

In this work, the robust FLANN model is considered as the base model for
equalization purpose. Further the optimization of the co-efficient using genetic algo-
rithm provides better result. The following section explained the proposed model. For
different digital modulation it has been tested. The efficient QAM technique is also
applied.

The paper is organized as follows: Sect. 2 outlines the channel Equalization model
and establishes the algorithms under consideration to determine the optimum filter
coefficients with respect to a minimum mean square (MSE). Section 2.1 describes the
Algorithm for Channel Equalization and the outlines of sign regressor FLANN
Sect. 2.2 outlines the optimization using Genetic Algorithm. Section 3 discusses the
simulation results equalization of sign regressor FLANN and the optimization and
Sect. 4 concludes the work.

2 Channel Equalization Model

When the signal is passed through the channel, distortion is introduced in terms of
amplitude and delay, which results with Inter Symbol Interference (ISI). ISI caused by
multipath in band limited time dispersive channel distorts the transmitted data, causing
bit errors at the receiver. ISI has been recognized as the major drawback in high speed
data transmission over wireless channels. Hence, Equalizers combat ISI. An equalizer
is implemented at the baseband or at IF in a receiver. And the basic receiving technique
of any communication lies with noise signal performance [7].

The purpose of equalizer is to reduce ISI in the channel. Also the signal is as clear
as possible. The basic block diagram of the communication system with the equalizer is
shown in Fig. 1, where the signal for transmission is the noise represents, and the
output represents), and the equalizer output is. The use of equalizer in the system can
be against ISI. Hence it can be placed at the baseband level or at the intermediate
frequency within the receiver. Keeping view of these facts initially the FLANN model
is used and next to it further processing is proposed. In the following subsections these
are explained.

2.1 FLANN Model

In this model the dimension of the input baseband signal is explained by introducing
the linear functions. The neural network is modified with these additive functions. For
improvement of the existing structure digital FIR filter is used within it. Due to this
filter the performance of the equalizer has been enhanced and also reported in [10]. As
a result, the steady state error has been reduced as well as the bit error rate was
improved.
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Replacing the FIR filter with the filter bank, the FLANN model is changed. The
model is used in this case is sign-regressor FLANN model with filter bank and is shown
in Fig. 2. The weight of the model is represented as

Y(t)

Transmitter
S(t)

Channel

AWGN(N(t)

ReceiverEqualizer

Fig. 1. Basic block diagram of channel equalization

Fig. 2. Structure of sign regressor FLANN

126 J. Sahoo et al.



wiþ 1 ¼ wi þ l1cðnÞðeðnÞy1ðnÞÞ ð1Þ

Where
wi = the initial weight
eðnÞ = error
cðnÞ = change in adjacent amplitude and its value lies in between 0 to 1.
l1l2 = learning rate parameters.
For 2P number of functions, the weight will be N(2P + 1).
The filter bank is used in the mentioned sign regressor FLANN model [10].
The output is represented as

zðnÞ ¼ y1ðnÞþ y2ðnÞ ð2Þ

zðnÞ ¼ w0rðnÞþ
XN�1

i¼1
wt/x½rðn� iÞ� þ

XN�1

i¼0
tirðn� iÞ ð3Þ

Where x ¼ 1; 2; . . .. . .:P and w0 ¼ 1
Now error produced as eðnÞ ¼ dðnÞ � zðnÞ and instantaneous error
Error can further be reduced by optimizing the weights which is being described in

the below section.
Now weights are updated through sign Regressor LMS algorithm

wiþ 1 ¼ wi þ l1c(n)signðeðnÞy1ðnÞÞ ð4Þ

tiþ 1 ¼ ti þ l2signðeðnÞrðnÞÞ ð5Þ

Where cðnÞ = change in adjacent amplitude and its value lies in between 0 to 1.
l1l2 = learning rate parameters.
The output of the filter bank is useful for the FLANN model in error analysis.

2.2 Optimization Using GA

A genetic algorithm is most popular and robust technique for computation. It works
like the genetic evolution process and survival for fittest procedure [11]. In this case the
objective function is

f ¼ max errð Þ ð6Þ

err = W(n)(A(n)� DðnÞÞ ð7Þ

The steps in the typical genetic algorithm is

1. Initialize the random weight of this filter bank.
2. Define the objective function.
3. Mutation.
4. Crossover.
5. Find the fitness value.
6. Repeat the steps from step 3 until the objective can be meet.

GA Based Optimization of Sign Regressor FLANN Models 127



The objective weights are used in the model to reduce the error simultaneously.
Based on the optimized model it has been computed and the result is shown in the
following section.

3 Result and Discussion

The performance of filter bank based combination of FIR and FLANN equalizer is
validated by using simulation studies. Initially the equalizer is trained with 5000
numbers of samples.

As the QAM is used in this case, the constellation diagram for symbol mapping in
16-QAM is shown in Fig. 3. It is visually excellent that proves the noise reduction.
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Fig. 4. MSE using LMS and FLANN in real environment
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The comparison among different techniques in terms of MSE is shown in Fig. 4.
Also the optimized MSE plot is shown in Fig. 5 that shows the efficiency.

As the ISI can be studied and observed from the eye diagram, the eye diagram are
shown in Figs. 6 and 7. From Fig. 7, it is observed that the noise is reduced very well.

4 Conclusion

The sign regressor FLANN is used for reduction of ISI. The filter structure is trained by
the sign-regressor LMS algorithm. In order to reduce the computational complexity of
the FLANN structure, a filter-bank implementation has been used. The results in a
reduction of computational needs by a factor of no of sine and cosine functions. The
proposed equalization method is optimized. To achieve a good result the weights of the
model has been optimized using GA. The optimized results shows their efficiency.
Other optimization algorithm may be applied and the proposed technique can be
compared in future work.
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Abstract. In a common parlance the chemical fabric are described with the
fabric structure parameters and the fabric styles and there are much subtle
mathematical correlation between the two descriptions. The research on the
correlation will be beneficial to the students of textile majors in the learning,
fabric designers in the fabric design and fashion designers in the fabric choosing.
The paper aims to do some research on the correlation in neural network
technology, and to establish a chemical fabric style prediction system using
MATLAB.

Keywords: Fabric structure parameters � Fabric styles � Integrated neural
network � BP neural network � Fabric structural complexity factor

1 Introduction

The fabric structure parameters contain fabric composition, yarn count, fabric density,
width and fabric weight, the fabric styles containing the main color, fabric texture,
flower type, gloss type, drape coefficient, fabric smoothness, softness and transparency.
The most structure parameters are provided by the fabric manufacturers, what’s more,
the scores of fabric styles, which range from 1 to 5, are graded by several experts of the
Beijing Institute of Fashion Technology in a subjective evaluation way.

Among the parameters and fabric styles above, the width is often a constant, and
the main colors, texture, flower type are descriptive information, no the grading
information, so they are not used in the fabric style prediction.

2 Processing of the Samples Data

2.1 Preprocessing of Fabric Structure Parameters

The total 500 fabric samples of the study are derived from China International Trade
fair for Apparel Fabrics and Accessories of “2009–2011 autumn and winter exhibition”
and the “2010–2011 spring and summer exhibition”. The fineness of warp and weft
yarn need to be extracted from the yarn count in the fabric structure parameters, and the
units of fabric structure parameters need unified, and convert to a general unit. The
processing procedures are as follows:
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Fineness measurement has two unit systems, the fixed length and fixed weight
systems. The larger the figure in fixed length unit system is, the thicker the yarn is, such
as tex number (Tt) and denier (Nden); and the larger the figure in fixed weight unit
system is, the thinner the yarn is, such as metric count (Nm) and English count (Ne).
Tex is the general unit of fineness, and other units can be converted into the unit tex
according to the formulas as follows:

Tt ¼ Nden

9
; Tt ¼ 1000

Nm
; Tt ¼ C

Ne
ð1Þ

Among them, C is a parameter that is related to the moisture regains. And for
chemical fabric C is 590.5.

The fabric density is the number of warp (weft) yarns along the weft (warp) yarn
direction in the unit length. 10 cm-1, inch-1 and cm-1 are often used to measure the
density of fabric, and 10 cm-1 is the general unit. For example, a fabric with the warp
density 270 10 cm-1, means the number of warp yarns along the weft yarn direction in
10 cm length is 270. The conversion formulas are as follows:

1 inch�1 ¼ 3:937 10cm�1; 1 oz ¼ 28:375 g; 1 yd ¼ 0:914m ð2Þ

The weight of the fabric reflects the weight in unit area. g/m2, m/m, oz/m2 and
oz/yd2 are often used to measure the weight of fabric. The weight conversion formulas
are as follows [1]:

1 oz=m2 ¼ 28:35 g=m2; 1 oz=yd2 ¼ 33:91 g=m2; 1m=m ¼ 4:31 g=m2 ð3Þ

2.2 Introduction of Fabric Structure Complexity Factor

The author proposes a definition of “fabric structure complexity factor” in the section,
according to the potential correlation among the fabric structure parameters.

Suppose that G represents the weight of a woven fabric, and the unit is g/m2; Tj and
Tw represent the fineness of the warp and weft yarn, and the unit is tex; Pj and Pw

represent the density of the warp and weft yarn, and the unit is 10 cm-1. Now deduce
the relationship among them.

Suppose that a piece of fabric cloth, whose size is 1 m by 1 m, has the smooth
surface and the uniform texture, and every warp and weft yarn in the fabric measures
1 m. And the total length of the warp and weft of the fabric are 10� Pj and 10� Pw

respectively. The fabric weight can be calculated as:

Gc ¼ 0:01� ðTjPj þ TwPwÞ ð4Þ

If taking the yarn twist, tightness and the fabric structure complexity in consider,
generally speaking, the woven fabric weight should be larger than the calculated
weight. The weight error is calculated as follows:
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g ¼ G� Gc

G
� 100% ð5Þ

14 pieces of chemical fabrics are selected randomly, and the weight errors are
calculated. Then sort them according to the errors. As shown in the Table 1, the errors
are all within ± 20 %. By the comparison of the fabric clothes, the author found that
the weight errors can reflect the fabric structure complexity in a certain extent. As a
result, we can take the weight errors as the fabric structure complexity factor.

2.3 Method for Dividing Fabric Subset

In this paper, 263 samples of chemical fiber fabrics are extracted from the total fabric
samples and the fabric structure complexity factors are calculated. Then the chemical
fiber fabric samples are divided into several subsets with 5 % increment of the fabric
structure complexity factor. Next, the equal amounts of sub-neural networks are
established for each chemical fabric subset. The processing of data and design of neural
networks are proved effective to improve the accuracy of the prediction of fabric styles
according to the final conclusion of the paper.

Table 1. Weight errors of selected fabrics

Number. Density
of warp
(/10 cm)

Density
of weft
(/10 cm)

Fineness
of warp
(tex)

Fineness
of weft
(tex)

Weight
(g/m2)

Calculated
Weight
(g/m2)

Weight
errors

…… ……

T-11-6-0065 5.56 5.56 1259.84 700.79 135 109.01 19.25 %
T1-11-41-1207 11.67 16.67 700.79 440.94 188 155.29 17.40 %
T-14-12-0929 5.56 11.66 1023.62 417.32 124 105.53 14.90 %
T-11-21-0308 2.22 2.22 840 600 37 31.97 13.60 %
T-11-45-0723 8.33 8.33 680 480 110 96.62 12.16 %
T-11-78-1333 17.78 8.33 582.68 271.65 140 126.22 9.84 %
L-12-18-0571 38.86 41.64 213 225 189.19 176.46 6.73 %
T-11-17-0236 8.33 8.33 640 420 92 88.30 4.02 %
T1-12-24-1286 29.15 29.15 350.39 228.35 170 168.70 0.76 %
T1-11-18-0646 18.22 22.22 393.7 370.08 153 153.96 −0.63 %
T-5-1-0642 23.4 24 555 283 188.4 197.79 −4.98 %
T-11-86-1607 8.33 8.33 1023.62 433.07 110.51 121.39 −9.84 %
T-12-26-1519 8.33 49.47 1310 380 238 297.15 −24.85 %
T-14-12-0929 5.56 11.66 1023.62 417.32 124 105.53 14.90 %
…… ……
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3 Comparison of Two Predictive Methods

3.1 Single BP Neural Network Prediction

In order to achieve the prediction from “fabric structure parameters” to “fabric style
scores”, the simplest way is to build a single BP neural network, and then the neural
network is trained by all chemical fabric samples without division, to predict the fabric
styles.

Network Training. The structural parameters of chemical fabrics are treated as the
network input vectors which contain fabric composition, yarn count, fabric density,
width, fabric weight. And the scores of fabric styles are treated as the network output
vectors, which contain the scores of gloss type, drape coefficient, fabric smoothness,
softness and transparency.

Data Preprocessing. In order to prevent over fitting in the training process and
improve the generalization, the training data need to be normalized, in order that the
data can be located within or near the interval ½�1; 1�. At the same time, the input
matrix is sparse matrix, and the principal component analysis can speed up the training
speed.

57 chemical fabrics are selected to train and test on the single neural network.
Figure 1 reflects the change of the mean square error during training, and Fig. 2 reflects
the outputs of the test. We see that the training stops within only 12 iterations, and the
minimum mean square error is 1.1434 at the 6th epoch, which is a little big.

In general, the composition of fabrics, the fiber yarn, the knitting method, and the
dyeing and finishing of fabrics vary from each other in a very large extent. So the
mathematical model of the feeling and visual style of the fabric is a serious nonlinear,
strongly coupled and variable structure model, and the prediction accuracy of chemical
fabrics is difficult to improve.

Fig. 1. Training diagram of single neural network
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This experiment shows that it is hard to reach a nice predictive precision only using
single neural network. So it is necessary to explore a new kind of neural network
structure.

3.2 Integrated Neural Network Prediction

Because of the drawbacks mentioned above, the authors propose an integrated neural
network model with a pre-classifier (Fig. 3). The input data will be pre-classified by
integrated neural network classifier in order that every sample is presented to the
corresponding sub-neural network, which is established and trained on the certain

Fig. 2. Fitting error of single neural network

Fig. 3. Integrated neural network chart
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subset, which is divided by different intervals of the fabric weight errors. The
pre-classifier will control the perceptron, whose activate function is a step function, to
open the channel of the corresponding sub-neural network BPNNi, and the output
result can be obtained. The classifier is a logic judgment unit, and its output are the
single ‘1’ code ranged from ‘0 � � � 01’ to ‘10 � � � 0’ [6].

Each sub-neural network BPNNi needs to be established and trained on the dif-
ferent subsets Sfig. After the establishment of integrated neural network, in order to
test the prediction precision, the subset Sfij0\g\10%g (19 samples included) and the
subset Sfij � 10%\g\0g (18 samples included) are selected, and the prediction
results as shown in the Figs. 4 and 5. We see that, the mean square errors fall into

Fig. 4. Identification for the subset Sfij � 10%\g\0g

Fig. 5. Identification for the subset Sfij0\g\10%g
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0.4211 and 0.3889 respectively. It can conclude that the integrated neural network can
achieve the chemical fabric prediction well and output the better results.

4 Conclusion

By comparison, we can draw a conclusion that integrated neural network predict the
chemical fabric style better than a single BP neural network. The prediction has
stronger adaptive identification ability and the results are more accurate.

Each fabrics composition, fiber yarn, structure and dyeing and finishing are dif-
ferent and the scores of the fabric styles also show a different distribution when experts
evaluated the fabric style subjectively. So it is very difficult to find the mathematic
model and uniform rules of the fabric samples. And the results reveal that the intro-
duction of the fabric structure complexity factor is feasible and the integrated neural
network can be better to achieve the prediction of the scores of the chemical fabrics.
This is the innovation point of this paper.
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Abstract. This paper mainly analyzes the influence degree of both social
information and interest characteristics, on micro-blog users’ adding attention
object, in which, as concern to social information, we mainly consider, basic
factors, considering factors and influencing factors. And respectively, take
Micro-blog user location, education background, work experience as a basic
factor; take common concern between users and common friends as the con-
sidered factors; and the operations of forwarding and of @ as the influencing
factors. Based on this, then intimate relationship and interest similarity are
imported to characterize the social information and interest characteristics and to
measure the degrees of intimation and interest similarity among micro-blog
users, respectively. Then, based on each of the two relationships, recommen-
dation methods are given for micro-blog user adding attention object. And at
last, in the experiment, the results of the two recommendations are compared,
which shows that during micro-blog user adding attention objects, the influence
of social information is stronger than that of interested characteristics.

Keywords: Micro blog � Intimacy � Interest similarity � User recommendation

1 Introduction

Micro-blog has the characteristics of short, agility, and fastness, hence is adopted by
most of the Internet users. On micro-blog platform, each user is both the information
recipient, and can also the information promulgator, transfer. Data from Wikipedia
shows that, taking SinaWeiboas as the example, the number of existing user is more
than 500 millions, the daily active users arrives 46.2 millions, as the daily blog is more
than 100millions [1]. Infront of such a huge user group and its micro-blog information,
the micro-blog platform need to help user know, how to obtain their should attended
object user and information, namely micro-bog platform need to make some reasonable
recommendation to its user, and how to realize it has become one research focus.

At present, there are mainly two kinds of modified recommendations based on user
relationship, one is based on user mode, the other is objected to the model of user
relationship, and the difference of these two are as follows:
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The former construct recommendation features mostly based on user basic infor-
mation and user interest, and adjust the recommended strategy according to the change
of user characteristics, and this recommendation mode take social network as the
foundation [2]. For example, Guymicro-blog divide social network into two
sub-networks, one is of similar users, and the other is of familiar users, and makes
recommendation from the two sub networks respectively [3].

Ideas of the latter is that, first establish the corresponding relationship which among
users and between the user and the information source respectively, then perform the
community analysis, establish interest community or similar user group, and predict the
behavior of individuals in population by the group behavior, thus make recommen-
dation of individual user. Zhou et al. [4] use community detection model (based on
label map) to simulate user interest model, through represent the model as a discrete
topic distribution model, use the KL-divergence of this discrete topic distribution
model to measure the similarity between users, and take the similarity as the recom-
mendation index.

From aspects of social information and user interested characteristics, the author
analyze the influent degree of social information and interest characteristics on users’
adding attended object, and together with some comparing test, the author try to find
out micro-blog platform recommending object to its user, which of the two factors is
the more should be considered as one.

2 Relationship Between User Intimacy and Attended Objects

2.1 Influence Factors of Intimacy and the Representation

The inherent human need to have a sense of belongingness and are inclined to love
others, and the intimate relationship is formed when these needs are satisfied [5]. This
paper takes for that the intimate relationship among micro-blog users can be combined
by basic factors, attended factors and influencing factors. We will review these three
below.

2.1.1 Basic Factors
In micro-blog information; location, education background, work experience and etc.
are taken as the basic factors, and assumed it can increase user’s belonging senses. The
main form of user location is about that user was born in which province and in which
city. Using L(u) to represent the location of user u then L uð Þ \ L vð Þ represent the
location matching level between user u and user v. We set the levels of L uð Þ \ L vð Þ as
that, if L(u) and L(v) are completely different, then match score is 0, else if only
province are the same, then the score is 1, else the score is 2, for that both province and
city in the location of the two uses’ are the same.

In Sina Weibo, for both of education background and work experience, can include
more than one record, for example, from which middle school, which university, and
etc. We use E(u) to represent the records set of education background, and E uð Þ \ E vð Þ
to represent the matching level of E(u) and E(v). Similarly, we use W(u) and
W uð Þ \ W vð Þ to represent the work experience and the related matching level,
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respectively. Through counting the number of the same items in L uð Þ \ L vð Þ,
E uð Þ \ E vð Þ and W uð Þ \ W vð Þ, we can digitalize each of the basic information.

2.1.2 Considering Factors
The common attention and common friends among users can be used as considering
factors, because more common attend represents more similar interest between user,
and more common friends indicates more close relationship between users.

Using C(u) as its attending set, and F(u) as its friend set of user u, then for user u
and user v, C uð Þ \ C vð Þ means their common attention, and F uð Þ \ F vð Þ means their
common friend set.

2.1.3 Influent Factors
Interaction power is an important embodiment of close relationship [6]. In this paper,
we take user’s forwarding and @ operation as the influent factors. Because there are
strong interaction between users in micro-blog, since that, if user will show interest in
one micro-blog, he will forward or comment on it. Users can also use @ operation to
remind other user to view their own message or comment too, thus, @ operation and
forwarding operation become the mainly user connection.

Usually, there are four forms to construct a micro-blog, which are as following.

A. Text
B. Text@U1…. @Un.
C. Text//@VnTextn…//V0Text0
D. Text@U1…. @Un //@VnTextn…//V0Text0

Where A represents that, the target users only issue micro-blog, not perform other
operation. B represents the target user issue micro-blog and has @ other users U1…Un.
C represent that the micro-blog issued by v0 has been forwarded and commented by
each layer, and finally by the target user again. D represents at the foundation of C, the
target user has further @ other users U1…Un.

For that we will only analyze the forwarding and @ operation of target user, thus,
we only consider the three cases of B, C, and D. Besides this, for forwarding operation,
we only consider the micro-blog source that direct forwarded by the target user, not
consider those from other more upper sources. And for @ operation, we also set that,
when count the @ operation number of one user, we only check the number of user @
others, not the number of @ that appear in the micro-blog content.

2.2 The Definition and Computation of Intimation

The intimation measures the intimation degree between users. In this paper, the authors
use R(u) to represent the micro-blog set forwarding by user u, and r(u,v) represent the
the micro-blog user v issued and user u forwarded. We use M(u) represent the@
operation set performed by user u, and m(u,v) represent the operation set that user u @
user v. Then the intimation degree between user u and user v can be calculated by
formula 1.
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iu;v ¼ a
jLðuÞ \LðvÞ

jLðuÞj þ b
jEðuÞ \EðvÞ

jEðuÞj þ c
jWðuÞ \WðvÞ

jWðuÞj þ h
jFðuÞ \FðvÞ

jFðuÞj þ d
jCðuÞ \CðvÞ

jCðuÞj þ n
jrðu; vÞ
jRðuÞj þ e

jmðu; vÞ
jMðuÞj ð1Þ

Where a; b; c; d; e; f and h are the weight, thus a þ b þ c þ d þ
e þ f þ h ¼ 1.

2.3 The Relationship Between User Intimacy and the Attended Object

When making a recommendation to one user based on intimacy, the recommendation
score is taken as the intimate degree among users, and the results are ordered according
to recommendation score descending, after that the recommendation set will be trun-
cated to a given number, and be recommended to the user. Micro-blog recommendation
algorithm based on intimate degree is that.

Algorithm 1. Intimation based user recommendation algorithm

Step1: Set the attended objects number NtpasNtp ¼ 0, and that of the disinterested
objects as Nfp = 0, to the user set U that to recommend, select and order the
intimate relation degree descending of each user Nu 2 U from the intimate
table in database, and from the selected result remove the records whose
intimate degree is zero, thus obtain the close friends set Uun ¼
fuu1; uu2. . .uuug of user uu

Step2: Give the number x of required recommendation, when x � n, Uux ¼
fuux; uux. . .uuxg is the obtained recommendation result, and jump to Step 5,
otherwise, it means there is no enough user possible, thus all the user in Un

are remained and jump to Step 3
Step3: From formula 1, give the indirect intimate degree formula Uiuw ¼ siuv

þxivw;, Where s and x are the weight of iu,v and iv,w respectively, and
s + x=1

Step4: Calculation the indirect intimate degree between uu and uW (uw 2 Uvn0 ;
uw 2 Uun), after remove the duplicate ones, we can obtain the indirect close
friends set UIu ¼ fuiu1; uu2. . .uung, reordering it descending, we can obtain
UI

0
u ¼ fui0u1; ui

0
u2. . .ui

0
ung

Step5: Take subset UIuðx�nÞ ¼ fuiu1; uu2. . .uuðx�nÞg corresponding to UI
00
u ¼

fui0u1; ui
0
u2. . .ui

0
u;x�ng. Finally we can obtain the result set Ux ¼ Ux�n [Un ,

which is taken as the recommended object
Step6: From the user relationship tables in database, obtain the number N of records

that contain uu, and take N as the number of total user attended. Check if (uu,
uv) is contained in this table, if is, then attended number Ntp plus 1, otherwise,
the disinterest number Nfp plus 1
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3 The Relationship Between User’s Interest Degree
and Attended Object

In this paper, the user similarity mainly considers the similarity of blog content issued
by the user, and define it as the interest similarity relationship and measure its degree.

3.1 Interest Similarity Calculation

In calculating the similarity between users, the first task is to break up the word of
micro-blog, after that, to extract the feature words in micro-blog as user’s interest, to
construct the vector of feature words and finally to calculate the similarity between
vectors, which we take as the interest similarity between users. We conclude this as
Algorithm 2.

Algorithm 2. Interest similarity calculation algorithm

Step1: Perform word segmentation, then, count the word of each micro-blog of user
ui, thus to obtain the segmentation set Cui ¼ fCui1;Cui2. . .Cuing of user ui,
after that, reorder Cui according to the number of each word, thus obtain
C

0
ui ¼ fCu0

i1;Cu
0
i2. . .Cu

0
ing

Step2: Using TF-IDF algorithm [7] to obtain user’s feature word set, and take it as
user’s interest word set

Step3: Transform the value vector of word into the vector probability
Pui ¼ fPui1;Pui2. . .Puing, and construct user interest word matrix as shown
in formula 2

M ¼
C1. . . C2. . . Ci. . . CN

Pu11 Pu12 Pu1i Pu1N
..
. ..

. ..
. ..

.

PuM1 PuM2 Pumi Pumn

8>>><
>>>:

9>>>=
>>>;

ð2Þ

Where C ¼ fC1;C2. . .CNg represents user’s interest word set, and Puj ¼
fPuj1;Puj2. . .Pujng means interest word vector of user uj.

Step4: Use the cosine vector similarity algorithm [8] to calculate the similarity
degree between user interest vectors

3.2 Recommendation Based on Interest Similarity Relationship

In this recommendation, we firstly sort the interest similarity descending, then truncate
the recommendation set according to the specified recommendation number, and then
recommend the result to the user. The recommendation algorithm based on interest
similarity relationship is as following.
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Algorithm 3. Recommendation algorithm based on interest similarity relationship

Step1: Set the attended object number as N 0
tp ¼ 0 and disinterest object number as

N 0
fp ¼ 0, give the user set u that to be recommended. From the similarity

interest table in database, sort the records according to the interest similarity
degree descending, then select the user set Uun ¼ fUu1;Uu2. . .Uung, which
are similar to user uu. in Uun, the records of zero similarity degree are
remained

Step2: Give the limit number of X by program, select the first X members from the
recommendation set in Step 1, then obtain the recommendation result
Uux ¼ fUu1;Uu2. . .Uuxg

Step3: From the user relational table in database, calculate the number N of records
that contain UU, then check if (uu,uv) is contained in the table, if is, then N 0

tp

plus 1, otherwise, N 0
fp plus 1

4 Experiment and Analyzing

4.1 Experimental Environment

This experiment is implemented using Java language and on eclipse platform. The
experimental data are grabbed from SinaWeibo by a crawler written by the author of
this article. Take the target user as the center, and adopting the mode of snowball, the
crawler has grabbed 28604 users, 291065 attended relationship and 153277
micro-blog. In the experiment, we select 100 users as the recommended user, then to
each user, perform the recommendation based on intimate relationship and interest
similarity relationship respectively. Each type of experiment has been repeated 16
times, of which, at the first time, there are 5 object are recommended to each user, after
that, each subsequent will increase of 5 objects.

4.2 Evalution Index of Result

In the experiment, we use feature value F1 (which taking accurate rate and recall rate as
the variable), as the judgment index of recommended result [9]. As to the recom-
mendation, the user to be predicted will adopt the corresponding behavior like that
listed in Table 1.

Table 1. The 4 possible cases of user to be predicted.

Pay or not pay attention to System recommend System not recommend

Pay True-Positive Ntp False-Negative Nin

Not pay False-Positive Nip True-Negative Ntn
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As to user u, the accurate rate of recommended results can be calculated by
formula 3.

Pu ¼ Ntp

Ntp þNfp
ð3Þ

As to all users in the system, the accurate rate of recommended result can be
calculated by formula 4.

P ¼ 1
m

X
pu ð4Þ

Where M is the user number. As to user u, the recall rate of the recommendation
result can be calculated by formula 5.

Ru ¼ Ntp

Ntp þNfp
ð5Þ

To all the users, the recall rate of the recommendation result can be calculated by
formula 6.

R ¼ 1
m

X
Ru ð6Þ

And the feature F1 is defined as in formula 7.

F1 ¼ 2� p� R
PþR

ð7Þ

Fig. 1. Effect of user recommendation based on intimate relationship
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4.3 Experimental Results

The result of user recommendation based on the intimation relationship is shown in
Fig. 1.

And in experiment of user recommendation based on the interest similarity, we use
Ansj [10], a segmentation software in JAVA. To each user, we only select the first 40
words occur with higher frequency as user feature words. We adopt algorithm TF-IDF
to obtain user’s feature word set as user’s interest word set.

Considering the number difference of user micro-blog in the experiment, the vec-
tors of word number are transformed into word probability vector, that is, the weight of

each every, then using cosine vector similarity algorithm, we calculate the interest
similarity relationship between two users. The recommendation results based on
interest similarity relationship is shown in Fig. 2.

From the results of the two recommendations, we can see that the recommendation
based on intimate relationship can obtain better effect. This shows that micro-blog users
pay more attention to the users with whom they have intimate relationship with, not
those they have similar interest with.

Although Micro-blog is a kind of virtual social network, however, on the
micro-blog platform, in the choice of object that he/she wish to interact with, user will
pay more attention to the social information, such as classmates, colleagues or coun-
tryman, not the common hobby, for example; basketball.

Therefore, when recommend attend object, micro-blog platform should consider
more about user’s social information, then user’s interest information.

5 Conclusion

This paper mainly analyzes the influence degree of social information and interest
characteristic of micro-blog users adding attend object, and conclude that, in
micro-blog users adding attend object, the role of social information is stronger than

Fig. 2. Effect of user recommendation based on interest similarity relationship
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that of the similar interests. The future research will consider synthetically the two
aspects of social information and interest characteristics, hopeful to draw out some
more reasonable recommending methods.
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Abstract. With the growth of online social media, such as Twitter and Weibo,
topic diffusion has concerned a lot attention. Based on the timing sequence and
retweet relationship, the propagation history of one single Weibo have been
rebuilt successfully in social network with various methods. However, the topic
diffusion among users can hardly be reconstructed, as vast of different content
Weibo need to be consider. In this paper, the authors propose a user topic
diffusion history reconstruction method to reconstruct the propagation process of
a topic. Based on the topic detection algorithm, different weibo can be clustered
to a group as the data set. A score-based propagated model is proposed to obtain
the information source node in a back propagation way with considering the
influence of time, social relationship and text similarity.

Keywords: Social network � Topic information diffusion �Weibo � Propagated
model

1 Introduction

With the development and wide spread of information technology and application,
social network media is putting back the traditional paper print media progressively,
becoming the warehouse of huge information resources. All kinds of social commu-
nication platform have a great development, such as Sina weibo, Tecent weibo,
Facebook and Twitter. Compared with traditional media, social network enhances the
spread effectiveness of information in time and breadth based on its freedom and
openness. However, some fake information or bad information can’t be got rid of and
can cause panic among users. In conclusion, information propagation has influenced
people’s life in a remarkable way, and becoming a research hotspot in web field.

The research on diffusion processes in networks can be simply categorized into two
groups: prospective analysis and retrospective analysis [1].

Prospective analysis research is mainly to minimize or maximize the network
diffusion based on the propagation processes and network structural properties and
algorithms. Many researchers have been down in this period yet, such as hot prediction
and influence prediction and so on. There are several classic models: Linear Threshold
Model [2] which based on the idea that one node cannot be activated unless its
neighbor’s influence sum exceeds its threshold, Independent Cascade Model [3, 4]
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which considers that each active node will affect its neighbors with a certain proba-
bility, while the influences are independent and decline over time, and Epidemic Model
[5], i.e. SIS and SHIR, which can better describe the diffusion process through different
infection mechanisms and individual user conditions with a relatively low accuracy.

Retrospective analysis is mainly about network inference such as identifying the
source and constructing the diffusion process. Earlier works focus on identifying the
source of diffusion [6–8] and on those relative technologies that have been developed
based on comparative maturity, when more fundamental path reconstruction technol-
ogy has been received attention lately. Most reconstructions are directly based on the
retweet relationship, which is also named as the explicit propagation path of infor-
mation, as the implicit path trends to be ignored that the accuracy hardly be verified.
Safer [9] rebuilt the history with several snapshot at different time and proposed a
submodularity based algorithm. Zhen Chen [1] transferred the problem into a Maxi-
mum A Posteriori (MAP) estimate problem and inferred the diffusion with a single
snapshot that contains partial infection time. Han [10] gave a content based topic
diffusion model in 2013, however, which is calculate the infect probability through the
network structure rather than real contents which users speak out.

During this big data period, with great explosion of information and various
characters of social network, the acceptance of topic information not only comes from
those friends and followings, but also by other users who were activated before. Taking
an example of weibo, users will get information from their friends after they login, and
will also can skim through other blogs or hotspot topics that the website provide.

While the traditional information propagation research is focus on single or a few
hot blog, in fact, it propagates more in a topic through users, containing huge and
various blogs with multi-source. This paper use weibo as an example, analysing the
reconstruction of topic diffusion path based on technologies like topic detection,
score-based propagated mode and text similarity.

2 Problem Formulation

2.1 Basic Definition

Definition 1. Weibo Topic. A Weibo topic I is represented by several similar blogs
which contains the same theme in a special time. I = {i1,i2,….in}, ij represents a blog
published by users related to topic I, and one user can give more relative blogs.

Definition 2. Topic Diffusion Path Diagram. A path diagram is a graph G = (V,E),
where V = {v1,v2,…,vn} is a vertices set which represents users interested in the same
topic, and E�V � V is a edges set represents the information propagated direction
through users, i.e. e(vi, vj) represent the information passes from user vi to user vj.
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The Fig. 1 describes, how does a topic propagate through network. As the social media
like weibo has broken the restriction among territory and relationship, even when, there
is no relation between two users, can spread information between each other. Like the
users h and g, they can get information from user e, as shown in the Fig. 1(b) even
though there are no connections among these three users as shown in the Fig. 1(a).

Definition 3. Information Coming Node. During the diffusion of a topic, we take first
time that a user public a blog which is related to the certain topic as the time a user is
infected. And the Information Coming Node (IC node) is the user node u from which
the user v accept the information. Which means an edge u ! v is exists and u is the IC
node of v.

The topic in weibo is propagating through behaviors like reading, commenting,
retweeting and thumbing. Among these behaviors, retweeting can be used to measure
the diffusion path directly while the reading and comments can only influence users
themselves that the information is hard to be obtained.

This research is based on a Chinese social website named sina weibo. We assume
that the only information source of users is blogs in weibo that the other tools are
ignored. In this paper, a topic detection method is first used to cluster the similar blogs
into certain topic, and these topic clusters will be used to find the vertices in Topic
Diffusion Path Diagram, which can also be said as being infected or accepted by the
topic. A probabilistic score based diffusion model is proposed to find out the IC node
and propagated path. The main idea of it, is to obtain explicit propagated path with
retweet data and then find the implicit ones with the proposed model.

Fig. 1. (a) Weibo social network structure (b) A topic propagated path
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2.2 Topic Detection

The information diffusion in weibo tends to be multi-sources, being composed by
different blogs which contains the same topic. In order to study the diffusion path of a
certain topic, the first thing needs to do is to cluster the weibo data to get dataset which
include the users who has been infected by the topic and the blogs they published
related with the topic. This step can be complete with different topic detection method
[11, 12], such as LDA and so on. As such technology has been developed very mature
and it is not our main research point that we will not develop the research at this period.

2.3 Probabilistic Score Based Diffusion Model

As mentioned before, the infected users are these who have publish blogs related to the
topic, and they compose the user vertex set V. The blog information which represents
first time that users interested into the topic can be found from the original dataset.
Considering that all the blogs published before the time user v pays attention to the
topic can deliver information to him, the influence function between u and v is like
Eq. (1):

p u ! vð Þ ¼ 1; if retweet existsPðp tð Þþ p sð Þþ p rð ÞÞ; else

�
ð1Þ

The propagated score is measured with time, text similarity and social structure.

Time Influence Score. Users are bare to millions information in weibo moment by
moment, and these information can be delivered to users with a time sequence when
they log-in. However, no users can skim all the new information published between his
login so that some information will be missed. Through observation, users tend to read
these blogs published by their friends first and after this will be the other blogs from
index. Referring to the probabilistic reading model proposed by Zhu Xiang [13],
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Gaussian distribution is chosen to be used to model the time influence score, as in
Eq. (2):

p tð Þ ¼ e
� t�t0ð Þ2

2r2 u;tð Þ; if t� t0
0; else

(
; ð2Þ

Here, p(t) is the probabilistic score of the blog user v wrote at time t is influenced by
the blog user u wrote at time t0. And rðu; tÞ is the time interval parameter which gives
the most number of blogs user u can read when he login. It represents the nearest and
farthest blogs that users can read and can calculate by claw the blog list of user at time t.

Text Similarity. The original blog of users tends to have a similar content with its
information source, or the most influenced blog published by what we called as IC
node. Based on the similarity of two blogs, the source of information can be backwards
reasoning. Which can be understand as the higher similarity of the blog user v send at
time t and the blog user u send at time t0, the higher probability that the IC node of user
v is user u.

Since the test contents of blogs have been filtrated at the first topic detection step,
here we choose Jaccard Similarity to model the similarity score. In Eq. (3), the p(s)
represents the similarity score of two blogs. S and T represent the word set of these two
blogs, respectively. And the idea of this is divide the intersection set by the union set.

p sð Þ ¼ S
T
T

S
S
T

ð3Þ

Social Relationship. Users tend to read and accept blogs published by their friends
and people they used to pay attention to be measured by their retweet history. These
behaviours makes the information passed from friends have higher influence than the
other strangers’ blogs they read through weibo network. So the probabilistic score is
influenced by the social relationship which can be measure by the retweet history.

3 Experiment Results and Discussion

In order to improve the accuracy of the result, this paper takes time, social relationship
and text similarity to build probabilistic score based diffusion model and find the IC
node to build the topic diffusion diagram. This experiment restores the process of topic
diffusion based on the data to settle the multisource problem.

3.1 Experiment Realization

The experiment use the blog data randomly clawed from weibo as experiment dataset.
After basic data pre-processing work, the topic detection method is being used to
cluster the blogs belonged to the same topic.
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After topic detection, a certain topic and its blogs data is chosen as the topic data
set, and then the info_source search algorithm is used into the topic data set to calculate
the diffusion path and to formulate the history diffusion diagram.

3.2 Experimental Results and Analysis

The original dataset of the experiment is referring to the method used in Cindy [14], we
get blogs about topic I. In order to test the performance of our proposed probabilistic
score based diffusion model, a test data set is extract from the original dataset. The
blogs which contain the retweet parameter is chosen to test the accuracy. We compare
the IC node with the retweet user, and get the accuracy of 45 %, which means the
accuracy of our methods in judge the implicit information source of weibo users is
about 45 %.

Table 1 presents the result of info_source search and the finding way of user’s IC
node. During the experiments, in order to simplify the complexity, the time interval in
2.3.1 is set to a fix 24 h instead of claw data for every user, which is also the reason of
why there are these source nodes. As there are about 7 % retweet data, the accuracy can
be improved to 49 %.

Figure 2 describes the part of the diffusion diagram, different colours are used to
represent the different ways getting information, by directly retweeting, from follow-
ings, or from randomly surfing the weibo website. And they are represented by green,
yellow and pink, respectively. The green are the nodes whose information flow is for
sure that the accuracy is 100 %, the yellow are the information received from their

Table 1. Result Count of propagated path

No source Retweet Following Index

7 % 7 % 6 % 80 %

Fig. 2. Graph of a topic propagated path
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followings has been infected before, the pink represents these users who can’t get
information from their social net so that we take the strangers in weibo as their IC node.
But these data changes with different topics.

As shown in Fig. 2, the diffusion diagram can give clear condition of how infor-
mation propagated through social website. At the same time, as time and text similarity
factors are considered, the users hold the same idea will be clustered together, which
can benefit the analysis and management of public opinion. The topic diffusion diagram
can help in macroscopic information analysis, public opinion guidance and the pre-
diction of the other diffusion of the similar topic.

4 Conclusion

This paper accept the idea of classic SI model to assume that the user will not recover
once when infected and the information source is mainly among weibo. Combining
topic detection and the proposed probabilistic score diffusion model to study the history
path reconstruction analysis of topic diffusion on microblog.

The proposed probabilistic score diffusion model consider different interferences
user may get when accept information with time, social relationship and text similarity
to obtain the most possible IC node. With the IC node, the information diffusion path of
a topic in social network can be obtained and rebuilt the real diffusion process.

However, the experiment is relatively simple, and there exists several problems,
like how to improve the effect with the social network character, how to increase the
accuracy of time influence, and considering the heat of blogs into the model. These are
the basic initial point of our future research.
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Abstract. As network-oriented pattern identification has become more popular
in practical applications, tabbed browsing analysis as an effective method in
service computing, deserves more attention. The session identification plays an
important role to achieve tabbed browsing. However, the fixed threshold session
identification scheme in the field of the session may achieve unsatisfactory
performance due to the inappropriate division for sessions in some cases. To
avoid such limitation, a novel session identification scheme is proposed in this
article. Considering the different operation practices in tabbed browsing, our
projected scheme designs an effective scheme through the use of different
segmentation thresholds for different users. We present the detailed design
algorithm to explain, how effective optimization can be achieved in this novel
scheme. Moreover, we test the effectiveness of our scheme on two large-scale
data sets from the computing environments in NASA and USTB to demonstrate
its optimization performance.

Keywords: Session identification � Fixed threshold � Tabbed browsing

1 Introduction

Session identification, whose purpose is to divide the user’s access records into some
single sessions, is a part of data preprocessing in the field of users’ behavior analysis
[1]. The Session identification directly affects the subsequent clustering, behavior
analysis and various operation results. The accurate session identification results, in
addition to reflect the user’s behavior characteristic [2], also can provide a good data
base for the user clustering, which makes the clustering results more practical. How-
ever, fixed threshold session identification scheme in the field of the session can’t adapt
to the changes of the current users’ behavior due to the inappropriate division for
sessions in some cases. For example, the sessions which should be identified as the
same session may be divided into different sessions, may be identified as the same
session by fixed threshold session identification scheme.

Many session identification schemes have been proposed so far, such as Dynamic
timeout-based a session identification algorithm [3], Performance enhancement in
session identification [4], An improved referrer-based session identification algorithm
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using MapReduce [5], Traffic session identification based on statistical language model
[6], Improved method for session identification in web log preprocessing [7], Session
identification based on linked referrers and web log indexing [8]. The methods men-
tioned above, however, cannot eradicate the drawbacks of fixed threshold session
identification scheme and achieve inappropriate division accuracy.

Considering the different operation practices in users’ tabbed browsing, the paper
proposes a novel session identification scheme through the use of different segmen-
tation thresholds for different users and compare the fixed threshold session identifi-
cation scheme with the novel session identification scheme in detail. We test the
effectiveness of our scheme on two large-scale data sets from the computing envi-
ronments in NASA and USTB to demonstrate its optimization performance. It is
proved that the novel session identification scheme achieve appropriate division and
raise the accuracy of the session identification by experiments.

2 Related Works

In this section, the characteristics of traditional browsing and tabbed browsing are
described in detail. Furthermore, we have analyzed statistical data of questionaires
which are necessary for the understanding of current users’ browsing habits.

2.1 Traditional Browsing and Tabbed Browsing

In the early stage of the internet, users tend to browse the web page from the beginning
to the end when they visit a website, and then open next web page they are interested to
browse and repeat the process, which is the traditional browsing process. However, as
the technology of the tabbed browsing has become more popular in practical appli-
cations, tabbed browsing changes users’ browsing habits gradually. Users tend to open
multiple web pages they are interested in and then browse the web page they opened
one by one. The comparison of two browsing modes is shown in Fig. 1.

2.2 Survey of Users’ Browsing Modes

We had conducted a questionnaire about user’s browsing habits on Questionnaire Star
(a professional online survey, evaluation, voting platform). As of October 2014, more
than 530 copies of valid questionnaires covering 33 different areas from home and
abroad were recollected. Statistical diagrams of survey results are shown in Fig. 2.

From the statistical results, respondents in the age of 15 to 30 years accounted for
90 % in the total number, which is consistent with the main age distribution of current
Internet users. From the view of browsing mode, on the one hand, nearly 80 % of
respondents prefer tabbed browsing. On the other hand, the current mainstream
browsers generally used the form of tab from statistical data of browsers which were
completed by Baidu from January to October in 2014 [9], which indicate that tabbed
browsing has become more popular than the traditional browsing. Furthermore, users
are more inclined to search for the target information directly when they visit websites,
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which indicates that users’ choice of the entrance to websites is no longer limited by
traditional home page and hierarchical classification structure. As a result, each level
page may be the starting point for users to access.

Fig. 1. The contrast of users’ browsing

Fig. 2. The contrast of users’ browsing mode
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2.3 Tabbed Browsing and Session Identification

Tabbed browsing as an increasingly popular pattern has changed the selection criteria
of time threshold in the session identification. Current researchers tend to take browsing
time of web page and session duration into account when they research session
identification. But the tab-based browsing makes discrete distribution of the browsing
time of web page centralize to the end of all clicks.

3 Fixed Threshold Session Identification Scheme

Time threshold was set artificially in fixed threshold session identification scheme. If
the time difference (browsing time of web page) between the next web page and current
web page in the user access sequence exceeds the time threshold, then the next web
page is regarded as the starting point of a new user’s session. Browsing time of web
page is not recorded directly in the web log, but the access time of web page is recorded
in the web log. Therefore, browsing time of web page is usually calculated according to
the difference of access time of web page between the current web page and the next
web page, namely Ti = Tmi+1−Tmi, where Ti is the browsing time of users’ web page i,
and Tmi+1 and Tmi represents the access time of the next web page i + 1 and current
web page i respectively. However, the browsing time of web page which is calculated
by the fixed threshold session identification scheme may be inconsistent with the actual
browsing time of web page due to a variety of reasons, for instance, users may leave for
a while after they click on the web page, or browser crashes. Thus, we set time
threshold to determine the target web page during the users’ session.

Tmax ¼
Pn

i¼1 Ti
n

ð1Þ

Where Ti represents browsing time of web page ranking the top 10 % according to
the reverse order of browsing time. When Ti [ Tmax, let Ti ¼ Tmax. In addition, the
browsing time of the last web page can’t be calculated according to the method
described above since there is no subsequent web pages when users access the last web
page.

Tlast ¼
P sj�1j

i Ti
sj � 1j ð2Þ

Where sjj is the length of the access sequence.
Therefore, all the value of Ti can be drawn as

Ti ¼
Tmi � Tmi; 0\i\ sjj

T last; i ¼ sjj
Tmax; Ti [ Tmax

8<
: ð3Þ
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4 Novel Session Identification Scheme

For the users’ clicking sequence P ¼ p1; p2; p3; . . .; pnf g, when they visit websites,
there is

DCTi ¼ CTiþ 1 � CTi; i ¼ 1; 2; . . .; n� 1 ð4Þ

In the Eq. (4), n is the length of the sequence, and DCTi represents the time when
users click on the page pi, and DCTi represents the clicking time interval. Ti as
browsing time of web page in the fixed threshold session identification scheme is a
special case of DCTi. The paper argues that each user’s clicking habits are different and
there should not set a uniform threshold to split users’ sessions.

The paper presents an algorithm to calculate the session identification threshold:
here clicking interval set I ¼ DCT1; DCT2; DCT3; . . .;DCTn�1f g. First of all, we rank
the elements of according to the ascending order, and get a ordered vector
I 0 ¼ DCT 0

1; DCT 0
2; DCT 0

3; . . .;DCT 0
n�1f g.

After the improvements, the session identification scheme will generate a user’s
clicking interval threshold DCTTHR according to the user’s access characteristics. The
threshold DCTTHR divide the access sequence which is more than 30 min into two
sessions by referring to the characteristics of the fixed threshold session threshold
(30 min). Meanwhile, dividing the access sequence on the basis of users’ own access
habits could be compatible with the fixed threshold session identification scheme and
the current users’ habits. After obtaining the threshold DCTTHR, we compare each
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element of I with the threshold DCTTHR by traversing the clicking interval set
I ¼ DCT1; DCT2; DCT3; . . .;DCTn�1f g, if DCTi [DCTTHR, then we consider that
DCTTHR is the split point of the previous session and the next session.

5 Experiment and Evaluation

5.1 Date Preprocessing

Experimental environment include Windows 8.1, Mysql and Java. The experimental
data set include the NASA (National Aeronautics and Space Administration) data set
(1891714 records of official website) and USTB (University of Science and Tech-
nology Beijing) data set (4947573 records undergraduate teaching website).

Before the experiment, data pre-processing must be carried out to obtain “pure”
data. The task of data pre-processing is to delete the data that has nothing to do with the
algorithm of novel session identification scheme from the data set.

5.2 Metrics

Heuristic evaluation method has been implemented to evaluate experimental results of
session identification, and we evaluate experimental performance by calculating the
absolute coincidence rate and the relative coincidence rate between the identified
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session and the real session. With the increasing rate of both absolute coincidence rate
and relative coincidence rate, we can get the better the performance of algorithm of
session identification. The two coincidence rate and its computational method are
presented as follows:

(1) Relative coincidence rate of session refers to relative coincidence degree between
the session Hd ¼ p1; p2; p3; . . .; pnf g which is identified by the session identifi-
cation scheme and real session Hr ¼ p

0
1; p

0
22; p

0
3; . . .; p

0
m

� �
. The relative coinci-

dence of session can be denoted as Eq. (5):

coin Hd;Hrð Þ ¼ Hd \Hrjj
m

ð5Þ

Obviously, the range of the coincidence rate of session is between 0 and 1. If coin
(Hd ;Hr) = 1, then the session was fully identified. In addition, it is noteworthy that
Hd \Hrjj of the Eq. (5) isn’t the set of the same web page in Hd and Hr but the set of
the same ordered web page in Hd and Hr. After all, we can’t ignore the sequence of
session when we concentrate on session identification.

Let SHd represent the identified session set, SHr represent the real session set, then
coin(Hd; SHr ) represents the relative coincidence between session and session set and
coin (SHd ; S

H
r ) represents the relative coincidence between session sets. The computa-

tional methods are Eqs. (6) and (7) respectively.

coin Hd ;Hrð Þ ¼ max coin Hd;Hrð Þ Hr 2 SHr
��� � ð6Þ

coin SHd ; S
H
r

� � ¼ coin Hd ; SHr
� �
n

ð7Þ

will be used to evaluate the effectiveness of session identification scheme.

(2) Absolute coincidence of two sessions refers that the relative coincidence of ses-
sion between Hd = {p1; p2; p3; . . .; pn} and Hr = {p

0
1; p

0
2; p

0
3; . . .; p

0
m} is equal to 1,

and the first and the last web page of Hd are the same as those of Hr. That satisfies:

coin Hd ;Hrð Þ ¼ 1ð Þ ^ pn ¼ p0mð Þ ð8Þ

Absolute coincidence rate between two session sets refers to the ratio between the
number of sessions which satisfies Eq. (8) and the number of sessions which belong to
real session set SHr .
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5.3 Performance Evaluation

We test the effectiveness of our scheme on two large-scale data sets from the com-
puting environments in NASA and USTB to demonstrate its optimization performance.
The number of sessions which were identified by the fixed threshold session identifi-
cation scheme and the novel session identification scheme are shown as Table 1.

Figure 3(a) shows the number of session identified by fixed threshold scheme and
novel scheme and real session on NASA data set (the early data set), and Fig. 3(b)
shows that on USTB data set (the recent data set).

From the results, the distribution of the session length appears to be different
obviously due to the difference of website properties which was represented by NASA
data set and USTB data set. Furthermore, it has little differences that NASA data set
was identified by novel session identification scheme and fixed threshold session
identification scheme, but the differences in recent data set (USTB data set) is more
obvious. The length of session identified by fixed threshold session identification
scheme is longer than that identified by novel session identification scheme in USTB
data set, because users usually stay for a short time when they visit the website, but the
fixed threshold make the sessions which should have been divided counted in a session
so that the length of session increases and the number of session decreases.

From the Table 2, the coincidence rate of novel session identification scheme is
close to that of fixed threshold session identification scheme on NASA data set.
However, on the USTB data set, absolute coincidence rate and relative coincidence rate

Table 1. The number of sessions

Data
set

The number of
real sessions

The number of sessions
identified by fixed threshold
scheme

The number of sessions
identified by novel scheme

NASA 8361 8472 8417
USTB 2265 2254 2263

(a) The number of session on NASA data set    (b)The number of session on USTB data set 

Fig. 3. The number of session on two large-scale data sets
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of novel scheme is relatively larger than that of fixed threshold scheme. Through
experiments mentioned above, the novel session identification scheme we proposed can
better adapt to the recent and the early data sets, and the performance of novel session
identification scheme on the recent data set is better than that on early data sets.

6 Conclusion

Nowadays, the fixed threshold session identification in the field of the session achieve
unsatisfactory performance due to the improper division for sessions in some cases, and
tabbed browsing analysis as an effective method in service computing deserves more
attention. So we take the clicking habits of users into account and proposed a novel
session identification scheme based on tabbed browsing in this article. The novel
session identification scheme was compared with the fixed threshold session identifi-
cation scheme detailedly. Furthermore, we test the effectiveness of our scheme on two
large-scale data sets from the computing environments on NASA and USTB to
demonstrate its optimization performance.
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Abstract. With Google’s Android system applied in the field of intelligence,
the boot speed is one of the significant factors that affect the user experience.
Traditional boot optimization in Android system cannot meet the requirements
of starting the special service in the double system. Based on meticulous study
of the System partition in Android system, we have designed a simplified system
partition which is suitable for the Android dual-system on condition that it don’t
affect the use of customers.

Keywords: Android system � Dual-boot � System partition � Optimization
method � Simplify

1 Introduction

Android is the open source mobile operating system based on Linux platform. The
Android system is based on the Linux kernel, but it’s not a standard Linux. The
Android operating system with its influential, stability, wide compatibility and so on,
promptly wins many people’s favor. But its architecture is very large. During the stage
of booting, it initialize a lot of function modules, which are actually not necessary for
some platforms [1].

The Android system is based on Linux open-kernel operating system, the platform
is composed by the operating system, middleware, user interface and application
software [2]. It adopted the structure of the software stack which is mainly divided into
three layers: the operating system, middleware, application software. In the term of
function, it has four main functional layers from bottom up [3, 4]. There are Linux
kernel, Android Runtime and Libraries, Application Framework, Application which are
shown in Fig. 1.

After the Linux kernel started completely, the first user-level process init read and
parse the script files, init.rc and init.xxx.rc, as shown in Fig. 2 [5]. Creating some key
processes through the fork system, lots of Android Native Service which is defined in
init.rc file will be created first, such as Console, Service Manager, Vold, Zygote, Media
Server and so on [6]. The base of Android system is the Zygote process and its child
process-the Android system service [7, 8].
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The purpose of the system partition to simplify is that of the big system partition.
When we need to dual-boot the phone and under the condition of without affecting the
Android system to run, so we can transplant the simplified system partition to some
place of the original operating system.

Fig. 1. The Android system structure

OS-Level Android-Level Zygote Mode

Bootloader

Init

Linux Kernel

Init.rc

servicemanager

Zygote

Systemserver

Systemserver

Fig. 2. The Android system booting sequence
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2 The System Partition in Android System

The Android system usually includes boot partition, kernel partition, system partition,
data partition, cache partition and sdcard partition. And the boot partition enables the
phone to boot, as the name suggests. It includes the bootloader and the kernel. Without
this partition, the phone will not able to boot. The data partition contains the user’s data
– this is where the contacts, messages, settings and apps that you have installed. The
cache partition is used for system upgrade and storing Over-the-Air upgrade package
[9, 10].

The system partition mainly contains the entire operating system, other than the
kernel and the bootloader. This includes the Android user interface as well as all the
system applications that come pre-installed on the device. Wiping this partition will
remove Android from the device without rendering it unbootable, and you will still be
able to put the phone into recovery or bootloader mode to install a new ROM.

2.1 Simplify the System Partition

The mobile phone models in the experiment is Samsung Galaxy S6 G9200, and the
version of the Android system is 5.0.2. We can use df command to view the system
partition as shown in Fig. 3.

From Fig. 3, we can identify that the Android system allocates space of 2.9G for
system partition, and the space of 2.6G is used. The role of system partition is same as
the Disk C in Personal Computer, which is used for storing the system files. The
partition basically includes the whole Android Operating System except kernel and
ramdisk, which includes Android user interface and all pre-installed system
applications.

The system/app directory deposits the system program, the system source program
and mobile phone manufacturer’s custom software. The system/priv-app directory
deposits system key application such as launcher, system user interface, setting pro-
vider and so on. The system/lib directory deposits library files in the Android package
program. The system/framework directory deposits the framework which is used for
boot Android system, such as some .jar files. The system/etc. directory mainly deposits
Android system configuration files, such as APN access point and many other
important system configuration files. The system/build.prop file is property file. In the
Android system .prop files are very important, that record settings and change of the
system. The system/fonts deposits system font, we can download others ttf format to
replace the font in the font to modify the system fonts.

Fig. 3. System partition usage
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From Fig. 4 we can calculate all files size in the system directory. For example,
priv-app contains 29 percentage which the total size is about 2.6G so that the size of
priv-app is 766 M. So the key of simplifying the system partition is the priv-app file,
app file, framework file, lib file and lib64 file. Through a long period of exploration and
attempt, the system partition in Android system is reduced to about 790 M from 2.6G
as shown in Fig. 5. “du–sh/system” is one Linux command, it is often used of check
the size of specific directory.

By calculating file size from Fig. 4 and Table 1, we can obtain that the size
of system/priv-app is reduced to 90 M from 766 M, which is reduced by 88 %. The size
of system/app is reduced to 12 M from 613 M, which is reduced by 98 %. The size of
system/lib is reduced to about 99 M from 200 M, which is reduced by almost 50 %. The
size of system/fonts is reduced to about 12 M from 47 M, which is reduced by 74 %.

3 Experiments and Analyses of Simplifying System Partition

After simplifying the system partition in Android system, the phone desktop is same as
Fig. 6. There are only Setting, Camera, Photo, Video and Record program in the
mobile phone. All Other programs in the phone is deleted. We can’t use the simplified

Fig. 4. Percentage of files in system directory

Fig. 5. System partition size after simplify
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phone to calling up, sending messages and surfing Internet and so on. So the role of the
phone is taking photos and recording in some special condition.

Although the space used by the current system partition is reduced to about 800 M,
but the overall size of the system partition has not changed, still is 2.9G. So the next
task is to change the whole system partition size, and check integrity of system partition
when booting the phone.

At this time we need two Linux command: e2fsck and resize2fs. The command
e2fsck is used to check validity of image file. The command resize2fs is the tool for
resizing the ext4 file system. For example, we can use the command - “resize2fs
system.img 800 M” to change the size of system.img file.

We can extract image file from the system partition, can put it into data partition of
another mobile phone. We usually use the phone without simplified system under
normal circumstances. As soon as coming across some special condition, we can
switch from un-simplified to the Android simplified system and the time of starting up
the phone also become shorten.

Table 1. Files of the system partition after simplifying

File name Size File name Size File name Size

app/ 12 M build.prop 8 K etc./ 13 M
framework 351 M bin/ 15 M cameradata/ 4.2 M
fonts/ 12 M lib/ 99 M lib64/ 116 M
lkm_sec_info 4.0 K media/ 8 K priv-app/ 90 M
saiv/ 2.0 M usr/ 19 M vendor/ 57 M
xbin/ 924 K

Fig. 6. The phone desktop after simplified
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4 Conclusion

This paper has simplified an Android system in Samsung mobile phone based on
already exist Android system. Experiments shows that, it is feasible. More kinds of
optimization methods of startup Android system should be research overall so that the
time of starting up the phone become more and more short.
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Abstract. It’s a major problem to evaluate properly the merits of the hybrid
cloud computing service, the quality of service (QoS) reflect the performance of
cloud computing directly, but which can exactly reflect the user’s satisfaction is
the quality of experience (QoE), the customer satisfaction evaluation model
based on QoE hybrid cloud computing can be properly assessed. This paper will
introduce cloud bank model architecture, and put forward a kind of evaluation
model based on QoE that can be used for customer satisfaction evaluation in the
hybrid cloud.

Keywords: Hybrid cloud � User satisfaction � Quality of experience � Cloud
bank

1 Introduction

In essence, a hybrid cloud computing is to build new architecture in multiple cloud
computing service providers. Because hybrid cloud usually involves with different
domain of technologies and suppliers, and face the business process requirements that
customers keep updating, this means that there is the key to solve this problem by a
platform with complex management ability. And the problem that how to establish a
complete hybrid cloud index evaluation system is need to solve.

2 The Brief Introduction to the Cloud Bank

Cloud bank is a model for managing computing resources, it applies the bank model of
economics to the trading of hybrid cloud computing resources, establish the market
mechanism of cloud architecture from the viewpoint of macroeconomics, and through
the macroeconomic regulation to control the relationship between aggregate supply and
demand.

As shown in Fig. 1 Cloud Bank Model mainly includes five modules: physical
resource pool, the pool of SLA, resist risk, scheduling and pricing policy.

The operation in each module of model is realized by the QoS and based on SLA.
The providers of resource is stored in a SLA pool, in the form of SLA document.
The SLA pool is equivalent to a virtual description of the physical resource pool, risk
prevention and cloud bank resource scheduling that is implemented by calling the SLA
document. The upper pricing strategy specifies the most reasonable price for the
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resource based on market supply and demand situation in order to achieve the maxi-
mum interests of the participants.

For the SLA related QoS metrics in cloud services, in the process of SLA, the
service provider and service consumer may negotiate the content of the agreement. But
compared with QoS, QoE parameters can reflect the user’s service experience more.

3 The Index System Building of the QoE of the Cloud Bank

Because of the cloud bank service quality has a great dependence on the network
performance, so the network performance indicators that includes throughput and
transfer delay, connectivity, etc. [1]. It should be received enough attention.

QoS evaluates business based on the technical performance of cloud computing.
QoE stresses how to analyze business based on the point of view of customer service,
and regard the business as a whole and to consider all aspects of the impact on business
performance. In this sense, QoS is a subset of QoE, as QoS has to ensure or enhance
QoE and be applied in the network of technical indicators. Therefore, to get the desired
user experience quality is the key to ensure the profitability of the operator, so this is
also an important issue needed to be further studied in cloud bank.

As shown in Fig. 2, the QoE levels and parameters and QoS parameters can be
expressed as a three layer structure model, the top layer is the QoE indicators layer, the
middle layer is QoE parameter layer, which describes the related information of user
experience, can obtain the content of user’s perception by user survey, and acquire the user
satisfaction by the comprehensive analysis; the third layer is the QoE parameter which
reflects the business performance, generally refers to the end-to-end quality of service
(QoS) [2]. It can be seen that the QoE parameters can directly affect the QoS parameters.

Fig. 1. The architecture diagram of cloud bank model
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4 The QoE Evaluation Model Based on Cloud Bank

4.1 The Brief Introduction of Linear Structural Equation Model

The user satisfaction model ACSI is in fact a linear structure model, model including
the latent variables, the manifest variable, the direct influence, and the load. Hidden
variable is the hypothetical variable that cannot be observed, the manifest variable is
the variable that can be observed [3]. In ACSI, hidden variables include customer
expectation, quality perception, value perception, customer satisfaction, customer
complaint and customer loyalty. The external factors that affect their and can be
measured are the significant variables.

Exogenous variable is the variable which is not affected by other variables,
endogenous variable is defined as a variable which is determined by one or more
variables. In ACSI, in addition to customer expectation are exogenous variables, other
variables are endogenous variables.

The linear structural equation model is a set of equations that reflect the relationship
between implicit and explicit variables. The purpose is to deduce the hidden variable by
the measurement of the manifest variable, and to verify the model. The linear structural
equation model can be expressed by mathematical expressions [4].

4.2 The QoE Evaluation Model

As shown in Fig. 3, in the latent variable, due to the introduction of the QoS param-
eters, perceived quality should be divided into service quality perception and tech-
nology quality perception, they respectively describe the degree of excellence of user’s
judgment on the service and system technical, in addition to the original indicators of
ACSI model structure, it’s required to add a variable called “technical index”, used to
represent the reliability, response time, security and usability of cloud services [5].

In this model, the user expectations and the technical specifications are exogenous
variables, and the rest are endogenous variables.

And the manifest variables in the model are (Table 1):

Fig. 2. QoE/QoS three layer structure model
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Fig. 3. The QoE evaluation model in cloud bank

Table 1. The manifest variables

The manifest variables Content

x1 (customer
expectation)

The cloud services network speed/the maximum bandwidth provided by the cloud
bank

x2 (customer
expectation)

The number of resources that used by user such as the computing, storage, network,
and monitoring/the total number of resources provided by the operator such as cloud
computing, storage, network, and monitoring

x3 (customer
expectation)

The number of user using the cloud bank resources/the total number of users

e1 (technical quality
perception)

Successful times of using resources/the total number of using resources

e2 (technical quality
perception)

Delay time/expected completion time

e3 (service quality
perception)

Cloud bank service satisfaction rate

e4 (service quality
perception)

The number of terminating the cloud bank business/the number of cloud bank
resources used

e5 (value perception) The cost of the user to use the cloud bank resources/all of the user’s cloud bank
charges

e6 (customer
satisfaction)

The time for the user to use this cloud bank resource/the total time for the user to use
cloud bank resources

e7 (customer
satisfaction)

The number of tasks completed in the expected time/the total number of tasks
submitted

e8 (customer loyalty) If it is, set the value to 1; otherwise 0

e9 (customer loyalty) If it is, set the value of 1; whereas 0

z1 (technical
parameters)

The number of successful execution of the cloud service/the total execution times

z2 (technical
parameters)

The percentage of remote access time

z3 (technical
parameters)

If the security level of the cloud bank services is SSL, its value is 1, if the level is WSS,
then the value is 2, and the rest are 0

z4 (technical
parameters)

The average value of multiple response time

The Research of User Satisfaction Model 177



4.3 The Structure Model

Structural equation can be used to measure the relationship between the measure
indexes and the latent variables, and can be used to calculate the structural equation and
measurement equation simultaneously. Because of this characteristic of the structural
equation model, it can get more accurate result than the regression analysis [6].

The above QoE model can be expressed as a mathematical formula:
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It can be abbreviated as:

g ¼ BgþCnþPxþ f ð2Þ

g1; g2; g3; g4; g5 respectively represent technical quality perception, service
quality perception, value perception, customer satisfaction, and customer loyalty. n
represents the customer expectation, x represents the technical parameter, and f rep-
resents the disturbances term.

4.4 The Measurement Model
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5 Experiment

The QoE measurement and the QoS measurement is the significant basis for the
realization of QoS control (admission control, resource allocation, traffic engineering,
etc.), SLA ensure and QoS billing [7].

We will use cloudsim to simulate and built the experimental environment in this
study. It provides the function of the virtual engine, which is proficient to realize the
virtual service on the node of the data center. These virtualized services is multiple,
cooperative and independent. CloudSim simulator using hierarchical structure, consists
of Sim Java, Grid Sim, Cloud Sim and User code.

User code layer is the expansion of the user’s own research on the platform. When
the platform is regenerated, you can call in the classes, methods, member variables,
etc., that have been written by themselves in simulation program. In this paper, the
experimental testing is in the user code layer which modifies the module and inserts the
measurement code and then run the simulation program which can get the measured
data.

Using SAS software, to input measurement model (1), (3), (4) and (5) with
LINEQS statement, and then import 16 measurements of cloudsim simulation exper-
iment obtained by the sample value of the manifest variables. SAS will output 5
endogenous variables, the weight of the interaction between the two exogenous vari-
ables and the load of the corresponding parameters of the variable.

Enter the data obtained by the CloudSim, you can get the QoE model as shown
below (Fig. 4).

At the same time, the evaluation parameters of the model can be obtained:
According to the value of the index in Table 2, we can draw the conclusion that the

QoE model can fit well.

Fig. 4. The influence factors and the loads of lattice variables in QoE model
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6 The QoE Estimation of Cloud Bank System

According to the above results, we can calculate the QoE value of each cloud bank user
(Table 3).

The process of calculating the exogenous variables of user A is as follows:

f ¼ xl � 0:69þ x2 � 0:18þ x3 � �0:01
¼ 0:41 � 0:69þ 0:05 � 0:18þ 0:4 � �0:01 ¼ 0:29

In the same way, the value of five endogenous variables and one exogenous
variable can be got:

g1 ¼ 0:23; g2 ¼ 0:2; g3 ¼ 0:71; g4 ¼ 0:38; g5 ¼ 0:47; x ¼ 2:38

QoE ¼ ð
Xn
i¼1

Piwi=
Xn
i¼1

wiÞ

Let n ¼ 7;wi ¼ 1, using QoE (Ca) to express the QoE value of A, can get:

QoE(Ca) = (0:29þ 0:23þ 0:2þ 0:7þ 0:38þ 0:47þ 2:38)/7 = 0:66

Similarly, you can get the QoE value of B:

QoE(Cb) = (0:3þ 0:16þ 0:39þ 0:67þ 0:37þ 0:47þ 0:28)/7 = 0:38

7 Conclusion

Based on rough comparison of measured data, we can observe that the user B has a
higher user experience than the user A, but the calculated QoE value can make it more
intuitive and quick. In addition, cloud service providers also can conduct a further
analysis of the lower QoE users to help to identify the reasons for the reduction of user

Table 2. The evaluation parameters of QoE model

Index SRMR BCFI RMSEA AGFI

Value 0.0231 0.9584 0.0318 0.9814

Table 3. The example data of cloud computing

Variable x1 x2 x3 e1 e2 e3 e4 e5 e6 e7 e8 e9 z1 z2 z3 z4
User A 0.41 0.05 0.4 0.65 0.43 0.24 0.45 0.69 0.43 0.27 1 0 0.56 0.59 2 3
User B 0.39 0.35 0.49 0.5 0.26 0.7 0.42 0.65 0.27 0.4 1 0 0.21 0.43 0 8
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experience. For example in the QoE value calculation, the technical parameters of the
user B value is less than the user A, and according to the technical parameters of
manifest variables measured data we can see user A use the technical level of cloud
services is much higher than user B. From this we can know that the cloud service
providers can improve the security and performance of cloud services to improve the
user experience, in order to attract more users.

So we can observe that the QoE model has a good reference value for the service
providers of cloud bank.
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Abstract. With the explosion of the internet, computers and networks have
become an indispensable part of life, and due to the rise of E-commerce,
enterprises can increase productivity and competitiveness via internet. All things
related to the internet have produced new and inspiring opportunities in data
access, commercial operations, and productivity. The recent big data, cloud
computing, mobile commerce, internet, Blockchain, FinTech, and other network
applications, as well as P2P transactions, all force electronic transaction patterns
to undergo drastic change. The formulation of an information security strategy is
of great importance to an organization’s success and continued existence.

Keywords: E-commerce � Information security � Blockchain � Fintech � P2P
transaction

1 Introduction

In recent years, major countries have vigorously promoted new information security
policies to respond to the threat of information security, for instance, the information
security issue has been improved to the level of national security to emphasize
nationally related personal information and the protection of privacy rights; security
issues related to cloud computing are gradually valued. Regarding the international
standards for information security, ISO27001, ISO27002, ISO15408, ISO13335,
COBIT, ITIL, PCIDSS, etc., are widely applied. ISO27001 is the most commonly used
international standard to promote domestic information security management systems;
the spirits of ISO/IEC 27001: 2013 included:Conform to ISO Annex SL for simplify
integration with other risk management systems, refer to ISO 31000 unknown risk
management requirements, sets risk monitoring and measurement indicators. The
information related to security standards should be dominated by FISMA, HIPAA,
COSO, SOX, and other relevant acts. NIST SP 800 s document, as well as other
technical criteria are followed by commercial banks in Taiwan.

2 Literature Review

According to Lin and Chang (2009, pp. 10–3), confidentiality, integrity, and avail-
ability are thought to be the three elements of information security, called the three
principles of information security, and referred to as CIA. Abidance of the main
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principles can master the main points of information security. The universal goal of any
computer security policy is to protect the CIA of data stored in information system (Wu
2015); to put it more concretely, (1) confidentiality (2) integrity. (3) availability.
According to the ISO 27001 standard, a set of all-around information security man-
agement framework is provided (Jayawickrama 2006), which is widely used by
countries and enterprises around the world. At present, ISO 27001 has become the
common language of information security management (Humphreys 2008).

The responsibilities between the three defensive lines in IT risk management are
unclear; the problems are, as follows: placing particular stress on the independent ex
post IT risk review and audit, belittling advance risk warnings and control difficulties of
processes embedded in an event, as well as the real-time warning treatment, insuffi-
ciency in the construction of IT management and automation, lower manual or semi-
automatic risk review efficiency and business value, shortage of total involvement, etc.
(Ching 2013, p. 12). The purpose of this research is to discuss the informatization
security level of the banking industry in Taiwan, the opinions regarding information
risk, including the possible threat of information risk of the current and future banking
industry in Taiwan, and the relative protective strategies and measures adopted by this
industry, in order to understand the appropriateness in the formulation of information
security strategies for the banking industry in Taiwan (Fig. 1).

3 Implementation Procedures

The implementation of an information security plan has huge challenges, and must
consider many aspects, including encryption, application security, disaster recovery,
and other compliance issues. Enterprises must abide by many regulatory requirements,
such as, HIPAA, PCI DSS, and Sarbanes-Oxley. The security standards most com-
monly quoted by the industry are, as follows: (1) COBIT. (2) ISO 27001 series pro-
vides a wide scope of information security frameworks to be applied to all types and
sizes of enterprises. (3) NIST SP 800 series, collected large quantities of information
security standards and best practice documents. The American government uses
NIST SP 800-53 to follow the 200 requirements stipulated in FIPS. Enterprises can use
this channel program to comply with various kinds of regulations, such as HIPAA,
Sarbanes Oxley, PCI DSS, and GLBA (Fig. 2).

Commercial banks in Taiwan are required to implement strict information security
in all domestic industries, as transaction security and client’s personal data are valued
by competent authorities, and it is necessary to conform to the laws and regulations.
Therefore, regarding the issue of risk security guarantees; it is necessary to consider the
features of organizations, importance of the business, degree of impact and damage,
endurable reply time (acceptable down time), reply cost, and other factors, to formulate
and implement the emergency response measures of various businesses. Yang (2001)
put forward a diagram on the security control relationship of an information system,
where control items include: (1) division of functions and responsibilities in the
information department; (2) system development, program modification, and control;
(3) controlled system documents; (4) controlled data access and processing;
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(5) controlled data Input and Output; (6) controlled files and equipment; (7) controlled
System hardware and system software; (8) controlled recovery plan.

With the progress of automation and growth of business volume, banks gradually
pay more attention to information security in practice, as well as during the course of
the standardization of laws and regulations. In the infrastructure of implementing
information security, project blocks related to information security are summarized in a
diagram, and implemented one by one.

Risk sources place emphasis on the need for the formulation of an information
security strategy. Regarding the formulation of an information security strategy, many
scholars have put forward to assist organizations to establish a feasible information
security policy in a systematic manner. Generally speaking, the main factors influencing
an organization’s information security strategy come from four parts of the organiza-
tion’s information environment, including the information resources of the organiza-
tion’s internal environment, the organization’s features, the information technology
opportunities of external environments, and the organization’s industrial status.

Fig. 1. Informatiaon security architecture blueprint
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Regarding risk awareness and the application of technology standards, Rosen (2004)
thought that, while information technology effectively reduces the risks of the traditional
business of commercial banks, information technology in itself brings new risks for
commercial banks. Information System Audit and Control Association (COBIT) states
the implementation guidelines and audit standards, as based on the concept of IT
governance, and is oriented to IT governance in the course of IT construction. COBIT5
plays the role of a connecting link to ensure the consistency of enterprise operations and
IT strategy.

Risk refers to the uncertainty of issues influenced by internal and external factors
faced by organizations of all types and sizes during the process of achieving its goals,
including its degree of change and the possibility of accident occurrence. Based on the
main principles of ISO regarding management system standards and design, the
structure of ISO31000 also adopts the PDCA principle for continuous improvement,
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Fig. 2. Key fields for information security governance and management Source:
ISACACOBIT5
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including the two interactive cycles of Risk Management and Managing Risk.
According to the guideline principles, a risk management framework is designed to
carry out risk management (Huang 2010).

4 Conclusion

Obstacles still exist in the execution of information security. In accordance with
investigations conducted by various domestic industries, the Institute for Information
Industry considers incalculable ROI, insufficient expenditures, and shortage of pro-
fessionals as the three difficulties for the implementation of information security. Based
on incalculable ROI, insufficient expenditure, shortage of professionals, enterprises are
advised to consider adopting the model of outsourcing information security, as out-
sourcing can be used to reduce the establishment costs of information security, and to
solve the problem of the shortage of talent. In personnel training, enhancement of the
concept of information security is the most important, followed by the introduction of
technology.

As an expert in information security, Huang (2015) suggested that enterprises must
master 3 information security management principles: (1) data monitoring and big data
analysis, which are used to identify any abnormal behaviors hidden in normal flow, in
order to determine, in advance, the points that may suffer from hacker attacks, and to
repair them for the prevention of risks; (2) continuous education and advocacy of
information security is conducted among staffs; while a good information security
prevention mechanism cannot avoid intentional or unintentional leakages by internal
staffs; information security personnel should continue to learn and intensify their
cognition of information security attacks, and master the latest trends, in order that they
can know how to prevent security breaches; (3) increase the visibility of information
security incidents; invisibility of information security risks do not represent inexistence.
Enterprises can steadfastly implement the scope criteria, as stipulated by laws and
regulations, to achieve the goal of information security in spite of not introducing
international standards to assess information security risks.

This research only summarizes identified relevant research discussions and prac-
tices. Due to the limited length of this paper, there are many cross-domain projects or
technical issues which are not discussed, thus, future scholars are expected to share
more research achievements in order to rapidly develop information applications for a
safer digital society.
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Abstract. The user authentication scheme has been widely applied to verify the
users’ legality. In order to enhance the security, the smart card has widely used
in an authentication scheme. Recently, Liu et al. shown that some weaknesses
exist in Li et al.’s scheme. An efficient and secure user authentication scheme
with a smart card presented by them is more efficient and secure than other
schemes. However, the security issues of their scheme proposed by them also
exist, so we will demonstrate that their scheme is vulnerable to the replaying
attack.

Keywords: Password � Smart card � User authentication

1 Introduction

The user authentication scheme has been widely applied to verify the users’ legality.
Many password-based user authentication schemes have been proposed to verify the
remote users’ identification [1–16]. However, the password is easy to be exposed by
guessing attack. In order to enhance the security, the smart card has widely used in an
authentication scheme [18–30].

Recently, a robust smart-card-based remote user password authentication scheme
[5] was proposed by Chen et al. However, Li et al. pointed out some weaknesses (i.e.,
forward secrecy and wrong password login problem) in Chen et al.’s scheme [14]. Li
et al. also proposed an enhanced smart card based user authentication scheme [14].
However, Liu et al. shown that Li et al.’s scheme was unable to against the
man-in-the-middle and insider attacks [17]. An efficient and secure user authentication
scheme with a smart card proposed by them is more efficient and secure than other
schemes. However, the security issues of their scheme proposed by them also exist, so
we will exhibit that, their scheme is vulnerable to the replaying attack.

The rest of this paper is organized as follows. In Sect. 2, we briefly review Liu
et al.’s user authentication scheme. In Sect. 3, we analyze and show that some security
weaknesses in Liu et al.’ user authentication scheme. Finally, we present our conclu-
sions in Sect. 4.
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2 Review of Liu-Chang-Chang Scheme

In this section, Liu et al.’s user authentication scheme (Liu-Chang-Chang Scheme) with
a smart card [17] has been briefly reviewed. Liu-Chang-Chang’s user authentication
scheme has three participants: a user (U for short), a smart card (C for short), and a
server (S for short). The scheme is composed of four phases such as registration, login
phase, authentication phase, and e password change phase. The notations used in this
paper are listed in Table 1.

The Registration Phase: In this phase, the server S makes a smart card for a new
user (Ui). The smart card contains four parameters, {Bi, Ci, h(.), r}, where Bi = Ai ⊕ h
(r || PWi); Ai = h(IDi ⊕ x) || h(x); Ci = h(Ai || IDi || h(r || PWi)); h(.) denotes a
collision-free one-way hash function; r denotes a random number; IDi and PWi are
user’s identity and password, respectively. The registration phase is executed as
follows.

The Login Phase: In this phase, a user (Ui) wants to login the server via public
Internet. The login phase is executed as follows.

(1) The user Ui sends the login request parameters, IDi and PWi to the smart card.
(2) The smart card computes A’i and C’i as follows: A’I = Bi ⊕ h(r || PWi); C’I = h

(A’I || IDi || h(r || PWi)). Next, the smart card checks whether C’I is equal to Ci. If
C’I is equal to Ci, the smart card continues to execute Step 3, otherwise, the smart
card terminates this login request.

(3) The smart card computes Di and Ei as follows: Di = h(IDi ⊕ a); Ei = A’I ⊕
⊕ Tc, where Tc denotes the current timestamp of the smart card and a denotes a
random number.

(4) The smart card sends IDi, Di, Ei and Ti to the server S.

Table 1. The notations used in this paper

Notations Meaning

Ui The user i
IDi The identity of the user i
PWi The password of the user i
S The providing service server
X The server’s master secret key
Ti & Ts The timestamp of the user I and server, respectively
Sk The shared session key
h(.) A collision-free one-way hash function
⊕ An XOR operation
|| The message concatenation operation
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The Authentication Phase: Upon receiving the message, {IDi, Di, Ei, Tc}, from
User (Ui), the server S executes this authentication phase as follows.

(1) The server checks IDi format and the timestamp Tc whether or not in valid time. If
both conditions are not hold, the server S rejects the login request.

(2) The server computes Ai, a’, and Di’ as in Fig. 1. Next, the server checks D’I
whether equals to Di. If the equation is not hold, the server S rejects the login
request.

(3) The server randomly selects b and computes Fi and Gi as in Fig. 1. Next, the
server S sends {Fi, Gi, Ti} vis public channel to user Ui.

(4) The user Ui the timestamp Ts whether or not in valid time. If this condition is not
hold, the user terminates this session.

(5) The user computes b’and F’I. Next, the user checks F’I whether equals to Fi. If
this condition is true, the user Ui confirms the server S is legit.

(6) The server S and the user Ui compute the session key sk = h(a || b || h
(Ai ⊕ IDi)).

3 Cryptanalysis of Liu-Chang-Chang Scheme

In this section, it is demonstrated that the user authentication scheme proposed by
Liu-Chang-Chang’s [17] cannot resist the replaying attack when the hacker intercepts
{IDi, Di, Ei, Ti} between smart card and server S and {F, G, Ts} between user Ui and
server S. The first replaying attack is listed as follows.

Fig. 1. The authentication phase of Liu-Chang-Chang’s scheme
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Step 1. When the smart card sent the message, {IDi, Di, Ei, Ti}, to the server S in the
login phase, the hacker intercepts {IDi, Di, Ei, Ti} between smart card and
server S via public channel.

Step 2. The hacker computes a new E’I as follows:

E'I ¼ Ei� Ti� Th

¼ðA0I� a� TiÞ � Ti� Th

¼ A0I� a� Th

Here, Th denotes the timestamp of Hacker’s device. Next, the hacker sends the forged
message {IDi, Di, E’i, Th} to replace the intercepted {IDi, Di, Ei, Ti}.
Step 3. The server S will check successfully the equation in Steps (1) and (2) in the

authentication phase. Thus, the server will be deceived by the hacker
(Fig. 2).

The second replaying attack is similar to the first replaying attack. The attack listed
as follows.
Step 1. When the server S sent the message, {Fi, Gi, Ts}, to the user Ui in the

authentication phase, the hacker intercepts it between server S and user Ui
via public channel.

Step 2. The hacker computes a new G’i as follows:

G'i ¼ Gi� Ts� Th

¼ðAi� b� TsÞ � Ts� Th

¼ Ai� b� Th

The hacker sends the forgedmessage {Fi, G’i, Th} to replace the intercepted {Fi, Gi, Ts}.
Step 3. The user Ui will check successfully the equation in Steps (4) and (5) in the

authentication phase. Thus, the user Ui will be deceived by the hacker.

Fig. 2. The replaying attack when the hacker intercepts {IDi, Di, Ei, Ti}
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4 Conclusion

We have demonstrated that the user authentication scheme proposed Liu-Chang-Chang
[17] have a weakness. Their scheme cannot resist the replaying attack when the hacker
intercepts {IDi, Di, Ei, Ti} between smart card and server S and {F, G, Ts} between
user Ui and server S.
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Abstract. In recent times, Wei et al. proposed a secure smart card based on
remote user password authentication scheme. Their scheme is more secure than
other schemes. In this article, we will prove their scheme is vulnerable to
password guessing attack, privileged insider attack, and denial of service attack.
Furthermore, we will propose an improved scheme to eliminate the security
vulnerability.
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1 Introduction

One of the most commonly used solutions to protect in distributed network environ-
ments from illegal access is user authentication scheme [1, 2]. There are many
password-based authentication schemes proposed to verify user’s identification [3–9].
However, the password is easily exposed by guessing attacks. In order to enhance the
security, the smart card has widely used in an authentication scheme [10–17].

Recently, Chen et al. proposed a smart-card-based user authentication scheme [18].
However, Li et al. pointed out some weaknesses in Chen et al.’s scheme [19]. Li et al.
also proposed an enhanced smart card based on a user authentication scheme [19] to
resist the above flaws existing in Chen et al.’s scheme. However, Wei et al. showed that
Li et al.’s scheme is powerless against the off-line password guessing attack [20]. They
also proposed an efficient and secure smart card based remote user password authen-
tication scheme. Their scheme is more efficient and secure than other schemes.
However, we find the security of their scheme also exist. In this article, we will prove
their scheme is vulnerable to password guessing attack, privileged insider attack, and
denial of service attacks.

2 Review of Wei-Liu-Hu Scheme

In this section, we briefly review Wei et al.’s smart card based remote user password
authentication scheme (Wei-Liu-Hu Scheme) with smart cards [20]. There are three
participants in Wei-Liu-Hu’s user password authentication scheme: a user (U for short),
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a smart card (SC for short), and a server (SV for short). The scheme consists of four
phases, namely the initialization and registration phase, the login phase, the authenti-
cation phase, and the password change phase.

The initialization and registration phase: In this phase, the server SV makes a smart
card SC for a new user (Ui). The initial-ization and registration phase are executed as
follows.

(1) The user Ui chooses his/her identity IDi and password PWi and sends IDi and PWi

to the server SV.
(2) SV computes Ai = h(IDi ⊕ x) + h(IDi || PWi), where h(.) denotes a secure hash

function; x denotes a master secret key; p, q, x, and h(.) are selected by SV.
(3) SV sends the smart card SC to Ui. The smart card contains: {Ai, p, q, h(.)}.

The login phase: In this phase, a user (Ui) wants to login into the server SV to obtain
some service; the user first attaches his/her smart card to a device reader and inputs
his/her identity IDi and password PWi. The login phase is executed as follows:

(1) The user Ui sends the login request parameters, his/her identity IDi and password
PWi to the smart card SC.

(2) SC computes Bi, Di, Fi, Mi as follows: Bi = Ai − h(IDi || PWi) = h(x || IDi); Di = h
(IDi)

a mod p; Fi = Di + Bi; Mi = h(IDi || Fi || T1), where T1 denotes the current
timestamp of SC, and a denotes a random number selected by SC.

(3) SC sends {IDi, Fi, Mi, T1} to the server SV.

The authentication phase: Upon receiving the login request message {IDi, Fi, Mi, T1}
from User (Ui), the server SV executes this authentication phase as follows:

(1) The server SV checks whether IDi format and the timestamp T1 are correct or not.
If both of conditions hold, SV continuously authenticates the following steps.

(2) SV checks whether Mi’ = h(IDi || Fi || T1) is equal to Mi or not. If it does not hold,
the server SV rejects the login request. Otherwise, SV computes Vi and Ms as
follows: Vi = h(IDi)

b mod p and Ms = h(IDi || Di’ || Vi || Zi || Ts) where b is a
random number; Di’ = Fi – h(x || IDi) = h(IDi)

a mod p; Zi = (Di)
b mod p; Ts

denotes the current time of SV. Next, SV sends {IDi, Vi, Ms, Ts} to user Ui.
(3) The user Ui checks whether IDi and Ts are correct or not. If this condition hold, Ui

computes Zi = (Vi)
a mod p and checks whether Ms’ = h(IDi || Di || Vi || Zi’ || Ts) is

equal to Ms or not. If it does not hold, Ui terminates this session. Otherwise, Ui

computes Ri = h(IDi || Fi || Vi || Zi || T2) and sends {IDi, Ri, T2} to SV.
(4) SV checks whether IDi and T2 are correct or not. If this condition hold, the user

computes and checks whether Ri’ = h(IDi || Fi || Vi || Zi || T2) is equal to Ri or not.
If it does not hold, the user terminates this session. Otherwise, SV and Ui compute
the session key sk = h(IDi || Di || Vi || Zi).
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3 Cryptanalysis of Wei-Liu-Hu Scheme

In this section, we will analyze Wei-Liu-Hu’s user authentication scheme [20]. Wei
et al. claimed that their scheme is resistant to offline password guessing attacks, replay
attacks, impersonation attacks, parallel attacks, perfect forward secrecy, and
known-key security. Next, we show that Wei-Liu-Hu’s user password authentication
scheme is vulnerable to denial of service attacks, privileged insider attacks, and
password guessing attacks.

Denial of service attack: In Wei-Liu-Hu’s scheme, there are three parameters needed
to be checked for resisting the denial of service attacks.

(1) Both of the server and user check whether the user’s identity IDi is in correct
format in Steps 1 & 3 of the authentication phase.

(2) The server checks whether the timestamp T1 and T2 whether are in valid time in
Steps 1 and 4 of the authentication phase. The user checks whether the timestamp
Ts is in valid time in Step 3 of the authentication phase.

(3) The server checks whether the parameters Mi and Ri are equal to Mi’ and Ri’ or
not in Steps 2 and 4 of the authentication phase. The main function of Mi and Ri is
to avoid the transmission messages {IDi, Fi, Mi, T1} and {IDi, Ri, T2} in Step 3 of
the login phase and Step 3 of the authentication phase forged or replayed. Sim-
ilarly, the user checks whether the parameter Ms is equal to Ms’ or not in Step 3 of
the authentication phase. The main function of Ms is to avoid the transmission
message {IDi, Vi, Ms, Ts} in Step 2 of the authentication phase forged or replayed.

Next, we show that Wei-Liu-Hu’s scheme is vulnerable to the denial of service
attack. The adversary may send the modified login request message {IDi, Fi’, Mi’, T1’}
to a server, where Mi’ = h(IDi || Fi’ || T1’); T1’ is the current timestamp; Fi’ is any
number selected by the adversary. In this case, the modified message {IDi, Fi’, Mi’,
T1’} will be checked successfully by the server in Step 2 of the authentication phase.
Thus, the server will continually execute the other steps of the authentication phase.
The adversary can create or update the false information for login. The denial of service
attack might result from the more computation load the server performs.

Privileged insider attack: In a real world, many users have registered in many servers
for accessing different services and applications. For convenience of remembering
these passwords, it is a common practice that many users use the same passwords in
these servers. Thus, if the system manager or privileged insider of a server knows the
password of the user, he/she may try to impersonate the user by using the password. In
the initialization and registration phase of Wei-Liu-Hu’s scheme, the user sends his/her
identity IDi and password PWi to the server SV directly. Thus, the privileged insider
could get the user’s password. Therefore, Wei-Liu-Hu’s user password authentication
scheme is vulnerable to the privileged insider attack.

Password guessing attack: Suppose an adversary has stolen the user’s smart card. The
adversary may guess the user identity IDi’s password PWi, and then observes the
communication between the smart card and the server. If the password is not correct,
the user will terminate this session in Step 3 of the authentication phase. The adversary
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may guess the user’s password again and repeats to observe the communication
between the smart card and the server. When the password is guessed, the smart card
will perform all steps in the authentication phase. In other words, the adversary may
guess the user’s password and then observe whether the Step 4 of the authentication
phase is performed or not. Therefore, Wei-Liu-Hu’s user password authentication
scheme is vulnerable to the password guessing attack.

4 An Improvement of Wei-Liu-Hu’s Scheme

In this section, we will modify Wei-Liu-Hu’s user password authentication scheme to
resist the denial of service, privileged insider, and password guessing attacks.

4.1 Initialization and Registration Phase of the Improved Wei-Liu-Hu’s
Scheme

In this phase, the server SV makes a smart card SC for a new user (Ui). The smart card
SC contains four parameters, {Ai, p, q, h(.), r, Wi}, where Ai = h(IDi ⊕ x) + h(IDi || (h
(PWi) ⊕ r)); Wi = h(PWi || r); h(.) denotes a secure hash function (h(.): {0, 1}* !
Zp*); p and q are two large prime numbers such that p = 2q + 1; x denotes a master
secret key (x ε Zq*); r is a random number; IDi and PWi are user’s identity and
password, respectively. p, q, x, and h(.) are selected by the server SV. IDi, PWi, and r
are selected by the user Ui. The main difference between Wei-Liu-Hu’s scheme and the
improved scheme is that the password is not sent to the server directly. The user sends
{IDi and (h(PWi) ⊕ r)} to the server. The server does not know the random number r
and then is hard to guess the user’s password. Therefore, the improved Wei-Liu-Hu’s
scheme is resistant to the privileged insider attack.

4.2 The Login Phase of the Improved Wei-Liu-Hu’s Scheme

In this phase, a user (Ui) wants to login into the server SV for obtaining some services;
the user first attaches his/her smart card to a device reader and inputs his/her identity
IDi and password PWi. The login phase is executed as follows:

(1) The user Ui sends the login request parameters, his/her identity IDi and password
PWi to the smart card SC. SC computes Wi’ = h(PWi || r) and checks whether Wi’
is equal to Wi. If it holds, SC executes the next steps. If the user fails to verify IDi

and PWi for 3 times, the user will lock the smart card SC.
(2) SC computes Bi, Di, Fi, Mi as follows: Bi = Ai − h(IDi || h(PWi) || r) = h(x || IDi);

Di = h(IDi)
a mod p; Fi = Di + Bi; Mi = h(IDi || Fi || T1) ⊕ Bi, where T1 denotes

the current timestamp of SC and a denotes a random number.
(3) The smart card sends {IDi, Fi, Mi, T1} to the server SV.

The main difference in the login phase between Wei-Liu-Hu’s scheme and the
improved scheme is that the smart card checks the correct password. The adversary
only has three times to guess the user’s password in Step 2 of the login phase.
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Therefore, the improved Wei-Liu-Hu’s scheme is resistant to the password guessing
attack.

4.3 The Authentication Phase of the Improved Wei-Liu-Hu’s Scheme

Upon receiving the authentication request message {IDi, Fi, Mi, T1} from User (Ui), the
server SV executes this authentication phase as follows:

(1) The server checks whether IDi format and the timestamp T1 are in valid time or
not. If both of conditions hold, the server SV continuously authenticates the
following steps:

(2) The server checks whether Mi’ = h(IDi || Fi || T1) ⊕ h(x || IDi) is equal to Mi or
not. If it does not hold, the server SV rejects the login request.

The other steps are the same as the authentication phase of Wei-Liu-Hu’s scheme.
The main difference in the authentication phase between Wei-Liu-Hu’s scheme and the
improved scheme is that Mi = h(IDi || Fi || T1) ⊕ h(x || IDi) instead of h(IDi || Fi || T1).
The adversary does not know h(x || IDi). Therefore, the improved Wei-Liu-Hu’s
scheme is resistant to the denial of service attack.

5 Conclusion

In this article, we have shown that there are some weaknesses in Wei-Liu-Hu’s user
authentication scheme [20]. Their scheme cannot withstand the denial of service,
privileged insider and password guessing attacks. We also propose an improvement of
Wei-Liu-Hu’s user password authentication scheme to resist the above weaknesses.
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Abstract. With the flourishing enhancement of cloud computing technology,
the clouded graphical computation has been realized. It became a new mode of
cloud application to improve resource utilization rate and reduce users’ cost by
taking advantage of the GPU in the cloud for graphical computation. This paper
discusses the software design of the graphical cloud computing platform and the
method of platform construction, describes the advantages and disadvantages of
GPU virtual mode by taking the graphical cloud platform as an example, and
explores the utilization rate of cloud platform.

Keywords: Cloud computing � Virtual GPU � Graphical computation

1 Introduction

At present, with the development of 3D production and rendering software, the pro-
duction of 3D animations and games has became popular, instead of being only
monopolized by several large companies. However, with the improvement of
requirements on films and games by audiences and players, the requirements of
hardware producing 3D videos and games are improved gradually, which causes the
increase of proportion taken by costs which are put in to the hardware of animations
and games among the total production costs, so that many personal animation pro-
ducers with insufficient fund have to invest the limited fund for hardware, i.e. graphic
workstation. The high cost of hardware causes vast resource waste in animation and
game industries. On the other hand, with the flourishing development of cloud com-
puting, people naturally consider if graphic computation can be conducted in the cloud
to reduce the cost of graphical computation and improve the resource utilization rate. In
order to establish large-scale graphical computation workstation on the “cloud” and set
up multiple virtual machines which can realize graphical computation, users of com-
putation service is required to log in those virtual machines remotely and to carry out
graphical computation through them, which is commonly so-called graphical cloud
computing. It virtualizes single graphical workstations to plural virtual graphical
workstations with weak performance through virtualization software. When a user
needs to use the workstation, he logins the virtual graphical workstation through
software remotely and carries out graphical computation with the computing resources
established on the other end of network. Those remote graphical workstations are
known as “cloud”.
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Based on above reasons and integration with cloud computing technology, virtual
GPU technology, and VPN technology, the graphical cloud computing platform, which
is designed and applied in this paper, realizes graphical cloud computing by setting up
virtual machines on the graphical workstation, providing better graph and image
processing technology for virtual machines through the GPU technology, protecting the
“cloud” through VPN, and visiting virtual machines via VPN by using remote soft-
ware. In order to reduce users’ cost of graphical computation, increase resource uti-
lization rate and achieve the optimum results of “graphical cloud computing”.

2 Key Technologies

2.1 GPU Virtualization

Generally speaking, GPU virtualization enables many users to share the same GPU
hardware resource remotely by optimizing instruction set mechanism, namely, virtu-
alization based on GPU hardware. GPU virtualization can be realized only with the
coordination of both software and hardware:

Hardware: Support of underlying GPU hardware architecture is demanded with the
capacity of using a GPU separately according to different demands and operating
different applications on a GPU.

Software: Support of driver software is demanded to provide interaction between
applications and underlying hardware instructions, including division and allocation of
hardware environment, operation management and data extraction, etc.

Virtualization of GPU resources can be realized only on the basis of virtualization
of both hardware and software of GPU.

With the improvement of production process, the demand for GPU virtualization
has been generated, since excess of GPU resources has occurred to personal users;
however, professional GPU is too expensive to bear for some small enterprise users.
GPU virtualization can mollify that contradiction to a certain degree. The typical
applications of GPU virtualization include: Video coding and transcoding.

Each virtual GPU can complete a stream of video coding. After virtualization
mechanism, each GPU can process several streams of video coding, which largely
improves working efficiency on production and playing of video.

Remote rendering: The support of large-scale graphical processing software and
high-end graphical workstation platform is required for professional CG and art pro-
duction with high product cost. However, GPU virtualization mechanism can be
applied to provide virtual operating environment for medium and small producers,
which can realize product production with low cost. [1]

2.1.1 Soft 3D and vSGA vDGA
The diversified GPU virtualization methods include Soft 3D, virtual sharing graphics
accelerator (vSGA), and virtual dedicated graphics accelerator (vDGA). With different
working principles, they are pertinent to different situations.

Soft 3D allows the virtual machine (VM) in the host to simulate GPU with software
and physics card is not require, which cannot provide high processing performance, but
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a free alternative solution for applications which only need ordinary 3D graphical
processing capacity.

vSGA: For employees using lightweight 2D and 3D application programs, vSGA
allows client to use physical GPU which is installed on the server. It can divide GPU
into many different virtual adapters, and allocate image memory for each VM. Since
vSGA uses the same display driver program as Soft 3D, it can easily realize the
transition from software acceleration to hardware acceleration. For example, if the GPU
memory of server has ran out, other VMs will automatically select to use Soft 3D, in
order to prevent fault.

vDGA: Users who demand their graphical intensive applications can possess the
performance on individual workstations can use vDGA. It allows the client to visit
GPU directly, and use GPU directly during virtual desktop communication. However,
different from vSGA, vDGA does not share GPU. The processing capacity of GPU can
only satisfy a virtual desktop.

2.2 Virtual Private Network (VPN) Technology

VPN is used to establish dedicated network on public network for encrypted com-
munication; and it is widely applied to enterprise network. VPN gateway realizes
remote visit through encryption of data package and transition of the target address of
data package. With several classification methods, VPN is mostly classified according
to protocols. Besides, it can be realized through a lot of methods such as server,
hardware, and software. [3]

3 Platform Architecture

3.1 Network Architecture

Graphical cloud computing platform consists of 3 parts including: cloud server, net-
work connecting the client and the network and VPN server for safety guarantee, and
client software or thin client.

Users visit the VMs established in server after passing the certification of VPN
server by connecting VPN server through thin client or PC software, as shown in
Fig. 1.

            Cloud server

 Internet Thin clie

Thin clie

Fig. 1. Network architecture of cloud computing
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3.2 Cloud Platform Architecture

It establishes multiple virtual GPUs by the respective virtualization of all GPUs in
workstation through GPU virtualization manager in graphical workstation. Besides,
GPU virtualization is not equal to graphics card virtualization. Sometimes, a graphical
card will carry many GPUs; and during the virtualization process, it is GPUs equipped
for the graphics card but not the graphics card is virtualized. For example, if a graphics
card contains 4 GPUs and each of them can be virtualized as 3 GPUs, each graphical
workstation can provide remote graphical computation for 12 users at most, as shown
in Fig. 2.

4 Software Structure

Cloud computing platform needs to login VM establish in graphical workstation
through software by applying for user name and password through manager (this
username will be used when a VM is logged in through VPN), and selecting VM
performance required by the user, including: GPU, CPU, memory and storage space;
then starting the software, connecting the front-end VPN server through network, and
inputting the username and password applied before; after passing the VPN certifica-
tion, logging in the server; and then the software will start the VM established on the
server by the user directly through the username and password input before, and
display the interface of VM on the user’s PC desktop, as shown in Fig. 3. [4]

Monitoring and Management System 

GPU virtualization monitor

Graphics card Graphics card Graphics card

VPN server

Internet

Fig. 2. Graphical cloud computing platform architecture
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5 Conclusion

This paper introduces the fundamental conception of graphical cloud computing,
analyzes its required technologies, researches and obtains the network and architecture
of graphical cloud computing platform through GPU virtualization technology, ana-
lyzes its technological principles and operation flow and establishes a complete
graphical cloud computing system through innovative software system, which lays a
solid foundation for improving computing resources utilization rate and establishing an
efficient and high-end graphical computing system.

Input username and 
password

Input username and 
password

Login 

Start VM

Establish 

Start Quit

Fig. 3. PC software architecture
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Abstract. This paper describes DDoS attacks in SYN-Flood, ICMP-Flood,
NTP-Flood etc. Putting forward a comprehensive and effective traffic anomaly
detection algorithm, combining the exponentially weighted moving average
algorithm (EWMA), building an abnormal traffic monitoring system. Tianjin
Education metropolitan area network is considered as data source to the
experiment. To assess the capability of the detection system, we undertake the
experiments, and the result shows that the system can detect abnormal flow
effectively, and monitor network dynamically.
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1 Introduction

DDoS (Distributed Denial of Service) attacks in large data environment as the repre-
sentative of the large traffic attacks are gradually getting more attention [1]. In the three
key elements of the security information (“confidential” and “integrity” and “avail-
ability”) and DDoS targeting is “availability”, with the client/server model, an attacker
can built a cluster victim hosts composed by thousands of Puppet Master initiated by
malicious attacks in a short period of time.

Anuradha, S.G. ect has created a morphological change detection system for real
time traffic analysis [2]. Zhongshan University Haina Tang et al. realized a deployed
large-scale network real-time traffic analysis system [3] and analysed the characteristics
of user behavior by means of active data streams, IP packet size, the types of appli-
cations and other statistics [4]. In the massive data processing, Kafka (the represen-
tative of message oriented middleware) and HBase (the representative of the
non-relational distributed database) are more appropriate choice. Rick Hofstede in
the year of 2013 put forward the article of a real-time intrusion detection system based
on NetFlow and IPFIX [5]. The main drawback of this architecture system model is
that optimization of special hardware support must be used to security analysis module
in order to achieve the high-speed processing network link. Apparently, this program is
not suitable for large-scale deployment and not have a horizontal expansion capability.
In view of the above problems, this paper takes the corresponding measures, as follows.

1. The system uses Kafka and HBase as the basis selection. In addition, the platform has
a good scalability. Only increasing the number of physical machines, the upper layer
application can calmly deal with the input data with different orders and magnitudes.
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2. Based on the system architecture, a design scheme of network security of big data
computing platform is putting forward, which is based on the open source of big
data technology. The traffic monitoring system can realize the detection and iden-
tification of multiple types of DDoS attacks from load index of real-time network,
the abnormal fluctuation of traffic flow, and the discrimination of attack types.

2 Construction of Abnormal Traffic Monitoring Platform

Logical view of the platform, data warehouse [6] module as data flow core of the
system (acquisition, transmission and storage), the role of the system is not for the data
storage system and innovation to break the tight coupling between the data producer
and consumer. Another core component is the resource management, it owned by each
of the physical computer memory and CPU is abstracted into computing resources can
be used for the upper layer of the caller, the full integration of first come first serve
(FCFS), priority algorithm, fair algorithm, different scheduling strategies [7] in
response to the cluster users’ resource request. Computing layer undertakes all data
processing. At the same time, this paper will incorporate off-line and real-time com-
puting framework, computational framework and distributed machine learning [8]
system into the platform architecture. Data processing is the most important part of the
overall system structure as shown in Fig. 1. The data processing procedure is shown in
Fig. 2:
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3 Abnormal Traffic Monitoring Algorithm

3.1 Exponentially Weighted Moving Average

Exponentially Weighted Moving Average algorithm (EWMA) [9] is a commonly used
sequence data processing algorithm, the algorithm exponentially in accordance with
numerical weights, higher weights near the current point in data, away from the current
data with smaller weights, the core idea of EWMA algorithm is to calculate the esti-
mation of current value before estimation of value and the current moment. The fol-
lowing formula can be obtain by applying EWMA to abnormal traffic detection:

�xt ¼ a� xt þð1� aÞ � �xt�1 ð1Þ

et ¼ xt � �xt ð2Þ

�x respects the weighted average of t moments, xt represent the measured value of
the t time, a ¼ 2=ðN þ 1Þ and a less than 1. In order to calculate the weighted average
value of t in the current time, the data of the past 2 h are brought into account, this
paper makes the weight factor of the parameter N = 120. Formula 2 is mainly used to
calculate the t moments of the estimated error. After getting the weighted average and
the estimated error, we can calculate the upper bound of the real-time load index in the
current time:

Tupper;t ¼ xt þmaxðc � re;t;MminÞ ð3Þ

The parameter re;t represents the standard deviation of all the time values before the
introduction of a constant value to avoid the value to be too small. By comparing the
actual measured value xt and the upper limit value of its variation Tupper;t, we can
identify whether the current t network flow is abnormal jump. As can be seen from the
above process, this paper only considers the limit of the load index Tupper;t and not
discuss the lower limit of the index. As a typical traffic network attacks, during DDoS
attacks time, that will produce instantaneous high flow. A network connection request
through a router into the victim host segments, which makes the router create a large
number of NetFlow records in the short term, causing sharp fluctuations in the record
creation num, PPS and other key indicators. So we only need to calculate the index
changes of upper bound can be achieved for large scale DDoS attack detection.
Compared to other complex traffic anomaly detection algorithm, this network real-time
load index for object detection algorithm has better real-time computing attribute,
which makes the large-scale network environment to achieve real-time detection of
DDoS traffic network attacks.

3.2 Implementation of Traffic Anomaly Location Algorithm

Exponentially weighted moving average algorithm can help the system to find
abnormal changes in network load index, but network anomaly is not enough, taking
the premise of effective measures is a specific type of clear network attack. So on the
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basis of the above, in this paper, the realization of the attack recognition module based
on predefined rules. The module contains a number of detection rules, which can be
achieved on the identification of seven common types of DDoS attacks (Connection
Flood, Stream Flood, SYN Flood, ACK Flood, UDP Flood, ICMP Flood, NTP Flood).

SYN attacker in the attacking process deliberately not complete the three-way
handshake, the victim host waiting in the three times handshake state (the previous
allocation of resources will continue to be occupied), according to the TCP protocol
until timeout after the victim host to release resources. Test rules are shown in Fig. 3.

4 Experiment

4.1 System Throughput

The testing process of the system of the distributed cluster environment consists of four
computers, the Hadoop distributed file system (HDFS) is composed by four nodes. The
Tianjin Education metropolitan area network in 2015 December 13 00:00:00 to 2015
December 13 23:59:59 NetFlow data were completed storage down, the data set as an
input source, pressure testing of NetFlow real-time processing module. This test data
used in this paper consists of 52835120 NetFlow, covering Tianjin Education
metropolitan area network the C class segment.

In this paper, we start up with 4 Worker nodes in the Storm cluster, and run a
Worker instance on each computer. Spout and Bolt on the Executor (thread). Testing
process, processing of the 24 h Netflow data last for a total of 29 min and 55 s (from
7:39:30 December 16, 2015 to 8:09:25 December 16, 2015). Initialization phase

begin

Flow record

TCP flag is S

Belong to the new time 
window

Update syn _sender _counter
And syn _receiver _counter cach

end

The value of IP above threshold  in 
Syn_sender _counter or 
Syn_reciever _counter

The value of 
Syn_sender _counter or 
Syn_reciever _counter

violent fluctuation

Find and output the attacker in 
the cache IP or the victim IP

Empty the cache

NO

YES

YES

NO

NO

NO

YES

YES

Fig. 3. The recognition rule of SYN-flood attack
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(Introduction) and end stage (8:09:00), the average throughput of real-time traffic
monitoring system is per minute 1650067 a NetFlow records, the fastest processing
speed (1782258 records), and the slowest (1405952 records) stage of occurred sepa-
rately in the nine time window and the 21st time window. By viewing the record storm
system logs, the author found that, the host is responsible for data transmission of netty
client process in 7:57. As a result, the upstream Kafka-Spout sent to the part of the
instance of the host computer worker data loss, and throughput of the system affected.
Supervisors who in charge of monitor the host status detected the event immediately
attempt to restart the netty client. Kafka-Spout using ACK timeout monitoring
mechanism to perceive the data lost after the data replay, in this way, the Supervisor
and Spout of the common collaboration system eventually recovered the normal
operation. It can be seen from the graph that Storm has stronger fault tolerance, which
can achieve error recovery in a relatively short time. The system throughput curve in
minutes is shown in Fig. 4.

4.2 Validity Verification of DDoS Attack Detection Module

This paper evaluates the detection capability of the system based on the NSFOCUS anti
denial of service System (NSFOCUS Anti-DDoS). The attack events recorded by
ADS NSFOCUS mainly include the time stamp, the attack type, the source IP, the
destination IP and other information.

Since the attack ADS log mainly contains Connection-Flood, ICMP-Flood,
Stream-Flood, SYN-Flood, UDP-Flood. So the analysis work only focus on the five
types of attacks. After the compression of the NSFOCUS ADS log from December 24,
2015 to December 29, 2015, the number of attacks on various types of DDoS is shown
in Table 1.

As it can be seen that, ICMP flood attacks and SYN flood attacks are the largest
among all the DDoS attacks against the Tianjin University of Technology in the two
kinds of attacks, reaching 80 %. The other three attacks are relatively few and will not
be violent.

DDoS detection system processes the Netflow data and the system’s detection
results and validation data sets were comprised and analyzed. The detection accuracy is
shown in Table 2.

Fig. 4. Minute system throughput
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5 Summarize

In this paper, a DDoS attack detection algorithm is proposed for Netflow data, which is
composed of a number of weighted moving average (EWMA) algorithm. EWMA
algorithm core idea is the previous moment estimation value and the current obser-
vation value to calculate the estimated value. The paper implements a real-time traffic
monitoring system for Tianjin education metropolitan area network. The experimental
results effectively detect abnormal flow, and monitoring network dynamically. But
there are still some problems remain to be solved: according to dynamic interactive
visualization, multiple data association analysis should be further researched.
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Abstract. In order to improve the efficiency of virtualization of data center and to
reduce the cost of computation migration, this paper studies all kinds of virtual-
ization solutions and migration strategies to make a comprehensive comparison
and propose a kind of p-order autoregressive prediction model. This model can
plan the three important indicators as a whole, namely: CPU, memory and net-
work bandwidth, so as to make comprehensive optimization for virtual system
computationmigration, which can design a virtualization plan for data center, thus
this plan can be effective for data center storage system’s upgrading, which also
can improve the utilization rate of CPU, memory as well as network bandwidth
token the data center of transportation department of Guizhou province as an
example, the feasibility and effectiveness of the proposed scheme can be proved.

Keywords: Virtualization � Data center � Server migration � Data recovery �
Resource scheduling strategy

1 Introduction

Guizhou province is a severe geological disaster area, which mostly affected by i
earthquake. In order to ensure the efficient scheduling of the transportation of province
highway and waterway in the event of natural disasters, the transportation department of
Guizhou province (hereinafter shorted for “the department of province”), the con-
struction of the emergency command system is constantly advancing, with the appli-
cation of many industries, while the information security system is going to put into
practical operation, the number of data center management application system of the
department of the province is increasing, with the increasing application each will
purchase one or more servers as the routine method, which will make the number of
servers to increase rapidly with the construction of service system, which will eventually
lead to a sharp rise in the information infrastructure construction as well as in the cost of
operation, all of which will have higher requirement on the reasonable allocation and
effective application of provincial data center’s information infrastructure as well as the
resource of the server.
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At present, the emergency command center construction of the provincial depart-
ment has been completed, the schedule of moving the provincial data center to the
emergency command center building is imminent, how to complete the movement with
many servers without interrupting the service application from the provincial data center
to the command center smoothly, how to intensify the integration of the existing server
resources and improve the utilization efficiency of the whole server system, so as to save
the cost of running the system during the migration process, at the same time, building
up the computer center for the data center with low-carbon energy so as to become a
green data center, moreover, based on the above basis, planning and constructing IT
infrastructure construction with good adaptability, which should be easier to be expand,
safe and stable has become a pressing danger for the provincial data center.

2 Analysis on Present Situation

There are many problems that exist in the provincial data center. At present, the number
of all kinds of application servers that are in the charge of the provincial information
center has reached to 76. Among them, the number of CPU whose cores are more than
32 is 2, the number whose cores are more than 16 is 10; the number whose size of
memory is above 16G is 18, while the number of the memory size that is more than 8G
is relatively less; the size of disk is basically wandering among 800G, all of which can
indict that huge difference in the allocation of the existing center server. There are more
lagging equipment that are soon to be obsoleted.

Since the scope of transportation information system continues to enhance and the
information service is gradually advanced, the existing equipment of provincial data
center is bound to withstand the tremendous pressure, the quantity of the servers that
need management and guarantee will be more and more, which will bring series of
problems to the normal operation and maintenance of the whole transportation infor-
mation system: (1) The utilization rate of the existing resource is low, the phenomenon
of wasting exists, besides the energy consumption is large; (2) The number of servers
has increased sharply, resulting in the increase of management cost, refrigeration cost
as well as energy consumption cost; (3) The stability of the system is poor, downtime
may occur at any time.

3 Technology Strategy for Virtualization and Data Migration

3.1 The Main Researching Contents Are as Follows

(1) Analyzing the existing problems as well as the current construction situation of
host computer hardware resources and application system of provincial data
center.

(2) Making comparative analysis on the current mainstream technology of virtual
commercial products, offering main performance indicators, the functional
requirements, the application scope, as well as its advantages and disadvantages.

214 W. Jiang et al.



(3) Making research and analysis on virtualization technology so as to integrate the
general idea of storage resources of host computer in the provincial data center,
the principle of implementation, the structure of system as well as the content of
construction.

(4) Combined with the specific operation of the provincial data center host storage
hardware resources and business system, proposing the resource virtualization
integration of host computer storage resources and the concrete execution mode of
dynamic migration, construction steps and working content, so as to put forward
the practical and feasible construction (contrast) scheme in different stages.

(5) Making analysis on the benefit after the implementation of the scheme.

3.2 The Backup and Recovery of Sever

VMware Consolidated Backup can provide a simple virtual machine backup solution,
which can be used together with the third-party backup agent software provided by the
separate backup proxy server (not the server of the running ESX Sever) installed an
agent inside the virtual machine. It can manage the virtual machine centrally through
the proxy server backup, by providing support for Fiber Channel SAN, eliminating the
need to back up the communication on the network, which can be allow to recover the
individual files and directories through providing the file-level integration and incre-
mental backups, so as to allow recover, the entire virtual machine image in the event of
a catastrophic failure by providing image-level backup, so as to provide a highly
flexible backup and restore functionality. When the backup is performed, Consolidated
Backup can make virtual machine be stored in the SAN storage, then mounting the
virtual machine snapshot from SAN to the local directory on the backup proxy server
(namely, backup for the virtual machine’s file-level of Microsoft Windows), or
exporting the snapshot from the virtual machines to the backup proxy server (namely,
backup for virtual machine image), finally, the backup software can remove the virtual
machine snapshot from the backup proxy server of virtual machine and exit the
snapshot mode. Besides, the changes can be submit to the backup disk or tape when the
computer is in the snapshot mode.

3.3 The Migration of Server

vSphere vMotion can realize the migration of the running virtual machines from one
physical server to another physical server in the case of zero downtime and continu-
ously available service, which also can guarantee the integrity of the transaction.

With the aid of the real-time migration function of vSphere, it can move the whole
running virtual machine from one physical server to another without stopping machine.
And the virtual machine can keep its network identity and connection, so as to ensure
the realization of the seamless migration process. Through high-speed network trans-
mission, the memory of activity and the precise execution state of the virtual machine
can be transmitted, so that the virtual machine can run from the running source vSphere
host computer to the target vSphere host computer. vSphere vMotion can realize the
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migration of the running virtual machines from one physical server to another physical
server in the case of zero downtime and continuously available service, which also can
guarantee the integrity of the transaction. And its application migration process can be
shown in Fig. 1. Besides, both BT-MPA and SE-MMA algorithm can improve the
efficiency of deployment and migration effect.

3.4 The Autoregressive Prediction Mode AR(p) of P-Order

ARðpÞ is one of the most common algorithms based on time series prediction algo-
rithms, which is based on the observed value of time series to predict the parameters
shown as follows:

ŷt ¼ u1yt�1 þu2yt�2 þ � � � þupyt�p þ e

Among them, ŷt is the current predictive value, which is the random variable as its
own past observation value yt�1; yt�2; . . . in the same sequence at different time, p is
the order of the model, e is the noise.

Reconstruction of the mean value of the sample sequence XðjÞ ¼ 1
n

Pn
i¼1

XðiÞ.
The memory takes 5S as the cycle period to take sampling, the cycle of adopting of

CPU is 1 s.
Setting vc, vm, vw as the integration of server of CPU, memory and network

bandwidth, selecting v as the target node pool. v ¼ vc \ vm \ vw.
Combined with weight ki, calculating the comprehensive weight Wj

Wj ¼ k1w1 þ k2w2 þ k3w3

Then the forwarding probability of each node is: pj ¼ WjPn
n¼1

Wj
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Fig. 1. The principal of migration of server based on vSphere vMotion
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4 Experiment Simulation

On the server cluster with 15 physical host computers, the virtual machine can carry out
multiple experiments by using the non-load balancing strategy, the migration
scheduling strategy based on the threshold equilibrium strategy and the prediction
strategy. Having statistics on the host CPU and memory utilization rate, so as to
compare the cluster load balancing effect under three situations. CPU utilization rate
and memory utilization rate is shown in Figs. 2 and 3.

From the chart we can analyse, the resource utilization rate of each host computer is
not balanced under the non-load balancing strategy, the utilization rate of some host

Fig. 2. Comparison chart of CPU utilization rate

Fig. 3. Comparison chart of memory utilization rate
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computer is higher, while the utilization rate of others is very low, which can result in
the low quality of service, with serious waste of resources. The effect of the strategy
based on the threshold equilibrium is slightly better, among them, the effect of the load
balancing strategy based on ARðpÞ prediction is the best, which can improve the service
quality of the system and make full use of system’s resources.

5 Summary

In this paper, the authors analyzes and research on present situation of the construction
of the existing server hardware resources as well as the existing problems of the
provincial data center, making comparison and analysis on the current mainstream
industry virtual technology products, making research and analysis on using virtual-
ization technology integration department of data center, with the general idea of storage
resources of host computer, the principle of implementation, the structure of system as
well as the content of construction, proposing the resource virtualization integration of
host storage and the concrete execution mode of dynamic migration, construction steps
and working content, so as to provide the practical construction scheme of the stage,
which has great practical significance and theoretical instruction value.
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Dongguan Polytechnic (ZHENG201607, ZXHQ201505), and by the project of science and
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Abstract. In view of the EMU products have the huge amounts of data from
different manufacturing information system. In the design, manufacture, oper-
ation and maintenance processes of the whole life cycle. Traditional tools and
method cannot complete the data management tasks with huge data due to its
defects. In this paper we introduce the k-means algorithm based on MapReduce
parallel programming model, which can enhance the data processing and data
mining efficiency. Experiments on the Hadoop cluster shows that the proposed
algorithm is feasible, stable and efficient.

Keywords: The whole life cycle � K-means � Big data � MapReduce � Data
mining

1 Introduction

With the rapid expansion of sensor, network and information technologies [1, 2], all
kinds of intelligent terminal, information management system have rapid promotion
and application in large complex equipment manufacturing enterprise. Behind the
current enterprise of information processing level and the growth of the contradiction
between the huge amounts of data that will be more and more obvious. While, for the
vast amounts of data, traditional database management systems reflect the low data
performance analysis, the lack of advanced data mining methods and other defects
which impact the EMU manufacturers which transform from digital to intelligence.

Clustering analysis [3] is widely used as a data mining algorithm which can be
acquired at a high processing efficiency in the global scope of distribution and grad-
ually applied to the intelligent manufactures and others fields [4]. Many researchers use
clustering analysis as a core algorithm to deal with problems such as data mining and
data processing [5–7]. On the basis of above, this paper applies the k-means algorithm
based on MapReduce Parallel Programming Model to analyze and research the massive
data of the whole life cycle of EMU. The study has a certain reference value to the
application of large data processing and data mining on cloud platform in theory.
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2 Related Technology

2.1 Hadoop

Hadoop is an open source project of the Apache software foundation. It supports
different hardware architecture for distribution storage and parallel computing so that it
can provide the high reliability for the application and the high mobility for data. The
entire platform includes Hadoop kernel, HDFS (Hadoop distributed file system),
MapReduce [8] parallel computing framework and some related open source projects,
such as Hive data warehouse infrastructure, HBase non-relational distributed database,
etc.

2.2 MapReduce

Google’s MapReduce proposed a simplified and efficient distributed programming
model and it is used to handle large amounts of data distributed computation. The main
idea of MapReduce model is to calculate the process data, is divided into two phases:
Map and Reduce phase stage. The two phases are used function mapper() and reducer
(). In the Map stage, the raw data is input mapper () filter and convert the intermediate
data acquired in the Reduce stage as a reducer () input through reducer () is processed
to obtain the final results.

2.3 k-means Algorithm

k-means algorithm [9] is a classical algorithm of cluster analysis, it generally uses the
Euclidean distance as the evaluation index for the similarity degree of two sample.
According to the distance of each sample in the data sets to the center of the k and make
it to the smallest distance class, then calculate the all average of the samples in each
class, update each class center, until it is stable at the minimum square error criterion
function.

Assume object SET M = {v1, v2, ���, vn}, vi = {vi1, vi2, ���, vit}, the computational
formula for Euclidean distance between Sample vi and Sample vj is following:

d vi; vj
� � ¼ vi1 ¼ vi2ð Þ2 þ vi2 � vj2

� �2 þ . . .þ vin � vjn
� �2h i

ð1Þ

The Rule of square error function is:

IC ¼
Xk

i¼1

Xti

j¼1
vj � nj

�� ��2 ð2Þ

In this formula, k is the number of clustering, ti is the number of samples in the NO.
I class, ni is the average of samples in the NO. I class.
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3 The Overall Structure and Workflow

3.1 The Architecture for Massive Data of the Whole Life Cycle of EMU

This system, which is mainly composed of PDM and the simulation system as the core
of innovation platform; ERP, the supply chain management and the knowledge man-
agement system as the core management platform; MRO system as the core of oper-
ational platform; MES, quality management and digital manufacturing as the core of
intelligent manufacturing platform of these four parts. The fact is all the different
platform system function are mostly focused on a certain stage of the whole life cycle
of products which related to sui generis, independent design and the implementation,
all the data type of each system whose format and produce mode is not the same. The
main idea of constructing EMU data management system solution is that the system
extracts the data of PDM, ERP, MES and MRO business system to the integrated
platform which implement the unity of the whole life cycle data management based on
big data technology. Framework diagram is shown in Fig. 1.

3.2 Analyze Massive Data of EMU PLA Based K-Means Algorithm

In this part, we take the production data as an example, use k-means data mining
algorithm to achieve massive data analysis [6].

(I) Choose the initial clustering center
A density-based method is used to choose the initial clustering center, the smaller

the Euclidean distance is, the similarity is bigger between the data object. If data object
in the more data object area become more and the distance is smaller, that means the
object data has big density which can well reflect the characteristics of the data
distribution.

Fig. 1. System Frame
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According to the formula (1) to calculate the distance between two objects d(vi, vj).
Assume the average distance in all objects:

AveDisðMÞ ¼ 1
nðn� 1Þ

X
d vi; vj
� � ð3Þ

The density of Object vi:

DenðviÞ ¼
Xn

j¼1
uAveDisðMÞ � d vi; vj

� �� �
ð4Þ

Density sets:

D = Denðv1Þ; ðv2Þ; . . .; ðv3Þf g: ð5Þ

According to max min d yi;O1ð Þð Þ;min d yi;O2ð Þð Þ; . . .;min d yi;On�1ð Þð Þð Þ. to get the
required clustering center (yi follow the density of object which meet the compare set.

(II) Data Analysis
Use minimum the distance of object to get the best clustering.
At first, the product data are stored in the form of line data sets in a distributed file

system, task manager by the above k-means algorithm to choose the number k of
clustering and initialization, and then send them to execute Map objection. Then, the
Map function record every data set by sent and get the Euclidean distance which
calculate the center of Euclidean distance and k, record the center of the smallest
distance. The Map function to generate and output intermediate results defined as set
<smallDistance,info>, smallDistance means the cluster of the identity of the user
belongs to and the info including property, product date, purpose and other informa-
tion. Partition function will hash the intermediate result and split into different parti-
tions which assigned to specify the Reduce function. Assigned the Reduce task node
from the corresponding Map task reads the intermediate results according to sort data,
makes the data together with the same smallDistance node which traversal sequence
after the middle of the data and list to Reduce function which according to the list
values, then calculate with the same vector data and update smallDistance corre-
sponding to the center of the cluster. The work should be repeated until the square error
criterion function is stable at the minimum then respectively output the data of clusters.
Finally, Map Function scan the input data to get middle result, then Reduce mission
read every middle result and merge this data into ordered datasets.

4 Experiment

This demonstration system is deployed on CRRC QINGDAO SIFANG CO., LTD
servers, databases, network and other basic platform. The experimental data come from
product data in EMU production line and assembly shop.

The cluster building unified used Hadoop2.0 version and the operating system for
the Red Hat Linux, which are deployed in 12 xeonE52600 server, including one for the
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NameNode, 10 servers for DateNote, and one for the client to the server which are
named as master, slave0, slave1, slave2, slave3, slave4, slave5 and client can support 8
Map and 8 Reduce mission. Compare the solo server running k-means algorithm with
MapReduce programming model k-means, statistics the time-consuming with same
work and the test is show in Table 1.

Experimental tests show when faced with massive amounts of data, the MapReduce
programming model k-means algorithm is more suitable.

5 Conclusion

This paper analyze and research the k-means algorithm based on MapReduce Parallel
Programming Model used in the Hadoop platform and put forward the big data
technology application in manufacturing industry. It can practically achieve the
exploration and research for big data processing in Enterprises and related departments
under the cloud platform.

Acknowledgements. Supported by National High Technology Research and Development
Program of China (2015AA043701).
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Abstract. In recent years as the internet applications e.g. e-business, web
browsing, video website, and social network etc. prevail, data increase at an
unprecedented rate. Cloud computing plays an significant role in the big-data
era. However, most cloud storage platforms, e.g. SWIFT of OpenStack, aims at
optimizing large files performance. Small files with average size less than
15 KB severely hurdles the storage performance. In this paper a framework,
namely Correlation-Merge, is proposed to optimize the storage performance of
small files in cloud. An optimization layer, namely SFAL (small files additional
layer) between Object Server and file system is introduced. Experimental results
show that the optimization approach acquires satisfactory efficacy.

Keywords: Cloud computing � Small files � Storage optimization � SWIFT

1 Introduction

As internet applications prevail, such as E-business, Internet Browsing, Video Website
and Social Network etc., the amount of data increase at an unprecedented rate. Gen-
erally a file with size less than 1 M is regarded as a small file. In big data era, the
amount of small files takes a prior dominance. IDC estimates that global data increase
at a rate of 58 % per year, meaning that data in the year 2020 will reach 40 ZB, which
is 44 times of year 2010 [1]. At that time, one-third of global data is stored in the cloud,
and small files such as data, image and audio with an average size of 15 KB, take a
prior dominance. For example, nowadays over twenty billion images with an average
size of 15 KB are stored in TaoBao e-business platform, while over sixty billion small
images are processed in FaceBook and over four thumbnails are generated for each
video in Youtube.

However, the distributed and cloud storage platform, e.g. GFS [2], HDFS, and the
SWIFT of the OpenStack Object storage, optimizes the performance of large files [3],
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consequently the large amount of small files incurs a great performance overhead in big
data era [4]. In essence, the local file system such as EXT and XFS, are specifically
designed to optimize the storage performance for large files, so the random read and
write operations for large amount of small files will incur a great overhead.

In this paper Correlation-Merge framework is proposed to optimize the storage
performance of small files in cloud platform. In the proposed framework, a SFAL
(small files additional layer) layer is introduced to optimize the storage performance of
small files by merging related small files into a large file. Then the number of files is
decreased. To this end the correlation between a workload and related small files is
essential, so an algorithm is elaborately designed and multiple logical small files are
mapped into one large physical file. The random small files access is transformed into
sequential access, optimizing the file access I/O and read/write performance [5].

2 Design and Implementation of Correlation-Merge

2.1 Correlation-Merge Framework

The principal idea of storage performance optimization for small files is to find the
correlations of small files and then related small files are merged into a large file. The
overall architecture of Correlation-Merge framework is depicted in Fig. 1. An opti-
mization layer, namely SFAL (small files additional layer) is introduced into the
OpenStack platform, lying between Object Server and the underlying OS file system.
The correlation of a workload between related small files is modeled by an elaborately
designed algorithm, and an indexing service is implemented to manage the mapping
between related small files and the physical large file.

 Storage Node
Optimize Layer

Client

Proxy Server

Object Server

Optimize 
Layer

XFS

Data

SF_Server

SF_DelServer

SF_Analysis

SF_Index

SF_Buffer

SF_ConCache

Fig. 1. The Correlation-Merge framework for small files storage performance optimization. An
optimized Layer is introduced, including the following components.
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The SFAL optimization layer includes the following components, such as the
indexing service SF_Index, buffering service SF_Buffer, small files deletion service
SF_DelServer, files prefetcher SF_ConCache, and correlation modeling service
SF_Analysis. In the Correlation-Merge framework the small files are combined and
optimized, whilst the large files are processed in the original manner. The correlation
between a workload and related small files is analyzed and multiple logical small files
are mapped into one large physical file. This transforms the random multiple small
access into a sequential access, thus optimizing the file access I/O and read/write
performance.

The data structure of indexing service SF_Index is depicted in Fig. 2. The sflag
designates if a file is a small file or a normal file, the Bflag indicates the buffering status,
cflag represents the correlation between small files, blockID is the block identification
of the resulting merged of large file, and the offset depicts the corresponding offset in
the merged file. In addition, some other information is needed by the SF_Index service
as well, such as the Metadata length, the Datalength, etc. For the SF_Index, the
HashTable is used for indexing by using in memory computing [6]. In case of an
update, the modified item is saved into a log file, and then it is serialized at a specified
time interval. When the indexing service restarts, it is initialized by loading the seri-
alized snapshot.

SF_Buffer is the buffering optimization of small files. Small files are saved in a
buffer. When the buffer is full, it is serialized by using corresponding bitmap ID as a
normal block. Through a preliminary experiment, 8 MB is adopted as the buffer size of
SF_Buffer. A larger size has modest effect to improve the indexing performance.

SF_DelServer service is in charge of merge file deletion, in the case of a lighter
load of the SWIFT storage. The following information is recoded into log file,
including BlockID, Offset, and Length etc. By using the SF_DelServer service, the
merged file is split into multiple small files according to the log again.

SF_ConCache is the caching mechanism for small files read performance opti-
mization. In the case of a miss, the resulting merged large file is cached. A naive
replacement algorithm is designed, where the number of hits is acompanied for each
file. And a metric is defined, as the ratio of the number of hits to the size of file, namely
Evictbit, which is used for SF_ConCache replacement. This means that when the
Evictbit metric is less a threshold, the small file is marked as low correlated and
evicted.

Small file
Small 
file

sflag bflag cflag Block ID Offset
Metadata

length
Data length

Fig. 2. The metadata of small files index.
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SF_Analysis is the vital service, which is used for small files correlation modeling
for a specific application. The access correlation between small files is abstracted for a
specific application [7], which is used for large file merging. The detailed algorithm is
described in the next section.

2.2 Correlation Analysis Algorithm

In a specific time interval, the small files that are accessed frequently are named after a
workload correlated files [8]. SF_Analysis is one of the most important services to
model small files correlations for a specific workload dynamically, and an algorithm is
designed. It is a necessity for small files.

In this paper, a modeling algorithm similar to clustering is designed. First, a triple
tuple is defined as follows: (userID, file name, timestamp). The number of accesses of a
file is used as dimensionality, so the euclidean distance between two files is used as a
metric to quantitatively describe their correlations. Then, the modeling of a correlation
between small files is transformed into the clustering problem in a multi-dimensional
space. Owing to the difference of time stamps of small files, a calibration algorithm is a
necessity as well.

The number of accesses of a file is used as its dimensionality. First, a metric namely
Distance is defined to designate the euclidean distance between two nodes. Second,
another metric namely Entropy is defined as the ratio of dimensionality of node tNode
to that of central node cNode. The fact that related files cannot be accessed simulta-
neously leads to a non-negligible error. Accordingly, a calibration algorithm is a
necessity to adjust the euclidean distance of each node [9]. By aligning the timestamp,
the algorithm makes the proposed Correlation Analysis Method conforms to the facts.

Above all, by applying the proposed Correlation Analysis method, the correlation
between small files under a specific workload is dynamically sought out. This is of
great importance to small files merging and read performance optimizations. Related
small files are packed into a single file block with an updated index, together with the
SF_ConCache caching the read performance is improved.

3 Experimental Results

3.1 Evaluation Method

To validate the feasibility of the proposed Correlation-Merge framework, a prototype
based on SWIFT of OpenStack is implemented. The experimental environment is
depicted in Table 1, including a proxy server, three storage nodes, and a benchmark node.

Account server, container server and an object server are deployed on the storage
nodes respectively. In present work, COSBench [10] is adopted as workloads. COS-
Bench is an opensource benchmark, targeting distributed object storage developed by
Intel.

In present work, a file with size larger than 1 M is regarded as a large file. For small
files five configurations are adopted, including 1 KB–10 KB, 10 KB–20 KB, 20 KB–
50 KB, 50 KB–100 KB, 100 KB–1MKB. In each experiment a total of 320,000 files
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are generated, and sixteen worker threads are used emulating workloads. For read
performance experiment, the characteristic of a workload is as follows: 1,000 trails
constitute an experiment. For each trail 10–100 correlated files are accessed with a
specified probability in a short time interval. In this work, the access probability is set
to 80 %. This means that altogether 64,000 files are correlated taking a 20 % of the
total files. The performance metrics such as response time, processing time, and
bandwidth are evaluated (Figs. 3, 4 and 5).

Table 1. Experimental environment

CPU Memory Disk Running service

Intel I7-2600 4-core 3.4 GHz 4 GB 1 TB 5400 rpm Proxy server
Intel E3-1220 2-core 3.10 GHz 4 GB 1 TB 5400 rpm Storage node
Intel E5500 2-core 2.8 GHz 6 GB 500 GB 7200 rpm Storage node
Intel Q8300 -core 2.5 GHz 4 GB 500 GB 7200 rpm Storage node
Intel I7-2630 m 4-core 2.0 GHz 8 GB 750 GB 5400 rpm Test node

Fig. 3. Write response time Fig. 4. Write process time

Fig. 5. Write bandwidth

Correlation-Merge: A Small Files Performance Optimization 229



3.2 Experimental Results

An in-depth analysis reveals that the write overhead includes two components, e.g.
network transmission overhead and disk I/O overhead. The following factors con-
tributes to disk I/O overhead, including Disk Seek Time Tseek and Disk Write Time
Twrite. The smaller the files, the greater overhead it takes for the Tseek component.
The proposed optimization mechanism buffers and merges a lot of small files, effec-
tively reducing the Disk Seek Time Tseek. Experimental result demonstrates that the
smaller the size of the files, the greater improvements it accquires.

The preliminary experimental results demonstrate that, the read performance,
response time, read processing time, and bandwidth improves as well, but they do not
improves so remarkably as expected. In-depth analysis shows that traditional caching in
SWIFT contributes to this. The detailed evaluation is left for future work.

4 Conclusions

Aiming at storage performance optimization for small files, an optimized framework
namely Correlation-Merge is put forward and a prototype basing on OpenStack SWIFT
is implemented as a motivating case study. First, the optimized framework is proposed.
An optimization layer, namely SFAL (small files additional layer) is introduced into the
OpenStack platform, laying between Object Server and the underlying OS file system.
And a correlation modeling method is proposed and described in great details.
Experimental results show that the proposed optimization approach acquires satisfac-
tory efficacy.
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Abstract. Cyber situation awareness is an vital source and prerequisite to carry
out the cyber operation. This paper proposed the key problems of model using in
cyberspace based on the general reference model of cyber situation awareness.
Finally, the cyber situation awareness model for cyber resistance operation is
built.
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With the rapid growth of information technology and network technology, the threat
and attack of cyberspace has been able to affect the military operation in a multiple
ways, the cyberspace has become the fifth battle field, besides the land, the sea, the air,
the space. Cyber situation awareness is an important basis and prerequisite to carry out
the cyber operation, as the conflict in cyberspace between countries are growing, it is
realized that the first combat in “cyberspace” is so essential. Therefore, the develop-
ment of cybers situation awareness ability is particularly vital.

1 Cyber Situation Awareness

Historically, in the war, commander have to answer three questions “what happened?”,
“why?” and “what to do?” in the decision-making process.

In cyberspace, it is mainly depended on the following skills to answer these three
problems.

(a) Vulnerability analysis, intrusion detection and forensics analysis ability;
(b) Track and analyze of attack;
(c) The information transformation ability.

For a systematic description, the “situation awareness” was introduced into the
cyber space security field. In “The US army field operation manual (September 2004)”,
“situation awareness” is defined as “the knowledge and the understanding of the cur-
rent situation, which can help to give an accurate, relevant and timely assessment of the
actions not only friendly but also competitive in the operation space. The purpose is to
assist for decision making. Situation awareness is the ability and skill to observe
information. It can be used for promptly determine the developing background of
numerous events and event correlation.”

Refer to the above definition, cyber situation awareness can be used with the aid of
new technologies, such as hardware sensors, intelligent computer program and
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advanced strategy of human thinking process. It is used to provide accurate, concise
index of attack, and reveal the most prominent attack types. So for a security analysts, it
can be helped to predict cyberspace development trend in the future, make the effective
planning and response to the current and emerging cyber attacks.

Cyber situation awareness can be divided into three stages: situation identification,
situation understanding and situation prediction. As shown in Fig. 1.

Among them, three stages can be divided into the following six steps:

(a) Situation cognition: To understand the current state, including the state identifi-
cation and confirmation. By detecting, to aware of the attack, at the same time,
confirm the attack types, sources, properties and target, etc.

(b) Impact assessment: Understand the impact of attacks, including damage assess-
ment of the current and impact assessment of the future.

(c) Trend tracking: Understanding of evolution, analysis of the attack trend, intention,
and methods.

(d) Situation analysis: By the causality analysis, forensic analysis to understand the
cause of the current attacks.

(e) Quality evaluation: To analyse the authenticity, integrality and timeliness of the
situation awareness information.

(f) Estimate of development: Predict the possible action, activity and path.

Through the above six steps, data is transferred to information, to knowledge, to
intelligence. So it is helpful for security analysts to understand the current situation and
predict the future trend.

2 The General Reference Model of Cyber Situation
Awareness

2.1 The Description of Model

This model mainly from the data stream to describe situational awareness. It combines
JDL Data fusion model and Endsley situation awareness model, and it is expanded by
McGuinness, Foy, as shown in Fig. 2.

Fig. 1. The stages of cyber situation awareness
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Level 1. Cognition. Sensor is the source of data. Based on the data, there will be
recognition and tracking. In this lever, the model and prior knowledge are require to
identify objects, groups and activities. There are two method to get prior knowledge:
one is the knowledge discovery technology, the results are verified by the operator. The
second is directly provided by the operator. Cognitive can provide status, properties,
and dynamic informations of relevant factors, including the information in the form of a
variety of understandable process. It is the basis for understanding and forecast. If no
basic cognitive for important environmental elements, there will be highly probability
of forming error situation.

Level 2. Understanding. If it is answered “how” by cognitive process, so the next
level will solve the problem of “what”, namely understanding. Understanding of the
situation is the process of combination, reading, choosing and storing of information.
Integration is the key to the vast amounts of information, determine the relevance of the
information, and according to the largest and most threatened to classify activities,
deduce the series of conclusions related to focus, to form a structured current situation

Level 3. Prediction. Understanding layer focuses on the current situation, and the
level 3 focuses on the forecast and analysis according to the current situation. “The
answer for “what might happen”. Predict layer clear for the future, refers to the situ-
ation of the present state and the change of all the elements.

Level 4. Solution. It is made up of the extension model of McGuinness and Foy.
This level is trying to choose a series of actions in a set of available operations and
form a plan of action, to answer the problem of “how to”. McGuinness and Foy think
that, the result in solution is not to tell the decision makers directly what actions or
decisions must to do, but ultimately to provide alternative actions and their impact on
the environment.

Fig. 2. The general reference model of cyber situation awareness
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Although our description of model is based on hierarchy. As a matter of fact, model
is parallel execution, rather than a serial process. That is, all levels of the model should
be operate simultaneously, trigger and interact continuous, form continuous changes
and updates. For example, in the level 2, there will be some problems in the process of
current situation understanding, so more data is needed to compensate for the lack of
items or reduce the uncertainty of the given data. As increased or modified
data collection requirements, these data requirements can be feedback to the process of
data collection requirements. Level 3 can from another side to provide such data in data
collection process. Analysts can predict one or more activities possibility, do the
speculation on the basis of the current situation, discover and determine the key events
on development. And these key events can also be used as a data collection require-
ment for feedback to the data collection process. As new information injection, analysis
and forecasting process will form new knowledge, better complete object tracking and
confirmation.

2.2 The Key Problems of Model Using in Cyberspace

The general reference model of cyber situation awareness is applied to cyberspace, the
key to improve the ability of cyber situation awareness are shown as follow.

2.2.1 Choice of the Influence Domain
The purpose of Situation analysis and evaluation is to determine the impact on focus
areas, deduce the impact of reasonable prospect and future attacks. Influence domain is
difference, the focus of attack is not the same.

For example, cyber managers might be pay more attention to a strategy change
detection, firewall configuration issues, and for the cyber department, are more con-
cerned about the impact on sectors of improper use and attack of equipment, etc.

From operation level to strategic level, the situation awareness of interdisciplinary
activities will become a kind of demand. For example, the commander of air operations
center may pay more attention to what kind of impact to the mission will be bring by
cyberspace activities, and logistical support commanders were more concerned that the
attacks would affect logistics transport routes.

The choice of the influence domain, therefore, become the basis of analysis and
evaluation, is also one of the main requirements of transfer from data to knowledge.

2.2.2 The Acquisition of Attack Behavior Information
To a great extent, efficient cyber situation awareness dependent on the acquisition of
accurate, concise, and high quality informations related to attack. Cyber attack behavior
mainly comes from intrusion detection system, the log file sensors, anti-virus systems,
malicious software test procedure, firewall and other cyber sensors.

Because of the fast evolution of the characteristics of malicious attacks, and the
potential threat identification in huge amounts of information is very difficult for cyber
security analysts. So it become increasingly difficult to get effective information of
cyber malicious activities.
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In fact, the acquisition of attack behavior is not only the starting point of the
situation awareness, but also one of the determinants of assessment and speculation.
For example, it can be speculate whether the attack with pertinence by the acquisition
of attack range, which makes the corresponding risk assessment.

3 The Cyber Situation Awareness Model for Cyber
Resistance Operation

3.1 Cyber Collapsing Operation

In modern warfare, cyber as ubiquitous are charged with nerve and hub, once the
paralysis, consequence is inconceivable. In cyber collapsing operation, attack is the
weakness of the network.

Cyber collapsing operation is based on the main and key nodes, using botnets, take
“the swarm tactics” attack, lead to network paralysis, can produce a great battle with
the small input efficiency. In fact, it is a kind of Internet business flow that program-
ming in advance, it can make the network paralysis or blocking.

These computers were always in the “sleeping”, when the attack started, they began
to active. The computer is called “zombie”, they are in remote control, like robot
network composed of zombies. The attack of zombie computer according to the load
on them instructions to attack, but nothing to be aware of by computer owners.

At present, the most representative is known as “the first network war” (WW I) in
Estonia. From April to May, 2007, Estonia across the country suffered three rounds of
large-scale distributed denial of service attack (DDoS). The important goals include
Estonia national leadership, congress, government departments, major political parties,
Banks and major news media sites, vertical scale widely and deeply.

On August 8, 2008, Russian troops across the Georgia border. At the same time, in
Georgia, had also launched a similar cyber collapsing attack. The attack lead to the
paralysis of important websites, including the tv media, financial and transportation.
Government agencies operation into chaos. The airport, the logistics, the communi-
cation and other information network were collapsed. So the supplies of logistics in
needed can’t timely sent to the specified location, potential ability of war severely
weakened, it directly influence the social order of Georgia as well as the army’s battle
command, logistics.

3.2 The Building of the Model

Based on the above analysis and research, from the perspective of process, building
situation awareness model for the cyber collapsing attack, as shown in Fig. 3.

In the model, choosing the outbreak of worm, the spread of the botnet as obser-
vation, can help to form the opinion of happening incident. By contrast with various
attacks in experience library, to determine whether the ongoing attacks will affect us,
such as network interruption, communication etc. To generate “damage” assessment of
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the cyber attack situation. More specifically, whether needed to compensate for the
damage by recovery plan.

In addition, the model must be focal point on the ongoing or potential attacks. The
faster understanding what attackers can be done, the greater the range of decision
makers can choose. A priori knowledge, therefore, can according to the experience in
the library, namely the harm of various attacks, predict the future state of every
important activity.

So far, we only predict the development of the current activity on the basis on the
model itself, but did not examine the rationality of these predictions. As a result, other
knowledge is also required to consider, including “the understanding of the enemy”
and “the understanding of us”. That we need to know whether the enemy has the ability
and intent to predict the action, and whether they used to show similar behavior. Based
on these knowledge, get what we pay special attention to the next development of
activities, such as whether there is the risk of damage command link.

Based on this reasonable supposition, not only further predictions of the cyberspace
can be concluded, but also the acquisition requirements of future attacks can be formed
at the same time.
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Abstract. Network address and port hopping (NPAH) is an effectual moving
target defense tactic that comes from frequency hopping in wireless commu-
nication, and it is proposed for host and service hiding and attack resistance. In
this paper, we propose a high performance low latency network address and port
hopping implementation mechanism, using the netfilter framework inside the
Linux kernel. We have conducted experiments and tests to evaluate the per-
formance of our method, and the result shows that the proposed mechanism is
efficient in implementing NPAH on Linux platform.
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1 Introduction

With the widespread of Internet and the enhance of its significance, the network
security demand grows as well. However, in the legacy networks, a server host usually
provides a standard network service accessible anytime and anywhere by using a static
IP address and a well-known communication port, and the port is kept open for the
entire service lifetime, this is known as the static service model. However, the durative
accessible port and address also make the service suffer long-term network recon-
naissance and attacks. The attackers can perform host discovery and port scanning,
obtain detailed information, target the system and find its potential vulnerabilities, and
further launch attacks to compromise the target system. However, existing security
systems such as intrusion detection/prevention systems (IDS/IPS) [1], firewall, and
antivirus software usually detect threats based on pre-defined rules and existing attacks’
fingerprints, therefore they can only detect and cope with attacks recognized already.
Today, the increasing security affairs such DoS/DDoS [2] and advanced persistent
attacks are defeating our faith.

Moving target defense (MTD) [3] is a proactive cyber defense technology, whose
basic idea is continuously shift systems’ attack surfaces so as to increase attacker’s
efforts in exploiting target systems’ vulnerabilities. Network address and port hopping
(NAPH) is a novel MTD technique that comes from frequency hopping in wireless
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communication, which mutates the server’ real communication port and IP address to
virtual port and address randomly selected based on pseudo-random function. NAPH
constantly mutates communication identities (i.e. the service’s port and address) and
create high unpredictability, therefore the attackers must pay more efforts in their attack
preparations. Consequently, the varying host and service environments force the
attackers to re-scan/re-connect the target network and system frequently in different
time, this significantly improving its detectability while slowing down the attack
progress.

Today, several network address and/or port hopping mechanisms have been pro-
posed, but it is still lack of a high performance and low latency implementation
mechanism. Motivated by this, we design an effective implementation mechanism for
NAPH based netfilter framework, and we provide the detailed design proposal and
conduct experiments and tests to evaluate the performance and overhead of our
method.

2 Related Work

In [4], a random port hopping (RPH) technique is proposed based on time-
synchronization, where UDP protocol and the setting up TCP communications are
implemented through the socket communications. This is a user space model that needs
to develop a dedicated software between the applications and the operating system to
perform hopping, and the drawback is that TCP protocol will use a given port number
for the entire connection.

In [5], a port-based rationing channel and protocol are presented for two-party
communication. This is a protocol middle layer model [6] that requires changes to the
protocol stack of the end-host operating system. In [7], two designs for port and address
hopping are implemented, where hopping delegate and NAT gateway are used for port
and address hopping and mapping. It relies on devices special designed for hopping.

In [8], a full service hopping tactic is proposed, and an IP mutation technique called
OF-RHM (OpenFlow Random Host Mutation) is developed in [9]. Both of these two
mechanisms depend on centralized controllers to control and enforce hopping, which is
unavailable on the conventional networks. In [10], a network address space random-
ization (NASR) scheme is presented. But it implements address mutation based on
DHCP update and it provides very limited unpredictability, and its mutation speed is
slow (the maximum IP mutation speed is once every 15 min).

In [11], we proposed a universal and multi-platform deployable port and address
hopping mechanism based on virtual network kernel driver TAP, called TPAH, which
implements hopping relying on a user-space data processing process. Although TPAH
applies to various OS platforms, it introduces nonnegligible overheads in the
communications.

Although various port and address hopping and implementation mechanisms pro-
posed, a high performance low latency implementation mechanism is also important
and in design of need for network address and port hopping. Motivated by this, we
proposed a novel and efficient implement mechanism in this paper, providing the
following contributions:
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• Based on the netfilter framework, a new implementation mechanism is proposed to
enforce NAPH, which provides an efficient mechanism that effectively reduces the
overhead of NAPH deployment.

• The proposed method performs hopping in the kernel space, which is transparent to
the up layer applications. Besides, it doesn’t need to modify the OS network stack,
which effectively reduces the difficulty of implementing NPAH.

• We provides an economical method, which minimizes the deployment costs since it
can be conveniently deployed on Linux platforms such as client hosts, server hosts,
and gateways without introducing dedicated devices.

3 System Model

In this section, a novel NAPH implementation mechanism based on the netfilter
framework [12] is proposed. Netfilter is a universal packet processing and filtering
framework inside the Linux series after version 2.4.x, which provides multiple hooks
inside the Linux kernel that allows kernel modules to register callback functions with
the network stack, providing network address and port translation, packet filtering and
other packet mangling functions. The model of the netfilter framework is shown in
Fig. 1, which provides five hook points in the kernel where we can register callback
functions to intercept and modify network packets.

In this paper, we add function handles into netfilter’s PRE_ROUTING and
POST_ROUTING chains to hook ingress and egress packets to perform port and
address replacement. The system model of the implementation mechanism is shown in
Fig. 2, in which service’ port and address are randomly selected based on a secret key
and a pseudo-random function pre-shared between the client and the server. Although
we use NAPH as an example of the hopping implementation, our method can also
apply to some other hopping schemes such as port hopping, address hopping, and port
and address hopping.

The implementation is accomplished via deployments at three different locations:
port and address hopping deployed on the gateway of the client domain that performs
port and address hopping and mapping for the client hosts, address hopping deployed

Fig. 1. The model of the netfilter framework
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on the gateway of the server domain that performs address hopping and mapping for
the server hosts, and port hopping on the server host that performs port hopping and
mapping for the service applications.

Each deployment consists of three components: a port and/or address hopping
engine, a port and/or address table, and a synchronization module. The hopping engine
is responsible for port and/or address mutation and mapping, which mutates the ser-
ver’s communication identities to/from random identities. In each hopping interval, the
valid ports and addresses are stored in the port and/or address table, the hopping engine
performs port and address hopping and mapping for the existing connection based on
the table, insuring that only the packets whose identities fulfil the NAPH rules can
reach the service applications, while attack packets using illegal/invalid communication
identities will be effectively detected and denied. The port and/or address table will be
updated in the beginning of the each hopping time interval, and the old identities will
be deleted and new identities will be added. Furthermore, the system relies on the
synchronization module to synchronize communication parties, and the service can be
reached only if the port and address hopping is performed based on precise synchro-
nization information. The synchronization can be achieved through time [4] or
timestamp-based synchronization [13].

4 Performance Evaluation

In this section, the performance of our method is evaluated through practical imple-
mentation on our experimental network. The experiment topology is shown in Fig. 3,
which contains two class C subnets, one is the client subnet and the other is the server
subnet. The implementation is deployed on Ubuntu Linux (kernel 3.17.3). The client
and server connect the same time server to achieve time synchronization using network
time protocol (NTP), and perform NAPH with a fixed time period (i.e. 5 s).

Fig. 2. System model of the proposed method
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We have conducted bandwidth and latency tests with and without port hopping and
address and port hopping to measure the influence to the data communication intro-
duced by our method. Firstly, we use Iperf (version 2.05) [14], a network bandwidth
benchmark, to measure the bandwidth overhead. Then, round trip time (RTT) tests
were performed through using Hping3 [15] to measure the latency overhead. Each of
the tests had performed 20 tests, and the results are shown in Figs. 4 and 5.

From Fig. 4, we can observe that the costs of introducing netfilter-based port
hopping and address and port hopping on bandwidth are 0.02 % and 0.13 %,
respectively. From Fig. 5, we can see that the overheads of introducing netfilter-based
port hopping and address and port hopping on RTT are 0.4 % and 4.67 %, respec-
tively. Compared to the TPAH method we proposed in [11] that introduces 0.1 %
bandwidth overhead and 25.45 % latency overhead, this paper provides a high per-
formance low latency address and port hopping implementation mechanism.

Fig. 3. The experiment topology

Fig. 5. The RTT test resultFig. 4. The bandwidth test result
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5 Conclusion

In this paper, we have designed and proposed a novel network address and port
hopping implementation mechanism based on the universal packet filtering and pro-
cessing framework, i.e., netfilter. In order to evaluate the network performance and
overhead of our method, we conducted network performance tests, and the results
illustrate that our netfilter-based method is an efficient mechanism with high perfor-
mance and low latency for network address and port hopping deployment.
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Abstract. Online Social Network is a novel communication pattern of great
convenience and abundant interest, influencing people’s life in extensive
regions. A prominent problem in OSN is the access to data form a whole view of
network topology from various social network sites. This paper describes the
fundamental method to obtain a representative sample of online social network.
According to the analysis of user interactions with social networking sites and
the comparison of different traversal algorithms, this paper simulates the social
network traversal based on the breadth-first algorithm. Then, we implement the
algorithm on real OSN by sampling. A considerable data set is available by our
sampling method. Finally, several social network analysis are experimented to
characterize key properties of OSNs.

Keywords: Online social networks � Graph sampling � Social network analysis

1 Introduction

The popularity of online social networks (OSNs) is constantly rising in the recent years.
Hundreds of millions of users are addicted to enjoy the convenient service and share
new contents in OSNs. Facebook, in particular, is the largest online social networks
(OSNs) today with over half active users logging daily. This success draws lots of
attention from researchers and brings about numerous measurement and characteriza-
tion studies. A few studies pay main attention to community structure. However, the
complete dataset are not available due to large scale of users. Therefore, a relatively
small but representative dataset is necessary in order to characterize properties and test
algorithms.

Our goal of this paper is to compare the pros and cons of various graph-sampling
algorithms for generating a representative sample. We finally obtain a representative
dataset through web sampling and several data analysis are experiment to our dataset.

We analyze several candidate crawling techniques and design our own traversal
process. First, BFS is widely used in crawling because of wide range data covering.
One disadvantage of BFS is the bias produced when sampling. DFS is easy to
implement but costs highly. Random walk (RW) is also biased but the bias can be
revised by adding weighs. Some other algorithms, like re-weighted random walk
(RWRW) and metropolis hasting random walk (MHRW), are low efficient, which is
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not sufficient for our crawling aim. So does random walk as well. According to our
analysis, we finally choose BFS as our sampling algorithm balancing the contradiction
between bias and efficiency. If we could get a similar global data set, the bias effect can
ignored. To get a more complete network in OSN, BFS is the best choice to the best of
our knowledge. Moreover, we provide the detailed design alternative of our sampling
method in the paper.

In terms of results, statistical method are applied to characterize properties of
OSNs. We show the number comparison of male and female people in OSNs. Degree
distribution of friend are demonstrate by complementary cumulative distribution
function (CCDF). Geographical positions are presented in global world view, thanks to
Google Map API. Some influential people, which is significant researching subjects in
the future, are observed through our analysis.

This paper is organized as follows. Section 2 introduces several common data
collection method. Sections 3 presents social network traversal process. Section 4
describes our data collection prototype system and its implementation. Section 5
provides a characterization of some key OSN properties. Section 6 concludes our work.

2 Related Work

M. Gjoka [4] and others point out that two kinds of crawling algorithm, MHRW and
RWRW, will not lead bias while crawling. On the contrary, BFS and RW, which are
widely used in crawlers, cannot avoid crawling bias. Unbiased data set is essential to
the analysis of any online social network. They obtain unbiased data set by data
collection. Convergence analysis of different algorithm and some preliminary analysis
of Facebook were also carried out in the paper. Catanese, S. [5] collect data on
Facebook with breadth-first and uniform sampling algorithm. Node degree, group
closeness and feature vector distribution were then analyzed by them to the data set.

3 Social Network Traversal

Online social network is a self-organization. A connection exists between any two
users, constituting a certain relationship. In the sense of figure, each node in the graph
represents a user in the online social network. Each edge between two nodes is the
relationship between two users. These nodes and edges form a complex network graph
mapping the real relationship in social networks.

To learn online social network, the structure of network needs to be acquired.
Through online social network sampling, we can obtain a valuable data set and gen-
erate a whole view of network topology. Social network traversal is to expand sampling
coverage and obtain users as much as possible.
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4 Implementation

4.1 Design

As shown in Fig. 1, multi-threads are implemented in the desgin. There are four
modules which are briefly described as follows:

4.2 System Functional Modules

Fetch Module. Fetch module is the foundation of the system, which is the first step of
the whole system. Single collecting behavior will be detected and so sampling cannot
continue any more. Accordingly, task scheduling policy is taken by system while
assigning tasks to crawler threads. The thread changes crawling behavior with a certain
probability to prevent detection from online social networks to some extent.

Parser Module. Web pages are filled with various, discrete and valuable information.
These information usually present in various format which increase large amount of
crawling cost. Consequently, crawlers require accurate and effective parsing ability
extracting data from diversified web sites. To solve this problem, we modify regex
pattern to collect different format of data. Regex expressions are a string of characters
describing or matching certain rules. It is highly effective when extracting certain
words from a sentence for a crawler. However, web page format varies with different
kinds of web sites. We have to design specialized regex templates for collection sys-
tem. Regex templates are a series of regex expressions to gain data to meet our
acquisition demands.

Storage Module. After crawlers have collected data from online social networking
sites, are gathered and then put into storage module. Storage module consists of
deduplication strategy and crawling queue. Deduplication strategy. In collection pro-
cess, web crawlers fetch a URL as next acquisition task from crawling queues. New
URLs are then added to the queue for future scraping according to the crawling
mission. Due to six-degree theory, six people in average can connect with two people
never recognized before. Web crawler will inevitably encounter some tasks, which are

Fig. 1. Architecture design
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already done or added to crawling queue. Consequently, Deduplication strategy is
designed to remove duplication of tasks to improve crawling speed to obtain a whole
data set in short time.

Queue. Queue comprises waiting queue, running queue and completion queue.
Waiting queue refers to task uncollected. Inside running queue are tasks in the col-
lecting process. Completion queue is the task queue filled with finished tasks.

5 Social Network Analysis

The purpose of the sampling method is to sample social relationships (users and their
friends or fans) and social activities (status or comments generated by users). Social
relationships help to learn the complete topology of the network, understand the net-
work structure and analyze the network characteristics. Social activities can offer strong
support for the online social network data in public opinion research and product
marketing. Our collection starts at April 13, 2015 to May 8, 2015. During this time, we
got over 1 million users and about 8 million status and comment information.
According to our analysis, the average friends’ degree is 32.68, while the average fan
degree is 19.72. The degree distribution of friends and fans are separately shown in
Fig. 2.

Fig. 2. Degree distribution of friends
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6 Conclusion

In this paper, we analyze the data sampling methods of online social networks. Based
on these analysis result, we prefer a specific sampling method and implement it on real
OSN. Through our sampling method, a relatively complete user relational data sets is
accessible. Finally, this paper conducted a preliminary analysis of the data collected.
These data provide a solid basis for the future analysis.
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Abstract. With the rising number of wireless sensor networks arranged in
harsh environments, the sensor nodes are likely to be captured by the enemy, so
that the data gathered under great security threat. Therefore, to deal with the
attacks in the captured data aggregation node process, to ensure reliable data
aggregation has become an important part of wireless sensor network security
research.
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1 Introduction

In the process of gathering information, the use of each individual sensor nodes to
transmit data aggregation method node communication bandwidth exhausts energy and
reduce the efficiency of information gathering. To avoid these problems, sensor net-
works in the process of collecting the data require the use of data aggregation tech-
nology [1].

As an important supplement means cryptography-based security, trust management
in wireless sensor networks to solve internal attacks, to identify the malicious node, the
node selfishness and low competitiveness node, to improve system security, reliability
and fairness and other aspects have a significant advantage [2].

Wireless sensor network node has limited resources, relatively simple network
application features, and based on signed authorization ticket public key algorithm of
the public key certificate authorizing the use of limited resources, which is not suitable
for sensor networks. The present study sensor networks trust management system
focused on a node trust value evaluated by means of enhanced trust value assessments
sensor network security, robustness, and so on [3].

2 Related Work

Sensor networks consist of a large number of sensor nodes to monitor the coverage
area. With the limited scope of monitoring and reliability of the individual sensor
nodes, in the network deployment, sensor nodes require to reach a certain density in
order to enhance the accuracy and robustness of the entire network monitoring
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information, and sometimes even essential to the scope of monitoring a plurality of
nodes overlap [4]. This overlap results in a monitored area adjacent node information
reported some degree of redundancy. This redundancy for the data which is gathered
within the data processing network, i.e., the intermediate node before forwarding the
sensor data, the first data is integrated, redundant information is removed, under the
premise of application needs the data amount to be transmitted should be minimized.
Network processing makes use of computing resources and storage resources node, its
energy consumption is much smaller as compared to the data transmission.

Sensor network consists of a large number of inexpensive sensor nodes deployed in
a variety of environment [5], the information obtained from the sensor nodes there is a
high unreliability. These factors are not reliable, mainly from the following aspects:
cost and size restrictions, the sensor node configuration accuracy is generally low; a
wireless communication mechanism makes data transfer more easy, disturbed by who
were destroyed; in addition to poor working conditions outside influence data trans-
mission, but also undermine the feature node, so that it is not working, report wrong
data. From this data, only a few distributed collections of sensor nodes is difficult to
ensure the accuracy of the information obtained, the data required for monitoring the
same object by a plurality of sensors integrated collected, improve the accuracy of the
information obtained and credibility. Further, since the adjacent sensor nodes moni-
toring the same area, the differences between the information available is small, if an
individual node reports inaccurate information or error is superior, it is easy to be
handled locally by a simple comparison algorithm excluded.

In addition to these several factors [6], depending on the trust management system
design goals, there are other factors that affect the node trust value. For example, the
higher the value of the trust node is selected to perform the task, the higher the
probability, the faster the power consumption, one of the considerations of power as a
trust value calculation to prolong the entire network lifecycle. Another example is the
availability of the node trust value calculation and as one of the factors in the sensor
network node localization based anchor, the anchor node state can survive periodic
detection node to be periodically sends Hello messages to determine whether the node
alive. However, the nodes periodically sleep will affect its availability. Redundant
increase the accuracy of the judgment is a common means, so many systems require the
deployment of a network with sufficient density.

3 Wireless Sensor Network Trust Management

3.1 Wireless Sensor Networks Trust Management Categories

Hierarchical trust management is the assessment of the trust and other values [7], and
pass a hierarchical storage management features, often with the application of network
topology and confidence values are closely linked. Data security; if the base station and
sensor nodes based on natural hierarchy formed by the base station as the center of trust
management; - - cluster head node ordinary nodes of layer 3 of trust in management
there is a cluster structure of a sensor network, the base station will form aggregation
applications, often based on trust management aggregation tree hierarchy. In the
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hierarchical trust management, the trust can pass layer by layer, the higher the value of
the trust store all subordinate or subordinates adjacent. Trust can also be progressively
converge, forming different levels of trust value. Planar trust management is the process
of trust management, the network status of all nodes and base stations are equal, take
the same model and management strategies, there is no obvious or central level.

(1) Global trust management and trust management local

Global trust management means that a node has a unique trust value across the
entire network [8], the general common sensor network cluster structure. Local trust
management refers to the node being evaluated to assess different values may be
inconsistent trust at the node in the node to make decisions based on trust value stored
locally or transmitted credibility comprehensive decision based on local trust value and
neighbors.

(2) Trust management based on trust and credibility of local management based on
information collection

When conducting trust evaluation because of incomplete information may cause
deviation of the assessed value [9], in order to obtain a more accurate value of the trust,
the trust often need to consider the assessed value of the other node to correct local
assessment results, which is based on the credibility of the trust management the basic
idea. But in the sensor network, node due to limited resources, to reduce the cost of
communication and computing, and some trust management system in the assessment
of the value of trust, simply consider the node itself to be observed and the results of
the assessment node interactions evaluation local information, save other transport
node reputation value of energy consumption.

(3) General trust management and trust management related applications

General Trust management is considering all aspects of trust defined element of the
definition of a complete trust management framework, including information collec-
tion, transmission, storage trust management, calculation, update other aspects of the
design [10]. Calculating trust value untargeted, is a comprehensive assessment of the
credibility of the nodes, sensor networks can be used to run applications and all related
technologies. And the application of the relevant trust management are well targeted,
trust management of all aspects of the design process are closely associated with a
particular application, such as trust management often need to identify safe routes
selfish nodes, low competitiveness node, and for secure data fusion trust management
selfish nodes generally do not need treatment, even in some systems, when a malicious
node does not send the error data will not affect the value of their trust.

3.2 Wireless Sensor Network Trust Management Framework

Due to the limited resources of wireless sensor network nodes, trust management
framework in the sensor network environment need to optimize all aspects of transport,
computing [11], storage and other characteristics of the sensor according to the network
environment.
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(1) Element of trust

Establishment of the constituent elements of a trust management system should first
clear the trust, that trust what factors mainly include. This is directly related to the
definition of trust, but also the entire trust management framework based on the basic
design and implementation. Trust form a trusted, define different elements under very
different. In general, the lower sensor network environment of trust from all major
comprehensive assessment of the following factors.

In sensor networks, control commands, or application data transmission is the main
node behavior, which can be observed. Malicious nodes may be manifested as dis-
carded packets and other acts of tampering, selfish nodes may also be discarded
because of energy saving needs to forward a packet to identify malicious nodes or
selfish behavior observation node via the communication nodes is a common mecha-
nism for trust management system.

(2) Factors of cryptography

In most applications, the trust management system [12] is a complement to
password-based security mechanisms, to improve network security. At the same time,
the password mechanism has become one of the main considerations for many trust
management systems assessment. Password mechanisms can be used to initialize the
value of trust - which have 1 as the key neighbor node, and 0 otherwise. It can also be
used to update the trust value - if a node cannot decrypt the packets meaningful
plaintext, encrypted data packet node trust value of the increase, decrease or else, if the
message authentication code is verified, then increase the value of the node trust,
otherwise reduced. Hash chain mechanism in the presence of a system, if the hash
values are not derived, trust value corresponding node is reduced; if the current hash
value can be derived, but with the previous hash value far apart, it is considered that the
transfer process packet loss occurs, the corresponding node trust value due to lower
interval based on hash chain.

4 Energy Calculation of Routing Path

In our design of trust model, we establish and record the trust value of each other by
actively listening to the communication behavior of the neighbor nodes. Nodes that
often drop out, start an attack, or work in a selfish way can easily be detected by
neighbors. Each node stores a trust table for a neighbor node, which stores the trust
value of the other neighbor nodes, as shown in Table 1.

csi: This node is consistent with the neighbor node i acquisition data.
Isj: This node and neighbor node i data collection is not consistent with the number

of times.

Table 1. Table of trust value of neighbor nodes

ID of node csi isi ssi sfi

i nonce nonce nonce nonce
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Ssi: This node and neighbor node i aware of the number of the same event.
Sfi: This node and neighbor node i do not perceive the number of the same event.
Ti: The trust value of the first i neighbor node of this node.

Ci ¼ csi � isi
csi þ isi

� 1�Ci � 1

Si ¼ ssi � sfi
ssi þ sfi

� 1� Si � 1

Routing path of delay and energy consumption, and the number of AP on the
routing path, each AP asked to lie off the tight phase, in fact, is how to set the distance
between the various sectors of the base station, that is, how to select the ring size. The
energy consumption of the routing is also related to the sector size and the distance
from the base station of each sector. The nearest ring starting from the tomb station is in
turn: r1, r2, …, rk. For r1, for the R1 assuming a bit transmission of this distance of
energy consumption for the Cr12, then, for the Aj to Aj-1, it is easy to get its value of c
(rj-rj-1)2. This set of r0 = 0, the path from the sector Ai to the base station for the
energy consumption of the routing path:

Ei = c
Xi

j¼1

ðrj � rj�1Þ2 ð4:1Þ

introduced the following:

Xi

1� p\q� i

ðapbq � aqbpÞ2 ¼
Xi

p¼1

a2p
Xi

p¼1

b2p � ð
Xi

p¼1

apbpÞ2 ð4:2Þ

4.1 into the 4.2 type, you can get:

Ei ¼ c
i
ðr2i þ

Xi

1� p\q� i

ðap � aqÞ2Þ ð4:3Þ

It is obvious that the (4.3) type left is the smallest and must be made:

Xi

1� p\q� i

ðap � aqÞ2 ¼ 0 ð4:4Þ

For (4.4) - type when and only if:

a1 ¼ a2 ¼ a3 ¼ . . . ¼ a4 ð4:5Þ
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Form 4.3 and 4.4, we can get:

Ei ¼ icd2 ð4:6Þ

Let tx for the maximum transmission radius of AP, and set up d = tx:

Ei ¼ iðct2xÞ ð4:7Þ

From the (4.7) type, it is known that the minimum energy consumption of the base
station must be equal to the distance between each ring, and the distance is the max-
imum transmission distance of AP.

5 Secure Cluster Head Election

In the following experiments, we randomly placed 100 nodes to monitor the temper-
ature at 140 m * 40 m in the sensing area, and investigate the accuracy of the prob-
ability and data acquisition results of the safety election cluster heads.

Neighbor nodes monitor each other, determine each other’s trust value, and submit
their most trusted neighbor nodes as candidate cluster heads in each cluster head
election. In the presence of malicious nodes, they may cheat the neighbor’s trust to
become the candidate cluster head, Fig. 1 shows the probability that the node in our
program will be malicious neighbors selected as candidate cluster heads. As shown in
the graph, the probability of a malicious node to become the candidate cluster heads is
very small, and it has little effect on the correct candidate cluster head, and decreases
with the decrease of the captured rate.

Fig. 1. Error rate of node
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Table 2 shows the superiority of our security cluster head election mechanism with
respect to no security measures. When less than 15 % of the nodes are captured, our
scheme does not choose the captive node as the cluster head, which shows the effec-
tiveness of our mechanism in protecting the cluster head security. However, when the
captured nodes more than 85 %, the probability of the captive node was elected cluster
head. This can be explained, when the captured nodes more than a certain amount, with
the increase of the packet loss rate and false voting, making it difficult to distinguish
between the nodes and the captured non captive node.

Figure 2 shows the change of the trust value of the member nodes stored in the
cluster head. In the protocol of our design, the initial trust value of the nodes is 1, and
the value of trust is gradually changing with the cluster head. The overall trend is that
the trust value of malicious nodes decreases, and the trust value of normal nodes is
close to 1. As is shown in the graph, the variation of the curve verifies the correctness
of the protocol.

Table 2. Probability of selecting compromised nodes as cluster head

Compromised node
ratio(%)

Probability(Using trust grid head
election)

Probability(without trust
mechanism)

0 0 0
15 0 0.2
50 0.1 0.4
85 0.2 0.8
100 1 1

Fig. 2. Trust value of node
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6 Conclusion

This paper introduces the neighbor node trust evaluation mechanism by neighbor nodes
monitor each data aggregation behavior, according to monitoring results, the use of
trust mechanism to conduct the evaluation nodes is to identify the captured node, based
on trust and safety assessment of the elections cluster head. Security cluster head node
based on past members of the aggregation behavior trust evaluation by reliable data
aggregation. Experimental result illustrates that trust mechanism designed in this paper,
is possible to deal with captured node attack, to ensure the safety of the data gathered.
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Abstract. The paper proposes a medical wisdom conceptual model composed
of regional health platform, hospital wisdom system and family health man-
agement system. In the system, all equipment will connect with basic database by
standardizes interface. Other users can obtain the personal health data by logging
in resident electronic health records based on the user’s authorization, so all
medical resources can be shared in the system. The paper defines the function and
the composition of each subsystem, in which the regional health platform takes
resident electronic health records as the core and hospital wisdom system takes
information as the center and family health management system bases on intel-
ligent network equipment. The paper also introduces the model implementation
of the system. The system is a scientific, standardized and opening system, which
provides significant reference for top designers and builders.

Keywords: Medical wisdom � Regional health platform � Hospital wisdom �
Family health management system

1 Introduction

Medical wisdom uses networking and cloud computing and other information tech-
nology to attach with physics, information, social and commercial infrastructure
associated with the health, and intelligently meet the needs in medical and health
ecosystem. Medical wisdom will be more comprehensive interaction and more intel-
ligent insight, and realize self-management and optimization to meet personalized
medical service experience.

There is a big gap between Chinese medical services with the developed countries,
and medical resources are in short and the doctor-patient contradiction is gradually
more tense. The medical resources are imbalance in different regions, and east resource
is significantly richer than the western resource. All these restrict the improvement of
our medical treatment. Medical wisdom can meet the personalized medical experience
because it bases on network, which not only solve conflicts between doctors and
patients because of personalized demand but also connect the different medical
resources in other regions, so it realizes the interaction between the patients, medical
personnel, medical institutions and medical equipment. Medical wisdom is coming into
the lives of ordinary people.
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There is no complete set of system specification for Medical wisdom, and it is
difficult to realize, so it is necessary to design a set of scientific and open system
architecture, interconnecting with other systems.

2 The Model of Medical Wisdom

Medical wisdom will consist of regional health platform, hospital wisdom system, and
family health management system. It contains disease prevention, health clinics,
emergency, physical rehabilitation etc. The regional health platform takes resident
electronic health records as the core, which establishes health information sharing
platform by unified information interface. Hospital wisdom system takes patients as the
center, which can realize the information on internet of the patient treatment through
the electronic medical record and improve efficiency of the hospital. Family health
management system bases on intelligent network equipment, and timely detects health
problem.

As shown in Fig. 1, medical wisdom system consist of basic hardware layer,
standard interface, basic database, cloud computing layer, comprehensive application
and service system, user experience layer. All kinds of medical equipment acquisition,
self-service terminals, electronic tag, card and smart sensing devices can be seen as
basic hardware support, which can access to the basic database through the Internet,
wireless network, health network, and constitute the basis data of personal health
information. It will manage and analyze these data in the cloud layer to get data used
for the comprehensive application and service system, and they will meet the needs of
personalized medicine. The user can enjoy convenient services in the hospital or by
remote medical treatment at home by using resident electronic health records, also there
is no need to rebuild medical records in other areas. The system will open the data
resources to the third party based on the user’s authorization, which will actively lead
the company to develop more quality products, improving the medical level.

Regional health platform is an authority management of medical wisdom, which is
responsible for management of resident electronic health records, and supervises the
system operation. People can log into health information platform by residents elec-
tronic health records to query all kinds of their health data including inspection data
and medical examination reports. Hospital is the main place of diagnosis and treatment,
so hospital wisdom system is responsible for collection of physiological data and the
expert consultation results and treatment effect. All of these data will be uploaded to the
regional health platform. Hospital wisdom system can also obtain these data to let
doctor understand patient history for more comprehensive and scientific judgment.
Family health management system can meet the individual needs of patients. Through
the intelligent equipment various types of health data collected at home can be
uploaded to resident electronic health records according to the open interface. The
experts in the hospital wisdom system can access to the data in electronic health records
to understand the disease, and realize remote treatment, and generate health reports.
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3 The Architecture Design of Wisdom Medical System

Medical wisdom is composed of regional health platform, hospital wisdom system, and
family health management system. It must guarantee the uniqueness of the personal
data when users enjoy the service in the three subsystems, so it is necessary to establish
the real-name system based on resident electronic health records to avoid conflict of
personal data.

3.1 Hospital Wisdom System

The hospital wisdom system directly to the patient takes the main role in the medical
wisdom system. All medical information can connect with each other through intelli-
gent identification technology, network technology, cloud computing technology,
which will optimize the management process and health care process to improve work
efficiency and prevent medical errors. As shown in Fig. 2, the system will integrate the
clinical medical service system, the hospital comprehensive management system, the
clinical service assistant system and the external interface system. The medical wisdom

Fig. 1. The model of medical wisdom
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system will build hospital intelligent system as the core of system integration and
hospital information system as the core of information integration and clinical infor-
mation system as the center of the electronic medical record and data integration
platform system as the core of data sharing and information security system based on
data security.

The system will conduct data integration and data exchange to construct an open
system with the standard data format, so that it can realize data fusion from all
platforms.

Medical personnel can work without paper through the hospital information sys-
tem, medical image storage and transmission system, hospital laboratory system,
hospital management system, office automation system and teleconferencing system.
Patients can enjoy high-efficient registration and treatment through the external system
interface by the resident electronic health records, and it can backup the health data and
access to all kinds of inspection report.

3.2 Family Health Management System

Family health management system bases on intelligent networking monitoring equip-
ment. It is an application of Internet of things, which is consist of the perception layer,
network layer, application layer.

The architecture diagram of family health management system is shown in Fig. 3. It
consist of physiological detection equipment in perception layer, including the com-
puter for manual input information and telemedicine video equipment. All equipments
directly or indirectly capture physiological parameters in perception layer and connect
with internet equipment such as mobile phones and routers by the Bluetooth and wifi
and cable network. The captured data will be sent to the application layer through
wireless or wired network. Application layer based on third-party cloud services will
generate a series of the user’s health evaluation report and expert guidance, at the same
time, the system can be authorized by user to transfer these data to their electronic
health records, so other doctors can access to electronic health records in the regional

Fig. 2. The structure of medical wisdom
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health platform to obtain a more comprehensive health data for more accurately
determine and treatment in the future.

3.3 Regional Health Platform

The regional health platform is the central nervous system of medical wisdom system,
responsible for the management and supervision of all kinds of medical resources. The
resident electronic health records build in this system, which needs real name certifi-
cation. The medical institutions and individuals can be authorized to access to elec-
tronic health records and upload the treatment results of data through the health
information exchange layer (Fig. 4).

Regional health platform need to check any request for access, and the system will
automatically reject the false request to protect user’s privacy. Information security is

Fig. 3. The structure of family health management system
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Fig. 4. The structure of regional health platform

262 J.-M. Yang and E.-H. Dong



the focus in the platform construction, so the system uses a hierarchical access method,
and the different permission can access to the different content. As the data exchange
center of the medical wisdom system, regional health platform connect hospital and
patients, and it needs to formulate a series of information exchange standard to support
equipment manufacturers to develop compatibility products for personalized needs.

4 Summary

Medical wisdom aims to establish an open and shared medical mode. It integrates the
current decentralized medical resources into a standardized platform to share all
resources, and provides personalized service for the residents. It is a huge project that
the whole society should participate in the system construction. The system uses a
hierarchical mode. Government and medical institutions build the regional health
platform, and establish electronic health records and make all standard data interfaces.
The hospital is responsible for the construction of hospital wisdom system which can
connect with the regional health platform. In family health management system,
enterprise will be encouraged to develop new products which can be communicated
with the regional health platform. The enterprise also can use the personal health data
opened by user to develop more personalized service.
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Abstract. This paper presents an efficient gesture recognition algorithm based
on superpixel distribution and EMD (Earth Mover’s instance) metric with the
help of the Kinect depth camera. In the first step we make full use of the depth
and skeleton information from Kinect to accurately locate and segment hands
from cluttered backgrounds. In the second step we adopt superpixel distribution
to describe gestures and the SLIC algorithm works out superpixels. At last EMD
metric is applied to measure the distance between two superpixel distributions.
And the FC-EMD algorithm is proposed to calculate EMD distance immedi-
ately. Experimental results show that the proposed FSP-EMD can speed up and
accurately detect hands, extract gesture features and calculate EMD distance.
The running time is smaller when compared to the F-EMD and SP-EMD
algorithms.

Keywords: Gesture recognition � Superpixel � EMD � Kinect � SLIC

1 Introduction

Gesture recognition is primarily divided into three parts. First of all, hand detection is
the foundation of gesture recognition algorithms. The problem of gesture segmentation
based on depth information is essentially a depth clustering problem, where the pixels
are divided into different depth levels in [1]. One of the most important jobs is to
determine a threshold indicating at which depth level the hand is located. But it is
difficult to get the proper depth threshold, because the threshold value is affected by
complicated backgrounds. Secondly, various hand features can be extracted from either
the depth maps e.g. Histogram of 3D Facets [2] and 3D point distribution histogram [3]
or the corresponding color images such as Histogram of Oriented Gradients (HOG) [4]
and contours [5]. Finally, an appropriate algorithm is selected to identify gestures.
F-EMD is proposed in [6] to measure the dissimilarities between different hand shapes.
The performance of F-EMD depends on the accuracy of finger detection. In practice,
the results of finger detection are not satisfactory due to distortion. SP-EMD is pro-
posed in [7] to avoid the difficult of finger detection. Based on F-EMD and SP-EMD,
we propose FSP-EMD to speed up gesture recognition.
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2 Hand Detection

2.1 Hand Localization

It’s the first step of hand detection. The work of hand segmentation would be greatly
reduced if the hands are accurately located. In this paper, we use the Kinect’s skeleton
tracking function to accurately and immediately locate the hands. With the help of joint
points of hands, the hands could be directly located. We can get a square in the center
of joint point of left or right hand as shown in Fig. 1.

2.2 Hand Segmentation

Hand segmentation refers to separating the hands from the background in order to
obtain a binary image containing hand shapes, as shown in Fig. 1. In the process of
hand segmentation, the critical part is to set a proper threshold. We select the depth
value of hand joint point as a center to form a small interval to segment hands. The
hand shape could be segmented quickly by simply judging whether the depth value of a
pixel is in the interval or not. Moreover we don’t need to consider the background
outside the square. Compared to dealing with all pixels in the image, it greatly
improves the speed of hand segmentation.

3 Feature Extraction

Superpixel refers to an image block which is comprised of adjacent pixels which are
similar in color, texture, brightness etc. Superpixel segmentation algorithms are based
on the similarity between pixels to divide an image into many superpixels. We adopt
and modify the SLIC algorithm [8] in our system. We perform the clustering in a six
dimensional space including the CIELAB color space and the (x,y,d) pixel coordinates,
where d is the depth value at the pixel location (x,y). We define the following metric to
measure the distance between pixels.

Fig. 1. Hand localization. (a) in the color image. (b) in the depth image. (c) hand segmentation.
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Dij ¼ dcþ c� dx; dc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
li � lj
� �2þ ai � aj

� �2þ bi � bj
� �2q

ð1Þ

dx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2þ yi � yj

� �2þ h di � dj
� �2q

ð2Þ

Where h is the compactness coefficient of supper pixels. Using the modified SLIC,
gesture is divided into a number of clusters, i.e. superpixels, as shown in Fig. 2.

We express superpixels in the form of (l,a,b,x,y,d). The (x,y) is the coordinate of
superpixel’s center. d is the average depth value of superpixel. (l,a,b) is the average
color value of superpixel. The distance between superpixels is defined as Dij, which
will be used in the calculation of the distance between superpixel distributions.

4 Gesture Recognition

In this paper, the superpixel distribution is used to describe and summarize the features
of the hand shape. Inspired by the work of F-EMD and SP-EMD, we use the EMD
metric to measure the distance between two superpixel distributions. The method of
calculating the EMD distance is derived from the classical transportation problem. Now
we talk about transportation problem.

4.1 EMD Mathematical Model

Given a set of suppliers I ¼ A1;A2; � � � ;Amf g, a set of consumers J ¼ B1;B2; � � � ;Bnf g
and the cost Cij to ship a unit of supply from i 2 I to j 2 J, the aim is to find an optimal
set F of flow fij which means the amount of supply shipped from Ai to Bj, to minimize
the overall cost. The objective function is

X
i2I

X
j2J

Cijfij ð3Þ

subject to the constraints fij� 0;
P
i2I

fij� tj;
P
j2J

fij� si; i 2 I; j 2 J where si is the

supply of Ai and tj is the capacity of Bj.

Fig. 2. Superpixel segmentation in the color image.
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4.2 EMD Between Superpixel Distributions

How can we transform the problem of measuring the distance between two superpixel
distributions into the transportation problem? Firstly, see Fig. 3 below.

Now we assume that the black part (gesture) is matching a gesture in the template
library indicated by the white part. We use the model of transportation problem to
describe the matching. Then, a black circle corresponds to a suppler, the supply of a
black circle is set as the total amount of pixels in the black circle (superpixel). And a
white circle means a consumer, the capacity of a white circle is set as the number of
pixels in the white circle. The cost to ship a unit of supply from a black circle to a white
circle is set as the distance between the corresponding superpixels which is defined in
the Formula 1. Obviously the number of pixels in the black part is greater than that in
the white part. To solve the partial match, we adopt a novel virtual superpixel. The
virtual superpixel is in the center of the palm because it represents the folded fingers.
The virtual superpixel will take part in the white part as showed in Fig. 3. The virtual
superpixel represents a consumer. The capacity of the special consumer is

tvirtual ¼
X
i2I

si �
X
j2J

tj ð4Þ

On the contrary, if the black part is a gesture in the template library and the white
part is matching to the black part, the virtual superpixel would be considered as a
supplier. The supply of the special supplier is

svirtual ¼
X
j2J

tj �
X
i2I

si ð5Þ

Calculating the EMD distance between two superpixel distributions is a linear
programming problem, the objective function is:

minZ ¼

P
i2I

P
j2J

Cijfij
P
i2I

P
j2J

fij
ð6Þ

Fig. 3. An example of gesture matching.
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As we can see, the objective function in Formula 6 has a denominator compared to
that in Formula 3. The denominator represents a normalized operation. It can’t remove
because the greater the number of supply have, the greater the cost become.

4.3 FC-EMD

We can solve the linear programming problem (Formula 6) by using the simplex
method [9]. The time complexity of the simplex method is O(n3logn). The proposed
FC-EMD algorithm adopts the dynamic programming method to avoid the iterative in
complex method. The time complexity of the FC-EMD algorithm is O(n3).

Firstly, we give some data structures used in the algorithm. The supply of the i-th
supplier is stored in S[i]. The capacity of the j-th consumer is stored in T[j]. C[i][j] is
used to store the cost to ship a unit of supply from i to j. An auxiliary array C1 is
initialized to C. We use F[i][j] to store the amount of supply shipped from i-th supplier
to j-th consumer which will be calculated in the FC-EMD algorithm. The FC-EMD
algorithm steps are as follows

Step1, initialize the array F and sum. F½i�½j�  0, sum P
S½i�.

Step2, select the minimum element from C1. It means choose the least cost route to
ship. Assume it’s C1[i][j], then row i; col j.

Step3, F½row�½col�  min S½row�; T ½col�f g. If S[row] is greater than T[col], T[col]
would be assigned to F[row][col]. It means that the supply of row-th supplier
is greater than the capacity of col-th consumer and the number of supply
equaled to T[col] would be shipped from row-th supplier to col-th consumer.
So the capacity of col-th consumer will be zero. So T½col�  0;C1½i�
½col�  1. If S[row] is smaller than T[col], S[row] would be assigned to F
[row][col]. It means the remaining supply of row-th supplier is zero. So
S½row�  0;C1½row�½j�  1. In a word, a supplier or consumer would be
reduced. The total amount of supply would reduced by F[row][col],
sum sum� F½row�½col�.

Step 4, determine whether sum is greater than zero. If yes, go to step 2. If no, go to
the next step.

Step 5, calculate the EMD distance between two superpixel distributions according
to the Formula 6.

4.4 Proof of the Time Complexity O(N3)

Now we analyze the time complexity of FC-EMD algorithm according to the algorithm
steps above. We assume n (the length of T) is greater than m (the length of S).
Obviously, the time complexity of the first step is O(n2). The second step is to select the
minimum element from C1. If we adopt methods based on comparison, the selecting
operation needs m � n−1 comparison operations. In the third step, we need to update
the i-th row or j-th col of the array C1. So the time complexity of the third step is O(n).
The second step, third step and fourth step constitute a loop. The time complexity of the
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loop body is O(n2). Then, we analyze the execution times of the loop body. At the end
of each loop, the variable sum will subtract F[row][col]. The value of F[row][col] is S
[row] or T[col]. It means that every execution of the loop body will lead to an element
in the array S or T reduced to zero. So the maximum number of loop times is m + n. So
we can get that the time complexity of the loop is O(n3). Obviously, the last step needs
m � n basic operations to calculate the EMD distance. So the time complexity of
FC-EMD algorithm is O(n3). Moreover, if we sort the two dimensional array C1

beforehand, the time complexity of the optimized FC-EMD algorithm can drop to O
(n2logn).

5 Experimental Evaluations

We evaluate and compare the proposed gesture recognition system with F-EMD and
SP-EMD algorithms, using two different datasets, namely self-built dataset and
SP-EMD dataset. We collect a joint color-depth hand gesture dataset using Kinect. It
contains 5 gestures with 8 different poses from 5 subjects. So, there are a total of 200
cases for testing, each of which is comprised of color texture and depth information
with corresponding skeleton information used in our system. 5 gestures are showed in
Fig. 4. The SP-EMD dataset contains 10 gestures [7] with 20 different poses from 5
subjects. In the experiments, LOOCV is conducted to evaluate the recognition
performance.

5.1 Performance Evaluation

Robustness of complex environments: First, hand localization makes a substantial
reduction in the background area. Second, we use a small depth interval to segment the
hand. So the hand could be detected accurately and efficiently as shown in Fig. 4.

Mean accuracy: The confusion matrix for LOO CV on our dataset and SP-EMD
dataset is shown in Fig. 4. The mean accuracy of the proposed system on our dataset is
98 %. As we can see, the most confusing case is between gestures 2 and 3, and 4 and 5.

Fig. 4. (a) Five gestures have been detected. (b) Test result on self-built data set. (c) Test results
on SP-EMD dataset.
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Because they are similar in the hand shapes. The only difference is on little finger or
thumb. We also applied the proposed system to the SP-EMD dataset. The mean
accuracy on SP-EMD dataset is slightly degraded to 97.8 %. It can be seen that the
most confusing cases are 2, 6 and 7, 5and 9, and 3 and 8. Because they have the same
number of fingers stretched out. We also applied the F-EMD and SP-EMD algorithms
to our dataset. The results are shown in Table 1. On the average accuracy, the best is
SP-EMD, the second is FSP-EMD, F-EMD is the worst. Because the F-EMD algorithm
is difficult to correctly segment the fingers due to distortion.

Average running time: As presented in Table 1, the proposed algorithm FSP-EMD,
is superior to the classical F-EMD and SP-EMD algorithm on the running time.

6 Conclusion

A fast gesture recognition algorithm FSP-EMD based on superpixel distribution and
EMD matric has been proposed. It adopts a compact and efficient representation in the
form of superpixel. The virtual superpixel is introduced to solve the partial matching
issue and the EMD metric is adopted as the dissimilarity measurement for gesture
recognition. To speed up calculate the EMD distance, the FC-EMD algorithm is pro-
posed. The time complexity of the optimized FC-EMD algorithm is O(n2logn).
Experimental results show that the proposed FSP-EMD algorithm has high mean
accuracy (98 %, 97.8 %). And it has faster recognition speed compared to F-EMD and
SP-EMD algorithms.

To further improve the speed of gesture recognition, the next thing is to adopt a
better superpixel segmentation algorithm.

This work is supported by Project supported by Hunan Provincial Natural Science
Foundation of China, 2016JJ2058.
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Abstract. Image fusion technology is an emerging field of research which is
gaining currency in the recent years, Such technology focuses on extracting
more concise and useful information with higher quality from source images.
This paper deduces and generalizes the algorithms of the existing mainstream
pixel level image fusion in details and realizes the Matlab experiment and adopts
the contrast analysis to analyze the research findings. Wavelet analysis theory
and fusion methods based on wavelet are introduced in detail. The techniques
are compared by using different objective criteria. The feasibility and effec-
tiveness of the image fusion technology based on wavelet transform are verified
by experiments.

Keywords: Image fusion � Wavelet transform � Multi-resolution � DWT

1 Introduction

Currently due to the rapid development of multi-media technology and the wide
application of image sensor, the scope of image application is expanding. The tradi-
tional image processing technology cannot meet the need for increasing accuracy.
Hence new image fusion technology is effective on improving image quality and
obtains more information.

There exists a lot of image fusion algorithms, but they will more or less bring
negative influence to fusion images. Wavelet transform has been rapidly developing in
the past few years for its good frequency characteristics [2]. It has the characteristics of
the low entropy, the de-correlation and the flexibility of choice of the base. With good
localized time domain and frequency domain and multi-resolution nature, wavelet has
become a mainstream technology in the image fusion application.

The article first introduces some theories of image fusion, introduces both algo-
rithms of traditional image fusion and multi-resolution wavelet-based image fusion,
and put emphases on multi-resolution wavelet-based image fusion.

© Springer International Publishing AG 2017
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2 Theory of Image Fusion and Wavelet Image Fusion
Technique

Image fusion is a kind of image processing techniques, which is the fusion of multi-
sensor information from vision. The aim of image fusion is to realize the detection,
feature extraction and recognition of the target by making full use of the comple-
mentary and redundant information provided by different image sensors. Image fusion
generally consists of three levels: pixel level fusion, feature level fusion and decision
level fusion [3]. Pixel level image fusion has been widely used at present.

Image fusion method can be roughly divided into two categories: spatial domain
airspace fusion and transform domain fusion. The fusion methods such as averaging,
maximal pixel selection, minimal pixel selection and principal component analysis
(PCA) belong to spatial domain approaches [4]. For these spatial image fusion methods,
the pixel values coming from two or more images are combined in a linear or non-linear
way. Spatial domain methods will lead to spatial distortion of fused images [5]. This
spatial distortion will adversely affect the further processing of the fused image.
Transform domain fusion methods will be able to overcome such shortcoming [6].

Wavelets are mathematical functions, which are used for signal analysis at different
resolutions. The irregularity of wavelets makes them suitable for discontinuous signal
analysis of the real world. Excellent localization performance in frequency domain and
spatial domain is the significant characteristics of wavelets.

In general, the basic idea of wavelet transform image fusion is to execute a mul-
tiresolution decomposition for each source image, and then to deal with coefficient
according to some fusion rules, as shown in the middle block of Fig. 1 [7]. After that,
the IDWT of the corresponding combined wavelet coefficients is performed in order to
obtain the fused image.

Coefficient combination is the key step of wavelet image fusion. This can be
achieved by a set of fusion rules.

Fig. 1. Wavelet based image fusion
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3 Evaluation Standard of Image Fusion

Generally, image assessment methods can be divided into two classes: firstly qualita-
tive (or subjective) methods and secondly quantitative (or objective) methods [8].
Qualitative measures fundamentally rely on the vision, and can not be represented by a
rigorous mathematical model. In view of the shortcomings of subjective quality
evaluation methods, various efforts have been committed to the development of
objective image quality assessment methods.

For measuring the effect of image fusion with different methods, some objective
criteria such as Mean (l), Standard Deviation (r), Root Mean Square Error (RMSE),
Peak Signal to Noise Ratio (PSNR), Entropy (EN), Average gradient (AG), Spatial
frequency (SF), and Correlation coefficient (r) are used to compare the fusion results.

4 Results and Discussion

Experiments were performed on a standard image of size 256 � 256 as shown in
Fig. 2(a), which served as ideal reference image here. The ideal image was blurred
twice and after that, we got an image blurred on the left as shown in Fig. 2(b) and the
other image blurred on the right as shown in Fig. 2(c).

Firstly, image fusion algorithms including spatial domain methods and transform
fusion methods were compared. The fused images with different algorithms are shown
in Fig. 3. The fusion results were evaluated as shown in Table 1. The experimental
results show that the clarity of fusion images by transform domain methods is far better
than that of fusion images by spatial domain, and the comprehensive performances of
fusion images by transform domain methods are better. The fusion effect using Laplace
pyramid is the best, the indicators are relatively good. The fusion effect of wavelet
transform fusion method is close to that of Laplace pyramid fusion method. By using
the wavelet transform, a more compact representation is given, spatial orientation in
different bands is separated, and interesting properties in the original image are effi-
ciently de-correlated. The wavelet transform can overcome the instability of Laplacian
pyramid scheme. In addition, wavelet transformation also provides other advantages,
such as directional information, computational efficiency and so on.

Fig. 2. Ideal reference image and two blurred images
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Fig. 3. Fusion images with different fusion methods (a) averaging, (b) maximal pixel selection,
(c) inimal pixel selection, (d) PCA method, (e) laplacian pyramid, (f) contrast pyramid,
(g) gradient pyramid, (h) FSD pyramid, (i) wavelet transform

Table 1. The fusion results with different algorithms

IMAGE l r EN AG SF r RMSE PSNR

Reference image 104.8458 76.8805 7.2158 7.1621 21.4278
Image blurred on
the left

99.2038 77.3057 7.0063 5.4223 17.7890 0.9842 14.841
0

24.7015

Image blurred on
the right

95.0710 69.8224 7.2644 5.3111 17.4432 0.9648 22.863
9

20.9478

Averaging 97.3119 72.4379 7.3878 6.2180 15.3311 0.9905 13.501
3

25.5233

Maximal pixel
selection

105.6270 76.4244 6.9108 4.4459 18.6613 0.9969 6.1373 32.3712

Minimal pixel
selection

88.6478 69.8215 7.2841 5.0806 15.1205 0.9634 26.558
4

19.6468

PCA method 97.2500 72.6326 7.3835 5.0806 15.3518 0.9908 13.356
3

25.6171

Laplacian pyramid 97.4549 74.9998 7.3984 7.1785 21.4206 0.9928 11.880
8

26.6339

Contrast pyramid 97.2211 74.6243 7.3967 6.6653 19.9102 0.9923 12.326
0

26.3143

Gradient pyramid 97.1658 71.7872 7.4678 6.1170 19.2647 0.9927 12.882
7

25.9307

fsd pyramid 97.1929 71.7891 7.4685 6.1204 19.2776 0.9927 12.867
0

25.9413

Wavelet based
mean-max fusion

97.1602 73.5160 7.4610 7.1052 21.1963 0.9921 12.615
1

26.1130
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The selection of wavelet basis has a certain effect on the fusion result. For the
selection of wavelet basis, the properties including orthogonality, compact support, and
symmetry and regularity msut be considered. Different wavelet basis in accordance
with the above conditions were selected in the experiment. The decomposition level
was 3. The fusion results were evaluated as shown in Table 2. As can be seen from the
evaluation, using different wavelet, there is little change in image fusion effect.

Wavelet decomposition level number is an important factor to influence the quality
of the fused image. The more the number of wavelet decomposition level, the more
abundant the details of fused image, but more levels are not always better. On the other
hand, boundary extension should be carried out during wavelet decomposition and
synthesis, the more the level number, the greater the border distortion. Therefore,
wavelet decomposition level number should not be too large. Here wavelet bases
functions ’db5’ was used. The mean fusion rule is applied to fuse the approximation
image. The detail images are fused using maximum fusion rule. The fusion results are
shown in Table 3. AG and SF increases with the increase of decomposition level. EN, r
and PSNR increase with the increasing of level number firstly, when the number
reaches a certain value, they then decrease with increasing of level number. The RMSE
variation is just the reverse of PSNR variation. It can be seen from the fusion results, 3
or 4 levels wavelet decomposition is more appropriate.

In the process of wavelet image fusion, the original images are first transformed
into their multi-resolution representations. A new composite multi-resolution

Table 2. The fusion results with different wavelet basis

wavelet l r EN AG SF r RMSE PSNR

Reference image 104.8458 76.8805 7.2158 7.1621 21.4278
Image blurred on
the left

99.2038 77.3057 7.0063 5.4223 17.7890 0.9842 14.8410 24.7015

Image blurred on
the right

95.0710 69.8224 7.2644 5.3111 17.4432 0.9648 22.8639 20.9478

haar 97.1374 73.8889 7.4040 7.2730 21.5883 0.9926 12.3545 26.2943
db2 97.0458 73.5492 7.3927 7.1642 21.2578 0.9915 12.9529 25.8835
db5 97.1005 73.5376 7.4472 7.1265 21.2572 0.9920 12.7077 26.0494
db8 97.1286 73.4121 7.4637 7.1162 21.2151 0.9920 12.7204 26.0408
sym4 97.1602 73.5160 7.4610 7.1052 21.1963 0.9921 12.6151 26.1130
sym8 97.1557 73.4123 7.4628 7.1022 21.2036 0.9920 12.6870 26.0636
coif2 97.1851 73.4591 7.4621 7.1060 21.2056 0.9921 12.6410 26.0952
coif5 97.1303 73.5321 7.4336 7.1189 21.2384 0.9920 12.7084 26.0490
bior2.2 97.1181 73.5911 7.4478 7.1046 21.2035 0.9923 12.5491 26.1585
bior6.8 97.1052 73.5100 7.4135 7.1121 21.2180 0.9918 12.7904 25.9931
rbicl.3 97.1431 73.4266 7.4342 7.0824 21.1374 0.9919 12.7527 26.0188
rbic3.9 97.1424 73.4725 7.4914 7.1916 21.2979 0.9918 12.8107 25.9794
dmey 97.1331 73.5024 7.4563 7.1261 21.2494 0.9920 12.7210 26.0404
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representation is then created from those inputs according to a certain fusion rule.
Therefore, fusion rule is the core of image fusion, which directly affects the speed and
quality of image fusion. Generally, the approximations or details structures can be
merged by taking maximum, minimum, the mean rules. Wavelet base function ’db5’
was used. The wavelet decomposition level number is set to 3. Nine kinds of fusion
operators were used. The fusion results are shown in Table 4. Using different fusion
rules, fusion effect is different. Mean and maximum fusion rules are usually used. Many
more sophisticated fusion rules need to be developed to improve the quality of the
fused image.

Table 3. Effect of wavelet decomposition level number on fusion result

Decomposition
level

l r EN AG SF r RMSE PSNR

Reference image 104.8458 76.8805 7.2158 7.1621 21.4278
Image blurred on
the left

99.2038 77.3057 7.0063 5.4223 17.7890 0.9842 14.8410 24.7015

Image blurred cm
the right

95.0710 69.8224 7.2644 5.3111 17.4432 0.9648 22.8639 20.9478

1 97.1375 72.6454 7.3948 6.0971 19.2361 0.9911 13.2800 25.6669
2 97.1257 72.9585 7.4299 6.7500 20.5727 0.9919 12.8661 25.9419
3 97.1005 73.5376 7.4472 7.1265 21.2572 0.9920 12.7077 26.0494
4 96.9410 74,1405 7.4601 7,2561 21.5118 0,9914 12.9725 25.8703
5 96.9293 74.8572 7.4559 7.2928 21.5770 0.9913 12.9333 25.8966
6 96.9501 75.4900 7.4523 7.3077 21.5937 0.9906 13.1572 25.7476
7 96.9059 77.3792 7.4466 7.3155 21.6012 0.9899 13.5349 25.5017
8 96.6312 78.2245 7.4831 7.3181 21.6026 0.9895 13.9838 25.2183

Table 4. Effect of fusion rule on fusion results

Fusion rule l r EN AG SF r RMSE PSNR

Reference image 104.8458 76.8805 7.2158 7.1621 21.4278
Image blurred cm
the left

99.2038 77.3057 7.0063 5.4223 17.7890 0.9842 14.8410 24.7015

Image blurred cm
the right.

95.0710 69.8224 7.2644 5.3111 17.4432 0.9648 22.8639 20.9478

Max-max 104.4548 76.9452 7.2768 7.2111 21.4478 0.9974 5.5471 33.2494
Max-mean 104.4917 75.8845 7.4324 5.3368 15.6094 0.9952 7.5549 30.5662
Max-min 104.5287 75.5118 7.4809 4.3663 13.0911 0.9839 13.7499 25.3648
Mean-max 97.1005 73.5376 7.4472 7.1265 21.2572 0.9920 12.7077 26.0494
Mean-mean 97.1374 72.4189 7.4237 5.0715 15.3255 0.9904 13.6408 25.4340
Mean-min 97.1743 72.0201 7.4619 3.8989 12.7258 0.9789 17.7857 23.1294
Min-max 89.7461 71.1064 7.4582 7.2211 21.2170 0.9725 23.6959 20.6373
Min-mean 89.7831 69.9405 7.5010 5.0907 15.2484 0.9712 24.1736 20.4640
Min-min 89.8200 69.5190 7.4515 3.7161 12.6074 0.9595 26.7002 19.6005
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5 Conclusions

This paper introduces the principle of image fusion and the theory of wavelet. Different
image fusion techniques are simulated. The fusion techniques are compared by using
various objective criteria. Different wavelet bases, several kinds of decomposition
levels and nine kinds of fusion rules are compared. The results show that Transform
domain fusion methods are significantly better than spatial domain fusion methods.
Wavelet transform fusion method has pretty good performance. Selection of wavelet
type, decomposition level and fusion rule are key problems for wavelet transform
image fusion.

Acknowledgments. This research was financially supported by the National Natural Science
Foundation of China (Grant Nos 61376076, 21301058, 61274026, 61575062 and 61377024);
supported by the Scientific Research Fund of Hunan Provincial Education Department (Grant
No. 14B060); supported by the Science and Technology Plan Foundation of Hunan Province
(Grant Nos 2014FJ2017).

References

1. Shu-tao, L., Hai-tao, Y., Le-yuan, F.: Remote sensing image fusion via sparse representations
over learned dictionaries. IEEE Geosci. Remote Sens. Lett. 51(9), 4779–4789 (2013)

2. Auli-Llinas, F.: General embedded quantization for wavelet-based lossy image coding. IEEE
Trans. Sig. Process. 61(6), 1561–1574 (2013)

3. Zhaoxia, L., Jubai, A., Jing, Yu.: A simple and robust feature point matching algorithm based
on restricted spatial order constraints for aerial image registration. IEEE Geosci. Remote Sens.
Lett. 50(2), 514–527 (2012)

4. Paul, P.P., Gavrilova, M.L., Alhajj, R.: Decision fusion for multimodal biometrics using
social network analysis. IEEE Trans. Syst. Man Cybern. Syst. 44(11), 1522–1533 (2014)

5. Joshi, M., Jalobeanu, A.: MAP estimation for multiresolution fusion in remotely sensed
images using an IGMRF prior model. IEEE Trans. Geosci. Remote Sens. 48(3), 1245–1255
(2010)

6. Javidi, B., Do, C.M., Hong, S.H., Nomura, T.: Multi-spectral holographic three-dimensional
image fusion using discrete wavelet transform. J. Disp. Technol. 2(4), 411–417 (2006)

7. Ellmauthaler, A., Pagliari, C.L., Da Silva, E.A.B.: Multiscale image fusion using the
undecimated wavelet transform with spectral factorization and nonorthogonal filter banks.
IEEE Trans. Image Process. 22(3), 1005–1017 (2013)

8. Liu, T.J., Lin, W.S., Kuo, C.C.J.: Image quality assessment using multi-method fusion. IEEE
Trans. Image Process. 22(5), 1793–1807 (2013)

Comparative Analysis of Different Techniques 281



Mickey Mouse 3D CAD Model Reconstruction
Based on Reverse Engineering

Zhang Mei(&) and Wen Jinghua

Working with School of Informatics,
Guizhou University of Finance and Economics, Guiyang, China

zm_gy@sina.com

Abstract. This paper aims at reconstruction of 3D CAD model by using
Reverse Engineering (RE) which is the key-technology emphasized in this
context of research. First the Mickey was scanned by active range laser scanning
system (Konica Minolta VIVID910), and its data of points cloud was obtained.
Then the data were preprocessed in RE software of Imageware12, also it was
segmented with curvature analytical method and its contour line was created.
Finally the 3D model reconstruct was made with the function of high-level
surface building and quality evaluating. The novelty of the study is that the
model presented here is the fast design of CAD model of the Mickey Mouse.

Keywords: Reverse engineering � Laser scan � 3D reconstruct � CAD �
Imageware12

1 Introduction

During the process of design, study and development of products when users do not
provide blueprint or CAD data file instead they only provide sample-piece of the
products. Since most of these kinds of products are composed of free-surface, their size
can not be measured and the graphics can not be drawn with the routine method. If the
traditional design method is used, the design time is long and it will fall short of
precision and in some cases it will be inextricable. Hence it needs a kind of bran-new
and high-effective resolved scheme of products exploitation, which is sample-piece or
model of a real object ! 3D surveying data ! 3D product digital model ! product,
namely Reverse Engineering. The Reverse Engineering is a process which starts with
an exist real object or prototype and first deal it with digital method, then the
curved-surfaces are reconstructed and their CAD model is also constructed. finally the
product is produced [1] along with Reverse Engineering technologies which are
experiencing wider applications. Their corresponding software and hardware system
also get development. This paper takes real object model of a Mickey Mouse as
example and it adopts initiative range laser scan system produced by Konica Minolta
company as well as Imageware12 which is a professional Reverse Engineering soft-
ware to complete its process of digital survey and CAD model reconstruction.

Reverse Engineering is a advanced idea and method of product design which
develops at the beginning of 90 years during 20th century and it is the total of cor-
relative digital technologies which translate real object to CAD model. Geometrical
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model reconstruction technologies and products manufacture technologies At present,
whether interiorly or overseas the research related to Reverse Engineering mainly focus
on converse of geometrical shape and structure which is related to function factor of a
product [2]. Its application fields are quite broad, and it can be used in mould manu-
facturing, plaything industry, game trade, electron occupation, shoes industry, art
occupation, medical engineering and industrial design and so on. The process of
Reverse Engineering is first using laser scanner to survey the sample or model known
in order to obtain its 3D contour points cloud data; then making data process and CAD
model reconstruction cooperating with software of Reverse Engineering, moreover
making precision analysis, appraising construct effect and redesigning for the curved
surface reconstructed. Finally creating data with format of IGES or STL, and it can be
machining by numerical control or rapid molding to obtain entity model [3].

2 Modeling Foundation of Imageware12

2.1 Curve and Curved Surface in Imageware12

InImageware12, we use Bezier curve, B-spline curve, NURBS curve to define free
curve and curve close to taper such as ellipse, hyperbola and parabola. The main
information of these kinds of curves is as follow:

Direction: When the curve is used to built mold curved-surface, the direction of a
curve is very important

Nodes: They are the positions in the curve which the span is joined by them

Segment: The cycle part which pertain to the nodes of a curve

Control Points: The mathematical points which can affect and restrict the shape of a
curve in little area

Order: The shapes of curves mostly are determined by their orders, on the default
instance, the 4-order curve formula is used to describe a curve in the software of
imageware12

The Interrelation among Parameters of a Curve: Number of Control
Points = Number of nodes inside +degree of freeness +1 = Number of nodes inside
+Order = Number of Segments−1 + Order.

The basic elements of Bezier curved-surface, B-spline curved surface and NURBS
curved-surface include the following:

Normal: There is a normal direction of each curved surface, and the positive normal
direction displays the color of the curve, while the negative normal direction displays
gray;

Nodes and Spans: When the curved-surface is created by curves, the curved-surface
will have the same nodes and spans as the curves;
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Control Points: Like the Control Points of a curve, the control points of a
curved-surface are the points which can affect and restrict the shape of the curved-
surface in little area;

Order: The shapes of curved-surfaces mostly are determined by their orders, on
default instance, the 4-order curved-surface formula is used to describe a curved-
surface in the software of imageware12;

Direction of U and V: Each NURBS curved-surface has 4 borders, the position is
disparted into U, V direction where the two borders are vertical each other.

2.2 Curved-Surface Reconstruction in Imageware12

Curved-surface reconstruction adopts proper algorithm to fit into mathematical model
for the curved-surface with the discrete 3D-surveyed data which has been preprocessed
and it is the key technology of Reverse Engineering. In Reverse Engineering, a
curved-surface object sometimes is not simply consisted of single curved-surface, but it
is shaped by the mix of extension, transition and cut-out of many curved-surfaces, so
the construction should be completed one block by one block. For the limit of digital
technology, the problem of “multi-view data” (namely which is the data block surveyed
from different direction or position) still exists in Reverse Engineering [4].

In a general way, in order to ensure integrality of digitization, there is some overlap
among each-view data, so it brings multi-view align and merge. Although the process,
operation steps and detail are not all same to realize curved-surface reconstruction in
different CAD system.

2.3 Smoothness Evaluate of Curves and Curved-Surface in Imageware12

Geometrical Continuity of Parameter Curve: When a complex curve is designed, it
always is combined by multi-segment curve, so it needs to resolve the question which
is how to realize smooth connection among curve segment. There are two types of
measurement of smoothness of connection among curve [5]: One is differentiability of
a function, if we can build the combination parameter curve which has continuous
derivative vector till n-order at the point of joint, namely it is n-order continuous
differentiability, and this kind of smoothness is called Cn or n–order parameter con-
tinuity. The other is called as geometrical continuity, which is the combination curves
satisfy one group restrict condition different from Cn at the point of joint, and the
combined curve is called as possessing n-order geometrical continuity, and it is simply
noted as Gn. The two measurement methods of smoothness are no inconsistent, Cn

continuity is included in Gn continuity. They are showed in Fig. 1, for the two curves
P (t) and Q (t), t 2 ½0; 1�.
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If it is require achieving G0 continuity or C0 continuity, namely the two curves can
achieve position continuity at the joint, Eq. 1 should be satisfied:

Pð1Þ ¼ Qð0Þ ð1Þ

If it is require achieving G1 continuity, namely the two curves except being
required to satisfy the condition of G0 continuity at the joint, moreover it is require
having common tangent vector, Eq. 2 should be satisfied:

Q0ð0Þ ¼ P0ð1Þ ð2Þ

If it is require achieving G2 continuity, namely the two curves except needing to
satisfy the condition of G1 continuity at the joint, moreover it is require having
common curvature vector, Eq. 3 should be satisfied:

Q00ð0Þ ¼ P00ð1Þ ð3Þ

Geometrical Continuity of Parameter Curved-Surface: For the shape of entity
surface is complex in the world, it is difficult to describe its shape with a single
curved-surface. It is easier to build surface model of complex entity if we first
decompose its surface into many smaller curved-patches then fit these curved-patches
with NURBS curved-surface. Commonly there is some smoothness such as position
continuity, tangent plane continuity and curvature continuity on the surface of an entity.
When making sculpt with disported curved-patches, we should assure smoothness of the
result curve-surface, and it is necessary to adjust continuity between two coterminous
curved-patches. The continuity between two coterminous curved-patches takes very
important action in the fields of CAD/CAM, geometrical sculpt and reversing engi-
neering etc. This is not only because of Geometrical continuity providing the free
parameter which may be used to construct and modify very complex geometrical entity
but also because of this kind of continuity reflect essential continuity between two
curved-patches in practice, namely it does not depend on parameterization of
curved-surface. Hence it is widely used in theory research and engineering practice [6].

Fig. 1. Continuity of two curves
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Continuity of curved-surface is smoothness degree of connection between two
curved-patches. Similar to parameter curve, parameter continuity also cannot measure
smoothness of connection between two curved-patches exactly. Continuity of param-
eter curved-surface also needs to be evaluated by gather continuity. As it is showed in
Fig. 2, if two curved-surfaces Pðs; tÞ;Qðu; vÞ have common connection-line they are
called as position continuity or G0, the 0-order geometrical continuity of curved-surface
also is consistent with its 0-order parameter continuity C0. The G1 continuity of two

parameter curved-surfaces is called as well as tangent-plane continuity, its definition is
as following: if the two curved-surfaces have common tangent plane or common
normal at each joint in the common connection line of them.

The G2 continuity of two parameter curved-surfaces is called as well as curvature
continuity, its definition is as following: if the two curved-surfaces have common
tangent plane and common main curvature moreover common main direction if main
curvature is not equal at each joint in the common connection line of them [7].

3 Digitization of Product Surface

3.1 3D Data Acquirement of Surface

The shape of “Mickey Mouse” is complex as it consists of many curved-surfaces, it can
not be surveyed by routine method. So the original digitization of part prototype is
always completed by obtaining 3D coordinate value of surface points with measure-
ment device such as 3-COMERO or laser scanner. The common surveying method in
reversing engineering is disparted into two kinds of way of touch and way of not touch
According to the different surveying principle, the un-touch surveying is approximately
disparted into optical surveying, ultrasonic surveying, electromagnetism surveying etc.
Among them the most used measurement method is laser scanning which adopting
optics triangle principle and belonging to optical measurement method [8], this paper
adopts this method to make 3D measure for “Mickey Mouse” to gather data, it is
showed in Fig. 3 that the data points of cloud gathered by 3D laser scanning.

Fig. 2. Continuity between two curved-patches
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3.2 Preprocess of Points of Cloud Data

For the character of reverse modeling, forward CAD software such as Pro/E and UG
can not satisfy the need of rapid and correct modeling, the points of cloud data should
be processed by special reverse engineering software such as Imageware12 and Geo-
magic studio, the penman adopt the Imageware12 to preprocess the points of cloud,
there are main three steps as follow: (1) Read in of points of cloud data, it is imported
into Imageware12 that the points of cloud data obtained by 3D laser scanner;
(2) Creating color character, the points of cloud will be drawn different color according
to curvature of each point after it has been computed; (3) Points of cloud segmentation,
we use curvature analytical method to disport cloud data, and the cloud of “Mickey
Mouse” is segmented into 5 parts which is ear, face, eyes, nose and mouse.

4 Reconstruction of CAD Model

4.1 Building of Contour Line

In order to reconstruct curved-surface, it is needed to obtain the contour line which can
reflect character fracture first. The building of contour line is completed by adopting
4-order B-Spline interpolation for cloud data. The curve can be adjusted by changing
the number of control points in such manner that if the control points are added the
degree of shape inosculating is good and if the control points are reduced, the curve is
smoother. We can estimate smoothness of curve by its curvature, and we can inspect
degree of inosculate between a curve and its corresponding cloud, also we can change
continuity between one curve and another curve which can be position continuity,
tangent continuity and curvature continuity. The whole contour line of “Mickey
Mouse” is showed in Fig. 4.

Fig. 3. Points of cloud of “Mickey Mouse”
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4.2 Reconstruction of Curved-Surface

The building of ear part may be completed by first fitting 5*5-order well-proportioned
top surface with cloud data directly, then tensioning contour line to create side, and
spilling cyclo-angle between the top surface and the side. The fitting error between the
top surface and its corresponding cloud is showed in Table 1, from this table we know
the total max error is 0.0707 mm which can satisfy precision requirement of A-level
curved-surface. The execution method of other part curved-surface of “Mickey Mouse”
is relatively similar to the curved-surface of ear part. The whole 3D CAD model of the
“Mickey Mouse” reconstructed is showed in Fig. 5.

Table 1. Fitting error between the top surface and its cloud of the ear part

Max (mm) Average (mm) Std.Dev

Euclidean 0.0707 0.0108 0.0080
Lateral 0.0002 0.0000 0.0000
Neg.Norm −0.0707 −0.0111 0.0090
Pos.Norm 0.0322 0.0105 0.0070

Fig. 4. Contour line of “Mickey Mouse”

Fig. 5. The whole 3D CAD model of the Mickey Mouse reconstructed
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5 Conclusion

For the sample piece with complex shape, it can enhance precision of product design
and manufacture by adopting technology of laser scanning to complete the collecting of
model data rapidly. Then using software of reverse engineering to complete process,
curved-surface reconstruction and entity sculpt of cloud data, at the same time the
blueprint does not need to be drawn during the whole process (also it is difficult to be
drawn), it realizes process of no paper, and shortens development period of the product.
Hence it has important meaning for enhancing competition ability of product economy.

Acknowledgment. Thank Project Supported by Regional Science Fund of National Natural
Science Foundation of China (Project approval number: 41261094).
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Abstract. Combining with Support Vector Regression (SVR), this paper pro-
poses a feature map of texture difference (FMTD) model for Asian face age
estimation. The FMTD model is based on the standard bio-inspired feature
model and can learn the feature information of the important face organs area as
well as the wrinkles area. The learnt feature is strengthened by image pro-
cessing, including image difference, down scaling, dividing and max-pooling.
The resulting feature is sensitive to age estimation. Experimental results on the
Asian face dataset and two public datasets prove that the proposed method
reduces the mean absolute error (MAE) of age estimation comparing with other
current methods and improves the degree of accuracy, which results in effective
age estimation for Asian face.

Keywords: Age estimation � Feature map of texture difference model � Mean
absolute error � Support vector regression

1 Introduction

Over the years, with the development of computer vision and machine learning, the
recognition and the analysis based on face have drawn scholarly attention for research.
Face image-based age estimation as one part of face analysis techniques, has been
widely studied by researchers. Age estimation study can be approximately divided into
three categories: the first category is based on the regression solving strategy, which
implements the regression prediction by treating age as a positive real number [1–3],
the second category is based on the multi-classification solving strategies which
implements the multi-classification treating age or age-group as a category [4–6] and
the third category is based on the combination of classification and regression solving
strategies, which implements multi-classification before regression [7].

Recently, some new methods different from the above three categories were pro-
posed. Chang et al. [8] proposed a novel algorithm of age estimation based on ranking
(Rank). Then, they proposed a method of ordinal hyperplanes ranker based on Rank
(OHRank) [9]. Lately, they combined the latest scattering transform and the
cost-sensitive technology to optimize the OHRank algorithm and proposed a new
cost-sensitive ordinal hyperplanes ranker (CSOHR) model [10]. This approach can
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achieve the mean absolute error (MAE) equal to 4.48 years on the FG-NET [12] age
dataset, representing the state-of-the-art level of the existing researches.

However, the current methods of age estimation almost all study on the FG-NET
age dataset or the MORPH [13] age dataset which are composed of Europeans and
Americans. There is lack of the research for Asian face age estimation. In practical
scenarios, we need to deal with Asian face in many cases. Compared with the
Europeans and Americans, Asians look younger at the same age. Therefore, the
existing methods directly used for Asian face age estimation will lead to a large error.
This paper implements age estimation by in-depth analysis for Asian facial feature, and
experiments on Asian face image dataset and the public age datasets.

2 Feature Map of Texture Difference

The important organs of face such as eyes, nose, eyebrows and the surrounding area
contain abundant information which are used for face recognition, face gender
recognition, facial expression recognition and face age estimation. Daily experience-
based humans also exploit facial wrinkles which express rich texture feature to judge a
person’s age. This paper proposes the feature map of texture difference (FMTD) model
based on the standard bio-inspired feature model. The FMTD can not only learn the
feature information of the important organs and the surrounding area, but also learn and
strengthen the feature information of facial wrinkles area.

2.1 The Feature Map of Texture Difference Model

The bio-inspired feature model is originated in the biologist’s study on the human
visual cortex system. Riesenhuber and Poggio [11] proposed a feed-forward mode
“HMAX” model for visual object recognition. The model includes the processing layer
S1 with simple cells and the processing layer C1 with complex cells.

Figure 1 illustrates the implementation process of the FMTD model. Compared
with the standard bio-inspired feature model, the FMTD model has been improved
from three aspects. Firstly, the processing layer S0 is added before S1 to obtain the
local binary pattern (LBP) image of the original image. Then the processing layer C0 is
added between S1 and C1 to implement image difference computation. Finally the
FMTD is generated through max-operation and down scaling and the corresponding
feature vectors are output.

LBP is an effective description method for face texture feature. Since the LBP
image of face can distinctly describe the important organs and the wrinkles, the LBP
image is introduced to the FMTD model.

This paper captures the most prominent change in the LBP image based on the
Gabor wavelet transform. The idea of difference of Gaussian (DoG) is utilized to
further strengthen the change. DoG is an important approach of corner enhancement in
image processing and can strengthen the part contours of the image. In essential, the
Gabor transform is also Gaussian filtering processing with multiple different filters. The
same Gabor wavelet transform is implemented for both the original image and the LBP
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image to obtain two image clusters corresponding to the original image and the LBP
image respectively. Then a difference image cluster with part contours of critical
regions enhanced can be obtained through computing the difference of the two image
clusters.

The difference image cluster contains the enhanced feature information of the
important face organs area as well as the wrinkles area. However, the difference image
cluster is a large set of images, which also contains some redundant information. We
implement the max-pooling operation and down scaling operation for the difference
image cluster to extract the most sensitive information for age estimation.

2.2 Feature Dimensionality Reduction

The FMTD model obtains feature vector based on the Gabor feature space, in which
there is a problem of high dimensionality. Suppose that the original face image is
m � n pixels and suffers Gabor filtering with p different scales and q different direc-
tions, and then the image cluster contains p � q images with the size of m � n. The
corresponding feature vector of the image cluster has (p � q) � (m � n) dimensions,
which easily leads to the curse of dimensionality. This paper adopts the principal

FMTD

S0

Gabor responding 
image cluster

small scale

S1

Gabor wavelet 
transformation

Defference 
image cluster

C0

Image 
defference

max-pooing and 
down scaling

Output

Gabor responding 
image cluster

large scale

small scale

large scale

Fig. 1. The implementation process of the FMTD model
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component analysis (PCA) to reduce the feature dimensionality. Suppose there are
N data samples, and the corresponding feature vector of each sample is
Xi ¼ ðf i1; f i2; . . .; f idÞT , where 1� i�N and d denotes the feature vector dimensionality.
Through the PCA, the feature vector dimension reduces from d to m. In this paper, m is
decided by the experimental effects on the MAE of age estimation.

2.3 Age Estimation Based on FMTD

In this paper, support vector regression (SVR) is selected as the regression algorithm.
Through dimensionality reduction, the feature is used for SVR model training and
regression prediction.

3 Experiments

This paper implements the experiments of age estimation based on the regression
model and adopts the common evaluation criteria MAE to assess the results. The
regression result for each face image is the estimated age.

3.1 Experimental Dataset

Experimental dataset has an important influence on the performance of the age esti-
mation algorithm. Two public age datasets FG-NET and MORPH both consist of
European and American face, while this paper aims to study the age estimation for Asian
face. Therefore, this paper collects abundant network face images with Asian face and
selects part images from FG-NET and MORPH. These images make up a new face age
estimation dataset with 2700 images called HL-AE. In addition, since each person in
HL-AE corresponds to multiple images, this paper experiments with another dataset
HL-AE+ for reducing the influence of individual difference on the age estimation.
HL-AE+ is composed of 3000 Asian face images with corresponding to 3000 people
under various conditions, including the strong sunlight, profile, partial occlusion, etc.

3.2 Experimental Results and Analysis

In this paper, the aforementioned dimensionality m is decided by the experimental
effects on the MAE of age estimation. The experimental results show that the MAE
reaches the minimum when m is equal to 1600.

After m is determined, 5-fold cross validation is applied to assess the proposed
method FMTD+SVR with the evaluation criteria MAE on the HL-AE dataset. This
paper also reproduces five another age estimation methods for comparison under the
identical experimental conditions, including AAM+CSOHR [10], BIF+SVR [2],
LARR [3], HMM [7] and AGES [5]. Table 1 shows the results.

From the data in Table 1, the proposed age estimation method FMTD+SVR has
achieved the lowest MAE = 4.25 in HL-AE, which performs better than the other
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methods. The MAE of FMTD+SVR reduces 0.57 years compared with the other best
method AAM+CSORH, reduces 0.64 years compared with BIF+SVR, and reduces
more than 1.0 years compared with the others. The results show that the proposed
method greatly improves the accuracy of age estimation.

In order to further verify the generalization ability of the method, this paper selects
three best methods on the HL-AE dataset, FMTD+SVR, AAM+CSOHR and BIF
+SVR. We use the model trained on HL-AE dataset to test the images in the HL-AE+
dataset. The MAE of BIF+SVR is 5.83, the MAE of AAM+CSOHR is 6.12, and the
MAE of FMTD+SVR is the lowest, which is 4.96. The performances of the three
methods on the HL-AE+ dataset all reduce compared with those on the HL-AE dataset.
This is because the image quality of HL-AE+ is poorer than that of HL-AE. The
experimental results demonstrate that the proposed method FMTD+SVR has excellent
generalization ability.

4 Conclusion

This paper proposes a new feature extraction model FMTD based on the standard
bio-inspired feature model. The FMTD model can learn the abundant feature infor-
mation of the important organs area as well as the wrinkle area of face, and enhance the
information through a series of image processing. The dimensionality of the extracted
feature is reduced with PCA, and SVR is employed to implement age estimation. The
experimental results demonstrate that the proposed method has better performance of
age estimation than the current methods and excellent generalization ability for Asian
face.
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Abstract. In the virtual environments, multimodal interaction not only makes
the traditional event-driven system complicated but also increases the task of the
users to handle the heavy loads of cognitive and operational complexity. The
authors extracted users’ operation intents and used intents to trigger system state
transition. This paper investigated establishing operators’ intent set and intent
experiment in a virtual assembly system. By observing actual operation pro-
cesses and analyzing the expression of intent, the authors constructed an
intent-driven system. The research laid a solid foundation for capturing and
reasoning intents. The comparison of experimental results show that the intents
make the intent-driven system more efficient than the traditional event-driven
system and they are able to express users’ ideas accurately.

Keywords: Intent � Human-computer interaction � Multimodal � Virtual
environment � Direct manipulation � Virtual assembly

1 Introduction

Virtual design technology can demonstrate the feature and shape of products clearly in
intuitively three-dimensional environment [1]. We apply virtual design technology to
mechanical part assembly and develop a 3D interactive virtual assembly system.
Multimodal human-computer interaction system needs to integrate information which
acts as input by a variety of interactive devices [2]. This kind of system makes
interactive operation in a concurrent and collaborative manner, which can improve
efficiency and naturalness. Vidakis et al. presented a natural user interface system, in
which users could interact with the desktop application through the face, object, voice
and gesture [3].

In the last few years, intent recognition widely aroused the interest because it can
make interaction convenient and make intelligent analysis coordinated [4, 5]. There are
many methods of constructing and expressing intent. Sergey Sosnovsky [6] presented
an approach that combines the logic-based Event Calculus (EC) and probabilistic
modeling. Zhang Yingzhong et al. [7] used semantics to describe intent, which is based
on the shareable and inferential expression pattern. Song Wei [8] classified the net
surfing intents into subject categories, topics and the point that users interested in.
Mukherjee S [9] used features to identify intent and constructed an intent graph.
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The authors analyze the intent and use it instead of event to trigger the system state
transition. This paper explores the construction of intent, including two aspects: con-
structing intent set by observing and analyzing the user’s operation process and
building intent expression pattern and doing experiments.

2 Intent Analysis and Design

2.1 Intent Set Investigation

Virtual assembly system is a 3D interactive system. To assemble parts we construct
some specific perceptions to cater to particular interactive scenarios such as Fea-
tureMatching, Aligning and FaceMating [10]. Previous virtual assembly system was
event-driven and input event triggers the system state to change. This system has many
complex virtual scenes and a variety of 3D objects, which makes event-driven system
complicated on aspects of design and operation. Constructing an intent-driven system
can solve the above question.

Intent is a mental activity, which assumes that the virtual environment reach a given
state in a short term during the interactive process. It depends on user’s intellectual state
and current working scene [11]. We need to investigate what intents exist in assembly
system for building an intent set. In this assembly system, the typical intents include
Picking, FeatureMatching and so on. Picking is to pick up a part and the part will be
together with 3D mouse. FeatureMatching automatically judges the assembly feature
pairs that the user intends to fit together [10]. FaceMating classifies the parallel faces
belonging to the currently assembled parts and calculates the potential set of matching
pairs [10]. The authors collect the intents through investigating many mechanical
designers, researchers, and experiments. The intent set is shown in Eq. (1).

ISet ¼ Picking;MultiPicking;FeatureMatching;Coincidence; FaceMating;DisableCN;Browse;f
Disassembly;MultiDisassembly;AutoAssembly:MultiAutoAssembly;TechPlanning;

InteractiveSimulation;AutoSimulationg
ð1Þ

2.2 Intent Expression

We construct the intent expression pattern, with which virtual assembly system can
reason the intent. The current situation and intent pattern have a mapping relation-
ship. The system processes input information and recognizes intent. In our virtual
system, eyes and hands can express the user’s thought, namely, intent. User’s intent has
relation with the multimodal input. We use state vector to describe this relation. The
state vector is a multi-dimensional vector structure that depicts a state of multimodal
inputs at a time point [11]. It is expressed as <T, Sce, Obj1, Obj2, Obj3, Tsk, Stt,
Mod1, Mod2, Mod3>. ‘T’ is the logic time point, ‘Sce’ is the current scene, ‘Obji’ is
the virtual object related, ‘Tsk’ is the user’s interactive task, ‘Stt’ is the state of system,
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and ‘Modi’ is the input state of multimodal. Every channel has a set of the channel
state. For example, the eye channel’s states include: gazing at static object (GazeStatic),
gazing at dynamic object (GazeDynamic), and so on.

Intent’s expression pattern is a sequence of successive state vectors and it implies
an interactive mode. Based on a long-term observation, we discovered that intents
could be expressed by within five successive state vectors. We can use temporal logic
language XYZ to describe and analyze state vectors, which has the semantic accuracy
and practicability [12]. The temporal descriptions of intents are shown in Fig. 1, and
they are state vectors of intents from left to right, Picking intent, FeatureMatching and
FaceMating. Here we just give three channels’ states, eye (Eye) and right hand
(RHand) and left hand channel (LHand). Every intent uses less than five time points.
The flow of information starts from left to right. New state vector will come into being
if any channel’s state changes. Symbolic semantics is as follows: Scan Gaze
freeStatic graspStatic freeTrans graspTrans handGesture.

3 Experiment and Results

To evaluate the effect of intent and the performance of intent pattern, the authors
organized a comparative experiment between event-driven and intent-driven system.

3.1 Participants and Apparatus

Twenty students (10 were male.) from the local university participated in the experi-
ment, with ages ranging from 19 to 23. All had no experience in virtual environments
and 3D operation. The experiment included two groups (event-driven system and
intent-driven system.) and each group was ten (5 male and 5 female).

The computer was based on the desktop with 4 GB RAM and USB 3.0 interface.
The interactive devices included Eye Tribe that got user’s fixation point and 3D mouse
which was SpaceMouse Plus of 3Dconnexion Company. The operators could control
the object and roam in 3D scene. Eye Tribe and computer are connected via USB3.0.
Assembly system builds on Open Inventor 5.0 platforms.

(a)       (b) (c)

Fig. 1. The state vectors for intents. (a) Picking (b) FeatureMatching (c) FaceMating
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3.2 Experiment Design and Procedure

The aim of the experiment is to study the intent’s effectiveness and performance. The
experiment includes two aspects: to compare the time of tasks between event-driven
and intent-driven system; to study intent’s accuracy and instantaneity in the
intent-driven system. It includes three tasks: pick the 10 certain parts from one specific
area to another area; do feature matching; do face mating. The indicators include time,
accuracy and instantaneity. Accuracy is used to show if the intent identified is con-
sistent with the operator’s thought. Instantaneity describes system’s reaction speed.
Here we just introduce the operations in intent-driven system.

Picking: In Fig. 2(a), The ball and perpendicular bars is 3D mouse and black cross
is eye’s fixation direction. In Fig. 2(b), the blue bounding box is shown when eyes stare
at the part. At the same time, as long as the 3D mouse starts to move to the part the
system captures the picking intent and picks up the part automatically. Results is shown
in Fig. 2(c), 3D mouse and part are bound together.

FeatureMatching: In Fig. 3(a), left big box has many holes ant it can match many
other parts. In Fig. 3(b), 3D mouse is carrying a part and the operators need to find
target part to assemble. Eyes scan to find a hole on left box to match the feature of the
part, if they can match together the hole’s feature box will be highlighted. System
identifies FeatureMatching intent and moves the 3D mouse near to the big box.

FaceMating: Coincidence constraint is enforced on current part that is manipulated,
the part can only move on the specific axis. When the eyes stare at the part, the current
and target part’s faces (whether left or right based on the stare point) can be shown. The
left face is shown in Fig. 4(a) and the right face is shown in Fig. 4(b). At the same time,

(a)                                    (b)                                               (c)

Fig. 2. Picking (a) initialization condition (b) eye lighten the bounding box (c) finish picking

(a)                                                               (b) 

Fig. 3. FeatureMatching (a) initialization condition (b) eye lightens feature bounding box
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as long as the 3D mouse starts to move to the part the system captures the FaceMating
intent and then the two faces of current part and target part win coincidence.

3.3 Experiment Results

Table 1 presents the mean task completion time in the event-driven system and
intent-driven system. We can see that every task in event-driven system takes more
time than in intent-driven system. The intent-driven system can capture intent and
implement the intent automatically, so it can save time and improve the efficiency.

Now we analyze the time differences between these two systems. The difference of
Picking intent between two systems is 16.57 s, FeatureMatching intent is 5.7 s, and
FaceMating intent is 0.13 s. The longer the operation distance is, the bigger the
advantage of event-driven system is. The operation distance of FaceMating is short. So
the time difference of FaceMating is smallest.

Table 2 presents the performance of three intents in intent-driven system. The
instantaneity is quite good and the accuracy on Picking and FeatureMatching is high.
However, the accuracy on FaceMating is not good. This problem is related to the eye’s
threshold value. Later, narrowing the value will solve this problem.

Table 1. Mean time of every intent (second)

System Intent
Picking FeatureMatching FaceMating

Event-driven system 54.42 23.02 11.02
Intent-driven system 38.75 17.32 10.89

Table 2. The performance of intent (the full mark is 10)

Intent Accuracy Instantaneity

Picking 9.8 8.3
FeatureMatching 9.4 7.9
FaceMating 6.1 9.8

(a)                                                        (b)

Fig. 4. FaceMating. (a) left face (b) right face
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The experiment results show that intent-driven system can save operation time and
simplify the operations. Intent provides a significant performance improvement espe-
cially on the big scene. The accuracy of FaceMating intent needs to be improved and
the authors will continue work on it.

4 Conclusions and Future Work

The authors have constructed the intent’s expression pattern and check it in the
intent-driven system and such a system has a low design complexity. By using the
intent, system can understand user’s thought and implement the intent automatically,
which can reduce operation load and improve interactive efficiency. In this
intent-driven system, the instantaneity and accuracy level increases substantially.
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Abstract. On the frontier of Image Processing, researchers are encountering
the challenge of effectively retrieving and using the information contained in the
image. As per the prevailing research after the feature extraction of the relevant
properties of a high-level image, the resulting image does not add too many
features, When operating directly on the image, because of the high Witte sexual
performance data are relatively poor, resulting in the traditional classification
method does not apply. So this paper uses support vector machine (SVM) image
classification techniques which can overcome this defect. This paper makes the
use of Dense SIFT algorithm to obtain image feature and then build Bag of
words model. Subsequently establishing training dictionary database and finally,
the test set of images SVM classification test. Experimental results show that the
use of SVM classification accuracy of image retrieval technology enables
greatly increased.

Keywords: Image retrieval � Image classification techniques � Feature
extraction � SVM algorithm

1 Preface

It is widely seen that the development of multimedia technology and storage tech-
nology have found its applicability in the corridors of medicine, engineering, science,
photography, advertising and in many more spheres of our socio-economic life every
day such fields of human endeavour will require a huge amount of digital image
information. How to effectively manage and use digital image information has become
a major problem facing modern society. The traditional method is through the image
text annotations, and these methods have been unable to meet the rapidly increasing
demands of digital image processing. So this paper presents an image retrieval method
based on support vector machine image content [1] which makes the establishment of a
database for the image of the test image retrieval prototype system based on support
vector machine classification techniques [2, 3], making retrieval speed to suit the actual
application requirements.
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2 Image Feature Extraction

Content-based image retrieval key is to use computers to automatically understand the
content of the image and quantitatively expressed, that we call the feature extraction,
following the color, shape, texture feature extraction method of image analysis.

2.1 Color Feature

Color image feature is a feature of the most widely used in image retrieval method [4],
it has good robustness to image the scale, translation, rotation, translation is not sen-
sitive, while the color feature the calculation is very simple and easy to understand the
use of color features.

2.2 Shape Feature

Shape is used to describe one of the most direct features of an object, shape features an
image containing some semantic information, which we study the shape feature is
particularly important. Shape characteristics of the target translation, rotation and
scaling has strong robustness [5, 6], and therefore, the shape feature is an image feature
image retrieval technique frequently used to improve the image retrieval efficiency
plays an important role.

2.3 Texture

Texture is CBIR retrieval of another common description of the image content features
[7]. Its Objective is to describe texture feature is the use of image processing and pixel
image analysis to obtain recurring arrangement rule and local mode, these rules and
patterns of statistical calculations to distinguish between different textures, so as to realize
the distinction between images. Commonly used texture feature extraction methods can
be divided into three categories: statistics, structured approach, the model law.

3 Content-Based Image Retrieval Feature (CBIR) Related
Technologies

Content-based image retrieval is an integrated research area, which combines the
existing pattern recognition, artificial intelligence, image processing, computer vision,
information retrieval and other fields of knowledge, image feature extraction, similarity
measure, relevance feedback, retrieval performance evaluation criteria and other
technology is the key technology of CBIR.
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3.1 Similarity Measure

After the image feature extraction, CBIR system, the need for image feature matching,
and this process is called matching similarity measure. The similarity measure of
accuracy and speed of retrieval CBIR has an important influence. Since the image
feature extraction mostly in vector form is saved, in the multi-dimensional vector space
in which the image is seen as a point, so the similarity measure between the images is
transformed into multi-dimensional vector space between the calculated distance
between two points.

3.2 Relevance Feedback

Often there will be some differences due to the presence of ordinary people to
understand when the “semantic gap” and therefore in the use of the image of the shape,
color, texture and other characteristics of the search results, you can use relevance
feedback, RF method to narrow this difference. Relevance feedback method is through
repeated interaction between users to find the user’s query intent relevance feedback
between man and machine through a number of “feedback – Search” process in order
to achieve better results for each a search result.

3.3 Retrieval Performance Evaluation Criteria

Evaluate the retrieval performance for content based image retrieval image classifica-
tion technology plays an important role. It includes two questions: First, select the test
database, and second, the evaluation index system.

For the evaluation of the retrieval performance, the most commonly used is recall
and precision, recall means is retrieved related image occupies all the relevant pro-
portion of the number of images, precision is It refers to the total return of the image to
retrieve relevant images percentage of all images. In search engines, often using nor-
malize Discounted Cumulative Gain, nDCG to measure the quality of search results
sorted, detailed definitions and refer to the derivation of reference [8–10].

4 Based on Support Vector Machine Classification
Technology

In front of the color, shape, texture features of the image analysis and research carried
out, which are characterized by a high level of image extracted image related properties
without adding extra features. When the operator directly on the image, because of the
high performance data Witte relatively poor, resulting in the traditional classification
method is not as useful, but the support vector machine (SVM) for use in image
classification can overcome this defect. We first use Dense SIFT algorithm to obtain
image feature; then build Bag of words model, a training dictionary database; and
finally the use of SVM to classify the test image collection tests, the experimental
results.
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4.1 Local Image Feature Extraction

Scale-Invariant Feature Transform, SIFT, the core idea of the algorithm is to use
different scales of Gaussian smoothing the image, the image smoother difference before
and after the big difference pixels are extracted as feature points feature descriptor, and
then to match the feature descriptor. The algorithm is able to increase image brightness,
scale, rotation, translation changes simultaneously maintained, used to describe the
local characteristics of the image.

This article is extracted using image local feature dense Scale Invariant Feature
Transform (Dense SIFT), feature extraction using descriptors, not build Gaussian scale
space, extract SIFT features only on a single scale, the extraction of interest patches
each SIFT feature locations.

Let the image of f(x, y), computing (x0, y0) points Dense SIFT features,
Dense SIFT calculated as follows:

1. Calculated with (x0, y0) as the center of the amplitude and direction of 9 * 9 pixel
neighborhood gradients. Formula 1 for each pixel difference in x and y directions of:

dx = f(x0 + i + 1, y0 + j) - f(x0 + i, y0 + j), i, j 2 �4;�3,. . .; 3; 4f g
dy = f(x0 + i, y0 + j + 1) - f(x0 + i, y0 + j), i; j 2 �4;�3,. . .; 3; 4f g ð1Þ

Gradient magnitude and direction are as follows:

m(x0 + i, y0 + j) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dxð Þ2 þ dyð Þ2

q

hðx0 + i, y0 + j) ¼ arctan
dy
dx

� � ð2Þ

2. Thus with (x0, y0) as the center and form 4 * 4 grid of cells, each cell covering
3 * 3 = 9 pixels, 81 pixels of the difference grid.

3. The 3 * 3 = 9 points in each cell within the pixels using a gradient amplitude
weighting, quantization to eight directions, so that each cell can form an
8-dimensional vector, i.e., v1 = [c1, c2, …, c8].

4. The 4 * 4 all cell histograms vector v i are connected in series, to obtain (x0, y0)
Point 4 * 4 * 8 = 128-dimensional descriptors C. Wherein, C = [c1, c2, …, c128].

4.2 Construction of Bag of Words Model

Bag-of-words model is often used in information retrieval, it is a document that all
statements as an assemblage composed by a number of vocabulary, syntax and word
order without considering other factors appear, each words are treated as independent
occurrences, not to consider the relationship between it and other words. Semantic

306 J. Qianyi et al.



affect any document that is a word appears is independently selected at any location,
regardless of the document.

Bag of words model image Representation of the three steps:

1. Dense SIFT algorithm to use for each type of image extracted “visual vocabulary”,
without considering the mutual order between the visual vocabulary of the visual
vocabulary all together.

2. The use of K-means algorithm to construct the dictionary. K-means algorithm K as
a parameter, the N objects into K clusters, such that the higher the similarity within
a cluster, a lower degree of similarity between clusters. The use of K-means
algorithm Dense SIFT extracted visual vocabulary, according to the distances are
combined to obtain a dictionary of basic vocabulary.

3. Use dictionary words an image, based on Dense SIFT algorithm to dictionary words
an image, then extract the word list of words close substitutes of feature points from
the image, the statistical number of times it appears in the image, so that K
dimensional vector values can be used to represent the image.

4.3 SVM Classification Algorithm Utilizing Image

Support vector machine is the mid-1990s by the Vladimir N. Vapnik put forward, and
now has been successfully used in the regression analysis, pattern recognition and other
fields. This machine learning method is theoretically based on statistical learning theory
through structural risk minimization to optimize the experience of risk, mainly used to
solve problems in the field of neural networks.

4.4 Results

Experimental data selected a total of six categories (respectively, build, bus, dinosaur,
elephant, face, flower), every class a total of 60 images, 40 images as training samples,
20 samples as a test image, the total sample test the number is 120. Bag of words model
pyramid matching principle Bag of words model. Select the histogram intersection, HI
as nuclear SVM kernel function. Each classification (recognition) in Table 1.

Period, the test correctly identified class build rate of 90 %, 5 % became a bus class
identification, identifying five percent became elephant class. Build test class has two
image including a plurality of sculpture, be mistaken for elephant classes. Test class

Table 1. Each test class recognition rate

Build Bus Dinosaur Elephant Face Flower
Build 0.90 0.05 0.00 0.05 0.00 0.00
Bus 0.15 0.80 0.00 0.05 0.00 0.00
Dinosaur 0.00 0.00 0.85 0.00 0.15 0.00
Elephant 0.10 0.00 0.00 0.90 0.00 0.00
Face 0.00 0.00 0.00 0.00 1.00 0.00
Flower 0.00 0.00 0.00 0.00 0.00 1.00
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bus to identify the correct rate of 80 %, 15 % to be identified would be build, 5 %
recognition became elephant. Test class bus image in a plurality of images of the
building contains a lot of information, it was mistaken for build. Dinosaur class test
correctly identified 85 %, 15 % is recognized as a face. Class elephant test correctly
identified 90 %, 10 % to be identified would be build. Test class flower and face
recognition rate was 100 %. SVM total accuracy rate of 90.8333 % (109/120).

5 Conclusion

Based on Support Vector Machine classification image retrieval is a blend of computer
vision, image processing, information retrieval, pattern recognition, data mining,
comprehensive study of artificial intelligence and many other disciplines. Hence it is an
important research direction future digital multimedia technology development. Based
on the underlying visual characteristics of image retrieval technology this method uses
an image, such as shape, color, texture and spatial relationships, to manage and index
the image information, and with a certain degree of human-computer interaction
through similarity measurement methods to achieve image retrieval.

Acknowledgements. The research work was supported by 2015 Year College Students in
Research Learning and innovative experiment project under Grant No. (201510538007).
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Abstract. The traditional assembly simulation is designed for product design
system which doesn’t support 3D interaction, and the design is very compli-
cated. This paper proposes a new strategy and an algorithm to construct an
assembly animation in VE. Engine components are used to realize animation as
building blocks. Algorithm and process about how to construct engine com-
ponents as well as parameters’ transfer between components are presented. The
method will decrease designers’ burden and improve the production efficiency.
At last, two examples are given to verify the feasibility of this strategy.

Keywords: Engine component � Animation � Virtual assembly �
Human-computer interaction � Direct manipulation � Virtual environment

1 Introduction

Product assembly analysis and planning evaluation in Virtual Environment (VE) are
important in future product design. Simulation of virtual assembly mechanism is
necessary part to verify products [1]. Visual assembly mechanism simulation is sim-
ulating the motion animation of assembly. However, at present, virtual assembly
mechanism are not fully adaptable animations [2].

There are two forms of animation construction: behavior construction in WIMP
interface system or in VE [3]. In VE, programs are needed to construct complex
behavior mechanisms which depend on concrete animation engine mechanisms.
Another traditional way is designed in WIMP interface system. Animations designed
through these two ways can’t import to virtual environment directly.

Researches about virtual assembly and virtual animation have been carried out for a
long time, especially populate in recent years. Pan Wang et al. [4] present a way
building assembly model based on semantics and geometric constraints which will
optimize the assembly simulation. In the development of virtual animation, interactivity
has been gained attention, Stelian Coros, Bernhard Thomaszewski et al. [5] have
researched an interactive simulation system. Animation can be constructed through
depicting motion curves repeatedly. Most animation constructions need people to fill
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parameters in forms. Researches about automatic construction algorithms of animation
are relatively less. Duygu Ceylan, Wilmot Li et al. [6] proposed an automation algo-
rithm making mechanical figures to simulate input motions. Dance Lessin et al. [7] put
forward an open-ended method to complicate the behavior of virtual figures in virtual
environment.

In spite of having so many researches on virtual assembly and animation, most
animations are complexity and low reusability. This paper presents a strategy to con-
struct virtual animation based on engine components to solve these problems.

2 Automatic Construction Strategy of Virtual Assembly
Animation

Assembly animation design in VE is a difficult task. This paper proposes an assembly
animation strategy based on engine components which needn’t designers to offer
kinematic parameters. Parameters are automatically generated through user’s direct
manipulations.

2.1 Mechanical Motion Specification

Before the simulation stage is the virtual assembly stage. The assembly structure and
kinematic pair composition have determined the motion forms of assembly. All kinds
of mechanical motions are made up of basic kinematic pairs [8].

The concept of Temporal Assembly Model is introduced for assembly. It combines
dynamic and static descriptions to express the relationships between objects. Rela-
tionships include temporal aggregation relationship (Tar), temporal constraint depen-
dency relationship (Tcd), constraint (CN) and Trace etc. ‘Tar’ embodies the assemble
intention. ‘Tcd’ reflects the location relationships between assembly objects. ‘CN’ is
the inner property of part object which is the foundation of ‘Tar’ and ‘Tcd’. Object
Trace is a sequence of short behavior sequences (sbs). Its form is: sbs1, sbs2,…, sbsn.
Object Trace descripts the motion and behavior of object. Trace file is generated after
assemble phase. It records relationships and positions. Short behavior sequence (sbs) is
composed of temporal behavior segments (tbs). The form of sbs is: tbs1, tbs2,…, tbsm.
Sbs is a piece of Object Trace. The bigger the number n of sbs, the more accurate the
description of Object Trace will be. Temporal behavior segment (tbs) is the infras-
tructure of object behavior. Complex behavior can be decomposed into sequences of
tbs. The concept of ‘tbs’ can reference paper [1]. ‘Tbs’ describes basic motions of
different motion traces.

The authors construct basic animation engine components for every part object,
which include a calculation engine, a rotation engine and a translation engine. Cal-
culation engine is important part. It has a set of inputs and outputs and receives
parameters through interfaces. Expressions are the core of calculation engine.
Reusability is a great advantage of component. Same mechanism will share same
component. The basic components can be used to build the ‘bigger’ components. For
example, in spite of different cars, as long as they have same automobile engine, the
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‘bigger’ component, the automobile engine, can be shared. The automobile engine
consists of small components such as crank-link mechanism component.

In virtual assembly animation, there are automatic and interactive animations. The
driver of automatic simulation is a time engine, while the driver of interactive ani-
mation is human being who control with 3D devices such as 3D mouse. The virtual
simulation structure of assembly based on engine components is shown in Fig. 1.
Simulative inputs are constructed for automatic animation. The event process unit is
shared with both user’s input and simulative input. Event process translates user’s
continuous inputs to a sequence of discrete events. They are translation and rotation
increments and correspond to tbs. The motion increments of tbs are output from
calculation engines solving constraints.

Construct engine components is core problem of animation. Algorithm of con-
structing engine components is shown in Fig. 2. In this algorithm, the trace file is first
analyzed to recover relationships. Step 4 is a key step of algorithm. Assume that there
exists a start and end tbs, information like constraints, rotation axis and central point
can be obtained from tbs analysis. Inputs are handed in process unit. Output parameters
are sent to the engine component of active part in kinematic chain. Active part is the
part that driving other parts to move. The calculation engine receives parameters and
calculates constraints. The output parameters are delivered to next engine component in
the kinematic chain. Translation and rotation increments are delivered to translation
and rotation engines which are connect to the part object in scene database. This is a
process of tbs execution. It will not stop until it meets the end tbs. Sbs are executed
sequentially. A whole trace simulation cycle is finished when all sbs executed.

The main content of this algorithm is building calculation engines to calculate con-
straints. Take cam as an example to explain the constraints solving process. Assume cam
is the active part. O1 is the origin point of cam’s feature–Cam.fea1. O1’s constraint type is
circle. Another cam’s feature is Cam.fea2 connecting with the roll. Its origin point is O3.
‘Pi’ is the position of O3. The roller also has two features. One is roller.fea1 connecting
with the linkage. O2 is the origin point of roller.fea1. Qi is O2’s position. Another is roller.
fea2 connecting with the cam. Geometric of cam-linkage is shown in Fig. 3.

Fig. 1. Virtual simulation construction based on engine components
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The contour line of cam is divided into three parts. The top and bottom of cam are
semi-circles A and B. R1 and R2 are their radiuses. Their centers are A1 and B1

respectively. A1’s position is Pai. B1 and O1 are coincident points. The middle of cam is
a isosceles trapezoid. Its height is d. As the symmetry of cam, the authors just analyze
half of cam’s trace. Assume rotation angle is a. a1 and a2 are rotation angles when the

Fig. 2. Engine components construction algorithm

Fig. 3. Geometric of cam-linkage mechanism
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cam rotates to the junction of semi-circle and trapezoid. a1 and a2 can calculated
according R1 and R2.

Roller makes same motion with linkage. O3’s position becomes Pi+1 when cam
rotates angle a. The translation amount of O3 along the direction of O1 O2 is (Pi+1 − Pi)
O1O2. O2’s position is Qi+1. Set ΔTrans1= (Pi+1 − Pi)O1O2. ΔTrans1 can be calculated
according R1, R2, d and a:

DTrans1 ¼ F1ðR1;R2; d; aÞ; ð1Þ

As ||Qi+1 − Qi || = ||(Pi+1 − Pi)O1O2||, translation amount of roller:

DTrans2 ¼ Qiþ 1 � Qi ¼ F2ðR1;R2; d; aÞ; ð2Þ

Functions F1 and F2 are two concrete algebraic equation expressions.

3 Experiments and Analyses of Virtual Assembly Animation

Two examples are used to analyze the feasibility and efficiency of this animation
algorithm. One is cam-linkage mechanism animation, shown in a and b of Fig. 4.
Another is single cylinder engine animation, shown in c and d of Fig. 4.

Cam is selected as the active part. Initial position is determined through tbs anal-
ysis. Constraint expressions in calculation engine are designed according to the
structure of assembly. Calculation engine will calculate constraints according the
embedded expressions. Translation and rotation value are output to translation and
rotation engines to control the cam’s motion. Meanwhile, the cam’s engine component
outputs parameters to engine components of roller and linkage. Roller and linkage
calculate their motions according to themselves’ constraint expressions. One segment’s
simulation of cam-linkage mechanism is implemented. The trace’s next segment goes
on until meet the end position. A cycle of cam-linkage mechanism’s animation is
finished. The single cylinder engine simulation is driven by the crank. The simulation is
the same as the cam-linkage mechanism (Table 1).

Fig. 4. Animation states. (a) the start state of cam-linkage (b) one state of cam-linkage
animation (c) the start state of single cylinder engine (d) one state of single cylinder animation
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A form is given to show performances of different methods to construct assembly
animations. General Software needs professional designers to design constraints and fill
parameters forms, which will depend on designers’ skill and experience. In VE, the
reusability is still low. It is obvious that Direct Manipulation has better performances
than General software and VE.

4 Conclusion

This paper proposed an animation construction strategy based on engine components
for virtual assembly. Experiments show it is feasible. More kinds of kinematic
mechanisms should be researched overall so that the algorithm can solve all kinds of
automatic animation problems.
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Abstract. The feature extraction algorithms, which attempt to project the
original data contained in a lower dimensional feature space, have drawn much
attention. In this paper, based on enhanced fisher discriminant criterion (EFDC),
a new feature extraction method called Null Space Diversity Fisher Discriminant
Analysis (NSDFDA) is proposed for face recognition. NSDFDA based on a new
optimization criterion is presented, which signifies that all the discriminant
vectors can be calculated in the null space of the within-class scatter. Moreover,
the proposed algorithm is able to extract the orthogonal discriminant vectors in
the feature space and simultaneously does not suffer from the small sample size
problem, which is desirable for many pattern analysis applications. Experi-
mental results on the Yale database show the effectiveness of the proposed
method.

Keywords: Feature extraction � Enhanced fisher discriminant criterion � Null
space � The within-class scatter � The small sample size problems

1 Introduction

The feature extraction is a critical issue in face recognition activity. The goal of feature
extraction is to map high dimensional data samples to a lower dimensional space such
that certain properties are preserved. Among all the dimensionality reduction methods,
Fisher linear discriminant analysis (FLDA) [1] is the most popular method and has
been widely used in many classification applications. FLDA seeks to find directions on
which the ratio of the trace of the between-class matrix and the trace of the within-class
matrix is maximized. However, some recent research shows that the samples may
reside on a nonlinear submanifold. FLDA fails to discover the underlying submanifold
structure, due to the fact that it aims only to preserve the global structures of the
samples. Another technique called Locality Preserving Projections (LPP) [2] have been
proposed for dimensionality reduction, which can preserve the intrinsic geometry of
data. However, in some applications, LPP has no direct relationship to classification so
that it could not make sure to generate a set of good projections for classification
purpose. Yan et al. [3] reformulated a variant of FLDA using graph embedding
framework and proposed Marginal Fisher Analysis (MFA). MFA can be viewed as a
supervised variant of LPP since it focuses on the characterization of intra-class locality
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and inter-class locality. However, MFA only pays attention to the intra-class com-
pactness via minimizing the distance among data points from the same class, which
will impair the variation of the values of data from the same class and lead to
over-fitting problem. In order to overcome the over-fitting problem, Gao et al. [4]
propose a new approach, called enhanced fisher discriminant criterion (EFDC), which
explicitly considers the variation of the values among nearby data belonging to the
same class and the discriminating information. However, the basis vectors of EFDC are
nonorthogonal and then the extracted features contain redundancy, which may dra-
matically degrade performance. Several orthogonal manifold learning algorithms [5–7]
were proposed to pursuit orthogonal bases, which are believed to preserve the metric
structure of the original vector space and have more locality preserving power and
discriminating power. Furthermore, when EFDC is applied to face recognition, it meets
the small sample size problems because the within-class matrix is singular. In order to
address the problems mentioned above, a new feature extraction algorithm, called null
space diversity fisher discriminant analysis (NSDFDA) is proposed. NSDFDA based
on a new optimization criterion is presented which can directly overcome the small
sample size problem and at the same time derive all the orthogonal optimal discrimi-
nant vectors. The effectiveness of the proposed algorithm is demonstrated by experi-
ments on the Yale face database.

2 Related Work Enhanced Fisher Discriminant Criterion

Firstly, we give the objective of FLDA, which is defined as the following optimization
problem:

J wð Þ ¼ wTSbw
wTSww

ð1Þ

Where Sb the between-class is scatter matrix and Sw is the within-class scatter
matrixes, which are defined as the followings:

Sw ¼ 1
n

XC

i¼1

Xni

j¼1

ðxðiÞj � mðiÞÞðxðiÞj � mðiÞÞT
 !

ð2Þ

Sb ¼ 1
n

XC

i¼1

niðmðiÞ � mÞðmðiÞ � mÞT ð3Þ

Where xðiÞj is the jth image of the class i, mðiÞ is the mean of the class i and m is the
mean of all the samples.

In order to build a stable discriminant criterion, EFDC takes the variation into
Fisher discriminant criterion. EFDC models the variation among nearby data from the
same class by adjacency graph, which measures the amount of variation of the values
of data from this adjacency graph, and then combines the variation and Fisher linear
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discriminant analysis criterion to build a stable discriminant criterion. Let B denote the
local weighted matrix with elements characterizing the diversity of two close data
points with same labels. The elements of the diversity weighted matrix B are defined as
follows:

Bij ¼
if xi 2 NkðxjÞ or

exp �t

xi�xjk k2

� �
xj 2 NkðxiÞ and li ¼ lj

0; otherwise

8
><

>:
ð4Þ

Where Nk xið Þ denotes the set of k nearest neighbors of xi; li and lj denote the class
label of data xi and xj, respectively. t 2 0; þ1ð Þ is a suitable constant. Bij measures
the contribution of xi relative to xj to the diversity information. Using the local diversity
weighted matrix B, the local diversity scatter Sd can be expressed as:

Sd ¼ 1
2

XN

i¼1

XN

j¼1

Bijðxi � xjÞðxi � xjÞT

¼ XðQ� BÞXT

¼ XLBX
T

ð5Þ

Where Q is a diagonal matrix whose elements on diagonal are column sum of B,
i.e.Qii ¼

P
j Bij.

The goal of EFDC is to map data points from different classes to a subspace in
which they are as distant as possible. Moreover, the data points from the same class to a
subspace in which both the intra-class compactness and intra-class variation can be
well preserved. The objective function of EFDA can be expressed as follows:

JðWÞ ¼ max
W

WTðaSb þð1� aÞSdÞW
ðWTSwWÞ ð6Þ

Equation 6 can be solved by generalized eigenvalue decomposition

ðaSb þð1� aÞSdÞwi ¼ kiSwwi i ¼ 1; 2; � � � ; l ð7Þ

3 Null Space Diversity Fisher Discriminant Analysis

Assume that X is a d dimensional face sample set with N elements belonging to
C classes. Denote xi the jth image, and Nl number sample in the class i.Thus, we have
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P C
i¼1ni ¼ N and X ¼ ½X1;X2; � � � ;Xc�. In the face recognition, it is almost impossible

to make Sw invertible because of the limited amount of training samples, which is the
small sample size problem. In order to solve the small sample size problem, the
objection function of null space diversity fisher discriminant analysis (NSDFDA) is
defined as follows:

JðWÞ ¼ max
WTSWWj j¼0

trðWT ½aSb þð1� aÞSd�WÞ ð8Þ

Equation 8 means that all the discriminant vectors can be chosen from the null
space of Sw. In order to calculate the orthogonal basis in the null space of Sw, we
redefine the Sw as follows:

Sw ¼ HwH
T
w ð9Þ

Hw ¼ 1ffiffiffi
n

p ðX1 � mð1ÞeTÞ; � � � ; ðXC � mðCÞeTÞ
h i

ð10Þ

Where mðiÞ is the mean of the class i and e is a 1� N vector with all terms equal to 1.
As to resolve Eq. 8, we firstly calculate the orthogonal basis in the null space of Sw.

Denote r ¼ rankðHwÞ and Hw ¼ URE, R ¼ Rr�r 0r�ðN�rÞ
0ðd�rÞ�r 0ðd�rÞ�ðN�rÞ

� �
and

U ¼ ðU1;U2Þ. As to U1 2 Rd�r; U2 2 Rd�ðd�rÞ. Then, we know that U2 is the null
space of Sw. Denote P ¼ U2, then Eq. 8 is transformed into Eq. 11

JðWÞ ¼ max
VTV¼I

trðVT ½aSPb þð1� aÞSPd �VÞ ð11Þ

Where SPb ¼ PTSbP ¼ UT
2 SbU2 and SPd ¼ PTSdP ¼ UT

2 SdU2. Then, Eq. 11 can be
solved by generalized eigenvalue decomposition

ðaSPb þð1� aÞSPd Þvi ¼ kivi i ¼ 1; 2; � � � ; l ð12Þ

Let the column vectors v1; v2; � � � vd be the solutions of Eq. 11 ordered according to
their eigenvalues k1; k2; � � � kd . Then, we have the optimal matrix W ¼ PV .

NSDFDA for computing orthogonal discriminant vectors can be described in the
following steps.

Step 1. Compute the diversity weighted matrix B and the local diversity scatter Sd
according to Eqs. 4 and 5;

Step 2. compute the between-class scatter matrix Sb according to Eq. 3;
Step 3. Compute the within-class scatter matrix Sw according to Eq. 10, then we

calculate the orthogonal basis in the null space of Sw, which is P ¼ U2;
Step 4. Compute SPb ¼ PTSbP ¼ UT

2 SbU2 and SPd ¼ PTSdP ¼ UT
2 SdU2

Step 5. Solve Eq. 12 by generalized eigenvalue decomposition, then we can obtain
the basis vectors a1; a2; � � � ; ar. Denote Q ¼ ða1; a2 � � � arÞ, the matrix W ¼ QP is the
optimal matrix. Obviously, WTW ¼ I, W is the optimal orthogonal matrix.
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4 Experimental Results

In order to test performance of our proposed method, the Yale database is used. The
Yale face database contains 165 grayscale images of 15 individuals. The images
demonstrate variations in lighting conditions (left-light, center light, right-light) and
facial expression (normal, happy, sad, sleep, surprised, and wink). Figure 1 shows the
sample images of one person. In the experiments, each image is manually cropped and
resized to 32 � 32 pixels. We evaluate the performance of NSDFDA and compare it
with two dimensionality reduction methods including EFDC, and LFDA. Ten tests are
performed and these results are averaged. The recognition rates for the three methods
are listed in Table 1.

From Table 1, we find that NSDFDA is the most efficient dimensionality reduction
method, and is much more efficient than EFDC and LFDA. The one reason is that the
NSDFDA not only exploits the more useful bases in the null space of within-class
scatter matrix but also preserves the variation among nearby data from the same class,
which avoids the over learning problem. The other reason is that the NSDFDA
overcomes the small sample size problems, which is very suitable for face recognition.

5 Conclusions

In this paper, we present the algorithm called NSDFDA. In comparison with EFDC and
LFDA, NSDFDA has two prominent characteristics. First, it is designed to achieve
good discrimination ability by explicitly considering the within-class information, the
between-class information and the variation among nearby data from the same class.
Second, NSDFDA not only exploits the orthogonal discriminant vectors in the feature
space but also overcomes the small sample size problems. Finally, experimental results
on the Yale face database show that the proposed method is effective and feasible.

Table 1. Recognition rates on the Yale face database (%)

Methods Training samples/class
3 4 5 6 7

NSDFDA 79.7 82.7 83.4 87.8 88.4
EFDC 79.2 81.1 82.2 86.2 87.6
LFDA 78.3 80.5 80.7 85.6 87.2

Fig. 1. Images of one person in YALE database
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Abstract. In order to further enhance the detection capability of ultrasonic
phased array, in this paper an attempt has been made to make up for the
singleness of the spatial information of the defect image and obtain more benefit
evaluation and analysis 3D image, 1D linear array probe carried an encoder was
applied to obtain a complete A-scan data and form B-scan image through the
secondary development module of Phascan platform. The 3D reconstruction was
realized through hybrid rendering method based on region growing technology.
Most of the measurement error is less than 5 %. The experiment research shows
that this method and system can form a more intuitive defect performance in
space and can accurately reflect the location, shape and size information of the
defect. It establishes foundation for the succeeding experiential researches.

Keywords: Ultrasonic phased array � 1D linear array � Region growing �
Hybrid rendering � 3D reconstruction

1 Introduction

In recent years, ultrasonic phased array technology [1] in industrial non-destructive
testing field has been used more widely, and its features make it possible to meet a
detecting under a variety of complex conditions and complex shape of the workpiece,
which includes controllable beam deflection, dynamic focusing, wide detection range,
high spatial resolution and a variety of scanning images [2, 3]. Currently the industrial
application of ultrasonic phased array is mainly based on 1D (one-dimensional) linear
array. Some factors that large number of array elements, more independent transmit and
receive channels, complex crafts, expensive, and low echo signal to noise ratio
(SNR) [4, 5] limit the application of 2D (two-dimensional) array transducer in the
actual testing. Fixed probe also limits the range of its detection. With the improvement
of testing standards and requirements, just obtaining a simple 2D images have not been
satisfied, while 3D (three-dimensional) images, especially in real-time 3D images will
become the new requirements [6]. Currently 3D ultrasonic imaging has been very
widely used in medicine. Since the reasons of industrial detection environment, tech-
nology, material properties and complex characteristics of defects, the 3D imaging is
still in the development stage [7].

In the study, by phased array scanning device with encoder, the data of distance
configuration information is collected and imaged, high precision 3D imaging of defect
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of controllable scanning has finally been realized. These establish foundation for the
subsequent detection researches of 3D imaging.

2 2D Slice Obtainment

3D image is generally composed of a series of two-dimensional image slices by a
certain stack. The obtainment of slices is the first step of 3D imaging. The research
selected a mechanical support with the encoder, to achieve linear scan imaging based
on mechanical positioning. Along a direction parallel to the specimen surface, the parts
were scanned. At the same time, the synchronal encoder acquired position information
of scan parts. The experiment system of acquisition imaging shown in Fig. 1.

Ultrasonic phased 
array platform PC Terminal

The Linear array of piezoelectric array 
element and scanning frame with encoder

Terminal processing and 3D imaging

Fig. 1. Gathering image experimental system

(a)B-scan image at 0mm (b)B-scan image at 3.5mm (c)B-scan image at 5mm

(d)B-scan image at 6.5mm (e)B-scan image at 8mm (f)B-scan image at 9.5mm

Fig. 2. B-scan images at different position
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System communicated and transmitted data through the UDP protocol between
Ultrasonic phased array platform and PC terminal. When PC terminal open protocol for
transferring data, the scanners was started. According scanning precision setting, ARM
transferred the data to PC, which was collected by each of the piezoelectric transducer
located in each position, and then data imaging was achieved in the PC terminal.
Figure 2 is the B-scan images of the five rows of short-horizontal holes with 10 mm
depth and different pore sizes in the scanning position of 0 mm, 3. 5 mm, 5 mm, 6.
5 mm, 8 mm and 9. 5 mm.

3 Digital Image Processing

Affected by the inherent characteristics of the ultrasonic testing, imaging process will
form speckle noise [8] and clutter clusters. Since the thermal noise and phase effects
noise [9] generated by the amplifier circuit, the 2D slice images have issues such as low
contrast and blurred edges. It increases the average gray value of the local area,
resulting in a difficulty of image interpretation [10, 11]. In order to improve the image
contrast, edge feature and SNR, better the segmentation and reconstruction of defect
features, 2D slice images need to be preprocessed. We conducted a preliminary filtering
process to collection data by video smoothing filter. The results of unfiltered processing
and filtered processing shown in Figs. 3 and 4.

Fig. 3. Atlas and waveforms with unfiltered process

Fig. 4. Atlas and waveforms with filtered process
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Due to industrial detection defects mostly are holes and crevice, and acoustic beam
reflect by the defect interface without considering the acoustic beam attenuation in the
defect, so gray change during which need not be considered. Using thresholding
technology [12] and setting a threshold range, clearest form of 2D defect was obtained,
and the results shown in Fig. 5.

4 3D Reconstruction

Now common three-dimensional reconstruction techniques are generally divided into
two categories. One is that intermediate geometric grid is constructed in 3D space, and
then surface rendering is completed by the computer [13]. Another method is that 3D
space is divided into different voxels, and then volume rendering of 3D image is
obtained. Based on surface rendering and volume rendering technology, combined
their respective advantages and needs of industrial detection, we used a new hybrid
rendering method based on region growing technology to achieve 3D reconstruction.

The principle of region growing is that pixels of similar properties are composed to
form regions. By choosing a seed pixel as a growing point, the similarity (generally
average gray value) with pixels of surrounding area in the threshold range is compared.
If the results are consistent, then they will be connected as a region. The growth plane
extends into the space which can achieve visualized segmentation.

Fig. 5. Image processing and threshold extraction

Fig. 6. Gathering image map
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The entire scanning area was placed in (x,y,z) Cartesian coordinates. In this, each
position value f(x,y,z) was corresponding to voxels of current position. The use of 3D
region growing technique, which select a voxel as a seed point f(xi,yj,zk), then look for a
calculation point f(x(i±1),y(j±1),z(k±1)) of adjacent position in the threshold range and
reorganize entity imagewith the image adjacent pixels of the threshold as shown in Fig. 6.

This reconstruction method not only was able to retain complete information inside
the object, but abandoned the unnecessary information, reduced the amount of calcu-
lation, and improved calculation speed. So it more suitable for practical applications.

5 Experiment

Experiment relied Phascan Phased Array platform secondary development module. The
instrument had 32 independent receiver channels and 128 independent transmit
channels, could set freely 256 focal laws of a maximum number. The probe was fixed
to the scan frame with encoder. The stepping sampling precision of encoder was set to
0. 1 mm.

The center frequency of the piezoelectric element array, array element length, array
element width, array element spacing and array element number were respectively
5 MHz, 10 mm, 0.5 mm, 0.6 mm and 64. Each excitation number of array elements,
step and sampling frequency were respectively 17, 1 element and 40 MHz. In the
experiment, the test blocks with different diameters vertical hole defects were selected,
water and oil were used as couplant.

Fig. 7. 3D diagram of test block

Fig. 8. 3D imaging of vertical hole and its top view
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Test block was plexiglass material, thickness 20 mm. In the test block, three group
vertical holes were machined by 30 mm equal intervals, which diameters were u3 mm,
u4 mm, u5 mm, and depths were 5 mm, 10 mm, 15 mm. Defect forms of different
depths and vertical diameter were simulated, as shown in Fig. 7.

Figures 8 and 9 were 3D imaging images and orthographic views of test block. The
measurement results were shown in Table 1.

6 Conclusion

By the precision scanning with encoder, the spatial information of 3D image is
accurate. Measurement information of length, trend and diameter can be directly
obtained on the 3D image, and the precision can meet the needs of detection. Imaging
results can directly reflect information of defect reserved in the material, which contain
defect shape, size and direction. It establishes a good foundation for developing of 3D
imaging detection experiments based on ultrasonic phased array, that about a variety of
materials and defect types. Limited to the material characteristics effect in the industrial
ultrasonic nondestructive testing, acoustic waves cannot penetrate the defect to reflect
the information of lower part of defect, because of the total reflection on the upper
surface of defect. Subsequent research may focus on to scan in multi-dimensional and
integrate the scan data to obtain more integrative defect information and form a more
intuitive 3D defect image.

Acknowledgements. This work is financially supported by National Natural Science Founda-
tion of China (Nos. 51265044 and 11374134), by Postgraduate Innovation Foundation of
Nanchang Hangkong University (No. YC2015043).

Fig. 9. Front and side view of the 3D imaging of vertical hole

Table 1. Measurement results

Holes/MM Measurement diameter/MM Absolute error/MM Relative error (%)

u3 3.02 0.02 0.7
u4 4.18 0.18 4.3
u5 5.07 0.07 1.4
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Abstract. Human action recognition has been a significant topic in the field of
computer vision. As deep learning develops, the application of deep neural
network in related research is gradually more prevalent. This paper provides a
survey of deep neural networks for human action recognition based on skeleton
information. The detailed description about each method is explained and sev-
eral related main datasets are briefly introduced in this paper, all papers are
published ranging from 2013 to 2015, which provides an overview of the
progress in this area.
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1 Introduction

Human action recognition has been drawing more and more attention in computer
vision, which is partially due to the development of vision sensors. The information
from vision sensors is so abundant and comprehensive that it is qualified to be analyzed
for human action recognition [1]. Motion capture data (Mocap) is considered as a main
kind of source data. As the low-cost and high-mobility sensors (such as Kinect) appear,
more and more researchers have shifted their attention to human action recognition
based on the human skeleton information [2] and the related researches become sig-
nificantly worthy.

Nowadays, the study on Human Action Recognition in general involved four
aspects: gestures, actions, interactions and group activities [3]. Gesture refers to a static
state which is about a certain movement of body such as standing or bowing. Action
generally consists of several sequential gestures such as running, waving. Interaction
indicates a correlative action involving two persons or a person and an object such as
brawling. Group activity always involves many persons such as meeting. The overview
process of handling these tasks consists of feature extraction, action representation
learning and classification [4].

In the recent years, many researches has published to find many ways to solve the
problems on human action recognition and many methods are proposed on skeleton
data [5]. Moreover, deep neural networks are especially and widely employed. There
are several frequent and classical deep neural networks such as DBN (Deep Belief
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Network) [6], RNN (Recurrent neural Network) [7], Denoising Autoencoder [8]. As
known, DBN could be viewed as a probabilistic generative model. The component of
DBN is RBM (Restricted Boltzmann Machines) which is a stochastic neural network to
learn probability distribution from data. Unlike feedforward neural network, RNN
works on extract temporal feature in data effectively because the output of each neuron
in RNN is not only as input for next neuron but also acts on itself. Denoising
Autoencoder is intended to simulate animal’s vision and is designed in order to cope
with unlabeled data. It performs feature extraction in form of unsupervised learning.

This paper presents the state-of-the-art methods about human action recognition
skeleton information in recent years. All involved papers are published from the year
2013 to 2015. Most of them are from CVPR, ECCV, etc. Through the review of these
papers, a general framework of the methods is shown in Fig. 1. A detailed discussion
on relevant methods is provided in following sections.

The rest of this paper are organized as follows. In Sect. 2, the datasets employed in
experiments are reviewed briefly. Sections 3 and 4 describe the methods on single
networks and hybrid networks in detail respectivly. The conclusion and future works
are presented in Sect. 5.

2 Datasets

In this section, it provides the description of datasets that are regarded as a benchmark
in the current research (as shown in Table 1). Some datasets are classic and
acknowledged such as MHAD. In addition, there are also some new datasets and
several datasets for specific problems.

Fig. 1. A general framework of the methods
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HDM05 Database. HDM05 [9] contains more than three hours of recorded and
well-documented motion capture data in the C3D as well as in the ASF/AMC data
format. Specifically, HDM05 is comprised of more than 70 types of action executed by
10 to 50 actors (in Fig. 2). In this database, most of the sequences have been performed
several times by all five actors according to the guidelines fixed in a script. The script is
divided into five parts and each part is subdivided into several scenes.

Berkeley Multimodal Human Action Database (MHAD). This database [10]
includes 11 classes of actions performed by 12 youths. And all the persons performed 5
repetitions of each action, yielding about 660 action sequences which correspond to
about 82 min of recording time. The set of actions comprises of the following:
(1) actions with movement in both upper and lower extremities, e.g., jumping in place,
jumping jacks, throwing, etc., (2) actions with high dynamics in upper extremities,

Table 1. A comparison of datasets

Action types Resolution # of sequences Format

HDM05 70 N/A 1500 C3D
MSR Action3D 20 320 � 240 567 ASCII
MHAD 11 640 � 480 660 PGM/ASCII
CMU Mocap 109 320 � 240 2605 ASF

Fig. 2. Example from HDM05 dataset

Fig. 3. One class of action in MHAD dataset
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e.g., waving hands, clapping hands, etc. and (3) actions with high dynamics in lower
extremities, e.g., sit down, stand up. A sample is shown in Fig. 3.

MSR-Action3D Dataset. MSR-Action3D dataset [11] contains twenty actions: high
arm wave, horizontal arm wave, hammer, hand catch, forward punch, high throw, draw
x, draw tick, draw circle, hand clap, two hand wave, side-boxing, bend, forward kick,
side kick, jogging, tennis swing, tennis serve, golf swing, pick up & throw. As shown
in Fig. 4. A skeleton has 20 joint positions. The resolution is 320 � 240 in this dataset.

CMU Motion Capture Database. The CMU Motion Capture Dataset [12] is col-
lected by Carnegie Mellon University. It is a free database for all use and contains
various actions ranging from locomotion to sports and pantomime. There are 109 types
of action and more than 100 subjects in it. The data is stored as ASF format and the
resolution is 320 � 240. Some samples are showed in Fig. 5.

3 Methods Based on Single Network

The structure, algorithm, model of all reference articles will be presented in the lines
below.

Fig. 4. Skeleton model in MSR Action3D

Fig. 5. Four classes of actions in CMU Mocap
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The method that is proposed by D. Wu and L. Shao in this paper is called Deep
Dynamic Neural Networks (DDNN) [13]. It is a semi-supervised hierarchical dynamic
framework taking both skeleton and depth images as input but this survey only focuses
on its skeleton module. This paper only considers 11 upper body joints based on the
assumption that recognition tasks are just relevant to upper body. According to 3D
coordinates of joints, posture features and motion features are defined. These two
features are concentrated and are inputted into a deep belief networks to extract high
level features. Taking into consideration that the skeletal features are continuous, the
Gaussian RBM is used to model the energy term in the above DBN [14]. Then the
emission probabilities of the hidden states are outputted after the high level features are
extracted through the DBN. Unlike traditional hidden markov model (HMM), the
method productively adds an ergodic states to the HMM in order to perform both action
segmentation and recognition. Afterwards the representations can be learned from both
skeletal data and depth images. The framework in this paper is a data-driven approach,
which brings about more discriminative information. The HMM is extended by
introducing an ergodic states so that it can be capable to segment and to recognize
action sequences simultaneously.

J. Wang et al. has proposed a novel model called actionlet ensemble [15] for action
recognition using depth images and skeletal data. There are two types of skeletal
features in this paper. The 3D joint positions are employed to characterize the motion
of the body and the local occupancy pattern is to describe the interaction between the
human subject and the objects. Inspired by the Spatial Pyramid approach in [16], a
descriptive representation called Fourier temporal pyramid is designed which is used to
represent the temporal patterns of actions. Based on the above features, the actionlet
ensemble approach is proposed to deal with the errors of the skeleton tracking and
characterize the intraclass variations. An actionlet is defined as a conjunctive structure
of features for a subset of the joints. For increasing the number of the discriminative
actionlets, a data mining technique is designed to select them. Afterwards an SVM is
trained on each selected action let as an action let classifier and an actionlet ensemble is
established by combining these classifiers linearly. With a joint feature map defined on
data and labels, an actionlet ensemble could be learned by applying multiple kernel
learning approach. This method is insensitive to noise as well as translation and is
capable of handle view changes. Moreover, human actions with subtle differences can
be discriminated.

For modeling the long-term contextual information of temporal dynamics of human
skeleton, Y. Du et al. has established an end-to-end hierarchical recurrent neural net-
work (RNN) [17] whose basic module is a bidirectional recurrent neural network
(BRNN) as subnet. Considering human physical structure, the human skeleton is
divided into five parts according to arm, trunk and leg, which is used for input. As an
innovative improvement, this paper replaces the nonlinear units with LSTMs [18] in
order to vanishing gradient and error blowing up problems. As for architecture, the
framework in this paper is composed of nine layers. Besides input layer, there are three
sets of BRNNs and fusion layer arranged alternately followed by a BRNN with LSTM,
a fully-connected layer and a softmax layer. With the skeletal data inputted, the features
could be extracted and fused through the hierarchical BRNN architecture. The
fully-connected layer and a softmax layer perform classification using the learned

A Survey on Deep Neural Networks for Human Action Recognition 333



representation from the former layers. This is the first paper to apply hierarchical RNN
for skeletal based action recognition. The method can capture the spatiotemporal
features of action sequences without complex preprocessing.

4 Methods Based on Hybrid Networks

The model proposed by Z. Yu and M. Lee is a hybrid of multiple timescale recurrent
neural network (MTRNN) [19] and deep learning neural network (DN) for recognizing
walking, running and swinging. MTRNN is adopted for performing dynamic action
recognition while DN is capable of static posture recognition. The two major com-
ponents of MTRNN are slow context layer and fast context layer, which are modeled
by a special type of RNN. Utilizing self-organizing map, MTRNN can accept vision
signals to predict without supervision. The prediction of MTRNN rely on a prior
knowledge of human action so the initial state needs to be modified when the action
change. In order to handle the issue, a DN is used to choose the proper initial state,
The DN receive the visual information of the current time step from Kinect and the
same dimensional data from MTRNN in the adjacent time step. This process has the
capability to capture the dynamic features and correct initial states of the current action
sequences. This hybrid method gives a compensation for MTRNN. The combination of
MTRNN and DN can extract static and dynamic features simultaneously.

K. Cho and X. Chen proposed a novel method [20] to archive human action
recognition from skeleton data by introducing deep neural networks. The method in
this paper is based on joint distribution model of feature in each frame, which consists
of the relative positions of joints (PO), temporal difference (TD) and the normalized
trajectory of the motion (NT). For utilizing more information in layers, this paper
proposed a hybrid multi-layer perceptron containing an MLP [21] and a deep
autoencoder [22]. The MLP and the deep autoencoder are trained with the same set of
parameters, which is used to classify and reconstruct respectively. By introducing a
hyperparameter k ranging from 0 to 1, the supervised learning and the unsupervised
learning, namely MLP and deep autoencoder are combined. Given a frame, the hybrid
MLP can model the posterior probability distribution of classes. With the assumption
that the class of each frame only depends on the features of the frame, the classifier is
just trained for frame-level classification. This method combines supervised learning
and unsupervised learning, which perform the reconstitution of features and classifi-
cation simultaneously. The deep autoencoder visualizing the features, more distinctive
information can be extracted and it makes it possible to study what deep neural net-
works learned.

In order to understand human intension by analyzing actions effectively, Z. Yu and
M. Lee proposed a novel method [23] in 2015 which combine multiple timescale
recurrent neural networks (MTRNN) and stacked denoising auto-encoder (SDA). In
this paper, supervised MTRNN, an extension of MTRNN has been applied. With the
context layers modeled by CTRNN introduced, MTRNN is capable for dynamic action
classification. In addition, SDA aims to predict human intention by analyzing the
distance between the human’s hand and the objects. For catching the scale-invariant
features of the object, speeded up robust features (SURF) [1] is employed to find proper
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matches between image and the object and the output of SURF is used as the input of
SDA. When supervised MTRNN and SDA work cooperatively, SDA needs to be
trained before supervised MTRNN because the output of the code layer in SDA is fed
into the slow context layer in supervised MTRNN. By this way, skeletal data is
considered as compensation for dynamic characteristics. The method takes both the
action signals and the information of the objects into account. With the unsupervised
learning and the supervised learning complementary to each other, it is able to rec-
ognize the human intention more accurately.

5 Conclusion

As the application of human action recognition becomes more and more widespread, it
has not only been an active area but also a challenging task in computer vision. In
recent years, a trend of the research on human action recognition is popular, which
address the issue by establishing deep neural networks as deep learning neural net-
works can learn hierarchical nonlinear function relation in order to model the vision
system.

Most of conventional methods construct handcrafted features for recognition
relying on domain knowledge, which is time-consuming and inefficient. As one of the
most significant type of data for recognizing human actions, skeleton data shows the
effectiveness. To tackle with the deficiencies of the handcrafted feature, the methods
with deep learning architecture are driven by data, which are capable to extract features
from original data automatically.

References

1. Poppe, R.: A survey on vision-based human action recognition. Image Vis. Comput. 28(6),
976–990 (2010)

2. Wei, Z.Q., Wu, J.A., Wang, X.: Research on applied technology in human action recognition
based on skeleton information. Adv. Mater. Res. 859, 498–502 (2013)

3. Saad, A., Mubarak, S.: Human action recognition in videos using kinematic features and
multiple instance learning. IEEE Trans. Pattern Anal. Mach. Intell. 32(2), 288–303 (2010)

4. Tanaya, G., Rabab Kreidieh, W.: Learning sparse representations for human action
recognition. IEEE Trans. Pattern Anal. Mach. Intell. 34(8), 1576–1588 (2012)

5. Presti, L.L., Cascia, M.L.: 3D skeleton-based human action classification: a survey. Pattern
Recogn. 53, 130–147 (2015)

6. Salama, M.A., Ella Hassanien, A., Fahmy, A.A.: Deep belief network for clustering and
classification of a continuous data. In: The IEEE International Symposium on Signal
Processing and Information Technology, pp. 473–477. IEEE Computer Society (2010)

7. Gers, F.A., Schraudolph, N.N., Schmidhuber, J., et al.: Learning precise timing with LSTM
recurrent networks. J. Mach. Learn. Res. 3(1), 115–143 (2003)

8. Memisevic, R.: Gradient-based learning of higher-order image features. In: IEEE
International Conference on Computer Vision, pp. 1591–1598. IEEE (2011)

9. Müller, M., Röder, T., Clausen, M., et al.: Documentation mocap database HDM05.
Computer Graphics Technical Reports (2007)

A Survey on Deep Neural Networks for Human Action Recognition 335



10. Ofli, F., Chaudhry, R., Kurillo, G., Vidal, R., Bajcsy, R.: Berkeley MHAD: a comprehensive
multimodal human action database. In: 2013 IEEE Workshop on Applications of Computer
Vision (WACV), Tampa, FL, pp. 53–60 (2013)

11. Li, W., Zhang, Z., Liu, Z.: Action recognition based on a bag of 3D points, pp. 9–14 (2010)
12. Fernando, D.L.T., Hodgins, J., Bargteil, A., et al.: Guide to the Carnegie Mellon University

Multimodal Activity (CMUMMAC) Database. Carnegie Mellon University (2009)
13. Wu, D., Shao, L.: Deep dynamic neural networks for gesture segmentation and recognition.

In: Agapito, L., Bronstein, Michael M., Rother, C. (eds.) ECCV 2014. LNCS, vol. 8925,
pp. 552–571. Springer, Heidelberg (2015). doi:10.1007/978-3-319-16178-5_39

14. Wu, D., Shao, L.: Leveraging hierarchical parametric networks for skeletal joints based
action segmentation and recognition. In: IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 724–731. IEEE (2014)

15. Wang, J., Liu, Z., Wu, Y., Yuan, J.: Learning actionlet ensemble for 3D human action
recognition. IEEE Trans. Pattern Anal. Mach. Intell. 36(5), 914–927 (2014)

16. Lazebnik, S., Schmid, C., Ponce, J.: Beyond bags of features: spatial pyramid matching for
recognizing natural scene categories. CVPR 2, 2169–2178 (2006)

17. Du, Y., Wang, W., Wang, L.: Hierarchical recurrent neural network for skeleton based action
recognition. In: Computer Vision and Pattern Recognition. IEEE (2015)

18. Baccouche, M., Mamalet, F., Wolf, C., Garcia, C., Baskurt, A.: Sequential deep learning for
human action recognition. In: Salah, A.A., Lepri, B. (eds.) HBU 2011. LNCS, vol. 7065,
pp. 29–39. Springer, Heidelberg (2011). doi:10.1007/978-3-642-25446-8_4

19. Yu, Z., Lee, M.: Continuous motion recognition using multiple time constant recurrent
neural network with a deep network model. In: Yin, H., Tang, K., Gao, Y., Klawonn, F.,
Lee, M., Weise, T., Li, B., Yao, X. (eds.) IDEAL 2013. LNCS, vol. 8206, pp. 118–125.
Springer, Heidelberg (2013). doi:10.1007/978-3-642-41278-3_15

20. Cho, K., Chen, X.: Classifying and visualizing motion capture sequences using deep neural
networks. In: International Conference on Computer Vision Theory and Applications,
pp. 122–130 (2013)

21. Haykin, S.S.: Neural Networks and Learning Machines. China Machine Press, China (2009)
22. Hinton, G.E., Salakhutdinov, R.R.: Reducing the dimensionality of data with neural

networks. Science 313(5786), 504–507 (2015)
23. Yu, Z., Kim, S., Mallipeddi, R., et al.: Human intention understanding based on object

affordance and action classification. In: International Joint Conference on Neural Networks.
IEEE (2015)

336 H. Wang

http://dx.doi.org/10.1007/978-3-319-16178-5_39
http://dx.doi.org/10.1007/978-3-642-25446-8_4
http://dx.doi.org/10.1007/978-3-642-41278-3_15


Picture Reconstruction Methods Based
on Multilayer Perceptrons

Yiheng Hu(&), Zhihua Hu, and Jin Chen

College of Engineering, Shanghai Polytechnic University, Shanghai, China
yhhu@sspu.edu.cn

Abstract. Multilayer Perceptrons (MLPs) with Back Propagation (BP) training
algorithm have been successfully utilized for solving a wide variety of real
world engineering problems, such as pattern classification, character recogni-
tion, function approximation, clustering and forecasting. In this paper, a MLP
classifier is built by using BP algorithm for picture reconstruction. According to
the engineering consideration of the effectiveness and efficiency, the optimal
parameters of neural networks are carefully selected. Moreover, the contribution
of data size for reconstruction accuracy and time consuming are checked. The
number of epochs for training is also an important fact for time consuming
which has strong relationship with the avoid overtraining algorithm.

Keywords: Multilayer Perceptrons � Backpropagation � Effectiveness �
Efficiency

1 Introduction

The multilayer perceptron (MLP) is a feed-forward, supervised learning network which
consists of an input layer, one or more hidden layers and an output layer [1]. Over the
past years, MLPs has been successfully utilized for solving diverse problem with a
popular incremental algorithm known as Back-Propagation (BP) training algorithm [2].
Recently, MLPs with BP algorithm are still widely applied to solve a variety of real
world problems, such as pattern classification, character recognition, function
approximation, clustering and forecasting [3, 4].

In this paper, a two-coloured picture shown in Fig. 1, is used as an example for
classification using MLP. The interior of modified rectangular boundary is pictured in
black and assigned to class A and the exterior of the boundary is pictured in white and
assigned is class B. Apparently the classes A and B are not linearly separable, so the
MLP with BP algorithm can be used for this project. To ensure the network can be well
trained, the dataset comprises the parts, the training and testing datasets. In the training
process all the weights are adapted in an efficient way. And then the testing dataset
determine the accuracy of the testing procedure.

From the whole experimental process, the results including the learning curve of
the training process and the tabulation of the computed weights will be obtained for
analysis. According to the comparison and analysis of the results, the neural network
will be properly tuned to achieve a perfect compromise between effectiveness and
efficiency.

© Springer International Publishing AG 2017
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2 Multilayer Perceptron

A multilayer perceptron (MLP) is a kind of feed-forward network, consisting of a
number of neurons which are connected by weighted links. The neurons are organized
in several layers, namely an input layer, one or more hidden layers, and an output layer.
The input layer receives an external activation vector and passes it via weighted
connections to the neurons in the hidden layers. They compute the activations and pass
them to the neurons in output layers. In the MLP network both output neurons and
hidden neurons are computational neurons. Figure 2 shows the architectural graph of a
MLP with two hidden layers. The first hidden layer is fed from the input layer and its
outputs are fed into the next hidden layer and separate weights are applied to the sum
going into each layer [1].

There are two basic types of signals in the network: function signal and error signal.
A function signal comes in at the input layer and flows forward to the output layer. An
error signal is produced at the neuron of output layer and propagates backward though
the network. Figure 3 illustrates the flow directions of function signal and error signal.

Fig. 1. Cover of two-color

Fig. 2. Neural network architecture
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According to Neural Networks and Learning Machines [1, 6], the MLP has three
distinctive characteristics. Firstly, the mode of each neuron in the network includes a
nonlinear activation. Secondly, the network includes one or more hidden layers, which
enables the network to learn complex task. Thirdly, the network exhibits a high degree
of connectivity, which is determined by the synapses of the network.

3 Picture Reconstruction

3.1 Sampling Strategy

In order to be more efficiency on learning, the feature of the object is analyzed. In this
case study, the pixels around the edges and corners are much more important than other
pixels. There are some ways to sample pixels around the features. Basically there are 3
ways for edge feature sampling: uniform sampling, linear distance sampling and
exposure distance sampling [5]. Apparently, if the pixels being parallel with edge
features is sampled, it could be more efficient, as illustrated in Fig. 4.

Fig. 3. Forward and backward step

Fig. 4. The sampling should be along the direction of the edge
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To implement the edge sampling, we have introduced the image technique called
mathematical morphology, which contains two operators: erosion and dilation opera-
tion, as shown in Fig. 5.

The erosion and dilation method can help us sample the pixels parallel with edge
features. For different strategy of sampling method, we just need to choose the different
values of the diameters of the disk and apply the morphology operation.

As for corner feature, we just use a 9*9 windows to capture the details of corner.
The results of three sampling strategies are shown in Fig. 6.

3.2 Experimental Work

To investigate the best way to resolve the conflict between effectiveness of the trained
network and the efficiency of the computational procedure, experiments are discussed
to compare the performance of the network.

Fig. 5. Erosion and dilation operation

Fig. 6. Different ways of sampling (a) uniform sampling (b) linear distance sampling
perpendicular to edge feature (c) exposure distance sampling perpendicular to edge feature
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In this experiment, best sampling strategy for most effectiveness and efficiency is
investigated. The neural network includes 3 layers, 1 input layers, one output layers,
one hidden layer with 21 neurons. Different strategies are investigated for the original
size of picture is 600*700 = 420000. The experiment results are shown in Fig. 7.

In this experiment, according to the learning curve, it can be seen that at around 250
epochs, the BP algorithm has been convergent. The convergent time is nearly the same.
Reconstruction accuracy (the error rate between the reconstructed picture and original
picture) shows that exposure distance sampling could have a better result.

Another thing attention should be paid that although the MSE reached quite low
(about 0.02) in uniform sampling strategy, the reconstruction accuracy is the worst
among the three strategies. This can be evidence that the algorithm can only be judged
by test data. The MSE can only judge the convergence of the algorithm.

4 Conclusion

In this paper, methods of picture reconstruction are investigated by using neural net-
work based on Multilayer Perceptrons. In order to achieve the highest accuracy rate,
optimal parameters of neural networks are carefully selected.

According to the experimental work, there is a trade-off between effectiveness and
efficiency. As a matter of fact, the data size contributes most on the reconstruction
accuracy and time consuming. Engineer should carefully choose the best data size for

Fig. 7. Different sampling strategies results. (a), (b) and (c) are reconstruction results and (d),
(e) and (f) are learning curves.
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the need of the project. The number of epochs for training is also an essential fact for
time consuming which has strong relation to the avoid overtraining algorithm. Finally,
the reconstruction of the original picture is achieved with the accuracy rate of nearly
99.70 % in about 90 s.
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Abstract. In this paper the authors presents a vision system that has developed
to aid bin picking tasks. The intention of the proposed system is to detect and
identify randomly piled workpieces in the bin. The strategy described here is
based on two steps: detecting workpieces and identifying candidates. The
geometric feature was applied to obtain candidates and multi-feature fusion
based on SVM was employed to find pickable workpieces. Experimental results
demonstrate the good performance of the proposed approach and the system is
robust against noise and illumination.

Keywords: Geometric feature � Feature fusion � SVM

1 Introduction

The automated robot-aided manufacturing is developing rapidly in recent years. One of
the key task is identifying automatically and locating workpieces, thus robots can pick
them up accurately. In general, workpieces are transported in containers or on con-
veyors. When they are in containers, objects are randomly oriented and clustered in an
unstructured environment. Therefore identifying and precisely locating the piled object
are essential, and make the automated manufacturing more flexible.

Robotic random bin-picking technologies have been studied for many years. With
the commercialization of 3D sensor, such as Kinect, laser range finders, many
Bin-picking systems currently utilize 3D data to locate workpieces. The research of
Domae [1] shows that grasping position can be generated without the 3D model of
object, only the gripper model is applied. Ghita [2] introduced a vision system with a
grid projector, which identify piled parts also by using CAD models. Though these
sensors directly give the objects 3D pose, there are still some problems, the required 3D
model sometimes cannot be provided in real applications and most sensors are mounted
on fixed frames, which limits the sensor range.

Stereo vision applied for random bin-picking has also been widely investigated,
based on the features, such as texture, shape feature. Rahardja [3] proposed a vision
system to identify and locate the stacked parts in the bin. This system identifies the
target by landmark features. To identify the pick-able workpiece, Jong-Kyu Oh [4] has
presented a geometric feature matching method instead of the stereo matching. But
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before image processing, this system need to register the required features of objects in
advance. Hybrid method using multi-features from acquired images to recognize and
locate objects has been proposed in [5]. Nevertheless there also exist limits: a complex
scene will prevent getting the true pose estimation and the candidate object sometimes
may be false consequence, which causes picking failed.

To solve the aforementioned problems, we present a robust vision system for
random bin-picking tasks in this work. The binocular structure is mounted on the robot
end effector, makes a large sensor range for it. An extended Geometric Feature
extraction algorithm is presented to detect the workpiece, which can also be applied on
different objects. We then employ a voting strategy to locate initial estimated objects.
To confirm the final pickable target, we extract different features to represent the object,
including HOG, color histogram, LBP etc. Then we use SVM classifier to identify the
target.

The rest of this paper is organized as follows: Sect. 2 introduces the overview of the
proposed vision system. Section 3 gives a detail description of Geometric Feature
extraction and Sect. 4 presents hybrid feature representation and classifier training
algorithm. Comparative experimental results are drawn in Sect. 5.

2 Overview of Vision System

The whole architecture of the vision system is described in this section. The presented
system consists of two cameras, a ring-shaped LED light and other image processing
modules (Fig. 1).

The first module is to detect geometric feature. As workpieces are piled together, a
modified feature detection is utilized to obtain their edges. Then edges are employed to
detected candidate workpieces. Then future extraction is applied to get multi features
and then future fusion is utilized to achieve higher accuracy. For the next step, the
SVM classifier is trained to classify the positive object from negative ones and the

Fig. 1. Overview of our vision system for random bin-picking.
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training process can be conducted offline to improve efficiency. The final step is to
employ the trained classifier to classify detected workpieces.

3 Geometric Feature Extraction

In our vision system, geometric features extracted from the input image are used to
detect objects. To extract features, we adopt an edge detection algorithm. Conventional
edge detection algorithm, such as Canny and Laplacian, sometimes fail to obtain
complete edges and usually generate negative edges. Thus we use a state-of-the-art
edge detector [6] instead, which is efficient and robust. This algorithm can detect a
series of edgelets, including line segments, short elliptical arcs. And edges of objects
are composed of these edgelets. The approach first deals with the higher gradient
magnitude to find edgelets, then pixels in these edgelets with similar gradient directions
grow to one candidate region. NFA (Number of False Alarms) is utilized to eliminate
detected negative regions.

In order to reduce the negative results due to the noise, we employ the scaled image
instead. Since Gaussian filter has suppression to low gradient magnitudes, we use the
median blur instead. By employing the modified algorithm, we can obtain a serials of
edgelets {E1 E2 … En}, where En represents a continuous candidate edge. Edgelets
mean the object edges, shown in Fig. 2 in blue. Then we employ voting strategy to get
coarse detected objects. Since objects are stacked randomly, we can see some negative
results, which reducing the grasping efficiency. To solve this problem, we adopt an
identification strategy to distinguish pickable objects from the piled ones.

4 Multi-feature Fusion and Classifier Training

Various features have been proposed and utilized recently to identify objects, such as
surf, gradient histogram, corner features, and ORB etc. Descriptive ability of single
feature is limited and cannot correctly identify objects. Moreover, sparse features like
ORB and surf are not able to be detected in some cases. Therefore, we use composite
feature to improve stability.

HOG (Histogram of Oriented Gradient) and LBP (Local binary patterns) are
applied to acquire higher identification accuracy. HOG is a descriptor of appearance

Fig. 2. Edgelets detection results. (Color figure online)
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and shape, can identify different shapes among objects. And LBP can perfectly descript
the texture feature of object.

HOG descriptor [7] is obtained by computing and combining the local gradient
orientation histogram. The local appearance and shape of parts can be described by the
gradient magnitude and orientation. Specifically the gradient value can be calculated
with two filter kernel, [− 1, 0, 1] and [− 1, 0, 1]T.

For each cell, a normalized orientation-based histogram is compiled, to effectively
reduce the illumination effect. Several cells compose a descriptor block. And The HOG
descriptor is then the concatenated vector of all these histograms.

LBP [8] is used to fine describe the local textural feature of objects, and robust to
illumination changes. Its value indicates the relationship between one pixel and its
neighbors, and can be calculated as

LBP xc; ycð Þ ¼
Xp�1

p¼0

2ps ip � ic
� � ð1Þ

Since the LBP value is computed according to the value of central pixel and its
neighbors, it tends to be sensitive to rotation and noise. Thus we modify the descriptor
in circle regions. And to avoid the influence of noise, we set a threshold to get the
binary code. For each pixel shown in Fig. 3, we adopt two LBP codes.

SVM has superiority in the small sample size problem and generalization capa-
bilities. We use SVM as the classifier in this paper. This algorithm can construct an
optimal hyper plane in high-dimensional space between two categories using the given
training samples. According to the obtained hyper plane, we can identify candidate
objects to several classes (Fig. 4).

Since we have got several features, a multi-feature fusion algorithm is presented.
The classifier with fusion features is designed as follows: we first construct the SVM
classifier on each feature separately, then automatically learn the weight coefficient of
each feature according to the given training samples, such as H_weight and L_weight.
Finally an adaptive classifier is developed according to the weight coefficient. The
output of the classifier is defined as max{p1, p2, …, pn}. Where pn is the probability
that belongs to each class, and can be calculated as

pn ¼ H weight � H pn þL weight � L pn þO weight � O pn þ . . . ð2Þ

Where H_pn and L_pn are probability.

Fig. 3. Illustration of the modified descriptor.
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5 Identification Result

In order to evaluate the proposed system in this paper, we have implemented some
experiments. The vision system is composed of two Basler CMOS cameras mounted
on an EFORT ER-20C industrial robot, a ring-shaped LED light and a standard PC
(3.4 GHz CoreI7 with 4G RAM). All the image processing and calibration code were
implemented in C++.

The extraction of geometric features is used to extract the candidate object in
images. Since extracted objects are mixed with positive and negative ones. We need to
distinguish them in training samples. Figure 5 shows some candidates.

Since candidates are detected, multiple features are then extracted to train SVM
classifier. To confirm the effectiveness of multi-feature fusion we proposed, individual
feature is adopted in experiments. In this paper, each type of workpiece has about 500
training samples. We made 15 trails for each classifier training. 683 of 1073 samples
were used to train the classifier, others used for testing. Figure 6 shows the experiment
results of different features.

We can observe that, the accuracy of using LBP or HOG is low, and appropriate
feature fusion does improve the accuracy compare to the single feature. But overmuch
features will reduce the stability. Therefore, the selected features in our method is
adequate to identify the object and the identification accuracy rate is about 98.2 %
(Table 1).

Fig. 4. Overview of the multi-feature fusion strategy.

Fig. 5. Some candidates in training data.
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6 Conclusion and Future Work

This paper presents a robust, accurate vision system for random bin-picking, which can
identify pickable objects in a bin. We have introduced an effective feature extraction
strategy based on image gradient, which can obtain candidate targets. We subsequently
proposed an identification method, enables us to get positive objects based on
multi-features fusion and support vector machine. The experimental results verify the
stability and accuracy of the vision system, with an average of success rates of 98.2 %
on different workpieces.

In future, we will improve the generality of this system, thus workpieces with
complex shapes can be easily identified.
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Abstract. According to the refractive distinctiveness of the soluble solids, the
refraction index of light will increase in a certain proportion in accordance with
the increase of the concentration of the soluble solid, which provides a feasible
method for measuring the variation of the sugar content. The critical angle had
been applied to express the concentration variation of soluble solids in normal
refraction system; thus the final result of soluble solids in every grape will be
defined by Brix degree, which represents the sugar content of grape. In the
experiments, the standard reference wavelength of refraction is 589.3 nm, the
circumstance temperature will be set at 20°C, and then the Brix degree of many
red grapes will be investigated in the above refraction system. This work focus
on the upper, the middle and the bottom positions of each bunch red grape,
many randomly selected grapes were used to test by refraction-based optical
method. Through the experiments, the sugar content results show that the sugar
content of the upper part of the grape fruits is relative higher than that of the
bottom fruits.

Keywords: Grape � Sugar content � Brix degree � Refraction method

1 Introduction

For decades, grape production has been considered as a green and sustainable devel-
opment industry [1–3], relying on the feasible grape cultivation techniques. Usually, as
the arrival of the grape harvest season, the daily production will increase so fast that the
grape enterprises have to face two major problems [4–6]. One is grape quality
non-destructive testing problem in postharvest stage; the other is grape preservation
problem in warehousing and logistics parts. It should be noted that the grape preser-
vation techniques have been successfully applied in wide range of every storage parts
but grape quality non-destructive testing still in difficulties. So far we did not find fast
and suitable methods to measure the quality of whole string fresh grapes. Usually
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soluble solids were used to measure the taste quality for analyzing the entire bunch of
grapes, and the index of soluble solids can be determined by standard Brix degree.
According to the refractive characteristics of soluble solids, the refraction index of light
will increase in a certain proportion in accordance with the increase of the concen-
tration of the soluble solid, which provide a feasible method for measuring the variation
of the sugar content. According to the model of the refraction system, the critical angle
can determine the concentration variation of soluble solids in the refraction system;
thus the final result of soluble solids in every grape will be defined by Brix degree,
which represents the sugar content of grape. In the experiments, the standard refraction
wavelength is 589.3 nm, the circumstance temperature will be set at 20°C. This work
focus on the upper, middle and bottom positions of each bunch red grape, many
randomly selected grape fruits was used to test by refraction-based optical method.
Through the experiments, the sugar content results show that the sugar content of the
upper part of the grape fruits is relatively higher than that of the bottom fruits.

2 Refraction-Based Method

2.1 The Principle of Refraction

The refraction phenomenon will occur when the light come from one medium into
another object. As shown in Fig. 1, in the refraction-based optical system, the angle of
incidence and the angle of refraction can be defined by hi and hr respectively.

Usually, the refraction ratio n can be defined by Eq. (1).

n ¼ sin hi
sin hr

ð1Þ

Let us focus on the incidence process in the optical refraction model, the angle of
refraction will be greater than the angle of incidence, when the light incident from the
denser medium into the sparse medium. It can be expected that, the angle of refraction
will be equal to 90° when the incident angle is increased to a certain angle, and then the
refracted light will not be occurred, although the angle of incidence is increased, this
phenomenon can be called total reflection, also known as total internal reflection. The

Fig. 1. The optical principle of refraction
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critical angle is such an incident angle which satisfies the angle of refraction equals to
90°, and can be used to calculate the characteristics of the particular medium.

2.2 The Principle of Brix Degree

Usually, the Brix degree is the sucrose content of 100 g sucrose solution, which has
been defined by international committee of uniform method sugar analysis. It should be
noted that the Brix degree of different grape type will be different with each other, and
the Brix degree of particular grape in different growth stage will be different with each
other as well. It should be noted that the refraction n is corresponding to concentration
of the soluble solids in grape juice, and the Brix degree has an obvious relationship
with the concentration of the soluble solids, thus the Brix degree will be high corre-
lation with the refraction n defined by Eq. (1).

Generally, the Brix degrees of grapes are located in the range of 10 to 23, thus the
relationship between the Brix degree and the concentration of the sucrose solution can
be seen in Table 1. The sugar content increases along with the concentration, therefore,
the sugar content is positive related to concentration of grape juice.

3 Vision Model of Grape

According to the basic growth characteristics of the entire bunch grapes, as can be seen
in Fig. 2, it is easy for us to see that the length of the whole string grape from the upper
to the bottom which is very long, thus the different positions of every grape, such as the
upper part, the middle upper part, the middle part, the middle and lower part and the

Table 1. The relationship between the Brix degree and the concentration of the sucrose solution

Brix degree Concentration of the sucrose solution

10 1.038143
11 1.042288
12 1.046462
13 1.050665
14 1.054990
15 1.059165
16 1.063460
17 1.068779
18 1.072147
19 1.076537
20 1.080959
21 1.085414
22 1.089900
23 1.094420
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bottom part, may cause differentiated sugar content. In accordance with the basic
physiology growth principle of grape tree, the upper part of the whole string grape is
near to the root can absorb more natural nutrients from the root easily, besides the
bottom part is lack of sunlight will lower the fruit sugar content slightly.

Therefore the position relationships of the entire bunch grape have highly associ-
ated with the sugar content distribution of grape. In this work, red grape samples will
be used to investigate the sugar content distribution.

4 Experiments and Results

Usually soluble solids was used to measure the taste quality for analyzing the entire
bunch of grapes, and the index of soluble solids can be determined by Brix degree.
According to the refractive characteristics of soluble solids, the refraction index of light
will increase in a certain proportion in accordance with the increase of the concen-
tration of the soluble solid, which provide a feasible method for measuring the variation
of the sugar content. Therefore the critical angle can be applied to express the con-
centration variation of soluble solids in the refraction system; thus the final result of
soluble solids in every grape will be defined by Brix degree, which represents the sugar
content of grape. In the experiments, the standard refraction wavelength is 589.3 nm,
the circumstance temperature will be set at 20°C, and then the Brix degree of red grapes
will be investigated using refraction-based method.

Let us focus on the sugar content distribution of the first bunch of red grape in
Fig. 3, the sugar content results show that the randomly selected four grape fruits in the
upper part were 19, 19.2, 19.2 and 18.2, respectively, the sugar content of four grape
fruits in the middle upper part were 18, 18.6, 18 and 17.5, respectively, the sugar
content of four grape fruits in the middle part were 18.2, 18,17.7 and 17.5, respectively,
the sugar content of four grape fruits in the middle and lower part were 17.5, 17.7, 17.9
and 17.2, respectively, the sugar content of four grape fruits in the bottom part were 17,
16.8, 17.2 and 16.8, respectively. Besides, the average values of the upper part, the
middle upper part, the middle part, the middle and lower part and the bottom part were
18.9, 18.025, 17.85, 17.575 and 16.95. It is obvious that the average sugar content of

Fig. 2. The relative position of the entire bunch of grape
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the upper part of the entire bunch grape is relatively * 1.95 higher than that of the
bottom grape fruits.

From Fig. 4, the sugar content results show that the randomly selected four grape
fruits in the upper part were 16, 14.9, 15 and 14.7, respectively, the sugar content of four
grape fruits in the middle upper part were 14.8, 15.1, 15 and 14.2, respectively, the sugar
content of four grape fruits in the middle part were 14.3, 13.8, 14.6 and 14.2, respec-
tively, the sugar content of four grape fruits in the middle and lower part were 13.2, 13.6,
13.8 and 13.6, respectively, the sugar content of four grape fruits in the bottom part were
13, 13.2, 12.8 and 13, respectively. Besides, the average values of the upper part,
the middle upper part, the middle part, the middle and lower part, and the bottom part
were 14.9, 14.775, 14.225, 13.55 and 13. It is obvious that the average sugar content of
the upper part of the entire bunch grape is relatively * 1.9 higher than that of the
bottom grape fruits.

Fig. 3. The sugar content distribution of the first bunch of red grape

Fig. 4. The sugar content distribution of the second bunch of red grape
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5 Conclusions

The length of the entire bunch of grapes is 30 cm or so, according to the basic growth
principles of grape trees, the bottom parts of grape fruits are farther than the upper,
which will absorb relatively less nutrients from the roots naturally, thus the distance of
entire bunch of grape is so long that it cannot be ignored in fact. Therefore the result
shows that the sugar content distribution of the whole string of grapes, which is related
to the positions of the entire bunch grape. The grape sugar content testing is very
important for production quality control of the grape industrial chain, which is an
inevitable demand of industrial development. It is expected that the grape sugar content
analysis technology will greatly promote the standardization and cultivation of grape,
thereby improve the competitiveness of grapes in the world.
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Abstract. Motion Deblurring is a foundational and challenging problem in the
community of image and signal processing, has been hotly discussed in recent
years. This paper proposes a novel approach to restore motion blurred images
using a piecewise function that concatenates a hyper-Laplacian and a Gaussian
to approximate the image logarithmic gradient. Besides visual comparisons,
quantitative comparisons conducted on a variety of images validate that our
proposed method could obtain clearer and finer performance, while preserve the
image details well. In addition to natural images, the method possesses sound
extendability to other deblurring tasks, such as artificial images and document
images.

Keywords: Motion deblurring � Hyper-Laplacian � Gaussian � Sound
extendability

1 Introduction and Related Work

Motion blur is the result of a relative movement between camera’s perspective and the
real scene (e.g., due to camera vibration) during image exposure period. Many pho-
tographs are corrupted by motion blur that can significantly degrade image quality,
especially under dim light conditions where more time of exposure is needed. A de-
graded blurry picture with unavoidable information drop-out not only bring a poor
visual impression but also lead to undesirable consequences in subsequent procedures.

Since the path of the relative motion can be arbitrary, recovering a latent clear
image from input blurry image becomes a much challenging task, particularly single
image deblurring. The blur process is generally modeled as a linear convolution of a
latent image l with the blur kernel k:

b ¼ l� kþ n ð1Þ

Here l stands for desired sharp image; b is on behalf of a blurry image, that is,
degraded image; k represents blur kernel, also known as point spread function (or PSF);
n is additive noise usually assumed as following Gaussian distribution; ⊗ denotes
convolution operator.

If the blur kernel is given as a prior, the task is to estimate the unblurred latent
image. This problem is reduced to non-blind deconvolution. In many cases, however,
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the blur kernel is also not known and estimating blur kernel is essential. The deblurring
problem called blind deconvolution is even more ill- posed. One can regard non-blind
deconvolution as one inevitable step in blind deconvolution during the course of PSF
estimation or after PSF has been computed.

In the past decade, single image deblurring has drawn wide attention. Joshi et al. [1]
gives the observation that local color statistics derived from the image can be used for
deblurring. Cho et al. [2] presents a technique of fast deblurring, which utilizes sharp
step edges as constraint through shock filter. Xiang et al. [3] introduces a supervised
learning algorithm, which is developed on a conceptual frame of matrix regression and
gradient evolution. Li et al. [4] estimates the sparse coefficient, sharp image and blur
kernel alternately based on the sparse prior of dictionary pair.

This paper presents an outstanding method to motion deblurring of a single image,
based on a new piecewise function that concatenates a hyper-Laplacian and a Gaussian.
This function is chosen in virtue of its excellent approximation to empirical distribu-
tion. Compared with state-of-the-art approaches, the outcome of experiments demon-
strate that the proposed approach could obtain better deblurring performance, while
preserve the image details well. In this paper, we also show its ability to extend to other
deblurring tasks, such as artificial images and document images.

2 Proposed Method

Having the forward motion blur model, the latent image l could be recovered from b
through solving an inverse problem. Our objective function is given by

min
i

l� k � bk k2 þ kwðlÞ ð2Þ

which is composed of a data term Edata (corresponding to likelihood in probability) and
a regularization term Edata. Edata measures the difference between convolved image and
blur observation, and is written as

l� k � bk k2 ð3Þ

Eprior is denoted as the function wðlÞ, where k is regularization weight.

2.1 Statistical Priors on Images

Now that the image deblurring is ill-posed, prior knowledge and extra information are
usually needed for constraining solutions. A common method is to take advantage of
the statistical priors on natural images. Recent research about statistics on natural
images has demonstrated that images in real scenes, among which there is wide
variation of their absolute color distributions, meet heavy tailed distributions [5] in their
gradient values. This is consistent with the intuition that images usually have
large-scale regions of stable intensity gradient occasionally interrupted by considerable
variation on the edges and occlusion borders. For instance, Fig. 1 gives a natural image
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and its gradient-histogram. This gradient distribution indicates that the image mainly
consists of small and zero gradients, but a minority of gradients with great magnitudes.

In [6], a hyper-Laplacian function is utilized to approximate gradient-histogram,
and the fitting result shows that a hyper-Laplacian with exponent a = 2/3 is a better
model of image gradients than a Laplacian or a Gaussian. In this paper, we collect 1000
natural images and their average logarithmic image gradient distribution histogram
(blue) is plotted in Fig. 2.

As shown in Fig. 2, we find that a natural prior wðlÞ for latent image is actually a
piecewise function that concatenates a hyper-Laplacian and a Gaussian, plotted as the
concatenating curve. The expression is

Fig. 1. A natural image and heavy tailed distributions on its gradients

Fig. 2. The curve of empirical gradient-histogram (blue). Laplacian fit (green), hyper-Laplacian
fit (purple) and Gaussian fit (red).
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Eprior ¼ wðlÞ ¼ a rlk ka; rlj j � j
b rlk k2 þ c; rlj j[ j

�
ð4Þ

where rl represents a partial derivative for l. j is the value on which the Gaussian and
hyper-Laplacian functions are concatenated. a, b, and c are three parameters. From
Fig. 2, we notice that hyper-Laplacian fits empirical distribution closely, when
rlj j � 60. However, when rlj j[ 60, Gaussian fits empirical distribution more closely
than hyper-Laplacian or Laplacian. In this paper, we called the piecewise function as
Gaussian-hyper Laplacian function.

Since the density of natural image gradients can be well modeled by the
Gaussian-hyper Laplacian function, we collect 1000 artificial images and 1000 docu-
ment images, then we plot their average logarithmic image gradient distribution his-
togram separately to reveal the extendability of our method.

From Fig. 3, we can see that the density of artificial image and document image
gradients obey the piecewise distribution too. They can be well modeled by the
Gaussian-hyper Laplacian function through adjusting the value of j.

2.2 Optimization

When the blur kernel is unknown, we need to enforce the blur kernel constraint.
A quadratic form is utilized to constrain the blur kernel term. Then the objective
function can be expressed as

min
l;k

l� k � bk k2 þ kwðlÞþ 2 kk k22
� �

ð5Þ

We adopt an iterative optimization method to solve the problem. First of all, blur
kernel is initialized from an input image. Then one can regard the problem as non-blind

Fig. 3. Gradient distributions on artificial image and document image
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deconvolution. We utilize two masks to help approximate the gradient distribution with
the two piece-wise functions separately. The problem is transformed to

min
l

l� k � bk k2 þ k1 rlk ka �m1 þ k2 rlk k2 �m2 ð6Þ

Where m1, m2 are two masks; k1, k2 are two parameters; ° represents the element-wise
multiplication operator. An effective scheme to solve non-blind deconvolution is
variable splitting. In this work, we use a set of auxiliary variables w ¼ ðwx;wyÞ for
rl ¼ @xl; @yl

� �
, adding extra condition w � rl. Equation (6) is accordingly updated to

min
l;w

l� k � bk k2 þ k1 wxk ka �m1 þ k1 wy

�� ��a �m1 þ c wx � @xlk k2 þ
�

c wy � @yl
�� ��2 þ k2 wxk k2 �m2 þ k2 wy

�� ��2 �m2Þ ð7Þ

where c is a weight. When its value is infinitely large, wx ¼ @xl; wy ¼ @yl;. Now it’s
possible to iterate between optimizing w and l.

Updating w: With an estimated l from the previous pass, Eq. (7) is simplified to

min
w

k1 wxk ka �m1 þ k1 wxk ka �m1 þ c wx � @xlk k2 þ c wy � @yl
�� ��2 þ

�

k2 wxk k2 �m2 þ k2 wy

�� ��2 �m2Þ ð8Þ

By a few algebraic operations to decomposew to all elementswi;v.wi;v is expressed as

wi;v ¼ argmin
wi;v

k1 wi;v

�� ��2 �m1 þ c wi;v � @vli
� �2 þ k2 wi;v

�� ��2 �m2

� �
ð9Þ

To solve the Eq. (9), a lookup table can be constructed offline, from which optimal
results can be obtained efficiently.

Updating l: With w fixed above, l can be updated. Equation (7) is simplified to

min
l

l� k � bk k2 þ c wx � @xlk k2 þ c wy � @yl
�� ��2

� �
ð10Þ

Since the major computation is on convolution, frequency domain operation using
Fourier transforms is applied. Equation (10) is updated to

min
Fi

F lð ÞF kð Þ � F bð Þk k2 þ c F wxð Þ � F @xð ÞF lð Þk k22 þ c F wy

� �� F @y
� �

F lð Þ�� ��2
2

� �

ð11Þ
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Accordingly, we compute the optimal l by

l ¼ F�1 F kð ÞF bð Þþ cF @xð ÞF wxð Þþ cF @y
� �

F wy

� �

F kð ÞF kð Þþ cF @xð ÞF @xð Þþ cF @y
� �

F @y
� �

 !
ð12Þ

Using above two steps we alternatively update w and l until convergence. After-
wards, we adopt an iterative optimization method to solve the blur kernel k. Equa-
tion (5) is simplified to

min
l;k

l� k � bk k2 þ 2 kk k22
� �

ð13Þ

It can be solved by FFT (Fast Fourier Transform).

3 Experiments and Results

We apply our method to diverse natural images, artificial images and document images,
for the sake of demonstrating the performance.

Fig. 4. The outcome of experiments on natural image
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Figure 4 exhibits one example of degraded natural image which is deblurred
through the proposed algorithm, and some comparisons with Xu and Jia’s algorithm
[7], Krishnan’s algorithm [8] and Jiaya Jia’s algorithm [10]. Our method presents
clearer visual effect, less ringing, and sharper image details (e.g., the words on sailing
boat). Certain blur and ringing artifacts are still included in the outcomes of [8, 10]. The
result of [7] is not favorable with some noise.

Figure 5 displays a degraded artificial image deblurred by our algorithm as an
example and the comparisons with other methods. Our approach produces an excellent
restored result with less visual ringing and finer details. Certain blur and ringing are still
included in the outcomes of Xu and Jia’s algorithm [7] and Krishnan’s algorithm [8].
The result of Jiaya Jia’s algorithm [10] exhibits unpleasant ringing artifacts.

Figure 6 demonstrates one example from degraded document images which is
restored through the proposed method, and some comparisons with Xu and Jia’s
algorithm [7], Zhong’s algorithm [9], Krishnan’s algorithm [8], Jiaya Jia’s algorithm
[10], and Jinshan Pan’s algorithm [11]. Our method breeds an enjoyable deblurred
effect with less noise and ringing. [9, 11] yield lower-quality images. [8] makes the
image more blurred. [10] contains many ringing artifacts. [7] also contains a few
ringing artifacts at the edge.

In addition we utilize PSNR (peak signal-to-noise ratio) as the quantitative metrics.
Average PSNR is computed on the natural images, artificial images and document
images and compare among different methods. We give the PSNR in Fig. 7, where our
method outperformed previous works.

Fig. 5. The experimental results of artificial image
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Fig. 7. The average PSNR on the natural, artificial and document images

Fig. 6. The experimental results of document image
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4 Conclusions

In this paper, the authors present a novel approach to restore motion blurred images
using piecewise function that concatenates a hyper-Laplacian and a Gaussian to fit the
logarithmic gradient. Contrast experiments on all sorts of natural images and appli-
cations of artificial images and document images deblurring illustrate that our approach
which can remove the motion blur effectively and preserve the image details well,
outperforms the previous methods.
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Abstract. Currently, some rapid, accurate and non-destructive detection
methods based on computer vision techniques have been widely used in quality
inspection of variety of fruits’ and grading aspects. However it should be noted
that the shapes of the whole string grapes are obviously different with each
other, for example, some grapes’ shape is circularity, the other shape may be
ellipse, which will influence the contour extraction accuracy of non-destructive
detection. This work develops a method for real-time image detection and
segmentation of grape, using HSV color model and vision technology to extract
the color features of grape skin and background objects, and then segment the
effective area of grape. Through the experiments, the image segmentation results
of the different background-based whole string grapes show that the peripheral
contour can be detected by HSV color model, which is relatively robust in
different imaging condition.

Keywords: Grape � Image segmentation � Color model � Computer vision

1 Introduction

The total production of fresh grapes in China has significantly grown for decades, but
the export production of fresh grapes does not increase obviously. According to the
taste demands of consumers, the quality of the grape is the most important factor to be
considered. Therefore the non-destructive detection method is such a technique for
automatic grading of the whole string fresh grapes after the picking process of grapes
[1–3]. Currently, some rapid, accurate and non-destructive detection methods based on
computer vision techniques have been widely used in quality inspection of fruits. and
grading aspects. However, it should be noted that the shapes of the whole string grapes
are obviously different with each other, for example, some grapes’ shape is circularity;
the other shape may be ellipse, which will influence the contour accuracy of
non-destructive detection [4–7]. This work develops a method for real-time image
detection and segmentation of grape, using HSV color model and vision technology to

© Springer International Publishing AG 2017
F. Xhafa et al. (eds.), Recent Developments in Intelligent Systems and Interactive Applications,
Advances in Intelligent Systems and Computing 541, DOI 10.1007/978-3-319-49568-2_52



extract the color features of grape skin and background objects and then segment the
effective area of grape.

2 The Color Model of Grape

2.1 The Color Components of HSV Model

Usually the color phenotypes are used to express the external totally vision charac-
teristics of grape. However RGB color model is limited to simple background, it is
expected to develop an adaptive model to solve complex background in portable
imaging environment. Therefore hue, saturation and value parameters were chosen in
the following experiments.

The component of hue is abbreviated as H, which can be defined by Eq. (1).

H ¼
1
6

G�B
MAX�MIN ; R ¼ MAX

1
6 2þ B�R

MAX�MIN

� �
; G ¼ MAX

1
6 4þ R�G

MAX�MIN

� �
; B ¼ MAX

8<
: ð1Þ

The color component of saturation is abbreviated as S, which can be defined by
Eq. (2).

S ¼ MAX �MIN
MAX

ð2Þ

The color component of value is abbreviated as V, which can be defined by Eq. (3).

V ¼ MAX
255

ð3Þ

As demonstration in the above, it should be noted that the symbols MAX and MIN
are defined by Eqs. (4) and (5), respectively.

MAX ¼ maxðR;G;BÞ ð4Þ

MIN ¼ minðR;G;BÞ ð5Þ

2.2 The HSV Characteristics of Grape

As shown in Table 1, several regions of interest (ROIs) have been chosen to investigate
the mean values of HSV characteristic parameters, hue, saturation and value. According
to de color features distribution of background, the white background, the light color
background and the deep color background were used as sample ROIs.

From Table 1, the light intensities of the backgrounds will decrease as the vision
effect changing from white to deep color, besides, the variation of grapes’ light
intensities have a high corresponding with different typed grape, meanwhile, the hue
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and the saturation components vary in a certain proportion as well. According to the
above HSV characteristics, it is expected that the H, S and V components can be used to
extract different ROIs, which segment the effective grape regions for further processing.

3 Computer Vision-Based Image Acquisition

The computer vision-based image acquisition system is shown in Fig. 1, the CCD is a
generic USB2.0 web camera named ASUS winvideo was used as an image acquisition
setup in the experiments, which works in 640 � 480 pixels with 30 fps operation

Table 1. The mean values of characteristics

ROI Hue Saturation Value

White background 0 0 1
White background 0 0 1
White background 0 0 1
Light color background 0.11 0.16 0.98
Light color background 0.18 0.27 0.93
Light color background 0.17 0.12 0.97
Deep color background 0.64 0.33 0.32
Deep color background 0.58 0.57 0.44
Deep color background 0.61 0.54 0.48
Cyan-Blue grape 0.51 0.16 0.57
Cyan-Blue grape 0.59 0.21 0.48
Cyan-Blue grape 0.57 0.22 0.51
Red grape 0.94 0.37 0.16
Red grape 0.88 0.31 0.19
Red grape 0.85 0.20 0.20
Black grape 0.71 0.09 0.64
Black grape 0.61 0.15 0.63
Black grape 0.67 0.16 0.58

Fig. 1. Computer vision-based image acquisition system in the experiments
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settings, the light is a annulus LED light for enhancing the luminance in the imaging
condition and the entire bunch grape will be placed on a stationary position, such as
white or deep color background platform, the white background maybe bring in a
shadow and the deep color background maybe reflect light in a certain degree. However
it is expected that the developed image segmentation method can be suitable for
different imaging condition and different typed grapes.

4 Experiments and Results

4.1 Color Model-Based Image Segmentation Method

The variations of the ROIs’ vision characteristics have a high corresponding with the
hue, the saturation and the value components. According to the above HSV charac-
teristics, it is expected that the H, S and V components can be used to extract different
ROIs. From Fig. 2, a method based on color model will be used to achieve the image
segmentation in the experiments.

4.2 Image Segmentation of Red Grape

From Fig. 3(a), the ROIs can be divided into three different areas, including red grape,
very deep color background and one hand of a person. In accordance with the basic
principle of human’s vision, it is obvious for us to distinguish these three ROIs.

Let us focus on the HSV characteristic model, the light intensities of the back-
grounds will decrease as the vision effect changing from hand to deep color, and the
variation of grapes’ light intensities are between the hand and the deep color back-
ground, Therefore, the H, S and V components can be used to extract different ROIs,
which can segment the effective grape regions according to Fig. 2.

Fig. 2. The steps of image segmentation using HSV color model.

368 J. Luo et al.



In Fig. 3(b), the result shows that the method basically extracts the red grape
region, the very deep color background was set to zero, and then converted to pure
black background, and meanwhile, the hand of one person was removed basically in
the result. Therefore, the method demonstrated above based on color model is feasible
for red grape.

4.3 Image Segmentation of Black Grape

From Fig. 4(a), the ROIs can be divided into three different areas, including black
grape, light color background and one hand of a person. In accordance with the basic
principle of human’s vision, it is obvious for us to distinguish these three ROIs.

As shown in Fig. 4(b), the result completely extracts the black grape region, the
light color background was set to zero, and then converted to pure black background,
and meanwhile, the hand of one person was removed completely in the result.

Fig. 3. (a) Three ROIs-based red grape image in the experiments, (b) image segmentation result
of (a) (Color figure online)

Fig. 4. (a) Three ROIs-based black grape image in the experiments, (b) the extraction result of
black grape region (Color figure online)
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5 Conclusions

This work develops a method for real-time image detection and segmentation of grape
by using HSV color model and vision technology to extract the color features of grape
skin and background objects and then segment the effective area of grape. In the
experiments, the image segmentation results of the different background-based whole
string grapes show that the peripheral contour can be detected by HSV color model, it
is expected that the H, S and V components can be used to extract different ROIs, which
segment is the effective grape regions for further processing, which is relatively robust
in different imaging condition.
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Central Universities (grant nos. 2662015QC028 and 2662015PY066), and the National Natural
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Abstract. The vision characteristics-based on image detection techniques are
functional method, which are appropriate for many industrial and agricultural
applications. The color detection method is such a technique for non-destructive
grading of the grape after the harvest process, which have been widely used in a
variety of fruits’ quality inspection and grading aspects based on vision com-
puting method. However, the shapes of the entire bunch of grapes are obviously
different with each other, which will influence the accuracy of non-destructive
detection. This work develops a method for image detection and color grading
of red and black grape samples, which uses vision computing technology to
extract the effective color features of red and black grape samples, the experi-
mental results show that the effective region extraction and color detection
algorithms are feasible for color detection of grape.

Keywords: Grape � Image processing � Color detection � Vision computing

1 Introduction

Currently the vision characteristics-based image detection techniques are functional
method, which are suitable for many industrial and agricultural applications. The color
detection method is such a technique for non-destructive grading of the grape after the
harvest process [1–3], which have been widely used in a variety of fruits’ quality
inspection and grading aspects based on vision computing method. However, the
shapes of the entire bunch of grapes are obviously different with each other, which will
influence the accuracy of non-destructive detection [4, 5]. This work develops a
method for image detection and grading method of grape, using vision computing
technology to extract the effective color features of grapes’ peel and background
objects.
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2 The Vision Computing Model of Grape

2.1 The Overall Implementation Process

The overall implementation process of vision computing model are shown in Fig. 1,
the total system can be divided into the following steps. For the first, it is essential for
us to set up a vision computing platform and then use standard industrial camera to
acquire the images of grapes, besides, a series of image processing algorithms based on
HSV color mode will be used to extract the effective region of grape, finally, a par-
ticular dada evaluation algorithm will be applied to investigate the color characteristics
immediately.

2.2 The HSV-Based Vision Model

Usually, the color phenotypes are used to express the external totally vision charac-
teristics of grape. However RGB color model is limited to simple background; it is
expected to develop an adaptive model to solve complex background in portable
imaging environment. Therefore hue, saturation and value parameters [6] are chosen in
the following experiments.

2.3 Image Acquisition Setup of Grapes

In the image acquisition process, the camera typed JAI AD080GE was used as an
image acquisition setup in the experiments, which works in 1024 � 768 pixels with
15fps operation settings, the light is a LED white light in the imaging condition. It

Fig. 1. The process steps of vision computing model in the experiments
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should be noted that the camera is a GigE version, which is different from other
USB-typed cameras according to the hardware support package.

3 Experiments and Results

3.1 Effective Region Extraction and Color Detection of Red Grape

As shown in Fig. 2, three regions of interest (ROIs), such as red-purple region,
cyan-blue region and deep color background, can be clearly distinguished in the origin
image of red grape. It is important for us to extract the effective regions of grape,
usually, the extraction conditions of red-purple grape region and cyan-blue grape
region have a high corresponding with the HSV color model.

In the experiments, the extraction conditions of cyan-blue grapes can be defined by
Eq. (1).

H� 1
6
and H\

1
2

ð1Þ

According to the analysis of the origin red grape image, the extraction conditions of
red-purple grapes can be defined by Eq. (2).

H� 0:5 or H� 0:167 and V [ 0:135 and S[ 0 ð2Þ

It should be noted that the components of H, S, and V in the Eqs. (1) and (2), are
hue, saturation and value in the HSV color model.

From Fig. 3, the red-purple grape region and cyan-blue grape region have been
segmented clearly.

After extraction the effective regions of red-purple grape and cyan-blue grape, a
particular detection criteria should be applied to evaluate the color grade of grape.

The overall proportion of color distribution can be expressed by Eq. (3).

Fig. 2. The origin image of red grape (Color figure online)
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g ¼ the area of red � purple region
the area of cyan� green region

ð3Þ

The detection criteria for evaluating the color grade of grape can be defined by
Eq. (4).

Grade ¼
1; if g[ 0:97
2; if 0:93� g� 0:97
3; if g\0:93

8<
: ð4Þ

In Eq. (4), the value 1, 2, 3 are the best, the better and low-quality color grade,
respectively.

Finally, the grade of the origin red grape given in Fig. 3 is grade 3, which means
that the color grade of entire bunch red grape is low quality.

3.2 Effective Region Extraction and Color Detection of Black Grape

As shown in Fig. 4, three regions of interest (ROIs), such as high saturation region, low
saturation region and deep color background can be clearly distinguished in the origin
image of red grape. It is important for us to extract the effective regions of grape,
usually; the extraction conditions of high saturation grape region and low saturation
grape region have a high corresponding with the HSV color model.

In the experiments, the extraction conditions of low saturation grapes can be
defined by Eq. (5).

H� 0:5 and H\0:833 ð5Þ

The extraction conditions of high saturation grapes can be defined by Eq. (6).

Fig. 3. (a) Red-purple region of red grape, (b) cyan-blue region of red grape (Color figure
online)

374 Y. Wang et al.



H� 0:5 or H� 0:833 and V [ 0:115 and S[ 0:5 ð6Þ

As can be seen in Fig. 5, the high saturation grape region and low saturation grape
region have been segmented clearly.

After extraction the effective regions of high saturation grape and low saturation
grape, a detection criteria should be applied to evaluate the color grade of grape.

The overall proportion of color distribution can be expressed by Eq. (7).

g ¼ the area of high saturation region
the area of low saturation region

ð7Þ

The detection criteria for evaluating the color grade of grape can be defined by
Eq. (8).

Grade ¼
1; if g[ 0:5
2; if 0:3� g� 0:5
3; if g\0:3

8<
: ð8Þ

Fig. 5. (a) High saturation region of black grape, (b) low saturation region of black grape

Fig. 4. The origin image of black grape
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In Eq. (8), the value 1, 2, 3 are the best, the better and low-quality color grade,
respectively.

Finally, the grade of the origin black grape given in Fig. 4 is grade 1, which means
that the color grade of entire bunch black grape is high quality.

4 Conclusions

The vision characteristics-based image color detection method is such a technique for
non-destructive grading of the grape after the harvesting process, which have been
widely used in a variety of fruits’ quality inspection and grading aspects based on
vision computing method. This work develops a method for image detection and color
grading of red and black grape samples, which uses vision computing technology to
extract the effective color features of red and black grape samples, the experimental
results show that the effective region extraction and color detection algorithms are
feasible for color detection of grape. It is expected that the non-destructive color
detection based on vision computing method will be applied in the agricultural
engineering widely.
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Abstract. In this paper the author presents a digital correlation design for the
radio holography receiver of DATE5 (the 5-m Dome A Terahertz Explorer).
Signal digitization is made at the IF outputs of the receiver and correlation is
implemented in time domain. A 4-component algorithm for complex correlation
is proposed. With this algorithm, the systematic error is much lower and the
SNR is expected to have a 3 dB improvement comparing with the previous
3-component algorithm.

Keywords: Digital correlator � Algorithm � DATE5 � Radio holography

1 Introduction

One terahertz telescope called the 5-m Dome. A Terahertz Explorer (DATE5) has been
proposed to operate at Dome A, Antarctica, to exploit one of the best observing
conditions at terahertz bands on the earth [1]. Error budget for the main reflector panels
setting is only 5 lm rms, requiring higher reflector measurement accuracy (*3 lm
rms). Near-field radio holography is chosen as the method of on-site measurement of
the reflector for DATE5 panel adjustment [2]. Theoretically, radio holography is based
on the integral transform relationship between the radiation pattern and the aperture
field distribution of a reflector antenna [3]. From the measured complex radiation
pattern, one can derive the aperture field distribution with its phase term directly related
to the reflector surface deviations. The obtained surface accuracy is mainly determined
by the signal-to-noise ratio (SNR) of the measured radiation pattern [3]. Block diagram
of the dual-channel holography receiver system for DATE5 is shown in Fig. 1. The
receiver frontends operate at 3 mm waveband (e.g. 106 GHz). A beacon signal is
simultaneously received by both receivers and is converted to intermediate frequency
(IF) signals of 30 MHz. During measurement the AUT (antenna under test) scans
around the beacon to obtain its 2-D pattern. The digital correlator is a key component of
the holography receiver system to measure the complex radiation pattern of the main
antenna.

A digital correlator for radio holography can be implemented in different ways.
Wang et al. described a so-called FX implementation [4], in which the signals from
both receiver channels are first decomposed into spectral components using FFT, and
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then the correlation is obtained by multiplying the corresponding spectral component of
the two receiver channels. Because in this case only the signal located frequency bin is
used, the computation efforts for other frequency components may be wasted. Perfetto
et al. adopted a time domain implementation, which involves analog I/Q (in-phase and
quad-phase) demodulation and baseband digital correlation using DSP [5]. This paper
presents a digital correlator design for the radio holography receiver of DATE5, using a
time-domain implementation and digitizing signals at the IF outputs. The structure and
algorithm are proposed. Simulations for systematic and random errors are also
performed.

2 Scheme and Algorithm of the Digital Correlator

One simple block diagram of the digital correlator is shown in Fig. 2. The dual-channel
signals are defined as S = Ascos(wIFt + h1) and R = Arcos(wIFt + h2). They are syn-
chronously sampled and quantized with the ADCs at a sampling rate of 100 MHz. In
the DDC module, by mixing with signals from the NCO (numerically controlled
oscillator, 29.980 MHz), the digitized signals are then decomposed into two pair of
baseband I/Q components. Considering the small frequency drift of the LO (local
oscillator) in Fig. 1 and the beacon, the baseband signals choose a frequency of 20 kHz
rather than zero. Low pass filters (LPF) must be followed to eliminate the sum fre-
quency components. Decimation may be made to decrease the computation rate. Since
decimation is equivalent to resampling, however, the choice of cutoff frequency of the
LPFs must satisfy the Nyquist sampling criterion. With the I/Q components one can
achieve the correlation of the dual-receiver signals.

Fig. 1. Block diagram of the dual-channel holography receiver system

Fig. 2. Data flow of the digital correlator
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2.1 Correlation Algorithm

The complex correlation is usually obtained by using only three components of the I/Q
outputs [5–7], i.e. SI, SQ and RI, referred to as 3-component algorithm. The formulas
are shown in Eqs. 1 and 2. It is obvious that the integration of the double-frequency
term will leave a systematic error if the integration time is not an integer number of the
signal cycles. The error will exhibit a damped ripple as the integration time increases.

Ic ¼ 1
N

XN
n¼1

SI � RIð Þ ¼ 1
8
AsAr cos Dhð Þþ 1

8
AsAr

1
N

XN
n¼1

cos 4pftn þ h1 þ h2ð Þ ð1Þ

Qc ¼ 1
N

XN
n¼1

SQ � RIð Þ ¼ 1
8
AsAr sin Dhð Þþ 1

8
AsAr

1
N

XN
n¼1

cos 4pftn þ h1 þ h2ð Þ ð2Þ

In order to avoid such systematic error, a 4-component algorithm is presented,
which is based on 4 components of the I/Q outputs. The computing process is shown in
the correlation module of Fig. 2, where N is the sampling size and can be seen as the
integration time (selectable from 10 to 1000 ms). Supposing that the DDC outputs are
without any I/Q imbalance, the correlation-output Ic and Qc can be are finally derived
as shown in Eqs. 3 and 4 respectively. It is obvious that the complex correlation,
C = Ic + jQc, will not have any systematic error in this case. Moreover, the correlation
amplitude has been doubled, compared with the former algorithm.

Ic ¼ 1
4
AsAr cos Dhð Þ ð3Þ

Qc ¼ 1
4
AsAr sin Dhð Þ ð4Þ

2.2 Dynamic Range Requirement of the ADC

The dynamic range of an ADC is usually chosen based on the SNR at its input. In
engineering the requirement of SNR for a measurement is always related to a noise
bandwidth or integration time. Since digital signal processing which includes filtering
or integration will significantly improve the signal-to-noise ratio (SNR) by suppressing
the noise, the ADC’s dynamic range is usually not necessary to meet the final SNR
requirement for the measurement system.

The SNR improvement of the digital correlator is found by computing SNRgain =
SNRout − SNRin in dB [8]. Assuming that the integration time is 50 ms, thus the
equivalent noise bandwidth (ENBW) will be 1/(2 � 50 ms) = 10 Hz [10], so the
improvement becomes:
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SNRout � SNRin ¼10 lg
noise power input to ADC

noise power through signal integration

� �

¼10 lg
Nyquist bandwidth

2� ENBW

� �
¼ 10 lg

50MHz
2� 10Hz

� �
¼ 64 dB

ð5Þ

The dynamic range of the ADCs should be larger than the system SNR requirement
minus the SNR gain of the digital correlator. Thus for a receiver channel if we would
like to obtain a peak SNR of 85 dB at integration time of 50 ms [2], dynamic range of
the ADC sampling at 100 MHz should be greater than 21 dB. It should be noticed that
ADC’s bit-width will also cause I/Q imbalance errors [9], so ADCs of 8-bit or more are
preferred.

3 Error Analysis

3.1 Systematic Effect

The systematic error variation with integration time is simulated for both algorithms
and the results are shown in Fig. 3. When the simulation is made at short intervals of
integration time, as shown in Fig. 3(a), one can observe clearly the damped ripple with
3-component algorithm, but no ripple with 4-component algorithm. Peaks of the
amplitude-error ripple with the 3-component algorithm appear when the integration
includes an extra 1/8 (3/8, 5/8 or 7/8) period of the 20 kHz baseband signal. The results
are in agreement with Eq. 1 through Eq. 4.

Usually the baseband signal frequency is not recognized exactly because of the
frequency drifts of the beacon and LO. Thus it is hardly possible to make integration of
integer number of cycles. For this reason we have to use the worst case (i.e. the ripple
peaks) as an evaluation of the systematic error for 3-component algorithm. In Fig. 3(b)
the integration time is chosen at each of which the error of the 3-component algorithm
reaches a local peak. As the integration time increases, the error curves for both
algorithms decrease and then get flat, and the error of 4-component algorithm is smaller
and decreases faster.

3.2 Effect of Noise

Phase noise of the beacon and LO will not affect the correlation results, because it is
common in both receiver channels and will be eliminated by the correlation which
makes a phase difference. The noise in the two receivers, however, are independent,
and must be taken into consideration.

Receiver noise comes mainly from the mixer and the first-stage amplifier at the
frontend, and is usually treated as white noise. Assuming the input SNRs to the ADCs
are 20 dB and −20 dB respectively, we have made a simulation to check the output
SNR of the correlator with the integration time ranging from 0.1 ms to 100 ms. At each
integration time the correlating calculation repeats 100 times, and at each repeat the
independent random noises are added at the inputs. By this means we obtain the mean
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value and the rms value (which treated as the error or noise amplitude) and conse-
quently the SNR of correlation output. Simulation results are shown in Fig. 4. One can
see that the SNR with the 4-component algorithm is about 3 dB greater than that with
the 3-component. Using the 4-component algorithm the output SNR is approximately
44 dB at 50 ms integration time. A 64 dB SNR improvement has been obtained
compared with the weaker input SNR, being in agreement with Eq. 5. It can be noticed
that the SNR of the digital correlator output mainly depends on the weaker signal, in
our case [10].

Fig. 4. SNR of the digital correlatior output versus integration time

Fig. 3. Relative amplitude error and phase error versus integration time
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4 Conclusion

We have presented a digital correlator design using for radio holography of the DATE5
antenna. Signal digitization is made at the IF outputs of the receiver and correlation is
implemented in time domain. A 4-component algorithm for complex correlation is
proposed. With this algorithm, the systematic error is much lower and the SNR
is expected to have a 3 dB improvement comparing with the 3-component algorithm.
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Abstract. This paper the authors applies structure tensor matrix as a tool in
order to survey the anisotropic structure of remote sensing image and combines
nonlocal kernel regression methods for removing cloud tasks. The method
utilizes both local structural regularity and the nonlocal self-similarity properties
in remote sensing images. The nonlocal self-similarity takes advantages of
observation that image patches incline to repeat themselves in remote sensing
images. The non-local prior avails of the redundancy of similar patches remote
sensing images, while the local prior consider that a target pixel can be com-
puted by a weighted average of its neighbors. Experimental results indicate that
our new algorithm better than both the steering kernel regression in persevering
edge and improve the visual quality.

Keywords: Structure tensor � Kernel regression � Nonlocal Self-similarity �
Cloud

1 Introduction

Remote sensing images have been used widely in agriculture crop monitoring,
Land-cover classification, landscape ecological change detection and so on. However,
owing to the effect of atmosphere condition, cloud cover is one of the most noise
elements in remote sensing image. Land surface information is contained by region
covered by thin cloud [1], Removal cloud is a very critical step when there is one image
by cloud.

Removing cloud from remote sensing image is a traditional subject, so many
different kinds of approaches have been advanced, such as Tasseled Cap Transfor-
mation (K-T Transformation) filtering, homomorphic filtering method, image fusion
method, histogram matching method, methods based on machine learning multispectral
image, statistical methods based on Bayes and so on. Tseng et al. putted forward an
algorithm for generating cloud-free mosaics SPOT images [2].
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2 Related Work

2.1 Adaptive Structure Tensor Kernel Function [3]

This section gives conception of the structure tensor and proposes an edge-adaptive
structure tensor matrix to kernel regression.

Let u be a image, its structure tensor is a field of symmetric matrix, which includes in
each element information on orientation and intensity of the surrounding structure of u:

JqðrurÞ ¼ kq � ðrur �rurÞ, J11 J12
J21 J22

� �
ð1Þ

The tensor product ∇ur ⊗ ∇ur which is to enhance the geometric structure such as
a thin line, edge and corner is a symmetric and positive semi-define matrix, v1and v2 are
orthogonal eigenvectors of the matrix Jq(∇ur).

v1 ¼
2J12

J22 � J11 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ22 � J11Þ2 þ 4J212

q
 !

; v2 ¼ v?1 ð2Þ

The homologous eigenvalues are presented by:

l1;2 ¼ 1
2
ðJ11 þ J22 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ22 � J11Þ2 þ 4J212

q
Þ ð3Þ

The eigenvalues convey shape information, l1 � l2 � 0 characterize isotropic
structure, while l1 � l2 � 0 give edges, and corner yield l1 	 l2 � 0. Definition of
the coherence measure is:

c ¼ ðl1 � l2Þ2
ðl1 þ l2Þ2

ð4Þ

In this paper, we plan a matrix S which drives the anisotropic interpolation in kernel
regression adaptively. if the eigenvalue l1 is large, in order to reduce the diffusivity v1
perpendicular to edges, so S is defined as:

S ¼ c½v1 v2
 k1 0
0 k2

� �
vT1
vT2

� �
ð5Þ

Corresponding Eigenvalues k1, k2 are given by:

k1 ¼ 1 c\�c
c1e�c else

�
; k2 ¼ 1 ð6Þ

where c1 is a constant and �c is a threshold that controls the coherence.
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Adaptive structure tensor matrix is defined as:

HST
i ¼ hliS

�1
2

i ð7Þ

2.2 Kernel Regression [4]

The kernel regression framework defines its data model in 2-D as

yi ¼ rðxiÞþ ei; i ¼ 1; 2; � � � ;P ð8Þ

The local expansion of the regression function is provided by

rðxiÞ ¼ rðxÞþ frrðxÞgTðxi � xÞþ 1
2
ðxi � xÞTfHrðxÞgTðxi � xÞþ � � �

¼ rðxÞþ frrðxÞgTðxi � xÞþ 1
2
vecTfHrðxÞgTvecfðxi � xÞðxi � xÞTgþ � � �

ð9Þ

Specifically, we can depend on the local expansion of the function using the Taylor
series assuming that the image is locally smooth to some order,

rðxiÞ ¼ a0 þ aT1 ðxi � xÞþ aT2 trilfðxi � xÞðxi � xÞTgþ � � � ð10Þ

3 Proposed Method and Algorithm

Adaptive structure tensor kernel function is given by:

KHST
i
ðxi � xÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðSiÞ

p

2ph2l2i
exp �ðxi � xÞTSiðxi � xÞ

2h2l2i

( )
ð11Þ

Thus the model of kernel regression can be denotes as:

min
anf g

XP

i¼1

yi � a0 � aT1 ðxi � xÞ � aT2 vec ðxi � xÞðxi � xÞT� 	� � � �
 �2
KHST

i
ðxi � xÞ ð12Þ

Equation (12) as a weighted least-squares problem can be reformulated into a
matrix form:
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âi ¼ argmin
ai

EðaÞ
¼ argmin

ai
y� Uaik k2WHxi

¼ argmin
ai

ðy� UaiÞWHxi
ðy� UaiÞ

ð13Þ

where WHxi
¼ diagðHxiÞ, and U is defined by

U ¼ 1 ðxi � xjÞT vechTfðxi � xjÞðxi � xjÞTg
..
. ..

. ..
.

" #
ð14Þ

we differentiate E(a) with regard to a

@EðaÞ
@a

¼ 2UTWHxi
ðUa� yÞ

and the solution is

âi ¼ ðUTKHST
i
UÞ�1UTWHxi

y ð15Þ

Equation (9) can be as follows [7]:

ẑðxiÞ ¼ arg min
zi

EðziÞ
¼ arg min

zi

X

j2PðxiÞ
½yj � zðxiÞ
2wij

¼ arg min
zi

y� 1zðxiÞk k2Wxi

¼ arg min
zi

ðy� 1zðxiÞÞWxiðy� 1zðxiÞÞ

ð16Þ

solution to (10), we differentiate E(zi) with regard to zi

@EðziÞ
@zi

¼ 2� 1TWxið1zðxiÞ � yÞ

In order to solve for zi. Setting it to be zero, we get

zðxiÞ ¼ ½1TWxi1
�11TWxiy ð17Þ
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the proposed NL-KR model is created as

â ¼ argmin
a

EðaÞ

¼ argmin
a

1
2
wii Rxiy� Uak k2WHxi

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{local

þ 1
2

X

j2PðxiÞnfig
wij Rxjy� Ua
 2

WHxi

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{nonlocal

¼ argmin
a

1
2

X

j2PðxiÞ
wij Rxjy� Ua
 2

WHxi

¼ argmin
a

1
2

X

j2PðxiÞ
Rxjy� Ua
 2

WHxi

ð18Þ

wij ¼ exp �
Rxiy� Rxjy
 2

wG

2r2

0
@

1
A ð19Þ

we differentiate the above function in (13) with respect to a to get the regression
coefficients

@EðaÞ
@ a

¼ UT
X

j2PðxiÞ
wijWHxj

ðUa� RxjyÞ

Setting it to be zero, we can have the estimation for a as

â ¼ ½UTð
X

j2PðxiÞ
wijWHxj

ÞU
�1UT
X

j2PðxiÞ
wijWHxj

Rxj y ð20Þ

thence, r̂ðxiÞ ¼ â0 ¼ eT1 â:
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1jx
Compute the structure kernel function 

ix
H use (7) ;

Construct the spatial weight matrix 
jx

W using estimated 
jx

H for all 

( )ij x ;

Establish the regression coefficients with (22) and update the present estimation 

of tx at ix with 1 ˆ ˆ( ) e (1)t T
ix x a a ;

Update the image gradient y at ix as ˆ ˆ[ (2), (3)]
i

T
xy a a

Algorithm  Edge-adaptive Structure Tensor Nonlocal Kernel Regression 
(ESTNKR)

Input: Noisy image y, and parameters N.

Return: Denoised image ˆ Nx x .

Initialize: the present denoising estimation 0x y ,estimate the image gradient 

y ;

For every pixel j ,do

For each pixel location ix on the image grid, do

Construct the similar patch index set ( )ix with current denoising estimation 

4 Experimental Result

Some experiments have been carried out to reveal the validity of cloud removing
approach mentioned in this paper [8]. The experiments result is illustrated as Fig. 1.

Fig. 1. Original images (a) and Advanced MSR (b) and New method in this paper (c)
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Abstract. The instrument of Fetal Heart Rate (FHR) monitoring based on the
technique of ultrasonic Doppler is harmful to the baby. In order to overcome the
limitations a new method is proposed in this paper which is a non-invasive FHR
monitoring method based on low-power Bluetooth technology. and is combined
with the most widely used smartphone and low-power Bluetooth technology in
the paper. In the first step the sensor SCP1000-D01 picked up mixed signal from
maternal’s abdomen. In the next course of action the FHR signal is separated
from the mixed signal by pre-amplification processing circuit, signal processing
circuit, A/D conversion and optical coupling circuit. Results show that the signal
collected by the sensor is processed by Blind source separation algorithm based
on two order statistics to extract real-time clear FHR signal. The extracted signal
is transmitted to the smartphone through the low-power Bluetooth technology
and reflected in the phone.

Keywords: Sensor � Low power consumption � Blind source separation �
Algorithm � FHR

1 Introduction

In a landmark policy initiative the nation adopted a comprehensive “two children”
policy on 1st January, 2016. Such a decision in turn will substantially increase the
population in short run. It is expected statistically that the number of the target pop-
ulation having two children will figure around 90 million, especially in big cities.
However, implementation of the policy has led to significant increase in elderly
pregnant women and the tension of the medical resources. In this paper the monitoring
method proposed is not only to ease the tension of the medical resources but also more
importantly to increase the awareness on maternal and child health. Continuous
monitoring on the psychological status of pregnant women and frequent contact
between pregnant women and doctors has confirmed to reduce the incidence of pre-
maturity and miscarriage [1]. Due to the inconvenience of fetal heart monitor, it needs
to get the main physiological parameters in a non-invasive fetal heart rate
(FHR) monitoring methods, acquired the relevant information by analyzing FHR
parameters to determine the health of the fetus. The normal fetal heart rate should be
120 * 160 times per minute, not only applying traditional stethoscope but also using
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just amplification function of the ultrasonic Doppler instrument is difficult to accurately
measure [2]. However, the ultrasonic is not suitable for long-term monitoring. Once the
frequency of the ultrasonic exceeds 2 Hz would be dangerous to the fetus and ultra-
sonic detection method is very sensitive to body’s movement. Compared with the QRS
complex analysis, ultrasonic technology is not accurate [3].

At present, it is received to pick up FECG signals by two means: one is the scalp
electrode detection method and the other is the abdominal ECG detection method
[4]. In terms of the two methods compared with each other, abdominal FHR moni-
toring is the preferred method of non-invasive FHR monitoring because of almost no
efficacy on foetus and gravida. It could be infected to pregnant women and fetal by the
scalp electrode detection method. The three-electrode structure is used at the method of
abdominal ECG detection, and the electrode is fixed to the location of pregnant
women’s belly and chest, which extracts precisely to the maternal and fetal ECG
signals. The extracted signals also need to design the hardware circuit for filtering,
noise removal and design software to get the final FECG. At present, the method is
widely accepted for simplicity, long-term monitoring and non-invasive.

It is proposed to be improved non-invasive FECG extraction algorithm on the basis
of the combination of MEMS pressure sensor technology, Bluetooth wireless tech-
nology and smart phones. It is likely to be non-invasive monitoring FHR and accu-
rately reflect the fetal ECG signal on the phone at any time when implementing the
ambulatory monitoring of FHR.

2 Structure of the System Introduction

Using the design of low-power domestic FHR monitoring system in the paper as Fig. 1.
The smartphone is looked up on as monitoring equipment of Bluetooth intelligent in
the system and it is not only used widely in the crowd but also an economically viable
option. Therefore, it easily makes the phone and the FHR monitoring module con-
nected, received and transmitted data via Bluetooth technology as long as the prepa-
ration of the corresponding mobile phone software. Furthermore, the data also be sent
by Smartphone to the hospital and care for doctors to diagnose the disease in pregnant
women.

2.1 The Sensor SCP1000-D01

Since this research systems need monitoring the clear data through a series of pro-
cesses, transmission of data via Bluetooth to the phone APP and computers and display

Fig. 1. Structure of the system

394 R. Zhang et al.



of data, selecting the sensor is very important. The system chose a digital pressure
sensor SCP1000-D01 which has high accuracy, high resolution and low power con-
sumption. The sensor is based on 3D-MEMS technology absolute pressure sensor,
achieved accurately sub-meter level of the resolution and 1 m accuracy under normal
operation, so that it is suitable for advanced medical applications. Furthermore, the
sensor SCP1000-D01 is based on 3D-MEMS technology which is a three-dimensional
structure by processing silicon and its package contacts for easy installation and
assembly. The sensor made with this technique has excellent precision, small size, low
power consumption and it is likely to measure the acceleration of three mutually
perpendicular directions. Sealing structure of the sensor SCP1000-D01 makes particles
or chemicals not able to enter the sensor thus ensuring its reliability. The built-in A/D
converter circuit in the sensor SCP1000-D01 reduces design system’s weight and
circuit complexity, which complies with the requirements of system.

2.2 FHR Acquisition and Processing Module

Above all, the original heterogeneous FHR collected by acceleration sensor is trans-
lated into the analog voltage signal. Then by means of three steps it achieves the
differential amplifier through the preamplifier circuit. It removes the noise of FHR
signal by the signal processing circuit which has the filtering and a series of inter-
mediate signal processing to convert the electrical signal to the digital signal through
the A/D conversion and transmits it the Bluetooth module by an optical isolator device,
during this conversion and transmission process signal processing circuit and A/D
converter and photoelectric coupler are shown in Figs. 2 and 3:

2.3 Wireless Module

The wireless Bluetooth module used in the study is a low-power (BLE4.0) and
single-mode chip CC2541. The single-mode chip will combine a variety of power of
electronic devices, for example, RF transceiver, 8051 MCU, programmable flash
memory, 8 KB RAM and so on. The chip CC2541 is designed for Bluetooth low
power consumption as well as Power-optimized chip with private 2.4 Hz applications.
The chips operating frequency of 32 MHz and 12 bits analog to digital converter with 8
channel resolution and programmable can be low overall BOM cost to build the strong
network node. The chip is compliant with the Bluetooth 4.0 protocol stacks, perfectly
compatible with Apple and android smartphone, which satisfies the design require-
ments of the system.

Fig. 2. Intermediate signal processing circuit Fig. 3. A/D converter and optocoupler
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Bluetooth (BLE) 4.0 which combines traditional Bluetooth technology, high-speed
technology and low energy technology, compared with the older version of the
Bluetooth technology, has reduced the power consumption by 90 %. It is targeted at
wireless solutions whose cost and power requirements are high and widely used in
many fields of home entertainment, health care, security and so on. And it supports the
transporting of ultra short packet which ranges in groups from 8 bits to 27 bits within
2Mbps data transmission rate, and the range of maximum transmission can be more
than 100 meters (depending on the application, different distances). The chip has a
higher safety factor for using AES-128 CCM encryption algorithm to encrypt and
authenticate data packets; Table 1 is low-power parameter of the chip CC2541:

3 Processing Algorithm of FHR Signal

Collection of the mother and fetus mixed ECG signal from the mother’s abdomen has
the following characteristics:

(1) Maternal and fetal ECG mixed signals would be ignored for its short-time
transmission, therefore the mixed signal observed can be regarded as a linear
instantaneous mixture model with a delay of 0 [5].

(2) Maternal and fetal ECG statistically independent of each other [6].
(3) The pseudo-cyclical. Due to the above three typical features, this article uses the

blind source separation algorithm based on second-order statistics which takes
advantage of characteristics of sequence structure of two order statistics of sample
data and source signal to achieve blind source separation signal to extract the fetal
ECG, and R-wave is an important basis for determining the timing FECG
structure.

Steps of periodic element analysis algorithms to extract the FECG: abdominal
observed signal x(t) pre-processed and pre-whitening processed to obtain a signal z
(t) = Tx(t), and it is evaluate z(t) for correlation matrix Rz(0). Moreover, R wave is
estimated by dyadic wavelet transform and modulus maximum, once more it find the
optimal time delay ~st which is used to calculate the time-delay of dispersion matrix
Rz ~stð Þ. The separative matrices W is calculated by generalized eigenvalue decompo-
sition of matrix pair Rz 0ð Þ;Rz ~stð Þð Þ, y tð Þ ¼ WTx tð Þ is a combination of estimation of
fetal ECG signals. Take y1 tð Þ1 as the estimated value of the fetal ECG signal. Taking

Table 1. CC2541 low power parameters

Project Parameter

Operating mode RX(receive mode) � 17.9 mA
Operating mode TX (transmission mode 0dBm) 18.2 mA
Power mode 1(suspend to 4 ls) 270 ls
Power mode 2(open sleep timer) 1 ls
Power mode 3(external interrupt) 0.5 ls
Range of wide power supply voltage 2 V–3.6 V
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y1 tð Þ1; y1 tþ stð Þ1; y1 tþ 2stð Þ1; y1 tþ 3stð Þ1
� �T regard as the input of updating obser-
vation signal and return the step of pre-whitening processing to iteration number of n
times and purifying the FHR signals. Finally, the estimated value of fetal ECG is
y1 tð Þn.

The principle of blind source separation of the whole system (Fig. 4):

The algorithm of blind source separation as follows [7]:

Xi ¼
Xn
j¼1

aijsj tð Þþ ni tð Þ; i ¼ 1; 2; � � � ;m ð1Þ

The output of the acceleration sensor is Xi, aij is a mixing coefficient, Sj is the j-th
source signal, ni tð Þ is observation noise or interference of the sensor. The signal which
is the collection of the FHR data from abdomen of pregnant women transfer to the
hardware acquisition system by electromagnetic coupling. The noise or interference of
the ECG signal mainly includes power-line interference, baseline drift and EMG
interference, the pretreatment process of the abdominal FECG signal is shown in
Fig. 5. Elimination of power frequency interference and harmonic as follow:

Hnotch zð Þ ¼ bN zð Þ
N q�1zð Þ ¼ b

1� z�D

1� az�D
ð2Þ

a ¼ 1� b
1þ b

; b ¼ 1
1þ b

; b ¼ tan DD-=4
� �

; D ¼ fs
f1
; D- ¼ 2pDf

fs
ð3Þ

In the Formula (3), fs ¼ 1000 Hz represents the sampling frequency of the system
and f1 represents the fundamental frequency of power-line interference.

Median filtering algorithm is used to remove baseline drift:

y ið Þ ¼ x0 ið Þ � x ið Þ ð4Þ

and Pre-whitening algorithm of observation signal (random vector x) [8]:

Fig. 4. Principle diagram of the model of
blind source separation

Fig. 5. The pre-processing of abdominal obser-
vation signal
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Z tð Þ ¼ C0S tð Þ ð5Þ

In the Eq. (4), y ið Þ is expressed as the baseline correction of the abdominal ECG
signals, the sequence of original signal is x tð Þ ¼ x 1ð Þ; � � � ; x Nð Þf g, the width of the sort
window is “L” ð1� L�NÞ, starting from the original signal sequence at any location
i-th, the signal x0 in the sort window is obtained, and it is known as
x0 ið Þ ¼ x ið Þ; � � � ; x iþ L� 1ð Þf g. Taking the median of x0 will be sorted as output and
the estimated value of the limit drift signal will be regarded as x0 ið Þ. In the Eq. (5), S tð Þ
as the source signal, Z tð Þ is pre-whitening signal, the relationship between them is the
orthogonal transformation, where C0 ¼ TA is orthogonal matrix, T ¼ K�1QT is
whitening matrix, eigen value decomposition of correlation function matrix Rx of
mixed signal vector x is T ¼ QK2QT . The matrix K2 is a diagonal matrix, the diagonal
elements k21; k

2
2; � � � ; k2n is characteristic value of matrix Rx, the column vector of

orthogonal matrix “Q” is Eigenvectors Orthonormal which is corresponding to these
characteristic values.

Basic processing of R wave detection in FECG [9]: (Fig. 6)

It is assumed that the original signal has been f tð Þ 2 L2 Rð Þ, the algorithm of j scale
“dyadic wavelet transform” for signal is expressed as Formula (6). Wa,b(t) = 2−j/2W[2−j

(t−b)] is dyadic wavelet sequence which is obtained by translating and scaling the
mother wavelet W(t). a = 2j (j is decomposition level) is the stretch factor, b is the
translation factor. dj set to j scale wavelet detail coefficients of Wf(a,b), and if there is a
dot (t0,dj(t0)):

Wf a; bÞ ¼ fh ;Wa;b
�� ¼

Z
f tð ÞWa;b tð Þdt\1 ð6Þ

dj tð Þ
�� ��� dj t0ð Þ�� ��; t 2 t0 � d; t0 þ dÞð ð7Þ

The modulus maxima dot of the wavelet transform is (t0,dj(t0)), and dj(t0) is the
modulus maxima. The modulus maxima of any point in a neighborhood of t0 (except
t0) is set to 0, and the set of all the modulus maxima in the time domain (0,t) is called
the modulus maximum sequence

Amax : Amax ¼ Amaxm þAmaxf ð8Þ

Comparison between R wave measured by this algorithm and R wave measured by
Shehada algorithm [10] as Table 2.

Fig. 6. Basic processing of R wave detection in FECG
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Periodic Element Analysis Algorithm principle: looking for periodic structure
included in the n-dimensional observation vector x, cyclical measure is defined as:

e w; sð Þ ¼
P

t s tþ sð Þ � s tð Þj j2P
t s tð Þj j2 ð9Þ

e w; sÞð ¼ wTAx sð Þw
wTRx 0ð Þw ¼ 2 1� wTRx sð Þw

wTRx 0ð Þw
� 	

ð10Þ

Take s tð Þ ¼ wTx tð Þ into the Formula (9) obtained Eq. (10), s is the interesting of
cycle length, w ¼ ½w1;w2; . . .;wn�T is defined as the transformation vector of s(t) =
wTx(t), w and periodic structure s(t) is obtained by minimizing the ɛ(w,s). The Rx 0ð Þ ¼
E x tþ sð Þx tð ÞT
 �

is zero delay correlation matrix of x(t), Rx sð Þ ¼ E x tþ sð Þx tð ÞT
 �
is the

delay correlation matrix of x(t), the time delay is s, Ax sð Þ can be expressed as:

Ax sð Þ ¼ E x tþ sð Þ � x tð Þ½ � x tþ sð Þ � x tð Þ½ �T
 � ¼ 2 Rx 0ð Þ � Rx sð Þð Þ ð11Þ

Generalized eigenvalue decomposition of the matrix (A,B) which is composed of
“A” and “B” can be expressed as Formula (12). In the Formula (12), A,B 2 RN�N,
characteristic matrix w ¼ ½w1;w2; . . .;wn�which is composed of feature vector wi is also
Diagonalization of transformationmatrix “A” and “B”, “I” is the unit matrix, Generalized
eigenvalue corresponding to wi is the diagonal matrix kiðk1 � k2 � � � � � knÞ, according
to the properties of the symmetric matrix, the largest generalized eigenvalue ki corre-
sponds to the feature vector wi, the corresponding Rayleigh quotient’s maximum value:

WTAW ¼ D;WTBW ¼ I ð12Þ

Max J wð Þð Þ ¼ Max
wTAw
wTBw

� 
ð13Þ

The improvement of optimal time delay st[8]:

~st ¼ min sf jUf tþ sf
� � ¼ Uf tð Þ; and min smjUm tþ smð Þ ¼ Um tð Þf g; sm � sf

�� ��� d; d[ 0
� � ð14Þ

/f ;/m is the fetal ECG phase and maternal ECG phase respectively, sf and sm
represent the optimal time delay of the delay correlation matrix respectively. The
Formula (14) indicates the lower limit (� d) of the sample point delay difference of
Fetal ECG delay and Maternal ECG delay. The computer simulation of the FHR signal
is obtained by Second-order statistics of Blind Source Separation Algorithm as shown
in the following picture (Fig. 7):
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4 System Software Design

4.1 Main Program Schematic

The main program schematic noninvasive fetal heart monitoring system based on
Bluetooth networks as Fig. 8. The system of main program schematic includes the
following components:

(1) The Bluetooth module of the system is initialized.
(2) The FHR signal is collected, analysed and calculated.
(3) Initialize mobile application software configuration.
(4) FHR monitoring module and mobile devices to communicate via Bluetooth

module, Bluetooth module receives the control command from the mobile phone
and to control the operation of the FHR monitoring module, the phone receive and
parse the effective data displayed and stored through the Bluetooth module
transmission.

4.2 Mobile Terminal

Mobile phone monitoring terminal must support the version of Bluetooth 4.0 or higher
and network functions, such as iPhone android 4.3 or later phones etc. The system
select the HUAWEI P8 mobile phone, 2G memory, 5 inches of the display, support for
Bluetooth 4 and WLAN hotspot, mobile 4G network etc. In addition, android software
development tools are the Android 4.3 version. The phone terminal is connected with
the FHR monitoring module through the wireless Bluetooth, and the detected data are
displayed in real time. The combination of package ID, packet length, data, and the
data of checksum bits regards as a transmission format, through the package ID to
identify the FHR data. The structure of the system’s mobile terminal is shown in Fig. 9.

5 Summary

In this piece of research work the authors describe the design of a household
non-invasive FHR monitoring system based on low-power wireless Bluetooth net-
work. Due to the low power consumption of Bluetooth and sensor, the system’s battery
will be longer. Furthermore, the system deals with FHR signal through Second-order

Table 2. Comparison of accuracy of
R wave

Name Accuracy of R
wave detection

This algorithm 95.3 %

Shehada algorithm 91.2 % Fig. 7. FHR signal
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statistics of Blind Source Separation Algorithm and it is likely to monitor FHR for a
long time in anywhere. Moreover, the measured waveform can be clearly reflected in
the phone. Currently remote wireless fetal electronic monitoring is becoming very
significant in terms of its wide applicability, Furthermore, development prospects has
been an important content in our family and community guardianship in perinatal
medicine. If the system is combined with the Internet and the cloud computing to
introduce a function which uploads the FHR data to the hospital server, it will be very
convenient for the doctors to analyse, backup and manage the FHR data. As a result, it
also has great use for full implementation of “two children” policy.

Acknowledgments. The Authors express great sense of gratitude and indebtedness for the
invaluable support and contributions from Dr. Chen Mingrui and Mr. Wu. This work has been
partially funded by Social development science and technology special in Hainan province
(No. 2015SF32).
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Abstract. The authors in this paper propose to build a NS2 + MyEvalvid
simulation platform for the purpose of qualitative evaluation of a video signal
which emerge through the network transmission. The paper also emphasizes on
feature extraction using Least squares support vector machine method to
establish no-reference network packet loss video quality assessment model
based on LS-SVM. The experimental results show that LS-SVM’s training
speed is fast and the proposed model displays greater level of accuracy than the
other models.

Keywords: No-reference � Network packet loss � Least squares support vector
machine

1 Introduction

In order to obtain a good Quality of Experience (QoE) [1, 2], we research on the factors
affect the video’s quality and use them establish no-reference network packet loss video
quality assessment model based on LS-SVM [3–5]. In related work, the reference [6]
mainly proposed packet loss’s scale characteristic. References [7, 8] researches in
network traffic and discusses several existing long-range dependence model. Reference
[9] using MPEG4 codec and HD video under MyEvalvid platform research on the
influence of packet loss on QoE and set up the mapping model of packet loss rate and
the Quality of experience in matlab environment. Reference [2] presented an adaptive
scheme that is the experience quality driven in order to optimize the content supply and
network resource utilization for application of video in wireless networks. Reference
[10] considers the packet loss concentration and packet loss rate’s impacts on the
quality of video, proposed a no-reference network packet loss video quality assessment
model. Reference [11] considering different frame type drop and packet loss rate
impacts on video quality, put forward a kind of method don’t need to decode video
which called no-reference video quality assessment model. Reference [12, 13] puts
forward support vector machine (support vector machinse, SVM) which has become
the current research hotspots in the field of machine learning, it has excellent learning
performance. Reference [14] for problems which exists in least squares support vector
machine parameters optimization, proposed least squares support vector machine
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(LS-SVM) parameters self-tuning optimization algorithm which is a cross validation.
On the whole, this paper finally establishes no-reference network packet loss video
quality assessment model based on LS-SVM.

2 The Least Squares Support Vector Machine Theory

Support Vector Machine’s basis is the optimal separating hyperplane, as shown in
Fig. 2. LS-SVM regression is also known as the least squares support vector machine
(LS-SVR) is often used for multivariate nonlinear regression analysis, nonlinear sim-
ulation and forecasting, Least squares support vector machine is running fast, accuracy
is high. For nonlinear sample data,

ðx1; y1Þ; ðx2; y2Þ. . .ðxi; yiÞ. . .ðxl; ylÞ xi; yi 2 R. Using least squares support vector
machine regression for function estimation, then the optimization problem becomes as
in (1).

min
1
2

wkk 2 þ c
Xl

i¼1

e2i ð1Þ

Constraints are as in (2).

yi ¼ wT/ðxiÞþ bþ ei; i ¼ 1; 2; 3; . . .l ð2Þ

The corresponding Lagrangian form

L =
1
2

wkk 2 þ c
Xl

i¼1

e2i þ
Xl

i¼1

ai WT uðxiÞ þ bþ ei � yi
n o

ð3Þ

By the conditions of KTT, there are 4 equations as shown as in (4), (5), (6), (7).
By

@L=@w ¼ 0; obtain w ¼
Xl

i¼1

ai/ðxiÞ ð4Þ

By

@L=@b ¼ 0; obtain
Xl

i¼1

ai ¼ 0 ð5Þ

By

@L=@ei ¼ 0; obtain ai ¼ cei ð6Þ

By
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@L=@ai ¼ 0; obtain w/ðxiÞþ bþ ei � yi ¼ 0 ð7Þ

In the Eq. (3) using (4) and (7) after stripped ei and w, to solve the least squares
support vector machine’s the implementation of the form, as in (8)

0 1T

1 Xþ c�1I

� �
b
a

� �
¼

0
y
y

� �
ð8Þ

Among them, y = y1; y2; . . .yN½ �, I = 1; 1; 1; . . .1½ �, a ¼ a1; a2; . . .aN½ �, I is Matrix
for the unit, as in (9).

Xi;j ¼ Kðxi;yiÞ ¼ uðxiÞuðxjÞ; i; j ¼ 1; 2; . . .l ð9Þ

Kðxi;yiÞ is the kernel function of support vector machine (SVM). Solving that is
shown as in (10).

f(x) =
Xl

i¼1

aikðxi; xÞþ b ð10Þ

3 Feature Extraction

3.1 Quantization Parameter Affecting the Users’ Quality of Experience

Where the use of quantitative parameter Q value is bigger the video quality QoE will be
worse and worse. At the same time we can also find the compression data quantity
which use Q value is more, it need more packets to send [15].

3.2 Different Output Link Speeds Have Impact on the Users’ Quality
of Experience

N = 5, Hurst parameter is 1.5, link = 10 MB. We can assume the output link speed
[18] is bigger, self-similar is smaller, Hurst parameter is smaller, packet loss rate is
smaller. The output link speed respectively set to 5 MB, 10 MB, 15 MB, 20 MB,
under the condition of these settings the flow rate Figures are as shown below Figs. 1,
2, 3 and 4. By observing the above four linetypes of the figures and the area the
linetype and the horizontal axis enclosed we can find that: with the increasing of the
output link speed, self-similar [16] decreases, Hurst parameter decreases, packet loss
rate is smaller. Thus we can came to the conclusion that the output link speed is bigger,
self-similar is smaller, Hurst parameter is smaller, packet loss rate is smaller [17].
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3.3 Video Content Complexity

In the no-reference video quality evaluation, no need to completely decoding the video.
It only requires the decoding to the stream of the Baotou information, and then
determine the time complexity of the video, decoded the Baotou and get the infor-
mation including: Quantization parameter Q, the frame type, code rate, the number of
packet loss, the location of the packet loss and each frame on the display’s display time.
So time complexity model is as follows, among them, r represent the time complexity
of the video: Q is coded quantization parameter; R is the code rate; a and b is parameter
for undetermined model. r = Q(aR + b), Time complexity can be used to represent the
video content complexity.

3.4 Feature Extraction

Parameters will be divided into three categories [18], the coding parameters, network
parameters, content layer parameters. Here first select five representative parameters,
encoding parameters QP, network parameters for the packet loss rate and bandwidth
that is the output link speed, the output link speed including simplex link speed and
duplex link speed, the content layer parameters is video content complexity.

4 Establish LS-SVM’s No-Reference Video Quality
Assessment Model

4.1 Topology Description and HD Video Options and the Experimental
Process

Wired topology structure consists of 4 nodes, between n0 and n1, n2 and n3 are duplex
links, link bandwidth is 10 MBPS, delay time is set to 1 ms. Between n1 and n2 is
simplex link, the bandwidth is 640 KB, delay time is set to 1 ms. We select HD video
sources which mainly have 525 series and 625 series. For src13 video, data points
looks less, exploring the parameter values each time how much interval once can not
affect obtain the final turning point, and in the case of reduce test times as much as
possible to get the packet loss rate’s turning points between 0 and 1, mainly using the
vernier caliper’s main ruler and the principle of the vernier. For src22 video, delay time

Fig. 1. 5 MB Fig. 2. 10 MB Fig. 3. 15 MB Fig. 4. 20 MB
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setting has no effects on the user’s quality of experience and packet loss rate.
cLink speed lower limits are 10 MB and 74 KB. Src13 as shown in Fig. 5, src22 as
shown in Fig. 6.

For src13 wired network environment use LS-SVM method described below.
(1) Enter a value for the X [19]. The input sequence is quantitative parameter, packet
loss rate, the simplex output link speed, the duplex output link speed, video’s time
complexity, and these parameters are equal weights. X = [X1, X2, X3, X4, X5],
X1 = [31, 31, 31, 31, 10……]T, X2 = [0.553 226, 0.550 704, 0.982 976, 0.556 273,
0.549 443,……]T, X3 = [6.4, 0.64, 0.64, 0.064, 0.064……]T, X4 = [100, 100, 0.1, 10,
10……]T, X5 = [19 998 720.1, 19 998 720.1, 19 998 720.1, 19 998 720.1, 6 451
200.03……]T. (2) Then, enter a value for the Y. Here, Y value represent PSNR value.
Y = [14.672 341, 14.682 139, 14.388 424, 14.388 424, 14.388 424……]T. (3) Setting
gam and parameters corresponding kernel function involved. gam = 50; sig2 = 0.5;
type = ‘function estimation’; LS-SVM requires call two parameters, ls-svm parameters
gam and sig2, among them decide adapt error’s minimization and smooth degree’s
regularization parameter is gam, RBF function’s parameter is sig2. Type has two type,
one is used for classification’s classification, one is used for function regression’s
estimation. (4) Algorithm training, build a model. Use trainlssvm function to achieve
establish model. It according to the sample’s input and output and the training func-
tion’s parameters preset, trained the network, get ls-svm’s support vector machine and
the corresponding threshold value. [alpha, b] = trainlssvm({X, Y, type, gam, sig2,
‘RBF_kernel’}). Get, alpha = [−0.016 6, 0.017 5, −1.004 6, −1.083 2, −1.360 2……],
b = 0.525 3. Otherwise, use statements [alpha, b] = trainlssvm({X, Y, type, gam, sig2,
‘RBF_kernel’, ‘preprocess’}). Trainlssvm function is LS-SVM, it is one of the
important function of toolbox, it is the ls-svm’s training function. Kernel function is
RBF function use ‘RBF_kernel’ show. Alpha is support vector, b is threshold value.
Data has been normalized use Preprocess show, it can also be indicates that the data is
not normalized ‘original’, when the default is ‘preprocess’. Therefor, alpha this array is
ai’s value, b = 0.525 3 the threshold value in this formula. For src13 wired network
environment such as:

ðxÞ ¼ Pl
i¼1

aikðxi; xÞþ b so, f(x) =
Pl
i¼1

aikðxi; xÞþ 0:5253, among them, ai ¼
½�0:016 6; 0:017 5; �1:004 6; �1:083 2; �1:360 2. . .. . .�. Therefor, for src22 wired
use LS-SVM method establish no-reference network packet loss video quality
assessment model is the same as src13 wired network environment [20].

Fig. 5. src13_hrc1_525.yuv Fig. 6. src22_hrc1_525.yuv
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Establishment’s results as follows: Src22 wired: f(x) =
Pl
i¼1

aikðxi; xÞþ b so,

f(x) =
Pl
i¼1

aikðxi; xÞþ 0:4110, among them, ai ¼ ½�34:229 9; �42:082 5; �43:600 8;

�7:271 9; �7:704 3. . .. . .� , b = 0.411 0.

4.2 The Analysis of Experimental Results

The evaluation indexes are mainly R-square, RMSE (Root Mean Square Error, RMSE),
SROCC (Spearman Rank Order Correlation Coefficient, SROCC), Pearson, and these
values are between 0 and 1 [21]. The horizontal header is coefficient of each measures,
the vertical header is a variety of methods, for these evaluation indexes, RMSE is the
smaller the better, while R-square, SROCC, Pearson are bigger are better. LS-SVM
method suitable for small samples training, BP neural network [22] suitable for big
samples training, so here is suitable use the LS-SVM method [23, 24]. The experi-
mental results show as Table 1, LS-SVM’s performance is better than BP, PSNR and
SSIM, and training speed is fast, the model is more accurate.

5 Conclusion

First, study on different output link speeds has a significant impact on the users’ quality
of experience. Second, set the Mapping model of packet loss rate and the Quality of
experience on the influence of packet loss on QoE. Third, establish no-reference net-
work packet loss video quality assessment model based on LS-SVM. Finally experi-
ments show that, the LS-SVM has better generalization ability and the training speed is
faster.

Acknowledgments. This work was partially supported by the National Natural Science Foun-
dation of China (No: 60963011, 61162009).

Table 1. LS-SVM method compared with other classic models

Video R-square RMSE SROCC Pearson

LS-SVM 0.8889 0.006 0.998 0.9883
BP neural network 0.7999 0.66 0.888 0.45
PSNR 0.588 0.16 0.634 0.71
SSIM 0.666 0.15 0.815 0.83
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Abstract. Radar signal sorting is a key part of radar reconnaissance. A blind
separation algorithm based on detection of time frequency is proposed in this
paper and the problems of underdetermined radar signal sorting can be solved
effectively. Firstly, the method is that single source point of each radar source
signal was detected. Then; the mixing vector in the corresponding single source
point set was estimated by Singular Value Decomposition (SVD). Finally, the
mixing matrix simultaneously were estimated by the cluster validation technique
based on k-means clustering algorithm, and the radar signals can be got by the
mixing matrix and the observed signals. Each time domain waveform of radar
source can be sorted based on this method, the time frequency graphs of radar
signal can be got and the whole radar signal sorting process is accomplished.

Keywords: Time-frequency transformation � Single source point � Radar
signal � Cluster validation � Blind separation

1 Introduction

Radar reconnaissance is a key part of radar countermeasures with which reconnaissance
system sorts intercepted mixed signals in the airspace and extracts pulse description
words (PDW) of each radar signal source. Finally it determines and positions the threat
from each radar radiation source. In literature [1] the author applies blind source
separation technology to radar signal sorting by which blind separation is conducted
from four-order cumulants matrix in the space so as to realize the process of signal
sorting. Simulation experiment also indicates that blind source separation is workable
in radar signal sorting with ideal separation effect. In the simulation part of the literature
only number of radiation sources is known, sorting outcome of the signals from
unknown radiation sources is not mentioned. In literature [2] the author introduces
blind separation of radar signals under over-determined condition by the method of
fixed-point independent component analysis. Simulation experiment indicates high
similarity ratio of separated radar signals in comparison with source signals, with
higher SNR, information on clutters is remained, but nothing is mentioned regarding
signal sorting outcome under underdetermine condition. In literature [3] the author
introduces blind identification algorithm based on k means clustering, by which
observed data after normalization is clustered, the clustering outcome is estimation of
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mixing matrix, which solves the problem of blind decomposition of underdetermined
signals. In literature [4], independent component analysis is made with observed sig-
nals of equal interval sections, which solves the problem of signal separation under the
condition of insufficiently sparse radar signals, but both literatures mentioned above
depend much on sparse decomposition statistics of the signals for signal
decomposition.

In view of above drawbacks a method based on detection of time-frequency single
source point [5, 6] is introduced in this paper, with which radar signal sorting with the
number of unknown radiation sources under underdetermined condition is realized
without depending upon the condition of sparse signals. The principle of the method
based on detection of time-frequency single source point is that, after singular value
decomposition of time-frequency single source points of various radar source signals
detected, mixing vector of various sets of time-frequency single source points is
derived, and finally estimation of mixing matrix is fulfilled by optimized validation
method based on k means clustering. With this method, precise estimation is made
from mixing matrix, time domain waveform of radar signals is derived from observed
matrix and estimated mixing matrix, and signal spectrum is gained from further
analysis of time domain waveform of signals, so as to fulfill signal sorting process.

In the process of radar reconnaissance, airborne radar receiving antenna of the
reconnaissance aircraft intercepts mixed signals in the airspace, central processing
module sorts intercepted mixed signals in the airspace by removing unrelated signals
and further process of signals of interest [7]. However, in the process of reconnaissance
of radar signals, there’re a lot of radars on the ground in most cases, when there’re only
a few radar receiving antenna on reconnaissance aircrafts. Assume number of radar
signals is P, which are radiated to the same airspace at the same time; airborne radar
receiving antenna is uniformly arrayed in M order, then airspace signals intercepted by
radar alarm receiver can be expressed as follows [8]:

x tð Þ ¼ As tð Þþ n tð Þ ð1Þ

Where: xðtÞ ¼ x1ðtÞ; x2ðtÞ; . . .; xMðtÞ½ �T is observed signal; sðtÞ ¼ s1ðtÞ; s2ðtÞ; . . .;½
sPðtÞ�T is radar emitted signal; nðtÞ ¼ n1ðtÞ; n2ðtÞ; . . .; nMðtÞ½ �T is antenna noise signal;
in the observation model, radar emitted signal and noise signal are mutually dependent;
A is mixing matrix, expressed by: A ¼ a1; a2. . .; aP½ �T . In matrix A, ði; kÞ element may
be expressed by:

aði; kÞ ¼ bike
�j2pfksik ð2Þ

Where: bik means amplitude attenuation of arriving radar signal; sik means time
delay of arriving radar signal; fk is signal frequency; spare representation of signals
with short time Fourier transformation (STFT) [9–13]. In this paper, LFM signals are
sued as target signals, and the signals can be expressed as follows:
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sðtÞ ¼ ejðx0tþx1t2 þ h0Þ ð3Þ

Where: x0 means signal carrier frequency; x1 means signal modulation ratio; h0
means signal initial phase; assume initial phase = 0 in order to simplify formula
derivation; it’s derived from STFT to both sides of Formula (1), that:

xðt; f Þ ¼ Asðt; f Þþ nðt; f Þ ð4Þ

Where: t; f spanning plane is whole time-frequency plane, xðt; f Þ, sðt; f Þ and nðt; f Þ
are STFT outcome of observed matrix, signal matrix and noise matrix, respectively.

Definition 1. if, on the whole time-frequency plane, square of two norms of observed
signal xðt; f Þ is > 0, i.e. xðt; f Þk k22 [ 0, point ðt; f Þ is defined as time-frequency support
point of observed signal xðt; f Þ; if antenna noise signal is taken into consideration, the
criterion of time-frequency support point transforms to xðt; f Þk k22 [ n, of which n is
noise threshold.

Definition 2. if, on the whole time-frequency plane, siðt; f Þ[ [ skðt; f Þ i 6¼ k appears
at random point ðt; f Þ, it’s considered only signal siðt; f Þ is at point ðt; f Þ, so point ðt; f Þ
is defined as time-frequency single source point of signal siðt; f Þ.

To fulfill signal blind sorting, it’s assumes that, each signal has one discrete
time-frequency single source point. All radar source signals have multiple
time-frequency single source points, thus, if time-frequency single source points of
different source signals are detected, estimation of corresponding mixing vectors can be
derived; then, form a matrix with estimated mixing vectors, that is mixing matrix.
Precisely estimated mixing matrix un-mixes observed signals, and then time domain
waveform of each radar source signal is derived for further analysis of time domain
waveform.

2 Mixing Matrix Estimation

In fact, above mixing matrix estimation is estimation of various components in mixing
matrix. Due to ergodic m values, mixing vector under each m value is estimated; for
mixing matrix A, it’s actually multiple estimations of various components in A;
therefore, mixing matrix estimation can be derived only by clustering analysis of
components estimation êk . However, given the condition of number of unknown source
signals, it’s impossible for clustering with traditional k means clustering method in case
of lack of priori condition of the number of source signals. In order to prove the validity
of the algorithm, 4 LFM signals are selected, fs = 5000 Hz, number of data sampling
points N = 10000, starting frequencies of signals are [100, 200, 300, 400], modulation
rates are [400, 500, 600, 700], sampling points in one time-width are selected as
simulation signals.
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Mixing matrix A is:

A ¼
0:5774þ 0:0000i 0:5774þ 0:0000i 0:5774þ 0:0000i 1:0000þ 0:0000i
0:2618þ 0:5146i �0:5270þ 0:2359i 0:3260� 0:4765i �0:9570� 0:2901i
�0:3400þ 0:4666i 0:3846� 0:4306i �0:2092� 0:5381i 0:8317þ 0:5553i

2
4

3
5 ð5Þ

Derived estimation matrix Â is:

Â ¼
0:5795þ 0:0000i 0:5784þ 0:0000i 0:5804þ 0:0000i 0:5774þ 0:0000i
0:2574þ 0:5148i 0:3265� 0:4755i �0:5513� 0:1700i �0:5271þ 0:2358i
�0:3396þ 0:4664i �0:2078� 0:5382i 0:4782þ 0:3186i 0:3847� 0:4304i

2
4

3
5 ð6Þ

It’s obvious from corresponding mixing matrix estimation that the sorting outcome
by this method includes difference in the sequence of signals, but, for radar signal
sorting, what is of interest is characteristic information in radar signals, therefore,
difference in the sequence of signals has no impact on radar reconnaissance.

After estimation of mixing matrix, recover the signals; according to Formula (6), as
long as inverse matrix of estimated mixing matrix is derived, source signal matrix is
obtained by multiplying inverse matrix and observation matrix, then:

Â�1xðtÞ ¼ sðtÞ ð7Þ

Under underdetermined condition, mixing matrix is M � P dimensions, and M\P;
thus, for non-square matrix inversion, generalized inverse matrix is used as inverse
matrix; for this experiment, estimated number of dimensions of mixing matrix is 3� 4;
conduct singular value decomposition with estimation matrix, then:

U,S,V½ � ¼ svd(ÂÞ ð8Þ

In Formula (8), U is 4� 4 order unitary matrix; S is 3� 4 order diagonal matrix; V
is 3� 3 order unitary matrix composed of characteristic vectors; then, generalized
inverse matrix of matrix Â is:

Âþ ¼ VSþU ð9Þ

In Formula (9), “+” means generalized inversion; due to inherent error of Matlab
simulation software in deriving inverse matrix, major error exists in deriving inverse
matrix of estimated mixing matrix; to solve this problem, reiteration is employed here
to reduce and even eliminate such error; time-frequency curve of recovered signals
from deriving of generalized inverse matrix by reiteration is as shown in Fig. 1.

Where: Â is estimation matrix, kkF is F norm; then, smaller estimation error
indicates higher estimation precision; and bigger estimation error indicates lower
estimation precision; in this experiment, sorting effect of this method is measured by
estimation error of matrix EA.

By change of SNR value in this experiment, the same sorting experiment is con-
ducted with the method introduced here under different SNR conditions; in this
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experiment, SNR is increased from −10 dB to 40 dB at a step of 5 dB, and the
experiment outcome is as shown in Fig. 2.

Figure 2 indicates that, under the condition of gradually increase of SNR with this
method, the value of estimation error of matrix EA is smaller, in other words, estimation
precision is higher; however, within the full range of SNR, EA value is negative all the
time, indicating this method brings ideal effect with radar signal sorting even under the
condition of low SNR.

Experiment 2: validates the advantages of this method.
Compare the method introduced here with TIFROM algorithm and the method

utilizing traditional k means clustering; under the condition of continuous variation of
SNR, compare estimation error of matrix between these methods, so as to weigh the
merits and weakness of these methods; in this experiment, SNR is increased from
−20 dB to 20 dB at a step of 2 dB; conduct 100 cycles of Monte Carlo risk analysis at
each SNR value, and final comparative outcome is as shown in Fig. 3.

Experiment 3: success rate of detection technology based on k means clustering in
estimation of number of sort centers.

With the method proposed from detection technology based on k means clustering,
number of sort centers is estimated from assumed cmax value; this experiment functions
to detect success rate of detection technology based on k means clustering; assume cmax

values are 5, 6 and 7, under the condition of different cmax values, number of source
signals is 4, i.e. number of sort centers is 4; conduct 100 cycles of Monte Carlo risk
analysis under the conditions of SNR variation from −20 dB to 20 dB at a step of
2 dB, precision rate of the number of estimated sort centers with this detection tech-
nology under different SNR conditions; and final outcome is as shown in Fig. 4:

Figure 4 indicates that, as long as cmax value is bigger than the number of sort
centers, number of sort centers can be estimated precisely, and finally realize k means
clustering; this experiments has proved the validity of optimized detection technology
based on k means clustering, which leads to precise estimation of sort centers; so, as
long as set cmax value is bigger than number of sort centers, then: cmax [P estimation
can be achieved.

Fig. 1. TF curve of recovered signals Fig. 2. Impact of SNR on estimation
performance
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3 Conclusions

In this paper, signal sorting algorithms applied to modern radar reconnaissance are
explored and a type of blind separation algorithm based on detection of time frequency
single source point is proposed, which is valid in vector estimation of the set of single
source points through detection of time-frequency single source points in observed
signals, then cluster vector estimation by optimized k means clustering, and finally
fulfill estimation of mixing matrix. This method has three main features as follows: it is
able to overcome the difficulty of unknown number of source signals; it could effec-
tively solve the problem of blind radar signal sorting under underdetermined condition;
and 3; it is adaptive to wide range of SNR. Simulation outcome indicates that this
method is able to separate radar signals under underdetermined condition and solve the
problem of signal sorting in radar reconnaissance, thus it’s valuable in practical
application.
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Abstract. With the rapid development and growth of information society
especially of mobile Internet applications. The demand for high bandwidth
multimedia is growing fast. The fact that many users in same or adjacent cells
receive same data stream at the same time promotes the development of mul-
ticast technology with the same frequency in the MBSFN. However the resource
allocation in MBSFN is not easy. In this paper, the multi cell cooperative
transmission mode of MBSFN and the diversity gain characteristics of UE end
are studied. On this basis some resource allocation and scheduling mechanisms
are discussed such as Strict Throughput Maximization, Max-Min Fairness, Fair
and Equitable Scheme.

Keywords: MBSFN � Resource management � Resource allocation � Resource
scheduling

1 Introduction

Due to the rapid development of mobile Internet applications and the popularity of
more and more intelligent terminals the demand for high bandwidth multimedia ser-
vices is increasing exponentially. In mobile cellular system, high efficiency and high
quality multicast service is becoming an important research agenda at present and in the
future. In order to adapt to the requirements of the development of wireless commu-
nication 3GPP proposed multicast/broadcast multimedia service (MBMS) concept in
R6 (release 6). During the period of standard formation, 3GPP has introduced the
evolution of MBMS standard, which introduced the multicast broadcast single fre-
quency network transmission mode in the transmission mode.

The transmission mode of MBSFN is multi cell cooperative, i.e. a plurality of cells
with the same frequency transmit the same multicast service simultaneously in the
MBSFN so as to the diversity gain can be obtained more than one cell signal for
multicast UEs. It effectively solves the problems of MBMS standards, including
wireless resource insufficient usage, the interference of multicast inter cell and the
coverage blind spots.

The multi cell cooperative transmission mode of MBSFN and the diversity gain
characteristics of UE end making the MBSFN has new characteristics of transmission
mode, compared with the traditional transmission mode of P-T-P and P-T-M.
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2 Wireless Resource Management in MBSFN

Wireless resource management mainly includes two aspects: radio resource allocation
and mobility management. However, in the present domestic and foreign research
literature, the study of radio resource management for MBSFN is less. The MBSFN
multicast service resource allocation generally use simple mode based on the worst UE
channel quality resource allocation and there was no more deeper study [1]. In mobility
management, the research on UE cell reselection for MBSFN idle state is not involved.
Therefore, the resource allocation and the cell reselection characteristics for MBSFN
were studied in this paper.

First, although the transmission in MBSFN is different from the traditional multi-
cast, it is still a kind mode of multicast transmission. However multicast resource
allocation is constrained by the worst channel quality UE, so the UEs with good
channel quality cannot make full use of channel resources. As a result, MBSFN will
also suffer from this limitation as multicast transmission mode. In MBSFN, all the cells
use same resources to send multicast service with same frequency simultaneously.

The worst channel quality UE of a cell will affect the allocation of resources in a
single frequency network, if the multicast resource is allocated according to the worst
UE. For example, there is a very poor channel quality UE in a power constrained cell in
the MBSFN, however other single frequency network cells UE’s channel quality is
relatively much better. If resources allocating is based on the poor UE’s channel
quality, the power limited cell need more wireless resources to meet the worst channel
quality UE. At the same time, the other cells’ UEs also need to use more resources
according to the characteristics of unified resource allocation of MBSFN, regardless the
fact that the UEs’ channel quality of these cells is good or bad. Therefore, all of the
UEs’ channel resources will be wasted.

3 The Effect of the Worst Channel Users on the Resource
Allocation

In MBSFN the worst channel UE will affect the single frequency network resource
allocation. As a result, more UEs cannot make full use of the channel resource, which
even leads to cells overload, and worsen other UEs’ service quality in the cell. In the
LTE cellular, a UE is in the idle state if it has access to the network but without
connection of radio resource control (RRC) layer to the base station. Due to the absence
of RRC layer of unable to connect with the base station uplink interaction, the idle state
UE can only receive the paging messages of the base station and cannot receive any
service messages. The reselection algorithm is to ensure idle UEs can always reside in
the high-quality cells without loss of base station signal [2]. However, according to the
3GPP standard, the idle state UEs will receive MBSFN multicast service in the
multicast broadcast single frequency network system.

However, when idle state UEs move from the MBSFN area to the normal cells,
which are unicast cells and do not join the single frequency network, the cells will not
send the multicast service to the idle state UEs. Therefore, the traditional cell
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reselection cannot guarantee the service continuity. As a result, the idle state UEs’ cell
reselection at the edge of the MBSFN not only needs to ensure no loss of base station
signal, but also need to ensure multicast service continuity. At the same time, the
transmission of multicast traffic in multicast broadcast single frequency network will
have diversity gain from multiple cells, while the traditional cell selection considers the
signal strength of the cell specific reference signal [3].

Moreover the signal strength is not enough to guarantee the idle state UE multicast
channel quality judgment, therefore, cell reselection may be implemented while the
multicast channel quality can guarantee multicast service in early, so as that channel
switches to waste resources or generate unnecessary handoffs.

To sum up, MBSFN resource management is different from the traditional single
cell resource management. As to MBSFN transmission characteristics, the problem of
the limit of the MBSFN resource allocation caused by the worst channel quality UE
and the problem of service continuity guarantee of the Idle state UE should be solved.
In order to make full use of the limited wireless resource and to meet more and more
high service requirements, the research on improving the utilization rate of MBSFN
wireless resources and guaranteeing MBSFN multicast business continuity strategies of
resource management is of great significance.

4 The Wireless Carriers in MBSFN

Multicast broadcast single frequency network (MBSFN) requires transmitting same
signal waves from multiple cells at the same time. In this way, the UE receivers will be
able to regard a large number of MBSFN cells as a large area. In addition, UE will not
be affected by the inter cell interference, and will benefit from multiple MBSFN cell
signal superposition. Not only that, such as G-RAKE and other advanced UE receiver
technology can solve the multipath spread of the time difference, thereby eliminating
the intra-cell interference.

MBSFN is divided into two kinds: MBSFN of the dedicated carrier and MBSFN of
the unicast hybrid carrier, here we mainly discuss the design of hybrid carrier
MBSFNRS. There are special requirements for the design of MBSFNRS. In a wireless
frame of a mixed carrier MBSFN system, usually most of the resources are used for
unicast traffic, and only a few sub-frames are used for MBSFN services. The typical
scenario is that an isolated MBSFN sub-frame is inserted into continuous unicast
sub-frames, which makes the receiving terminal of the MBSFN sub-frame unable to
carry out interpolation channel estimation between RSs of the adjacent sub-frames as it
receives a unicast signal. So the design of MBSFN RS must be able to support channel
estimation within an isolated sub-frame.
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5 Resource Scheduling Mechanism for Multicast
Broadcasting System

The strong demand for high data rates and providing flexible quality of service
(QoS) for large numbers of users has led to the explosive proliferation of mobile
communication systems these years. Now more and more applications need transfer-
ring information to multiple users, such as traffic geographic information, IPTV, video
conferencing and so on. Therefore, when multiple users need the same content in the
same or adjacent cell, the multicast transmission mode can be used to allow these users
to form an organization and share the allocation of resources. Multicast mode further
improves the spectrum efficiency and decreases the transmission power consumption of
base stations. Therefore, modern communication must solve the difficult problems of
multimedia multicast owing to huge difference of many wireless channels and high
mobility of UEs. In order to solve these problems, the multicast technology should be
combined with orthogonal frequency division multiple access (OFDMA), resource
scheduling and dynamic radio resource distribution (DRA) etc. thus maximizing the
spectrum utilization ratio, reducing the transmission power of the base station (BS) and
providing users with better quality assurance (QoS) [4].

There is a contradiction due to wireless channel differences in the multicast radio
resource management. In order to ensure the reliable receiving for the worst channel
quality UEs, sufficiently low data rate is necessary. However, it is better if transmission
rate is higher in order to maximize the system resource utilization, so finding a rate
tradeoff became an important issue in multicast wireless resource management. In all
kinds of related articles, two standards are discussed. The first is the principle of
equality fairness, on which each user are expected to have the same rate or resource
allocation. The second is the principle of proportional fairness, on which the users’
resource distribution is based on their potential ability to receive service traffic. Because
fairness and throughput maximization become the main problems in resource distri-
bution, we need a compromise to achieve the desired system performance [5]. In
addition to the traditional resource management strategies, cooperative relaying, multi
rate transmission and resource allocation while moving are also the content of radio
resource management.

5.1 Strict Throughput Maximization

Strict Throughput Maximization is mainly applied where multiple multicast groups
exist. Resource allocation among multiple multicast groups must coordinate to achieve
system spectrum utilization rate optimization. Strict throughput maximization is a
completely overly optimistic approach that it does not apply on resource allocation
within the group, because the transmission rate is selected according to the maximum
channel gain of the users, which will inevitably cause the scarcity of resources of users
within a group. However, strict throughput maximization application in multicast group
resource allocation will have great capacity gain, because it will distribute the best time
domain, frequency domain and the airspace resources to those who have the potential
to make use of system resources to maximize the multicast group. But the capacity gain

The Mechanisms of Wireless Resource Management of MBSFN 421



of the system is obtained under the condition that the partial channel quality is poor, so
the idea of this kind of resource allocation is unfair [6].

5.2 Max-Min Fairness

In a multicast system, the maximum and minimum Fairness (Max-Min Fairness) idea
attempts to set priority for a user or multicast group with poor channel quality to allow
them to receive services at a higher rate. A max-min realization way for the first of all
the data flow rate is set to 0, then increases the transmission rate of each data stream at
the same ratio until it reaches the capacity limit position. Those whose data flow hasn’t
been restricted continue to increase transmission rate until all users or multicast group
reached the first position or resource allocation completed. Another paper proposed in
the single rate multicast transmission, a variety of different rate thresholds can be set
based on the average throughput as capacity constraints, so as to achieve the fairness of
the multicast group and optimize the throughput.

5.3 Fair and Equitable Scheme

Absolute fairness will result a sharp drop in the overall throughput. While the strict
throughput maximization will result in a zero tolerance for the worst throughput
multicast group. However, the proportional fair scheme which is an eclectic approach
can improve multicast broadcasting system resource scheduling mechanism for high
data rate, so as to support a lot of UEs with the flexible QoS. As a result, mobile and
wireless communication systems develop and surge explosively in recent years. Many
users get the same content in the same or adjacent cell through multicast transmission
mode. So multicast mode improves the spectrum efficiency and minimizes the power
consumption, while maximizing the use of limited system resources.
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Abstract. A novel filter bank with low complexity is designed for Discrete
Fourier Transform (MDFT). Due to high data rates and speed in the multicarrier
wireless communication and software defined radio systems it is necessary to
obtain low complexity and reduce power consumption. Because of sharp tran-
sition, Frequency Response Masking (FRM) technique is applied to design the
prototype Finite Impulse Response (FIR) based on Canonic Sign Digit (CSD).
The performances of the MDFT filter banks are improved by reducing multipliers
of the filter using hybrid Discrete Particle Swarm Optimization-Moth-flame
optimization algorithm (DPSO-MFO) which is able to provide excellent per-
formances as a nature-inspired heuristic algorithm.

Keywords: Low complexity � Frequency response masking � Discrete Particle
Swarm Optimization � Moth-flame optimization

1 Introduction

In recent years with the rapid development of multicarrier wireless communication the
multirate filter banks are studied especially as a key technology in fifth generation
communication [1]. The MDFT filter banks have been designed using much method
[2–5] because it can remove inherent aliasing cancellation structure. The most
important advantage of MDFT filter banks is that it can be got that is the linear phase in
both filters called the analysis filter and synthesis filter respectively. Rightly the pro-
totype filter must have linear phase and the perfect reconstruction (PR) of filter banks is
required in many applications [6]. In multicarrier wireless communication system to
enhance spectral efficiency of the filter banks the sharp transition width filters is
required but order of the prototype filter will be increased with high the implementation
complexity. Fortunately, this problem can be resolved by frequency response masking
(FRM) technique [9] that low same complexity prototype filter can be designed. Thus
the MDFT filter banks can be completely derived through the analysis and synthesis
filters. The sharp MDFT filter banks with PR are designed via FRM technique. In [2]
hybrid search algorithm called HAS-GSA is proved that it is better than other
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algorithms. In this paper a new hybrid algorithm called DPSO-MFO is proposed for the
design of multiplier-free MDFT filter banks with PR based on FRM technology. The
number structural adders are reduced, Low power and high speed of operation can be
obtained. As we know that the DPSO-MFO algorithm proposed in this paper is not
used in the literature so far.

2 Design of Modified DFT Filter Banks with PR

In [6] the structure of the filter banks was modified which lead to all adjacent alias
spectra and all odd alias spectra are canceled and there is no real or imaginary part at
the sub-bands respectively without a delay of one sampling period. As shown in Fig. 1
the modified non-critically sub-sampled M-channel DFT filter bank with PR is given.
The corresponding equation is given as follow:

X̂DFT zð Þ ¼ 2
M

XM�1

k¼0

XM=2�1

l¼0

Fk zð ÞHk zW2l
M

� �
X zW2l

M

� � ð1Þ

To meet the PR conditions on the analysis and synthesis filters the low-pass filter
h0 nð Þ used in the analysis filter bank are given as [6] the Type-1 and Type-3 polyphase
filters respectively.

H0 zð Þ ¼
XM�1

k¼0

z�kGk zM
� � ð2Þ

Where

Gk zð Þ ¼
Xþ1

n¼�1
gk nð Þz�n ð3Þ

gk nð Þ ¼ h0 Mn� kð Þ; k ¼ 0; 1; 2; . . .M � 1 ð4Þ

Fig. 1. M-channel filter bank
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Where M is an integer. For MDFT filter banks, amplitude distortion function is
given as [6]

Tdist ¼ 1
M

XM�1

0

GkðzÞHkðzÞ ð5Þ

If the Eq. (4) is satisfied the PR condition MDFT filter banks can be obtained.

3 Design of Prototype Filter Based on FRM

Basic prototype FRM filter architecture is made in [9] as shown Fig. 2.
Where Fp zð Þ is designed as a shaping filter for the band edge, Fcom zð Þ is its

complementary filter. N is even order of the linear phase FIR filter Fcom zð Þ can be easily
obtained from Fp zð Þ by the following equation.

Fcom zð Þ ¼ z
� N�1ð Þ

2 � Fp zð Þ ð6Þ

Fmcom zð Þ and Fmp zð Þ are two masking filters which can eliminate the extra band at
the band edge. The FRM filter transfer function H zð Þ is given as [9].

H zð Þ ¼ Fp zL
� �

Fmp zð ÞþFcom zL
� �

Fmcom zð Þ ð7Þ

Based on above specifications after using minimax method the number of order
prototype filter’s is 2565. The number of multipliers required to implement the filter is
1283. In [2] the length of the sub-filters attains to 221, 85 and 89 respectively. The total
number of multipliers is 199.

4 Optimization of Multiplier-Free Sharp MDFT Filter Banks
with PR Using DPSO-MFO

4.1 Objective Function Formulation

The implementation complexity of the filter coefficients can be reduced by CSD
method and those filter’s continuous coefficients can be converted into discrete. As a
fractional number g is expressed as follow:

Fig. 2. Basic FRM filter architecture
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g
XP
j¼1

dj2R�j ð8Þ

Where P the CSD number length is dj ¼ f1; 0; 1g is a integers and R is a radix point
in the range 0\R\P. Now a multi objective function. of MDFT filter banks with PR
can be formulated under optimal CSD representation. In the prototype filter Fp is
defined the passband error and Fs is stopband error. The amplitude distortion error is
defined by fdist, where Tdist has been defined by Eq. (5).

Fp ¼ max
0\x\xp

jjHðxÞj � 1j ð9Þ

Fs ¼ max
xs\x\p

jHðxÞj ð10Þ

Fdist ¼ max
0\x\p

jTdistðxÞ � 1j ð11Þ

The final objective function is given as:

Minimize d ¼ b1Fp þ b2Fs þ b3Fdist þ b4pðbH ;BHÞ ð12Þ

Where b1;b2; b3; b4 the weights are in the objective function, bH is the average
number of signed power of two (SPT) terms, BH is the upper bound.

4.2 Optimization of FRM Filter Using DPSO-MFO Algorithm

A. DPSO algorithm: In [7] that the DPSO automatically searches filter coefficient
values through permissible CSD multiplier in the look-up table (LUT). In this way the
values of CSD multiplier coefficient is searched though instead of the coefficient values
themselves. The optimal values can be obtained. The weights of the objective function
for DPSO are obtained as b1 ¼ 1; b2 ¼ 2; b3 ¼ 1; b4 ¼ 0:1 by trial and error method.

B. MFO algorithm: MFO algorithm is proposed in [8]. The MFO algorithm the search
spaces were explored and exploited with several operators. After applying MFO
algorithm to the design for FIR digital filter based on FRM the time of iterations is
about 214–500. The optimal FRM filter is designed by the MFO converges to the
optimal. The weights of the objective function for DPSO are obtained as b1 ¼ 1; b2 ¼
1; b3 ¼ 0:5; b4 ¼ 0:1 by trial and error method. Note that if the time of iterations is 1–
213 there are no feasible solutions.

C. Proposed DPSO-MFO algorithm of filter banks with PR: All of steps for this
algorithm are given below:

Step 1 Initialization: A wider search space is provided through choosing proper the
initial number of solutions. This number will an integer multiple of selected
population size of PSDPSO þPSMFO:
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Step 2 Priority to solution vectors: After evaluating the fitness function for each
solution vector, the best solution will be obtained its number of
PSDPSO þPSMFO should be transferred to the next stage.

Step 3 Selecting suitable initial population for DPSO, MFO: After step 2 a group
random filters are generated the number of PSDPSO can be selected as the
suitable initial population of DPSO. At the same time remaining the number
of PSMFO from group filters population initialization of MFO algorithm is
completed.

Step 4 Testing the condition before combining: Before combining two algorithms
checking previous INV number of iterations. if the mixing is not satisfied the
step will go to step 5 otherwise step 7.

Step 5 Group and Splitting: The group of two algorithms population is built then the
population will be spitted into two groups randomly. The size is N1 and N2

respectively.
Step 6 Updating the population and the best solution: Combing DPSO and MFO

algorithms populations can be updated. The former best solution of the
DPSO-MFO algorithm will be replaced by current.

Step 7 The termination: Repeat the step 4 and 6 until desired number of iterations
can be received. If the algorithm is terminated the best solution is taken as the
optimum solution of hybrid DPSO-MFO algorithm.

D. Results and Discussion: All the simulations are run on an Intel core i5 processor
operating at 2.4 GHz using MATLAB (R2013b). Magnitude response of Prototype
filter based on FRM is shown as Fig. 3. As a result it is know that the PSDPSO is 28, the
memory rate is 0.98, pitch adjust rate is 0.01, PSMFO is 28, Gravitational constant is
100, a is 20, INV: 50, the maximum number of iterations is 1000. The prototype filter
of FIR is designed based on FRM techniques and optimized by DPSO algorithm. The
continuous coefficients of sub-filters are converted into CSD equivalent representation
via 14 bit LUT. The LUTs is found to be 15,687, one adder requires 8 LUTs. Hence if
number of adders is reduced then the number of LUTs will also be reduced. One
multiplier requires 95 LUTs. In order to improve CSD’s representation of FRM pro-
totype filter hybrid DPSO-MFO algorithms are applied with more competitive per-
formances than hybrid HAS-GSA in [2] as shown in Fig. 3. The LUTs required

Fig. 3. Magnitude response of prototype filter based on FRM
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reduces to 2973. With hybrid DPSO-MFO the number of adders reduces from 306 to
296 as shown in Table 1.

5 Conclusion

In this paper, the continuous FRM prototype filter coefficients are reduced by CSD
further the performances of the filter bank are improved by hybrid DPSO-MFO that is
observed to be better than other algorithms. Hardware complexity is least for
multiplier-free MDFT filter bank with PR using multistage FRM method. Low power
consumption, low chip area and high speed of operation can be obtained in this design
proposed based on hybrid DPSO-MFO algorithm. It is evident from the results that the
design will play a very important role in the upcoming applications such as software
defined radio, multicarrier wireless communication and portable computing systems.

Acknowledgements. The above work is supported by Nature research fund for key project of
Anhui higher education (No: KJ2016A455).
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Abstract. Through analyzing the limitations of modeling and evaluating the
cost-sensitive multiclass classification algorithms, a series of models based on
three classification algorithms are presented. On this basis, expected cost of
misclassification as a cost-sensitive metric, which is introduced for evaluating
the more cost details of models.
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1 Introduction

With the rapid improvement of computing storage and Internet technology, the amount
of accumulated data is rising at an exponential rate. In this context, big data technology
immediately caught great concern form academic institution and commercial organi-
zation in recent years. Providing efficient data services based on decision support
system, gradually becoming the key way to mine the potential value from big data.
Intelligent process of data-information-knowledge-strategy can be achieved by utilizing
powerful data management and analysis. As one of the significant research fields in
data mining, classification algorithms are applied in many important fields, such as risk
assessment, behavior analysis, document retrieval, searching engine category, intrusion
detection etc. [1]. Through the analysis of the known class of training set, the classi-
fication rules are automatically generated by algorithms, which can be used to predict
the class of new data.

The existing decision support system mainly adopts binary classification algo-
rithms, because it is difficult to predict the impact of multiclass behavior accurately.
Furthermore, cost details of incorrect classification results usually are not reflected
while utilizing the traditional metric just like accuracy [2]. Taking account into the
above two deficiency, we investigated the modeling and evaluation based on
cost-sensitive multiclass classification algorithms. In this paper, a series of decision
support models were carried out based on 3 existing relatively mature classification
algorithms such as C4.5 (decision trees classification) [3], RIPPER (Repeated Incre-
mental Pruning to Produce Error Reduction) [4] and PART (Partial decision trees) [5].
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On this basis, ECM (Expected Cost of Misclassification) [6, 7] as a new metric was
introduced for evaluating the performance of cost-sensitive models.

2 Cost-Sensitive Evaluation on Classification Models

2.1 Evaluation Based on Accuracy

The traditional methods are mostly based on the metric, such as accuracy for evaluating
the performance of decision support algorithms or models. Accuracy is the most
simple, effective and intuitive metric in statistics. For a binary classification problem, 4
different results will occur after a judgment. The two of correct classification results are
TP and TN, which indicate true positive and true negative. Symmetrically, the other
two of incorrect classification results are FP and FN, which indicate false positive and
false negative. The expression of accuracy is as follows.

accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð1Þ

It is noteworthy that introducing of the TP rate and FP rate has played a certain role
on evaluating the predictive capability of binary classification models.

2.2 Analysis of Cost-Sensitive Evaluation

As mentioned before, 2 misclassifications as incorrect classification results may occur in
a binary classification problem. Obviously, the costs of misclassification on these 2
situations are quite different in most decision support scenarios. Costs of FN mainly
from waste of resources, thus impact is relatively small. In contrast, it can cause serious
impact and huge loss directly by FN, especially in some anomaly detection applications.
It follows that introducing the cost of misclassification is not only shows different cost
details, but also have contribution to evaluate effectiveness of classification models.

Further in multiclass classification problems, cost of misclassification would be
more complicated. We introduce an n-dimensional cost matrix in which n denotes the
number of classes to reflect the sensitivity accordingly. The principal diagonal elements
in matrix represent the cost of the correct classification, and are usually assigned by
zero. Other elements of matrix represent the cost of misclassification. The
n-dimensional cost matrix is non-symmetric, which is caused by the different cost of
misclassification.

2.3 Expected Cost of Misclassification

In order to calculate the cost of classification models in sample set, Expected Cost of
Misclassification (ECM), a concept of statistics is introduced. ECM denotes the
average cost of every misclassification situation, so that it can be applied in quantitative
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comparison of classification models on test sets with different sample sizes. The
expression is as follows.

ECM ¼

Pm
i¼1

Pm
j¼1

Cij� Nij

N
ð2Þ

In where Cij denotes cost of misclassification that result is class j when the actual is
class i, Nij denotes the number of misclassification instances, and N denotes the size of
test set. ECM as a new metric is conducive to evaluate the cost-sensitive classification
models in decision support system while the cost issues are not need to be taken into
account in previous modeling.

3 Experiments and Performance Evaluation

3.1 Algorithms Modeling

In this paper, experiments of modeling and testing based on 3 classification algorithms
(C4.5, RIPPER and PART) were carried out. The two metrics about accuracy and ECM
were used to evaluate these models in known and unknown test sets respectively. The
numerical results of model performance based on these three kinds of classification
algorithms are shown in Figs. 1, 2 and 3.

3.2 Results Analysis

From the simulation results we identify that, models based on three classification
algorithms achieve good fitting of train set. It reflects self-learning capability of models
on train set are strong. The three algorithms perform exceptional well for determining
the recognized behaviors in test set. From the testing results in detecting unknown
behaviors, classification algorithms have certain adaptability. Although not as

Fig. 1. Accuracy and ECM of C4.5 models
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performance on known behaviors, algorithms are still able to detect the new behavior
by some prior knowledge.

Furthermore, the result shows the fact that ECM is directly inversely related to
accuracy in general. In some cases, however, models reflect the different ECM while
accuracies are almost similar. Especially in extreme cases, the models are with high
accuracy but with high ECM as well. Accordingly, the evaluation process is more
objective while introducing the metric of ECM.

Horizontal comparison of models based on three classification algorithms on
accuracy and ECM are shown in Fig. 4. From the line chart of accuracy we know that
performance of RIPPER is best, followed by PART and C4.5. Similarly, we can
observe that the performances of three classification algorithms maintain the same
comparative relationship while introducing the metric of ECM. Decision trees-based
algorithm (C4.5) as the earliest development and relatively mature classification
algorithm doesn’t show the best predictive capability. In addition, the size of rule set
generated by the decision tree is relatively large, which will result in a large resource
overhead. Rule-based algorithm (RIPPER) expresses a certain advantage whether in
evaluating of accuracy or ECM, particularly the size of rule set is smaller. The
shortcoming is that higher time complexity leads to longer modeling time, and there-
fore it is not conducive to update the rule set by adding new training data. PART which

Fig. 2. Accuracy and ECM of RIPPER models

Fig. 3. Accuracy and ECM of PART models
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is the combination of decision tree-based algorithm and rule-based algorithm exhibits
high stability. The evaluating of accuracy and ECM is at an intermediate level.
Meanwhile the size of rule set and the time complexity is comparatively low.

4 Conclusions

Classification algorithms have been widely used in decision support system because of
the high adaptive and predictive capability. In this paper, we initially analyzed the
limitations of modeling and evaluated the cost-sensitive multiclass classification
algorithms by utilizing accuracy as the only metric. A series of models based on three
classification algorithms were presented in the next place. Eventually, more cost details
of misclassification were quantified by introducing the cost-sensitive evaluation. Some
results may provide a little reference to research on the cost-sensitive modeling of
decision support system in the future works.
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Abstract. In this paper, the author made statistical analysis to quality problems
of welding workshop in company D and then found out the main factors
affecting product defects. After analyzing the results, this paper put forward
some improvement measures. Initially, the paper presented the background and
significance of this research and the status of the quality management of
domestic and foreign enterprises. Secondly company D and its quality man-
agement system were introduced briefly. Thirdly the quality problems in
welding workshop were analyzed to find out the factors that mainly affect the
product quality. Finally some corresponding improvement measures were put
forward in terms of quality problems in the welding workshop to decrease the
rate of defect.
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1 The Use of Statistical Techniques for the Analysis
of Factors Affecting the Quality of the Welding Workshop
of D Company

The quality problem of D company in 2014 January or February of the welding
workshop summary to Table 1:

It can be observe that a number of undesirable for welding workshop occurrence in
T80 section, the defective products were pooled about T80 section in 2014 in January
or February, as shown in Table 2. We can see the main quality problems in welding
workshop for bad solder joint.

In order to further find out the reasons for poor solder joints, from the human,
machine, material, method, ring five items to re count, draw the arrangement chart to a
more intuitive representation of the proportion of all kinds of factors, as shown in
Fig. 1:

It can be seen, the maximum number of defective products produced by the process
factors, followed by human factors. Each factor refinement, Summarized in the
Table 3, and then can draw cause and effect diagram.
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Table 1. Welding shop in January and February of quality problems Summary

Serial
number

Section Poor number
product

Frequency
(percentage)

Cumulative frequency
(percentage)

1 T80
Sections

1958 80.34 80.34

2 V70
Section

199 8.17 88.51

3 one
Section

180 7.39 95.90

4 two
Section

100 4.10 100.00

Total 2437 100.00 100.00

Table 2. T80 body shop section in January or February of quality problems Summary

Serial
numbers

Defective
item

Frequency
(a)

Frequency
(percentage)

Cumulative frequency
(percentage)

l Poor solder
joint

1214 62 62

2 Poor
assembly

274 14 76

3 Poor in sheet
metal

235 12 88

4 hand Repair
Poor

157 8 96

5 Other bad 78 4 100
Total 1958 100 100

Fig. 1. T80 section in January or February 2014 of defective rate classification chart
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2 Using the Improved Analytic Hierarchy Process to Analyze
the Factors Influencing the Quality of T80 Section

The Improved Analytic Hierarchy Process to determine the cause of the weight, use
more in line with people’s things compare to quantify the results of the index scale
method instead of the 1–9 scale. Reference to the fishbone diagram, to establish the
improved AHP analysis model of T80 section. Experts questionnaires to calculate the
index weight, total consistency test passed, eventually got the two most vital factors for
the operating method of reasonableness and quality awareness of the quality of
employees. In addition, methods and human factors together are account for a total of
52.26 %, consistent with the results of statistical methods, indicating the reliability of
the results.

3 Quality Improvement Company of D Welding Shop

3.1 Pairs of Results of Statistical Analysis and Analytic Hierarchy
Process to Was Subjected to Quality Improvement

(1) Methods of operation unreasonable
Improvement measures :
(1) The formation of QC team to address field problems, combined with the

views of frontline workers be improved.

Table 3. T80 section summarizes the causes of waste

Reason Category

Entry time is short, the difference between the technical level Man
Poor employee responsibility
Poor physical condition of the operator
Poor equipment maintenance situation Machine
Equipment commissioning
Gun damage
Material damage during transportation Material
Raw material quality problems during storage
Raw material quality problems
Operation unreasonable Method
Welding parameter setting unreasonable
New Test Method
Low level of implementation of standard operating instructions
Operating space is small, convenient operation Surroundings
Poor surroundings
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(2) The production of prototypes, and the quality of the process samples to
monitor, if stable production process, improve the standard operating
instructions. Otherwise, continue to improve.

(2) Poor quality awareness of employees
Improvement measures :
(1) Strengthen the quality of propaganda;
(2) Implementation of quality improvement activities on a regular basis, to allow

more employees to participate;
(3) Reduce defective index to reach the goal constraint. While strengthening

Incentive measures, encourage play a role;
(4) Responsibilities to individuals.

3.2 Application of Six Sigma Team for T80 Main Body for Quality
Improvement

(1) The definition phase

As can be seen from Table 4 occurred in the main body of the team accounted for
the largest proportion of poor solder joints. Therefore, to reduce the defect rate as the
main body of this team improvement goals.

(2) Measurement phase

According to data collected in January and February, the main body welding
quality Teams and groups in March to record the different types of solder joint issues
classified statistical summary, as shown in Table 5.

Table 4. Each team solder joint incidence of adverse Statistics

Serial
numbers

Teams and groupS Frequency
(a)

Frequency
(percentage)

Cumulative frequency
(percentage)

1 Main body classes 522 43.00 43.00
2 Side of the

confining classes
218 17.96 60.96

3 Door classes 146 12.03 72.98
4 Under the car

classes
109 8.98 81.96

5 Former machine
classes

97 7.99 89.95

6 Assembly classes 74 6.01 95.96
7 Hand repair

classes
49 4.04 100

Totals 1214 100 100
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(3) The analysis phase

In this paper, the main body of the process of FMEA team to analyze the several
factors that affect product defects, the distinction between the main cause and sec-
ondary cause.

The joints twisted, deviate, Weld and leakage welding as potential failure modes.
By analyzing the severity of occurrence and detectability obtain the failure mode and
effects analysis summary Table.

(4) Improve phase

An investigation for four main failure reason and improving advice.

(1) welding work is not in the visible range

The operator when the job is to bend over to find the location of the solder joint, a
waste of time, and could easily lead to operator fatigue, but also can not guarantee the
accuracy of the solder joint position.

Improvement measures: defining the welding area.

(2) The electrode arm into contact with the workpiece to produce shunt

Electrode arm contact with the workpiece to produce shunt capacitance caused by
Weld.

Improvement measures: making insulation baffles, welding electrode arm height
restrictions.

(3) The workers before the end of butt welding tongs swing

Squat operator to operate, easy to cause fatigue and cause welding tongs shaking,
resulting in twisted joints.

Table 5. Welding workshop in March 2014 in the form of all kinds of Poor solder joint
classification tables

Serial
number

Defective
item

Frequency
(a)

Frequency
(percentage)

Cumulative frequency
(percentage)

1 Distorting 230 37.52 37.52
2 Deviates 150 24.47 61.99
3 Cold solder

joint
120 19.58 81.57

4 Leakage
welding

70 11.42 92.99

5 glitch 18 2.94 95.92
6 The

breakdown
15 2.45 98.37

7 Pinhole 10 1.63 100.00
Total 613 100 100.00
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Improvement measures: allowing the operator to stand operation, the welding tongs
into portable, and set the switch on the handle, at the same time through a link with the
limit switch is connected to the control limit switch.

(4) The operator leakage welding

Improvement measures: making pads like cars, by visual methods of training
employees and by self and mutual inspection, conducted leakage welding control.

(5) Control phase

Implementing improvement programs to improve the effect of track record, if
achieved remarkable results, improvement activities will continue to be documented
and its effectiveness.

4 Conclusion

Improved suggestion has been presented in this article, there are several measures have
been accepted and implemented in the workshop, and achieved significant results. This
article has described the comments made by certain theoretical and practical value of
the company D welding shop. Of course, the research work of this paper, have some
limitations, not to improve the glitch, breakdown, pinholes and other negative phe-
nomena, which are worth for further thought and study.
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Abstract. As the society is becoming superior day-by- day, loads of smart
devices are used in different application areas. This is the challenge to the
technocrats for forming the intelligent and smart social systems. It requires easy
access and fast processing, which is the main focus of any application. In this
work, an attempt has been taken into consideration to develop an intelligent
e-healthcare system. In e-healthcare system the entities are considered as the
patient, the physician, the pathological centre and result as diagnosis, treatment
and post care. This paper uses an ANFIS structure for e-healthcare system.
Further the ANFIS system is used for disease diagnosis and support to the
patient as well as for physicians. For the management of multi-agent system has
been satisfied by, using rule based fuzzy parameters. The service can be pro-
vided through internet to the patient as well as by the physician. The different
situation of patient automatically informs to the doctor similarly the prescription
from the doctor for diagnosis can inform to the pathology centre and vice versa.
The result of detection communicated to both for desired medicine, monitoring
and post care purpose. The performance found to be excellent to satisfy this part
of intelligent system.

Keywords: Multiagent system � Disease � Diagnosis � E-healthcare � ANFIS

1 Introduction

E-healthcare is an advanced technology to support health care units. Electronic data
storage and efficient transmission has brought a noticeable change in traditional service
[1, 2]. Patient health records, telemedicine healthcare informatics, in digital form
provide medical care at remote places. Acute shortage of physicians in comparison to
the growing population in the society, the health care sector indispensably depends on
new models. These can support information transformation with ensuring smart health
care service to remote area people as well as to the aged people in the society. So to
provide advanced health care at affordable cost with an easy of accessibility of
information and communication between different facilities is the need of the society.
Regular health check up can aware them about specific diseases diagnosed by doctors
measuring some of the signs and symptoms like ECG, Blood pressure, etc. But the
trend has been changed because of enhancement in medicine and technology. It can
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also helps in post care and monitoring their health on routine basis at their home
comfortably. The systems are cost effective and time saving for both physicians and
patients. This information can be assessed by the health care professionals regularly
through wirelesscommunication at their own time and schedule. An appointment at the
time of need can be fixed by the patients.

The complex healthcare system consists of patient, hospital, physician, diagnostic
centre etc. The co-ordination among each entity in right time can save the life of a
patient. Multiagent system environment provides the platform to maintain
co-ordination among all the agents. Each entity of healthcare system can perform in
form of an agent. Each agent is designed and assigned with a particular task. The whole
task is not solved by a single agent. The co-ordination and co-operation among all the
agents in MAS solve the healthcare tasks efficiently.

People are suffering from chronic diseases such as cardiac disease, cancer, diabetes,
asthma etc. These diseases increases the healthcare burden in the society. Constant
monitoring is vital for these diseases. Collection of patient symptoms, advice for time
to time diagnostic tests, thorough investigation of the reports for perfect prediction of
the disease, prescribing the required medicines and post operative care are highly
essential. The smart solution of all these requirements can be realized with the help of
multiagent based e-healthcare system.

In this paper our objective is to develop a cost effective, time saving and infor-
mative monitor which can diagnose irregular signs and can analyse the data measured
by implements used by patients and to determine the health status of them with
comparison to normal range data. The hybrid system ANFIS consisting of both the
ANN and FIS performs like a simple FIS whose inputs are trained adaptively to change
using an ANN [3]. The IF-THEN rule of FIS to take decisions just like human brain
thinking and reasoning along with the support of ANN to optimize the inputs through
learning provides better accuracy than the result obtained if these are used individually.

The paper is structured as follows. In Sect. 2, a survey on related work is discussed.
Section 3, explains the proposed work where the processes involved in neuro-fuzzy
based classification are discussed. Results are discussed in Sect. 4 followed by con-
clusions and future work to be carried out in Sect. 5.

2 Literature Survey

An economic disease detection method was established using cost-sensitive k nearest
neighbor (KNN) algorithm for the patients under high-risk of having heart disease [4,
5]. Extraction of features from abnormal heart sounds were detected by using various
software tools for easy detection of the cardiac diseases [6, 7]. Authors compared the
performance of cardiac disease detection using various types of predictive data mining
techniques [8]. The implementation of an android app for early detection of heart
disease was trieled [9]. Various classifiers like random forest classifier and a support
vector machine classifier were used to the ECG based heart beat signal for Car-
diomyopathy Identification [10]. Mobile Phone Based e-Health Monitoring Applica-
tion for display of ECG signal on the mobile screen. Continuous and intelligent
monitoring of ECG signal and its’ classification alerts the patient, medical personnel
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which can save the life of a heart patient [11, 12]. In [13] a system was designed for
monitoring heart rate, respiration rate and movement behavior of at-home elderly
people who are living alone.

The fuzzy Logic Controller receives the data from the wearable sensors and after
fuzzification of the data converted into fuzzy variables and made suitable for under-
standing for physicians or patients. The fuzzy modeling and fuzzy membership func-
tions reduce the human error to a greater extent [14, 15]. Artificial Neural Network
(ANN) and Decision Tree Method [16–18]. Fuzzy systems, on the other hand, have
shown significant ability to solve many types of real world problems, especially in a
system that is complex and difficult to model mathematically, controlled by a human
operator or expert, and a system in which ambiguity or vagueness is common. A fuzzy
inference system is a system that uses the concept of fuzzy logic in formulating the
mapping from a given input to an output. The inputs and outputs of fuzzy systems are
expressed by variables that range between [0, 1].

3 Proposed Method

ANFIS is suitable for solution of engineering as well as biomedical problems widely.
In this work, we have used the ANFIS for heart disease diagnosis and detection. The
system works on internet to provide health service. Various agents use internet to have
communication among each other. The proposed system is shown with the help of
blocks in Fig. 1.

It consists of various agents represented as blocks and communication paths are
shown with the help of lines. The user agent is the patient who having an user id
transfer his parameters i.e. symptoms as well as pathological data to the server with the
help of a PC or mobile SMS. All the data uploaded to the server. As the patient uploads
the data to the server the diagnostic agent collects the data from the server. The same
data is stored in the data base for reference. The diagnostic agent starts analysis. The
data analysis is done by ANFIS for diagnosis and detection. If the patient found
normal, an email is sent to the patient regarding his health condition along with some
remedial measures to take. If any abnormality is detected, an email is sent to the

Fig. 1. Proposed intelligent E-healthcare system
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physician for consultation. If the Physician desires to check patient’s medical history,
he can be able to access the database at any time.

In this work two vital parameters i.e. ECG and BP are taken into consideration to
detect the cardiovascular diseases. These parameters are fed as the input to the pro-
posed model and output is the detection of the disease.

Adaptive Neuro-Fuzzy Inference System Structure. In this case an adaptive system
ANFIS (consists of 6 layers feed forward Artificial Neural Network) is described as
fuzzy Sugeno model. This adaptive model is simpler, less dependent on expert
knowledge. The advantage of this model is that, it does not require defuzzification. So
this can be used for objective non-linear fuzzy modeling. This structure of ANFIS can
be presented as first order Sugeno type fuzzy model. Two fuzzy IF-THEN rules with
two inputs and a single output are implemented.

Rule 1: IF BP is X1 AND ECG abnormality is Y1 THEN f1(bp,ea) = r1 (bp) + s1 (e a)
+t1
Rule 2: IF BP is X2 AND ECG abnormality is Y2 THEN f2(bp,ea) = r2(bp) + s2(ea) +t2

In this case BP and ECG abnormality are taken as two input variables where as Xi

and Yi for i = 1, 2 are the fuzzy sets associated with inputs bp and ea, respectively.
fi(bp,ea) (for i = 1,2) are the outputs (linear combination of input variables) within the
fuzzy region specified by rule 1, ri and si are the design parameters associated with rule
i which are determined during the learning process. The ANFIS structure for the above
said two IF THEN rules consists of six layers where a circle represents a fixed node and
a square represents an adaptive node as shown in Fig. 2.

The function of each layer is described as follows:
Layer 1: This layer is free from any type of computations. The Input variable is feed

to the input node. Through the input node the variable moves to the first hidden layer.

Fig. 2. Proposed ANFIS model
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Layer 2: (the fuzzification layer) includes adaptive nodes in which each generates
membership grades of an input variable. The outputs of the nodes belonging to this
layer O2

i

� �
are given by

O2
i ¼ wi ¼ lXi

bpð Þ i ¼ 1; 2 ð1Þ

O2
i ¼ wi ¼ lYi�2

eað Þ i ¼ 3; 4 ð2Þ

The membership functions can be any continuous, piecewise differentiable func-
tions (e.g. Gaussian, generalized bell shaped and triangular). Assuming a Gaussian
membership function, the output of the node O2

i

� �
can be computed as

lXi
bpð Þ ¼ e�

1
2

bp�ci
rið Þ2; i ¼ 1; 2 ð3Þ

lYi�2
eað Þ ¼ e�

1
2

ea�ci
rið Þ2 ; i ¼ 3; 4 ð4Þ

Where ci and ri are the parameter (centers and the width respectively) of the
Gaussian membership function characterizing the fuzzy sets describing each input
variable.

Layer 3: (rule antecedent layer) includes fixed nodes and each node represents the
antecedent part of the associate rule. The product t-norm operator used by each node
calculates the firing strength of the associated rule. As a result, the output of each node
is given by

O3
i ¼ wi ¼ lXi

bpð Þ; lYi
eað Þ i ¼ 1; 2 ð5Þ

Layer 4: (strength normalization layer) The firing strength obtained from the layer 3
is normalized by the fixed nodes present in this layer. The addition result of all rules
firing strength and the firing strength at the concerned node is compared. The output
result at each node of this layer can be expressed as

O4
i ¼ �w1 ¼ wi

w1 þw2
i ¼ 1; 2 ð6Þ

Layer 5: (consequent layer) The adaptive nodes included in this layer are the node
functions which can be expressed as the products of the normalized firing strength (i.e.
the output of 4th layer) resulting in a first order polynomial:

O5
i ¼ �w1fi ¼ �w1 ri bpð Þþ si eað Þþ tið Þ i ¼ 1; 2 ð7Þ

Layer 6: (inference layer) It is a fixed node that calculates the overall output given by

O6 ¼¼
X2
i¼1

�w1fi ¼
P2

i¼1 wifiP2
i¼1 wi

ð8Þ
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The above ANFIS model consists two adaptive layers, i.e. layer 2 & 5. In layer 2,
eight modifiable parameters are present{ci and ri: i = 1, 2, 3, 4}, these parameters are
communicated through the input membership functions called, “antecedent parame-
ters”. In layer 5 there are also six modifiable parameters {ri, si and ti :i = 1,2}. These
parameters are linked with the first order polynomial called, “consequent parameters”.
All these modifiable parameters in this ANFIS model are considered for optimization
which helps a lot for smart detection of cardiovascular disease.

4 Experimental Results

It is accurate to provide the information to the patient and adaption of different
information. Multiple agent work collectively to resolve the transportation among
them. Also this technique maximizes the accuracy and consistency in a short period of
time. The result of detection can be specified from the following table and that can be
communicated to the physician as well as the patient (Table 1).

Figure 3 shows the training data used for ANFIS modeling with BP and ECG
feature sets of 104 patients. Each input consists of three membership function, low
medium and high for BP and poor, good and moderate for ECG. With different rule
formation of these membership functions connected to these inputs provide outputs as
the cardio vascular disease.

Figure 4 shows the corresponding FIS output. Grid partitioning is used for dividing
the data. The data are trained using 50 number of epochs.

Figure 5 shows the formed rules for BP and ECG for detection of cardio vascular
disease.

Table 1. .

Sl. No. of Patient Test Fitness range Abnormality

Result SuggestionBP ECG

BP ECG BP ECG

1 65/110 Poor 80/130 Good A A Detected Consult physician

2 62/105 Moderate 80/130 Good A A Detected Consult physician
3 70/110 Good 80/130 Good A N Undefined No risk
4 80/130 Poor 80/130 Good N A Undefined No risk

5 85/125 Moderate 80/130 Good N N Not detected No risk
6 80/135 Good 80/130 Good N N Not detected No risk

7 90/140 Poor 80/130 Good A A Detected High risk
8 95/145 Moderate 80/130 Good A A Detected High risk
9 100/150 Good 80/130 Good A N Detected Consult physician

‘A’ stands for abnormality and ‘N’ stands for Normal
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Fig. 3. Plot of training data for BP and ECG using ANFIS

Fig. 4. Plot of FIS output for BP and ECG using ANFIS

Fig. 5. ANFIS rule formation for BP and ECG for detection of Cardio-Vascular disease
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5 Conclusion

In this paper, an idea is implemented to detect the cardiovascular disease in a smart
way. The two vital parameters of the above disease help efficiently for detection in
e-health care system. This detection has been communicated to physician as well as to
the patient for preferred medicine, monitoring and post care purpose. Addition of more
symptoms as well as more parameters and implementation of the same model for
detection of more diseases can be helpful in the e-health care system.
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Abstract. In order to improve the detection performance of the current detector
in urban traffic environments, a cell with greatest, smallest and averaging con-
stant false alarm rate (CGSA-CFAR) detector was proposed. By adjusting
threshold in time, based on the noise intensity, which was estimated according to
the mean and standard deviation. Digital filter banks were used to restrain noise
effectively by reducing the digital signal sidelobe powers. According to simu-
lation and analysis results with other detectors, the proposed detector had the
best detection performance, its detection rate was up to 97.70 %. The detector
was applied to a vehicle blind spot detection and warning system (BSDWS),
which was calibrated on the Chery Arrizo7 car and tested under daytime and
nighttime conditions, the average early warning rate was up to 97.84 % and
98.34 %, false alarm rate was reduced to 2.68 % and 2.40 %. The result shows
that the detector has a good detection performance in urban traffic environments.

Keywords: Signal processing � CFAR � Target detection

1 Introduction

The aim of the radar system is to determine whether a target is present or not in the
noise background environment, including thermal noise, clutter edge signals, a fixed
threshold detection scheme cannot be applied, since they might have excessive false
alarms or lower detection performance [1]. Thus, the Constant false alarm rate (CFAR)
detectors was proposed, which was used to regulate the background noise power level
based on the probability of false alarm in varying background environments. The
background power level is estimated by averaging the amplitude of the nearby cells.
The detection threshold is obtained by scaling the noise background power level
estimate value with a constant scale based on the desired probability of false alarm. At
present, CFAR detectors have been presented in the literature, which was designed to
work satisfactorily in special environments, either the clutter or multiple interfering
target environments, and their performance degraded significantly in the complex
environments [1, 2].
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In this paper, the authors have proposed a cell having greatest, smallest and
averaging constant false alarm rate (CGSA-CFAR) detector to overcome the problems
of the current detectors [3].

2 CGSA-CFAR Detector

The signal detection algorithm has a significant impact on the performance and
functionality of the radar sensor system. Algorithm selection must meet the application
scene and product requirements. The first step is to define the initial conditions, noise
analysis. Then, Signal detection algorithm is designed to confirm the performance
improvement of the radar sensor system in comparison with modern radar sensor
systems for BSD applications. We will analyze the advantages and disadvantages of
each signal detection and processing algorithm [4].

In radar systems, the received signal was sampled by the range resolution cells. The
noise background power level in the cell under test is estimated by averaging the
amplitude of the nearby resolution cells. The detection threshold is obtained by scaling
the noise power level estimate value with a constant scale which was computed based
on a desired probability of false alarm [5]. Some improved detection algorithms have
been proposed. The smallest of constant false alarm rate (SO-CFAR) detector can
obtain high detection performance [6]. The greatest of constant false alarm rate
(GO-CFAR) can get lower false alarm rate in the present of clutter edge [7]. In these
detectors, the threshold is obtained by the mean power of the noise background power.
Hence, the knowledge of the clutter edge signal statistics distribution is essential for
detector. In real environments, the clutter distribution presents non-Gaussian distri-
bution. In many literature, the clutter presented Weibull distribution [8]. Other litera-
tures showed that the clutter show compound Gaussian distribution [9]. When high
resolution radar system which operates at low grazing angles, the clutter presented the
alpha-stable distribution [10]. In the case of multi-target interfering environment, the
clutter shows Rayleigh distribution. CA-CFAR, SO-CFAR and GO-CFAR detectors
were derived based on the Rayleigh clutter distribution.

In this study, based on clutter distribution model and the most detectors, a cell
greatest, smallest and averaging constant false alarm rate (CGSA-CFAR) detector was
proposed. The proposed detector was shown in Fig. 1. At first the signals were filtered
by Digital filter banks that suppressed noise effectively by lowering the digital signal
side lobe power. The filtered digital signals were sent to the CGSA-CFAR detector.
The greatest and smallest cells for a & b in the sorted reference window were selected.
The estimate power threshold T was obtained from the average of T(m). In order to get
the proper threshold, using b�T replace T. The estimated threshold was compared with
the amplitude of the cell. The parameter b varying from 0.7 to 1.8 and size windows is
N = 16. The scale b was set 1.2. The optimization was carried out for a SNR value
equal to 20 dB.
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3 Simulation and Analysis

The detection probability was increased significantly when a huge number of cells were
included. The detector performance of the CGSA-CFAR detector is compared to that of
the conventional detectors in homogenous environments, the results were shown in
Table 1.

It could be observed from Table 1, the CGSA-CFAR detector performs better than
other detectors. For the same clutter edge samples and distribution model, different
average power level estimation method have same time and space complexity for
SO-CFAR and GO-CFAR, but GO-CFAR detection performance descended heavily in
order to keep lower false alarm rate, its detection rate was lower to 73.40 %, but false
detection rate is lower to 1.10 %. SO-CFAR has higher false alarm rate in order to keep
better detection performance, its false detection rate was higher to 17.20 %, but
detection rate is higher to 99.50 %. CA-CFAR detection performance is stable, its false
detection rate was 4.80 % and detection rate was 91.70 %. CA-CFAR presented better
detection performance in the homogeneous Gaussian background, but the detection
performance descends heavily in the presence of a clutter or interfering targets envi-
ronments. CGSA-CFAR has the advantage of the above detectors and presents better
detection performance in the homogeneous and non-homogeneous clutter background,
its false detection rate is lower to 2.60 % and detection rate is up to 97.70 % which

Fig. 1. CGSA-CFAR algorithm

Table 1. Performance simulation comparison of various detectors

Detector Time complexity/
T(n)

Space complexity/
S(n)

False detection
rate

Detection
rate

CA-CFAR O(n*1.0) O(n) 4.80 % 91.70 %
GO-CFAR O(n*1.2) O(n) 1.10 % 73.40 %
SO-CFAR O(n*1.2) O(n) 17.20 % 99.50 %
CGSA-CFAR O(n*1.4) O(n*1.3) 2.60 % 97.70 %
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could meet the most application or the product requirements. Detection performance
comparison between the detectors and CGSA-CFAR in the same background noise was
shown in Fig. 2.

The detectors is evaluated in the presence of multiple interfering targets and clutter
edge environments. It can be observed in Fig. 2 that the detectors detection probability
have little difference for SNR > 20 dB or SNR < −5 dB, but have obvious difference
for SNR verify from 5 dB to 30 dB. CGSA-CFAR detector detection performance
improved 5 dB compared with other detectors, its detection probability is still up to
97.70 % and false detection probability is lower to 2.60 %.

4 Experimental Results and Discussion

The implementation of the proposed detector was described and applied in blind spot
detection and warning system (BSDWS).

4.1 Experimental Environments

The proposed detector run on TI TMS320F28335 embedded platform and was tested in
real scenes under daytime and nighttime in Wuhu. Hardware platform has been shown
in Fig. 3(a). The two radars were installed in rear left and right and used to detect the
targets into rear blind spot zone and provide the warning information for the driver and
passenger, Radars installation has been shown in Fig. 3(b). The warning equipment
will alarm the driver and passenger when the targets coming into the blind spot zone.

Fig. 2. Detection performance comparison between the detectors

Fig. 3. Radar system hardware platform and installation
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4.2 Scenario Testing and Performance Comparisons

The real scenes conditions are shown in Fig. 4. Figure 4a shows that a tricycle is
detected in the left rear blind spot area, system gives first level warning: led on.
Figure 4b shows that a truck is detected in the left blind spot zone when the driver turn
on left turn light on, system gives second level warning: led and buzzer on. Figure 4c
shows that a car is detected in the left rear blind spot zone under rainy day, system
gives first level warning to the driver: LED is bright. On-road experimental results are
shown in Table 2. Detection rates were up to 97.84 % and 98.34 %, false alarm rates
were down to 2.68 % and 2.47 %. Compared with other detector, the proposed detector
achieves high detection rate. The proposed detector has a good detection performance
under daytime and nighttime conditions in urban traffic environments, shown in
Table 2.

5 Conclusions

In this paper, we have proposed a CGSA-CFAR detector and compared to GO-CFAR
and SO-CFAR detector in homogeneous and heterogeneous environment. The detec-
tion performance of the proposed detector is compared with the other CFAR detectors
such as CA-CFAR, SO-CFAR & GO-CFAR. It is observed that the CGSA-CFAR
detector not only performs like the CA-CFAR detectors in the homogeneous envi-
ronments but also performs robustly in non-homogeneous environments.

The complexity of the proposed detector is higher than the other CFAR detectors,
but its detection performance is better. The detector was applied on BSDWS which was
calibrated and tested on the Chery Arrizo7. Under daytime and nighttime conditions,
detection rates were up to 98.34 %, false alarm rates were down to 2.47 %. Compared

Fig. 4. Test results of the system under daytime and nighttime conditions

Table 2. Test results under day and night environments

Conditions Actual
scenes

Warning
times

False
warning
times

Warning
probability/%

False warning
probability/%

daytime 186 182 5 97.84 2.68
nighttime 121 119 3 98.34 2.47
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with other detector, the proposed detector achieves high detection rate in vehicle
detection performance. The experimental results show that the proposed detector can
present high vehicle detection performance in urban traffic environments.
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Abstract. A method presenting equipment information is proposed, based on
augmented reality. Firstly, equipment drawing is automatic generated using
Microsoft Visio Data Graphics. Then drawing information is embedded using
XML file in android platform. Finally, drawing information is superimposed on
the real-time image employing Vuforia SDK. Experimental results indicate that
the augmented reality technology employed in information navigation system of
equipment is reliable and feasible.

Keywords: Augmented reality � Operating instructions � Feature matching

1 Introduction

In the practice of information management and application, interactive electronic
technical manual, (IETM) technology has done so much, that a suit of mature com-
mercial standards is developed [1–6]. However, according to current IETM standards,
management and maintenance information of equipment are stored in the form of text,
graphics, and animations in the software. So the information and physical equipment is
isolated, then people who want to access information, have to search the IETM file.
However, traditional drawing is designed around cable. Such form of drawing is
conducive to assemble, and to calculate the cost, but this is not convenient for the
equipment user. For example, to query a flow of signal is a hard work to search.

Augmented reality technology is expected to improve the progress. It tracks camera
image, shows superimposed frame layers integrated the computer graphics and real
image, brings with immersive experience. So a method of information organization is
suggested by applying augmented reality technology: equipment navigation informa-
tion and equipment is displayed simultaneously on tablet PC screen [7–12]. By this
means, the drawing is ready in touch for equipment users.

2 Transformations Between Real-World Coordinates
and Virtual Screen Coordinate

In order to superpose the equipment information with camera image, the current rel-
ative position of real-world has to be calculated in the screen coordinate, this relative
position usually means a group of three-dimensional coordinate translation and
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rotation. In addition, if a staff interaction click is happened, then the coordinate of click
object requires to be calculate. The following detailed description of a coordinate
transformation process.

During the rotation axis it can be understood as: rotate around x, y, z-axis 3 times.
After rotation, coordinate of O − X0Y0Z0 coincide with O − XnYnZn. Therefore, the
new coordinates can be expressed as:
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Besides the coordinate rotation, there exist coordinate translation usually: suggest
the tx, ty, and tz denote the offset along x, y, z axes respectively, and (x1, y1, z1) denotes
the new coordinates, then the formula is like this:
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In the Formula (2), I denotes a third-order unit matrix. substitute Formula (2) into
Eq. (1), it can be obtained:
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Of Formula (3), (x1,y1,z1) is the coordinate of (x0,y0,z0) after coordinate
transformation.

For a point (xs,ys) on the two-dimensional screen, its coordinate is correlated to
camera coordinate system by camera internal parameter matrix Q [9]:

h
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Formula (4), h denotes affine matrix of scale factors, f denotes the focal length of the
camera, x0 and y0 are the center coordinates of camera, kx and ky denote the ratio of the
focal length factor along coordinate axes respectively, k denotes the distortion factor.
Correlate Formulas (3) and (4), the relationship matrix between two-dimensional screen
coordinate and three-dimensional coordinates of real-world is obtained:
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3 New Form of Data Presentation

Table 1 is a classical drawing. It’s obvious that this kind of drawing is cable-centric.
And it is difficult to search. Then a new drawing style is proposed. Drawing is gen-
erated based on the composite of Microsoft’s Visio and Excel. And it can be auto-
matically updated with Excel data. Then by visual registration technology, real
equipment image and augmented reality information are superimposed on the flat
panel.

3.1 Generation of Data Graphics

In Visio, it use the “Data Graphics’ technology, which can facilitate the realization of
automated data presentation.

(1) Storage of connection point in an Excel spreadsheet. The key elements of this step
is design of column. In a cable list drawing, the interest of user includes an
electrical connector signal definition, rating, signal source, destination, and the
mounting position. Based on this analysis, Excel spreadsheet column is designed
as shown Table 2.

(2) Visio Data Graphics
(a) To import excel data into visio drawing.
(b) To draw the schematic diagram which marks relative position of real electrical

connector.

Table 1. Classical list drawing of extracted from IETM

Cable
no.

Electrical
characteristic

Term1 Term2 Cable spec. Length
(cm)

Rack Pin Rack pin
204 204

1 220 V-L XT1-XS1 :3 XT1-K1 :1 Wire BVR
2.5(Red)

20

2 220 V-L XT1-K1 :2 T1 :1 Wire BVR
2.5(Red)

100

3 220 V-N XT1-XS1 :2 T1 :2 Wire BVR
2.5(Blue)

100

All wire Jacket in brown silk sleeve
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(c) To add a new “data graphics” layer in Visio, then create “data graphic” model
which defines the relative position between information and the schematic
diagram, and designs display style.

(d) To link the information data in Excel datasheet with the data electrical con-
nector drawn in (b) step.

Compared with Fig. 1, the drawing is organized like the real rack interface. This
presentation makes the representation of the drawings is consistent with the actual rack
style, can significantly improve the efficiency of the user to view. In addition, in order
to facilitate the application of augmented reality technology will combine drawing and
reality, we need to export the drawing Fig. 1 to a transparent background image.

3.2 Vision Register

Employing Visual registration technology, the camera captured images of reality and
drawing information is superimposed together. In the android platform, these situation
is realized as this: to state resource permission, to use the XML file store equipment
information, and to use OpenGL technology to implement image tracking and super-
imposed layers rendering.

(1) The statement of permission
The permission statement is required in Android operating system. And user
would authorize these permissions. Permissions needed by the project include

Table 2. Column description of excel spreadsheet

Table column
names

Column meaning Table column
names

Column
meaning

Outer panel Location automatically generated signal
leads outside the enclosure

Assignment Signal
Description

Pin position Local location pins automatically
generated

Input Output

Inner panel Location automatically generated signal
leads inside the cabinet

Rated
conditional
function

Signal
Ratings

Fig. 1. Adds equipment drawing information data pattern
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three, respectively, using the camera, read and write external memory. These
permission applications is realized by editing AndroidManifest.xml: “android.
permission.CAMERA”, “android.permission. MOUNT_UNMOUNT_FILESYS-
TEMS” and “android.permission. WRITE_EXTERNAL_STORAGE”.

(2) Equipment information storage in XML file
Android itself provides class “SharedPreferences” to read xml file. This class pro-
vides a method getStrings (“name”, “default value”) to read xml file, and subclasses
“Editor()” of “putString()” method to update/modify xml file.

(3) Visual Registration Process
(a) In the class constructor function, modify the initialization code: Initialize

renderer and tracker, then and load data.
(b) To create and set OpenGL view, add to a Activity android application

program.
(c) To start the camera and tracker.

4 User Interface Design

Software interface is divided into 3 Activity: (1) entry interface, the name and version of
the application tips. Application entry page (similar to C in the main program interface)
is configured in “AndroidManifest.xml”. Activity specify a property for the “android.
intent.action.MAIN” and “android.intent.category.LAUNCHER”. (2) provide the rack
number selection button and prompt basic information about the selected rack. (3) To
track and display image, then superimposed the equipment information. Figure 2 is the
experiment result. The Fig. 2(a) shows the real original image of equipment rack.
Comparatively, Fig. 2(b) is a image superposed equipment navigation information.

5 Summary

An equipment information navigation system is realized by utilizing augmented reality
technology. The equipment is stored in a portable tablet, by amalgamation of Visio,
Excel and Vuforia SDK, equipment navigation information is superposed on the real
image.

(1) The system changes traditional IETM presentation.
(2) The system changes the factory provided cable-centric presentation drawings, to

the user visible panel-centric approach, in favor of the query data. By Excel and
Visio data graphic, one can automatically update the drawing information easily
by modifying the Excel spreadsheet.
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