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Preface

This book contains peer-reviewed papers presented during the 10th Annual Meeting
of the Bulgarian Section of SIAM (BGSIAM), December 21–22, 2015, Sofia,
Bulgaria. The conference was hosted by the Institute of Mathematics and
Informatics of the Bulgarian Academy of Science (http://www.math.bas.bg/
IMIdocs/BGSIAM/).

The conference’s topics of interest were as follows:

• Industrial mathematics;
• Scientific computing;
• Numerical methods and algorithms;
• Hierarchical and multilevel methods;
• High performance computing and applications in the industrial mathematics;
• Partial differential equations and their applications;
• Control and uncertain systems;
• Monte Carlo and quasi-Monte Carlo methods;
• Neural networks, metaheuristics, genetic algorithms;
• Financial mathematics.

The list of the plenary invited speakers includes several internationally recog-
nized scienists: Tzanio Kolev (Lawrence Livermore National Laboratory, USA);
Johannes Kraus (Universität Duisburg-Essen, Germany); Maya Neytcheva
(Uppsala University, Sweden) and Vladimir Veliov (Vienna University of
Technology, Austria).

The further development of the society is in deep connection with the successful
solution of very challenging and extremely difficult real-life problems.
Mathematicians (both theoretical and applied), computer scientists, engineers,
physicians, chemists, biologists, etc. are developing and using complicated and
robust mathematical and computer models in the attempts to resolve successfully
such kind of problems which are appearing very often.

The Industrial Mathematics is one of the most prominent examples of an
interdisciplinary area involving mathematics, computer science, scientific compu-
tations, engineering, physics, chemistry, medicine etc.
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The tools of Industrial Mathematics are usually based on mathematical models
and corresponding computer codes that are used to perform virtual experiments to
obtain new data or to better understand the existing experimental results.

The modern fast supercomputers are one of the main tools to find accurate
enough and fast enough solutions of many of the nowadays large and very com-
plicate problems. However, unfortunately, not in all cases and not for all important
problems. Arthur Jaffe predicted in 1984 (A. Jaffe, “Ordering the universe: The role
of mathematics”, SIAM Review., Vol. 26 (1984), pp. 475–488) Although the fastest
computers can execute millions of operations in one second, they are always too
slow. This may seem a paradox, but the heart of the matter is: the bigger and better
computers become, the larger are the problems scientists and engineers want to
solve.

We, the editors of this issue, would like to thank all the referees of the presented
papers (also the referees of the not published papers) for preparing in time and for
their professional reviews and for the constructive criticism which resulted in
considerable improvements of the quality of the accepted papers.

Sofia, Bulgaria Krassimir Georgiev
Michail Todorov

Ivan Georgiev
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Factorizations in Special Relativity
and Quantum Scattering on the Line

Danail S. Brezov, Clementina D. Mladenova and Ivaïlo M. Mladenov

Abstract We extend an old result due to Piña on three-dimensional rotations to
the hyperbolic case and utilize it to construct a specific factorization scheme for the
isometries inR2,1. Although somewhat restrictive compared to Euler-type decompo-
sitions, our setting allows for gimbal lock control and decouples the dependence on
the compound transformation’s invariant axis and angle (rapidity), which provides
convenience from both theoretical and practical point of view. In some particularly
symmetric cases the solutions are obtained in a simple way from the natural parame-
terization of the Poincaré disk. Apart from the obvious relation to 2+1 dimensional
relativity, we discuss this approach in the context of the monodromy matrix descrip-
tion of quantummechanical scattering. In the case ofR3,1 isometries, our construction
is shown to generalize naturally the well-known Wigner decomposition.

1 Preliminaries

To the knowledge of the authors, Piña [1] was the first to suggest an expression for
the generic rotation that links two arbitrarily given points on the unit sphereR : u →
v ∈ S

2. Adapting his precise argument for the proper Lorentz group SO+
(2, 1), we

obtain the family of pseudo-rotations Pλ : u → v, λ ∈ RP
1 for two given vectors

u, v ∈ R
2,1 with equal norms. Namely, we set u2 = v2 = ε, where the square is

obtained with respect to the flat Lorentz metric η=diag (1, 1,−1) and ε=±1 in the
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2 D.S. Brezov et al.

space-like (respectively, time-like) case and ε = 0 in the light-like one, in which the
normalization is arbitrary.

We choose to work with the vector-parameter description of SO+
(2, 1) as being

most efficient. Let ζ = (ζ0, ζ ), ζ 2
0 − ζ 2 = 1 be a unit split-quaternion given by its

real and imaginary parts. Then, it represents an element of SU(1, 1) ∼= SL(2,R)

and thus, induces an isometry ofR2,1 via the adjoint action on the corresponding Lie
algebra identified with the space of three-vectors. Homogeneity allows for projecting

and thus obtaining the associated vector-parameter c = ζ

ζ0
(see [2]). Note, however,

that c is not a vector as it inhibits a projective space, e.g. vector-parameters of half-
turns correspond to infinite points. Moreover, if we express the hyperbolic dot and
cross products in terms of their Euclidean analogues as

c2 · c1 = ( c2, η c1), c2� c1 = η (c2× c1)

we obtain the natural composition of such objects

〈 c2, c1〉 = c2 + c1 + c2� c1
1 + c2 · c1 (1)

inherited from split-quaternion multiplication. The latter reduces to vector summa-
tion only in the infinitesimal case or if c1,2 are both mutually parallel and orthogonal
null vectors. The above definition also allows for representing the associated R

2,1

isometry (pseudo-rotation) in the Cayley form

Cay : c ∈ RP
3 −→ P(c) = I + c�

I − c� ∈ SO(2, 1) (2)

whereI stands for the identity in R2,1 and c� = η c× ∈ so(2, 1) extends the Hodge
duality and thus yields c�

2 c1 = c2 � c1 in analogy with c×
2 c1 = c2 × c1.

Now, let us return to Piña’s construction. He argues that the invariant axis of a
rotation R : u → v must lie in the plane of mirror symmetry between u and v. The
same is true in the hyperbolic case as well, so we may write

c = α (u�v) + β (u + v), α, β ∈ RP
1

and applying formula (2), substitute the above expression into the relation

(
I + c�)

u = (
I − c�)

v.

Under the reasonable assumption u �= v, this yields α = − 1

ε + u · v , but fails to
determine the second parameter β. Then, the solution can be written in the form

c = − 1

ε + u · v (u � v + λ (u+v) ) (3)
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which is more suitable for our further study. Note that the parameter λ ∈ RP
1 may

become infinite in the time-like case ε = −1 that corresponds to a half-turn. For
space-like vectors, i.e., ε = 1, λ = ∞ yields a time-reversing boost, which is not an
element of the properLorentz groupSO+

(2, 1),while in the isotropic case ε = 0 such
choice of λ leads to a divergent pseudo-rotation matrix (2) and is thus not allowed.
Similar divergence is present for c2 = 1. Such peculiarities of the hyperbolic setting
related to its light cone structure lead to the appearance of a singularity other then the
gimbal lock. In [3] we investigate this phenomenon (naturally referred to as isotropic
or light cone singularity) in the context of generalized Euler-type decompositions.

2 The Conjugated Decomposition Technique

Elsewhere (cf. [2, 3]) we have developed techniques for decomposing generic trans-
formations in SO(2, 1) and SL(2,R) ∼= SU(1, 1), which generalize the Euler and
Iwasawa decompositions, and discuss possible applications in 2+1 dimensional spe-
cial relativity and quantum mechanical scattering. The focus of the present article
lies on a more specific type of factorizations, namely

P(c) = P−1
1 P−1

2 P3P2P1, Pi = P(ci ) (4)

we refer to as “conjugated” due to the following property

P−1
1 P−1

2 P3P2P1 = P
(
P−1

1 P−1
2 c3

) =⇒ c3 = P2P1c (5)

which demands that c3 has the same norm as c and we may apply formula (3) to
obtain the λ-labelled set of solutions for the vector-parameter c̃ = 〈 c2, c1〉.

Let us first denote c = τn and ci = τi ĉi , where n and ĉi are normalized in the
sense that ε = n2 = ±1 in the space-like (respectively time-like) case and ε = 0 in
the isotropic one, and similarly for εi = ĉ2i . Moreover, we make use of the notation
(no summation is involved)

υi = n · ĉi , υ̃k = εi jk ĉi � ĉ j · n, ω = ĉ1� ĉ2 · ĉ3
where εi jk is the Levi-Civita symbol and i, j, k take different values.

Then, applying formula (3) to the transformation P2P1 : n → ĉ3, we obtain

c̃ = 〈 c2, c1〉 = − 1

ε + υ3

(
n� ĉ3 + λ (n + ĉ3)

)
(6)

and the next step is to express the above vector-parameter as a composition

c̃ = 〈 τ2 ĉ2, τ1 ĉ1〉
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with suitable coefficients τ1,2 ∈ RP
1. Multiplying both sides of the above equality

on the left with c̃� and taking dot products with ĉ1,2 yields

τ1 = c̃· ĉ1� ĉ2
c̃· ĉ[2g1]1

, τ2 = c̃· ĉ1� ĉ2
c̃· ĉ[1g2]2

(7)

where we use the standard notation a[i b j] = aib j − a jbi for anti-symmetrization and
the scalar parameters τ1,2 are determined by substituting (6) into (7).

Note that the above solutions are valid only on a zero-measure set, since there are
two parameters available and the dimension of the group is three. The condition may
be derived from the invariant axis theorem asserting that

P̃ = P2P1 ⇐⇒ ĉ2 · P̃ ĉ1 = ĉ2 · ĉ1 (8)

which we write, using again the Cayley representation (2), in the form

c̃ � ĉ2 ·
∞∑

n=0

(c̃�)n ĉ1 = 1

1 − c̃2
(
ĉ1 · c̃ � ĉ2 + c̃� ĉ1 · c̃ � ĉ2

) = 0.

This ultimately leads to the simple equality

c̃ · ĉ1� ĉ2 = c̃ � ĉ1 · c̃� ĉ2 (9)

that will be used later to determine the value of λ in (6). Let us first point out, however,
that formula (5) demands that the vectors c and c3 are of the same type (ε3 = ε).
This is a very restrictive condition and it is therefore wise to choose the three axes in
the decomposition to represent the three types of vectors in R

2,1 as in the classical
Iwasawa setting, after which, to allow permutations.

Condition (9) leads to a quadratic equation for λ in the form

((υ1+g13)(υ2+g23) − 2g12(υ3+ε)) λ2 − (
υ̃1υ̃2 + g12(υ

2
3 −ε2) + υ[1g2]3(υ3+ε)

)

+ (υ̃2(υ2+g23) − υ̃1(υ1+g13) + (υ̃3+ω)(υ3+ε)) λ = 0

whose discriminant needs to be non-negative, i.e.,

Δ = 4 ((υ1+g13)(υ2+g23)−2g12(υ3+ε))
(
υ̃1υ̃2 + g12(υ

2
3 −ε2)+υ[1g2]3(υ3+ε)

)

+ (υ̃2(υ2+g23) − υ̃1(υ1+g13) + (υ̃3+ω)(υ3+ε))
2 ≥ 0 (10)

in order to ensure the existence of real solutions given by the formula

λ± = υ̃1(υ1+g13) − υ̃2(υ2+g23) − (υ̃3+ω)(υ3+ε) ± √
Δ

2 ((υ1+g13)(υ2+g23) − 2g12(υ3+ε))
· (11)
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Then, the scalar parameters τ1,2 may be expressed as

τ±
1 = (υ3+ ω) λ± − υ[1g2]3

(g1[1υ2] + g1[1g2]3) λ± − ε1υ̃1 − g12υ̃2
(12)

τ±
2 = (υ3+ ω) λ± − υ[1g2]3

(g2[2υ1] + g2[2g1]3) λ± + g12υ̃1 + ε2υ̃2
·

In particular, for n=±ĉ1 one has the condition ĉ2 ∈ Span{n�ĉ3,n ± ĉ3} that
yields g23=±υ3, which is obviously guaranteed in the Davenport setting. Note that
in the case of two axes (ĉ3 = ĉ1) the equation for λ is reduced to

(υ2 − g12) λ2 + 2 υ̃3λ + ε υ2 + g12(ε − 2 υ1) = 0. (13)

For example, in the Z X Z setting one may express the unit time-like vector

n = (sh θ cosϕ, sh θ sin ϕ, ch θ)t

in terms of its coordinates θ, ϕ on the unit hyperboloid and thus to obtain

λ± =
−n2 ±

√
n23 − 1

n1
= 1 ∓ sin ϕ

± cosϕ

which finally yields for the scalar parameters

τ±
1 = n3λ± + n1

n1λ± + n2
= ch θ secϕ ± (cosϕ − cth θ)

τ±
2 = n3λ± + n1

(1 + n3)λ±
= 1

2

(
1 + th

θ

2

)2

± th
θ

2
sin ϕ.

(14)

More Examples

Similarly, for the XY Z decomposition one has

λ± =
n22 + (1 + n3)(1 ±

√
n21 + 1)

n1n2

and the solutions for τ1,2 are even more complicated, namely

τ±
1 = 1 − n3

n2 − λ−1
± n1

, τ±
2 = 1 − n3

n1 + λ−1
± n2

· (15)

This complexity implies that there should be a more appropriate setting for the
hyperbolic case. One such setting is given by the classical Iwasawa
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decomposition of the spin covering group SL(2,R), which induces in SO(2, 1)
configurations like WXZ , ZWY and XYW , where the axis OW is the bisectrix of
OX and OZ determined by the isotropic directional vector w = (1, 0, 1)t . Some of
these configurations, however, involve light cone singularities, as we shall see below.
Let us consider the WY Z setting, in which it is not hard to obtain

λ+ = n1 − n3 − 1

n2
, λ− = n2

n3 − n1 + 1
·

Due to the presence of isotropic singularity, we cannot apply (12) directly, but
rather use the formulas (60) in [3] instead, which in this case amounts to

τ1= (ĉ2� c̃)◦

(c̃· ĉ2) ĉ◦
1 − (ĉ1� ĉ2)◦

, τ2= (ĉ1� c̃)◦

(ĉ1� ĉ2)◦ − (c̃· ĉ1) ĉ◦
2

· (16)

Here x◦ = (x,w) stands for the Euclidean dot product of a vector x ∈ R
2,1 with

the isotropic direction w. One may easily verify that the solutions

2 τ±
1 = (1 + n3 + n1)λ± + n2

n2λ± + 1 + n3 − n1
, τ±

2 = n2
1 + n3

λ± (17)

yield an ill-defined transformation (2) for λ+, so only λ = λ− is relevant. Another
way to see this is to note that only λ− yields c̃ ⊥ w, which is necessary in the presence
of a light cone singularity. Simplifying the so obtained solutions finally yields (note
that in the isotropic case we have φ = 2τ )

2 τ1 = n2
n3 − n1

=⇒ φ1 = th θ sin ϕ

1 − th θ cosϕ
(18)

τ2 = n22
(1 + n3)(1 + n3 − n1)

=⇒ φ2 = 2 arcth

(
th2 θ

2 sin
2 ϕ

1 − th θ
2 cosϕ

)

·

These expressions have a nice geometric interpretation. Namely, if n → z ∈ D

is the standard projection from the hyperboloid to the unit Poincaré disk given by

the linear-fractional transformation z = n1 + in2
1 + n3

= th
θ

2
eiϕ , then φ2 is equal to the

hyperbolic norm

∥∥
∥∥

�2(z)

1 + �(z)

∥∥
∥∥
D

and similarlyφ1 = �(z̃)

1 + �(z̃)
, where z̃ = n1 + in2

n3
=

th θ eiϕ ∈ D.
Next, we consider the WY X setting for the space-like case ε = 1, in which

Δ = (
(n1 − n3 + 1)2 − n22

)2 ≥ 0
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and the solutions for λ± are given by the expressions

λ+ = n1 − n3 + 1

n2
, λ− = n2

n1 − n3 + 1
·

Note, however, that the light cone singularity is present here as well, so once more
we need to use formula (16), which yields the solutions in the form

2τ±
1 = n2 + (n1 + n3 + 1)λ±

n2λ± − (n1 − n3 + 1)
, τ±

2 = −n2λ± + n3
1 + n1

·

In particular, we see that τ+
1 =∞ and τ+

2 =−1 that are not admissible values for
an isotropic (respectively, space-like) direction, hence, λ ≡ λ− and

2τ1 = n2
n3 − n1

, τ2 = n1−n3−1

n1−n3+1
· (19)

Substituting one possible parameterization of space-like unit vectors, namely

n = (sin ϕ ch θ, cosϕ, sin ϕ sh θ)t

in the above solutions, we easily obtain for the corresponding rapidities

φ1 = −eθcot ϕ, φ2 = −2 arcth

(
eθ − sin ϕ

eθ + sin ϕ

)
· (20)

Finally, consider the case of isotropic invariant vectors

n = (
u2− v2, 2uv, u2+ v2

)t
, u, v ∈ R

in which it is convenient to decompose in the XYW setting that leads to

Δ = 4n42 ≥ 0

and respectively

λ+ = 0, λ− = − 2n22
n3 − n1

·

Since τ+
2 = 1 is not an admissible value for a space-like direction, we conclude

once more that λ ≡ λ− and obtain the solutions

τ1 = n2
1 − n3

− n2
n3 − n1

, τ2 = 1 − 2
n3 − 1

n1 − 1
· (21)
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With the aid of the alternative parameterization

n = (� z2, � z2, |z |2)t , z = u + iv ∈ C

the above expressions may be written also in the compact form

τ1 = � z2

1 − |z |2 + arg iz, τ2 = 1 − 2
1 − |z |2
1 − � z2

· (22)

3 Applications

A major advantage of the approach presented here, noticeable at first glance, is that
it separates the dependence on the orientation of the compound transformation’s
invariant axis n (affecting only τ1,2) and the one on the scalar parameter τ = τ3.
Thus, we obtain a coordinate change (θ, ϕ, φ) → (φ1, φ2, φ3) on SO

+
(2, 1), which

resembles the cylindrical coordinates in the Euclidean case: namely, it is trivial for
the third parameter φ3 = φ and φ1,2 = φ1,2(θ, ϕ). This might come quite handy
for the study of infinitesimal variations of the compound transformation’s vector-
parameter c → c + δc. The total derivative has a longitudinal and normal component
ċ = τ̇n + τ ṅ with ṅ · n = 0 and for the former we have τ̇ = τ̇3, while the latter is
given as a linear combination of the partial ones ∂θ,ϕφ1,2. Consider for example the
standard parameterization

n = (sh θ cosϕ, sh θ sin ϕ, ch θ)t

of a unit time-like vector n ∈ R
2,1. Straightforward differentiation yields

ṅ(θ, ϕ) = θ̇
∂n
∂θ

+ ϕ̇
∂n
∂ϕ

=
⎛

⎝
θ̇ ch θ cosϕ − ϕ̇ sh θ sin ϕ

θ̇ ch θ sin ϕ + ϕ̇ sh θ cosϕ

θ̇ sh θ

⎞

⎠ ·

On the other hand, working with the two projections to the unit disc presented

above, namely z = th
θ

2
eiϕ and z̃ = th θ eiϕ , for which we have

ż = (
θ̇

2
(1 − th2

θ

2
)+ i ϕ̇ th

θ

2
)eiϕ, ˙̃z = (

θ̇
(
1 − th2θ

)+ i ϕ̇ th θ
)
eiϕ

and using the alternative form of the solutions (18), we finally obtain

τ̇1 = �( ˙̃z)+ϕ̇|z̃|2
2 (1+ �(z̃))2

, τ̇2 = �(z)

(1+ �(z))2
(�(ż)(2+�(z))+ ϕ̇|z|2). (23)
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Moreover, we may directly parameterize with z, z̃ ∈ D, such that z̃ = r̃eiϕ has the
argument of z = reiϕ and twice its hyperbolic norm, i.e.,

r̃ = 2r

1 + r2
, r = 1 − √

1 − r̃2

r̃
, r, r̃ ∈ [ 0, 1 ).

Then, working only in terms of r and ϕ, we easily express

ż = (ṙ + i r ϕ̇) eiϕ, ˙̃z = 2 eiϕ

(1+r2)2
(
(1−r2) ṙ + i r(1+r2)ϕ̇

)

after which the derivatives of the solutions are obtained from Eq. (23).
Although the time-like case is somewhat special due to its importance for the

2 + 1 dimensional relativity,1 a similar approach may be used also for space-like
or isotropic invariant axes n and for various decomposition settings. Consider for
example the variation of a space-like vector-parameter in the WY X decomposition
setting discussed above. We obviously have

ṅ = θ̇
∂n
∂θ

+ ϕ̇
∂n
∂ϕ

and the scalar parameters may be derived directly from (20) in the form

τ̇k = θ̇
∂τk

∂θ
+ ϕ̇

∂τk

∂ϕ

which yields in this particular case

τ̇1 = eθ

2

(
ϕ̇ csc2ϕ − θ̇ cot ϕ

)
, τ̇2 = 2 eθ

(eθ+ sin ϕ)2

(
ϕ̇ cosϕ − θ̇ sin ϕ

)
.

The Monodromy Matrix

Another possible application may be found in the quantum mechanical description
of scattering on the line via the so-called monodromy matrix

M =
(
a b
b̄ ā

)
∈ SU(1, 1) (24)

that relates left and right free particle asymptotic solutions (see [4] for details). Its
entries are expressed in terms of the transition and reflection coefficients (usually

1n may be interpreted as a generator of the Wigner little group of a massive particle.
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denoted by t and r , respectively) as a = 1

t̄
, b = − r̄

t̄
· The correspondence between

split-quaternions and hyperbolic vector-parameters2

ζ±
◦ = ±(1 − c2)−

1
2 , ζ± = ζ±

◦ c (25)

allows for applying the construction from the previous section and the compound
vector-parameter c associated withM can be written in the form

c = 1

�(t)

( −�(r t̄), �(r t̄), �(t)
)t

. (26)

Therefore, one has the choice whether to stay in the SO(2, 1) setting and then lift
the results to the covering group via formula (25) or work directly in SU(1, 1) using
the corresponding adjoint action, split quaternion multiplication and Killing form
(see [3] for details). Note that in the above correspondence reflectionless potentials
are associated with rotations by an angle φ = 2 arg (t) about the OZ axis in R

2,1,
while potentials with real transition coefficient correspond to pure Lorentz boosts
with scalar parameter τ = |r |. In particular, their invariant axis is aligned along OX
if the reflection coefficient r happens to be real as well, and respectively, along OY ,
if r is purely imaginary. Choosing these basic directions in a given decomposition is
equivalent tomodelling the compound scattering potential with a sequence of simpler
ones. Next, we are going to illustrate this idea with an example. Consider a potential
corresponding to a pure boost (t ∈ R) and a X ZX decomposition setting. Note that in
this case the boost invariant vector may be aligned with OX with a single rotation by
an angle φ2 = arg r − π about the OZ axis (in this case φ1 = 0). The third (middle)
transformation is a boost about OX with a scalar parameter τ3 = τ = |r |. Hence,
the SO(2, 1) decomposition scheme considered above has a natural lift to the spin
cover SU(1, 1) ∼= SL(2,R) with a matrix representation

1

t

(
1 −r̄

−r 1

)
= 1

t

(
ei(π−argr) 0

0 ei(argr−π)

)(
1 −|r |

−|r | 1

)(
ei(argr−π) 0

0 ei(π−argr)

)
·

This is an effective factorization of M into a pair of mutually inverse phase-
shifting terms and a phase preserving scatterer in the middle. Differentiating in this
setting is almost trivial—the two end terms are affected only by varying the phase of
the compound reflection coefficient r , while the middle one depends on both t and
|r |. For the angles (rapidities) this yields

φ̇2 = �(r)�(ṙ) − �(r)�(ṙ)

�2(r) + �2(r)
, φ̇3 = �(ṙ) + �(ṙ)

√�2(r) + �2(r)
· (27)

2Here the different sings correspond to the two sheets of the spin cover (see [2]).
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Although the above example is certainly oversimplified, an identical treatment is
applicable to far more complicated configurations as well.

4 Extension to the 3+1 Dimensional Minkowski Space

The local isomorphism
SO+

(3, 1) ∼= SO(3,C)

allows for extending the vector-parameter construction to the six-dimensional proper
Lorentz group via complexification, i.e., c ∈ CP

3 (see [5] for details). Let us note
that the correspondence between vector-parameters and Lorentz transformations in
Minkowski space is explicitly given as (see [5, 6] for details)

Λ(c) = 1

|1 + c2|

⎛

⎝
1 − | c |2 + c⊗ c̄t + c̄⊗ ct + (c+ c̄)× i(c̄ − c+ c̄ × c)

i(c̄ − c − c̄ × c)t 1 + | c |2

⎞

⎠·

In the reverse direction we denote Λ̃ = Λ − η̃ Λt η̃, where η̃ = diag(1, 1, 1,−1)
stands for the flat Lorentz metric in R

3,1, and hence derive the correspondence

c = 1

trΛ

⎛

⎝
Λ̃32 + iΛ̃14

Λ̃13 + iΛ̃24

Λ̃21 + iΛ̃34

⎞

⎠ , c̄ = 1

trΛ

⎛

⎝
Λ̃32 − iΛ̃14

Λ̃13 − iΛ̃24

Λ̃21 − iΛ̃34

⎞

⎠· (28)

Since theMinkowski space-timeR3,1 is even-dimensional, the existence of invari-
ant axes is ensured only by the Plücker relations

(� c,� c) = (� ĉk,� ĉk) = 0, k = 1, 2, 3. (29)

On the other hand, decomposability with real scalar parameters demands

(� c,� ĉk) + (� ĉk,� c) = 0 (30)

which effectively projects the kinematics to a three-dimensional (space-like, time-
like or light-like) hyperplane. In the generic setting, however, the absence of invari-
ant axes is an obstacle to the proper formulation of the problem itself. The classical
Wigner decomposition in this case turns out to be much more convenient. It is per-
formed by conjugating a rotation with a pure boost, i.e.,

Λ(c) = Λ(−c̃)Λ(c0)Λ(c̃), � c̃ = � c0 = 0 (31)
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which yields a representation of the Wigner little group of a massive particle. More
precisely, considering the momentum in the rest frame, we see that the left-hand side
needs to preserve the time direction. This is only possible if (α,β) = 0, where the
notation α = � c and β = � c is used, i.e., c = α + iβ. In the decomposition (31)
onemay choose c0 proportional to the real (rotational) component of c, i.e., c0 = μα.
Following the idea of [1], one obtains

c̃ = 1

c20+(c, c0)
( c×c0 + λ(c+ c0) ) , λ ∈ CP

1 (32)

and taking into account that c20 = c2 = α2−β2 (α⊥ β), it is easy to derive

c̃ = 1

μ(μ+1)α2
(λ(c+ μα) + iμβ×α) , μ =

√

1 − β2

α2

for which an invariant axis exists as long as (� c̃,� c̃) = 0, hence, �(λ2) = 0. If we
choose λ ∈ R, demanding that the conjugation is performed with a pure boost (as in
the classical Wigner setting) yields λ ≡ 0, so we finally obtain

c0 = μα, c̃ = i

μ+1

β×α

α2
, μ =

√

1 − β2

α2
· (33)

The case of purely imaginary λ seemingly leads to an arbitrary choice of the
parameter, but unless we set λ ≡ 0, we end up with a non-trivial rotational contribu-
tion due to the real counterpart � c̃ ∼ iλβ, which effectively alters c0. Note that the
solution (33) may be derived from the vector-parameter composition law demanding
only orthogonality, i.e., c0 = μα and c̃ = iνβ×α with α⊥ β. Instead of formula (1),
however, we use its (complexified) Euclidean analogue (cf. [3]). The decomposition
(31) is then written as 〈c0, c̃〉 = 〈c̃, c〉, which yields our solution in the equivalent
form

μ + νβ2 = (1 + μ)να2 = 1 =⇒ ν = 1 − μ

β2 , μ =
√

1 − β2

α2
·

To illustrate the method we decompose the Lorentz transformation given by

Λ = 1

5

⎛

⎜⎜
⎝

−4 12 3 12
12 −11 −4 −16
−3 4 −4 4

−12 16 4 21

⎞

⎟⎟
⎠ =⇒ c =

⎛

⎝
4
3
4i

⎞

⎠
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whereweuseEq. (28) to obtain c. Sinceα⊥ β, formula (33) yields c0 = 1

5
(12, 9, 0)t

and c̃ = i

10
(−3, 4, 0)t , so we factorize Λ = Λ̃−1Λ0 Λ̃ with

Λ0 = 1

125

⎛

⎜⎜
⎝

44 108 45 0
108 −19 −60 0
−45 60 −100 0

0 0 0 1

⎞

⎟⎟
⎠ , Λ̃ = 1

75

⎛

⎜⎜
⎝

93 −24 0 −60
−24 107 0 80

0 0 1 0
−60 80 0 125

⎞

⎟⎟
⎠ ·

Certainly, there are alternative boost-rotation decompositions, for example

α⊥ β ⇒ Λ(α+ iβ)=Λ(iβ̃+)Λ(α)=Λ(α)Λ(iβ̃−), β̃± = I ± α×

1+ α2
β.

One may also consider the isotropic case by choosing a light-like direction c0 and
thus study the corresponding Wigner little groups for the case of massless particles.
However, we restrain from such a discussion here as it is far from the primary
objective of the present section—merely to provide a simple example.

5 Final Remarks

The non-negative discriminant condition (10) that guarantees real solutions (12)
may be interpreted as a condition for the existence of a Lorentz transformation3

P̃ = P2P1 : n → ĉ3, which is decomposable into a pair of pseudo-rotations with
invariant axes ĉ1 and ĉ2, respectively. Of course, the compound pseudo-rotation
P needs to be decomposable into five factors in the first place. The condition for
this is slightly more complicated compared to the Euclidean case due to the non-
compactness of SO(2, 1). This issue, thoroughly examined in [7], may be avoided
by choosing the decomposition settings carefully.

There is a peculiar geometric interpretation of our method, which we explain
by analogy with the Euclidean case. Namely, it is obvious that a special orthogonal
matrix is always conjugated to a rotation about a given axis, say OZ . The conjugation
may be decomposed according to the standard Euler Z X Z setting, which effectively
reduces the factors to five due to the equality

R = R1(−α)R2(−β)R3(−γ )R3(φ)R3(γ )R2(β)R1(α) = R−1
1 R−1

2 R3 R2 R1.

The latter naturally extends to the hyperbolic case and allows for deriving the
condition (10) in an alternative way (see [3] for details). On the other hand, since
the solution is actually independent on the γ -parameter, gimbal lock is no longer an
issue, although the light-cone singularity is still possible.

3This is certainly not possible unless ĉ3 has the same geometric type as n, i.e., ε3 = ε.
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As for the six-dimensional case, similar arguments hold for the Lie groupsSO(4),
SO(2, 2) and SO∗

(4). Thus, one may naturally exploit a generalized Wigner con-
struction, as well as alternative factorization techniques (see [6] for examples).
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Decision Support Tool in the Project
LANDSLIDE

Nina Dobrinkova and Pierluigi Maponi

Abstract In the framework of the LANDSLIDE project has been fulfilled field
work on the test areas in Bulgaria, Italy, Poland and Greece. The project goal is to
create a software tool helping the decision makers in cases of landslides with up to
20m depth which can estimate the soil movement by calculating soil moisture and
meteorological data conditions which in the literature are considered asmain triggers
in such natural hazards.

Keywords Landslide hazard · Soil moisture · Limit equilibrium analysis

1 Introduction

The project LANDSLIDE risk assessment model for disaster prevention and mitiga-
tion (acronym: LANDSLIDE) is a European project, co-financed by the Directorate
General Humanitarian Aid and Civil Protection of the European Commission, with
the aim to develop an innovative risk assessment tool to predict and evaluate landslide
hazards. The project is with duration 24months starting from 1st January 2015 and
ending on 31st December 2016. The project has been proposed, because landslides
occur in many different geological and environmental settings across Europe and
are a major hazard in most mountainous and hilly regions [1]. Every year landslides
cause fatalities and large damage to infrastructure and property. One of the reasons
land-slides to activate its potential is intense or long lasting rainfalls. This is the most
frequent trigger of landslides occurrence in Europe [2], and is expected to increase in
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the future due to climate change. Methods for landslide hazard evaluation are today
mainly based on scientific literature of geomorphologic studies and of historical land-
slide events, see [3, 4] and the references therein for an example; these studies do not
consider or underestimate the impact of climate change. Therefore, it is important
that interdisciplinary approach for landslide monitoring and prediction between the
nowadays ICT (Information and Communications Technology) solutions and land-
slide experts has to start. This cooperation is useful in order to provide new tools that
can adapt to the new conditions by correctly evaluating and predicting landslide haz-
ards which is a fundamental prerequisite for accurate risk mapping and assessment
and for the consequent implementation of appropriate prevention measures.

A physical approach to this problem can be based on the so-called Limit Equilib-
riumAnalysis and theMohr-Coulomb relation for the shear strengths of thematerials
along the potential failure surface, see [5] for details. However, the practical applica-
tion of this theory to the landslide hazard evaluation requires the knowledge of soil
moisture. The main scientific contribution of the project is given by a new procedure
to evaluate landslide hazard level, where the main components are the soil mois-
ture dynamics and the slope stability analysis. This physics-based procedure allows
the evaluation of the hazard level directly from weather forecast data. The resulting
hazard evaluation system works in continuous-time and provides hazard maps every
daily. These maps depend on the relevant geomorphological features of the test area
and of the weather data, so the statistical analysis of a long series of such maps may
also provide the impact of climate change on the study area.

The LANDSLIDE project, coordinated by the University of Camerino, is made
up of 6 partner organizations coming from Italy, Bulgaria, Greece and Poland:

• University of Camerino (project Coordinator), Italy

– Institute of Information and Communication Technologies—Bulgarian Acad-
emy of Sciences, Bulgaria

– National Observatory of Athens—Institute of Geodynamics, Greece
– Province of Ancona, Italy
– Regional Government of Smolyan, Bulgaria
– Bielsko-Biala District, Poland

This partnership aims jointly to develop a Landslide Hazard Assessment Model
that will be tested in four hydrographic basins selected as test sites. This model and
software will be able to make completely automatic predictions of landslide hazards
which may occur in soil up to 20th meter depth. The predictions can be automated on
a day to day basis, as well as to correctly evaluate the impact of climate change, in a
medium long term. The system, which is still under development, focus on landslides
with dept up to 20m, because themeteorological conditions usually influence on such
landslides. Deeper soil anomalies are thought by literature as more complex than just
weather conditions driven natural hazards.
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2 Description of the Dynamic Evaluation of Soil-Moisture
Content in LANDSLIDE Project Software Tool

The main components in the method for the computation of landslide hazard are: the
soil moisture dynamics and the slope stability analysis. The following subsections
give a detailed description of these two components.

2.1 Soil Moisture Dynamics

The dynamics of soil-moisture content is a complex phenomenon depending on
atmospheric conditions, geological features of the region under study, and the corre-
sponding land use. It can be formally described by diffusion equation models arising
from Darcys law, and mass continuity law. These models depend on several parame-
ters that should be chosen on the basis of the geological features of the region under
study. When these parameters are set, a numerical approximation method must be
used for the computation of the soil-moisture dynamics from the weather data inputs.
This model is usually called the Richards equation:

(
C(ψ) − S

θ(ψ)

n

)
∂h

∂t
= ∇ (K (ψ)∇h) + W (x, y, z, t) − ET (x, y, z, t),

(x, y, z) ∈ B, t > 0 (1)

where h = ψ + z is the hydraulic head and ψ is the pressure head, K is a diagonal
matrix describing the hydraulic conductivity, which measures the ability of water to
flow in the porous isotropic medium, C is the specific moisture capacity, S is the
storage coefficient, n is the porosity of the soil, W is the recharge and it is related
to the rate of precipitation, ET is the evapo-transpiration and it represents the loss
of water due to the evaporation and transpiration of plants. Note that in (1) appears
also function θ, that is the water content of the soil; it can be computed from the
pressure headψ through theVanGenuchten formula [1]. So, the soil moisture content
θ can be obtained from the knowledge of the solution h of the Eq. (1). See [2, 6]
for a detailed description of the Richards equation. The spatial domain B, where
Eq. (1) is defined, gives a three-dimensional description of the basin under study.
In particular, B is given by a slice of soil beneath the slope under study; so, the
boundary ∂B of B is constituted by a top surface ST , describing the soil surface, a
bottom surface SB describing the depth where the soil moisture content is analyzed,
and a vertical surface SV joining the boundary of ST and SB . The two source termsW
and ET appearing in Eq. (1) depend on the weather data and on the land use. These
functions have a narrow support that extend beneath top surface ST ; moreover, W is
computed from the precipitation data, and ET from the so called Penman-Montieth
equation [6], that gives an evaluation of evapo-transpiration by using vegetation
data and weather data. Appropriate initial-boundary conditions must be considered
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with Eq. (1) in order to define a unique solution h, see [2] for details. The resulting
initial-boundary value problem constitutes the proposed model for the soil moisture
dynamics. The numerical solution of this problem is computed by a finite difference
method resembling thewell-knownCranck-Nicolsonmethod for diffusion problems,
see [3] for details.

2.2 Slope Stability Analysis

This analysis must give an evaluation of the resistance of inclined surfaces to failure
by sliding or collapsing. The hazard degree can be expressed by the factor of safety
F, which is the ratio between the forces that prevent the slope from failing and those
that make the slope fail; the Mohr-Coulomb criterion [4] is used for this evaluation.
Of course, when the factor of safety is less than one the slope should be considered
unstable. Different methods can be used for the evaluation of F. The Infinite Slope
Model is probably the simplest possible method: the soil surface is approximated
by an infinite inclined plane. In this case the following approximation of F can be
obtained:

F = C + (zγ − zwγw) cos2(β) tan(φ)

zγ sin(β) cos(β)
(2)

whereC is the effective cohesion, γ is theweight of soil, γw is theweight ofwater soil,
z is the depth of failure surface, zw is the depth of water table, β is the slope surface
inclination, φ is the angle of internal friction, [4] for details. The factor of safety F
can be easily computed from formula (2) in every point of the slope under study.
In the LANDSLIDE project this is used as a first estimate of the landslide hazard
index, that is automatically produced by the software tool. The corresponding risk
map is delivered to the competent territorial authority, that, on the base of this map,
can also require a more detailed analysis on small portions of the slope under study.
The accurate estimation of the factor of safety F is obtained by a three-dimensional
version of the method of slices. In this method the slab of soil beneath the slope is
discretized by several vertical columns, where it is considered the forces equilibrium
and the corresponding moments equilibrium along the three coordinate directions.
For sake of brevity a detailed description of this method must be omitted, however
an exhaustive explanation of the method of slices is provided in [7].

3 Test Beds in the Project LANDSLIDE

The areas where the software developed under the project LANDSLIDE is going to
be tested and validated are located on the territories of Greece, Italy, Bulgaria and
Poland. Short descriptions and fulfilled work in order the software requirements to
be implemented will be briefly introduced.
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The first test area is located on Peloponnesus peninsula in Greece. The responsi-
ble partner for that area is the National Observatory of Athens (NOA) implement-
ing all LANDSLIDE activities. Peloponnesus is a very mountainous area with over
1,000,000 inhabitants, including also remote villages at risk of landslides. The ter-
ritory is administratively divided between the Region of Peloponnesus with Tripoli
as the capital city and the Region of Western Greece with Patras as the capital city.
The area of Panagopoula was chosen as the test site, because past landslide events
have cut rail and road connection from the Greek capital Athens to Patras for weeks.
Patras is the most important port of western Greece. At the moment new rail and road
connections from Athens to Patras (co-financed by European Union) are being con-
structed under Panagopoula as the morphology of Northern Peloponnesus does not
allow any alternatives. Anymajor landside eventmay have tremendous consequences
for the economy of western Greece. The Panagopoula landslide area is situated in the
northern part of the Prefecture of Achaia (northwestern Peloponnesus, about 15km
east of Patras). NOA has selected the pilot area very carefully. All measurements on
the field have been completed and 10 GIS maps were elaborated. To correctly collect
data, a meteorological station has been acquired and installed in a safe position and
started transmitting data in real time in the weather meteorological stations network
of NOA.

The second test area is located in Province of Ancona Italy. The pilot area selected
for the test and implementation of the LANDSLIDE model and software in Italy is
a hydrographic basin of 11.69 sq. km located in the mid part of the Esino River
basin (i.e. in the central part of the territory of the Province of Ancona). The test
area was chosen as it is representative, also of the other hydrographic basins of the
Province of Ancona: in effect about 30% of the whole test area is concerned by
landslides (i.e. 3.55 sq. km) and a landslide has recently damaged and interrupted
the provincial road connecting 3municipalities. Furthermore, several meteorological
stations are located in the test area and previous geological and geotechnical studies
have already been carried out. Having identified the hydrographic basin, drilling and
sampling operations are being implemented according to the protocol agreed among
project partners, as well as geological and geomorphological data of the area, are
being collected to elaborate GIS maps. It is crucial to note that more than 300 sq. km
(15.6% of the whole provincial territory) are afflicted by landslides. According to
the Basin Authority of the Marche Region: out of a total number of 18815 landslides
that occurred on the territory of the Marche Region, 5676 are landslides occurred
only in the Province of Ancona. The worst landslide ever occurred on the territory
is the so called Ancona big landslide, a very large and deep soil movement (slipping
surface was identified more than 100m deep in the Pliocene clays) collapsed on
13th December 1982 after a very rainy period. The area concerned by the landslide,
affected and damaged two hospitals, one university building, 280 houses, the railway
and more than 2.5 km of the main Adriatic road. 3661 people were evacuated.

The third test area used by the project model and software is the Smolyan Region
in Bulgaria. The hydrographic basin selected for the test and implementation of the
LANDSLIDE project in Bulgaria is a landslide called “Smolyan Lakes”. It is located
northwest of the town of Smolyan. Its borders match the Kriva River to the west,



20 N. Dobrinkova and P. Maponi

Muneva River to the East, Cherna River to the South, and the steep rock cliff, which
is located south of the peak Snejanka. The length of the landslide is 5.35 km, average
width—1.38 km and the depth of the landslide area—35–80m. Its total area is 7.4
sq. km. The biggest landslide in Bulgaria was registered in 1923. It is located in the
western suburbs of the very town of Smolyan. It has a width of 1km and length of
5 km. It is active, with speed of movement of 5–25 cm per year. Its depth is 80 m.
The landslide is moving slowly, however if no measures will be taken it could affect
the main road of the Region, disconnecting the access to Smolyan. Smolyan Region
covers an area of 3192 km2, it has a permanent population of 120,456 people and is
located in South Bulgaria in the central part of the RhodopeMountains. The regional
territory is characterized by mountains and several landslides occur every year; in
effect, 87 landslides have been registered and one of these is the biggest landslide
ever occurred in Bulgaria.

The fourth test area is located in Poland called Bielsko-Biala District. The hydro-
graphic basin has been set within the Small Beskid mountain range, and field studies
are taking place in an inactive sandstone quarry in Kozy. Landslides are among the
most common geodynamic threats, often having the characteristics of a natural dis-
aster. The floods which occurred in the southern Poland throughout the last 20 years
resulted in the fact that many residents of the cataclysm area were affected by the
phenomena of landslides combinedwith various losses (area degradation, destruction
of residential buildings together with road network, sewerage system, telecommu-
nication lines, electric lines, gas pipelines, crops and forests). The first deformation
processes within the Small Beskid area were already registered in 1968 in the quarry
located in Kozy. The surface mass movements have been a continuous phenomenon,
and their development have been constantly observed. In 2010 a total number of 437
landslides were registered (active, periodically active and inactive). Bielsko-Biala is
located in the southern part of Poland, in the province of Silesia. Geographically, it
is located in the eastern part of the Silesian Foothills of the outer part of the Western
Carpathians, and in terms of morphology it is situated in the massif of Small Beskid
and Silesian Beskid mountain ranges. In the area of Bielsko-Biala District, can be
observed numerous mass movements, which is part of the responsibility of the Head
of a district.

4 E-platform Architecture and Design
in LANDSLIDE Project

During the first year of the project lifetime the team from IICT-BAS has started
collection of all data in oneGIS database. Thiswas done in order themodel developed
by the University of Camerino in Italy to be able to start validation and tests of its
functionalities. The software development is following the description of the Fig. 1
workflow.
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Fig. 1 Data flow in the computational system

The data processing in the system a continuous-time system, where every day
gets the weather forecast data (for the next 24 h); from these data, computes the soil
moisture content and the corresponding Safety Factor by the using Infinite Slope
Model, that is used to create the landslide hazard maps; at the end of the day, the
system acquires the weather data from the weather stations on the territory and
refines the soil moisture content. Then it restarts the forecast procedure by taking
into account the weather forecast data for the next day. An off-line functionally is
also provided. This is mainly composed of two facilities: (i) a refined analysis of
the hazard level by using a three-dimensional version of the method of slices, (ii) a
statistical analysis of the hazard maps.

Themain actors are divided in three general groups in the system. The first group is
dedicated to users from the project, the second is dedicated to the GIS administrators
of the system and the third which is public is oriented to the WEB users of the
system. The system architecture is made in a way that theWEB site can dynamically
generate map content and present any kind of spatial data or attribute query for it.
The architecture is done in a way to be compatible with any kind of platforms (UNIX,
Windows etc.), with J2EE compliant server. The tool can be run on any JAVA enabled
Internet browser or standalone, on any platform with JRE 1.1.8 or greater for SUN
Microsystems.
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5 Conclusion

The project LANDSLIDE has been done in a way that the partners developing the
model and the software work very closely with each other. The end user partners
from Greece, Italy, Bulgaria and Poland will have more than 6 months for testing
and validating the final tool developed by the teams of University of Camerino and
IICT-BAS. The project lifetime is 2 years starting from January 2015, but all achieved
results under the project in the end of 2016 can be a step forward towards better civil
protection in cases of landslide hazards up to the 20thmeter of soil layersmovements.
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Generalized Nets as a Tool for Modelling
of Railway Networks

Stefka Fidanova, Krassimir Atanassov and Ivan Dimov

Abstract The oldest public transport, which is used now days, is the railway. There
exist different kinds of transportation models. The importance and role of each type
of models is discussed in relation of its function. Some of the models are concen-
trated on scheduling. Other models are focused on simulation to analyze the level of
utilization of different types of transportation. There are models which goal is opti-
mal transportation network design. In this work we propose a model of the railway
transport with Generalized Nets. It is shown that Generalized nets can be used as a
tool for modeling of railway networks. An example of a generalized net of a part of
the railway network in Southern Bulgaria, is given.

Keywords Generalized nets · Railway network

1 Introduction

Generalized Nets (GNs) [1–3] are a tool for modeling of parallel processes, including
as partial cases the standard Petri nets and all their modifications and extensions (as
Time Petri nets, E-nets, Color Petri nets, Predicative-Transition Petri nets, Fuzzy
Petri nets, etc.). The apparatus of the GNs is used for modeling of different processes
in the areas of Artificial Intelligence, medicine and biology, economics, industry,
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and many others. By the moment, there are GN-models of processes of bus and air
transport [4].

In this paper for the first time, GNs are used as a tool for modeling of processes
in the railway transport. There exist different kinds of transportation models [5]. The
importance and role of each type of models is discussed in relation of its function.
Several models are concentrated on scheduling [6]. Exist models which focused on
analysis of the level of utilization of different types of transportation [7]. The goal
of some of the models is optimal transportation network design [8].

In this paper we propose a model of the railway transport using Generalized nets.
This model shows current situation in the railway network and gives ideas how it can
be optimized and how to proceed if some problem arizes.

The rest of the paper is organized as follows. In Sect. 2, we give short remarks
fromGN-theory, in Sect. 3—description of some components of the railway network
of a country. In Sect. 4, we describe a concrete example with a part of the railway
network in Southern Bulgaria.

2 Introduction to the Theory of the Generalized Nets

In this work we propose a model of the railway transport with Generalized Nets.
Generalized Nets are extension and generalization of Petri nets. For a first time they
was proposed in 1991 [2]. Later they was used by a lot of scientists for describing
and modeling different processes and algorithms [9–11]. They are powerful tool for
universal description of models of complex systems with many different and in most
of the cases not homogeneous components, with simultaneous activities. The static
structure consists of objects called transitions, which have input and output places.
Two transitions can share a place, but every place can be an input of at most one
transition and can be an output of at most one transition.

The dynamic structure consists of tokens, which act as information carriers and
can occupy a single place at every moment of the GN execution. The tokens pass
through the transition from one input to another output place; such an ordered pair
of places is called transition arc. The tokens’ movement is governed by conditions
(predicates), contained in the predicate matrix of the transition.

The information carried by a token is contained in its characteristics, which can
be viewed as an associative array of characteristic names and values. The values of
the token characteristics change in time according to specific rules, called charac-
teristic functions. Every place possesses at most one characteristic function, which
assigns new characteristics to the incoming tokens. Apart from movement in the net
and change of the characteristics, tokens can also split and merge in the places. A
transition can contain m input and n output places where n,m ≥ 1.

The GN are expandable. Every place can be replaced with new GN. Thus the
process described by GN can be developed and complicated on more deeper level.
The GN can help us to understand the processes and to see possibilities for their
optimization.
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Fig. 1 The form of
transition
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In our model every station will be represented by transition. Several tokens will
entry the transition with different characteristics, representing the possibilities to
continue to other station.

The GNs are defined in a way that is different in principle from the ways of
defining the other types of PNs [2, 3].

The first basic difference between GNs and the ordinary PNs is the “place—
transition” relation. Here, the transitions are objects of more complex nature. A
transition may contain m input places and n output places, where the integers m,

n ≥ 1.
Formally, every transition is described by a seven-tuple (Fig. 1):

Z = 〈L ′, L ′′, t1, t2, r, M, 〉,

where:

(a) L ′ and L ′′ are finite, non-empty sets of places (the transition’s input and output
places, respectively); for the transition in Fig. 1 these are L ′ = {l ′1, l ′2, . . . , l ′m}
and L ′′ = {l ′′1 , l ′′2 , . . . , l ′′n };

(b) t1 is the current time-moment of the transition’s firing;
(c) t2 is the current value of the duration of its active state;
(d) r is the transition’s condition determining which tokens will pass (or transfer)

from the transition’s inputs to its outputs; it has the form of an IndexMatrix (IM;
see [12]):

r =
l ′′1 . . . l ′′j . . . l ′′n

l ′1
... ri, j
l ′m

;
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ri, j is the predicate that corresponds to the i-th input and j-th output place
(1 ≤ i ≤ m, 1 ≤ j ≤ n). When its truth value is “true”, a token from the i-th
input place transfers to the j-th output place; otherwise, this is not possible;

(e) M is an IM of the capacitiesmi, j of transition’s arcs, wheremi, j ≥ 0 is a natural
number:

M =
l ′′1 . . . l ′′j . . . l ′′n

l ′1
... mi, j

l ′m

;

(f) is an object of a form similar to a Boolean expression. It contains as variables

the symbols that serve as labels for a transition’s input places, and is an
expression built up from variables and the Boolean connectives ∧ and ∨. When
the value of a type (calculated as a Boolean expression) is “true”, the transition
can become active, otherwise it cannot.

The ordered four-tuple

E = 〈〈A, πA, πL , c, f, θ1, θ2〉, 〈K , πK , θK 〉, 〈T, to, t∗〉, 〈X, Φ, b〉〉

is called a GN if:

(a) A is a set of transitions;
(b) πA is a function giving the priorities of the transitions, i.e., πA : A → N , where

N = {0, 1, 2, . . . } ∪ {∞};
(c) πL is a function giving the priorities of the places, i.e., πL : L → N , where

L = pr1A ∪ pr2A, and pri X is the i-th projection of the n-dimensional set,
where n ∈ N , n ≥ 1 and 1 ≤ k ≤ n (obviously, L is the set of all GN—places);

(d) c is a function giving the capacities of the places, i.e., c : L → N ;
(e) f is a function that calculates the truth values of the predicates of the transition’s

conditions (for the GN described here, let the function f have the value “false”
or “true”, that is, a value from the set {0, 1});

(f) θ1 is a function which indicates the next time-moment when a certain transition
Z can be activated, that is, θ1(t) = t ′, where pr3Z = t, t ′ ∈ [T, T + t∗] and
t ≤ t ′. The value of this function is calculated at themoment when the transition
ceases to function;

(g) θ2 is a function which gives the duration of the active state of a certain transition
Z , i.e., θ2(t) = t ′, where pr4Z = t ∈ [T, T + t∗] and t ′ ≥ 0. The value of this
function is calculated at the moment when the transition starts to function;

(h) K is the set of the GN’s tokens.
(i) πK is a function which gives the priorities of the tokens, that is, πK : K → N ;
(j) θK is a function which gives the time-moment when a given token can enter the

net, that is, θK (α) = t , where α ∈ K and t ∈ [T, T + t∗];
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(k) T is the time-moment when the GN starts to function. This moment is deter-
mined with respect to a fixed (global) time-scale;

(l) to is an elementary time-step, related to the fixed (global) time-scale;
(m) t∗ is the duration of the functioning of the GN;
(n) X is the set of all initial characteristics which the tokens can obtain on entering

the net;
(o) Φ is the characteristic function that assigns new characteristics to every token

when it makes the transfer from an input to an output place of a given transition.
(p) b is a function which gives the maximum number of characteristics a given

token can obtain, that is, b : K → N .

A given GN may not have some of the above components. In these cases, any
redundant component will be omitted. The GNs of this kind form a special class of
GNs called “reduced GNs”.

3 Generalized Net Models of Some Components
of the Railway Network of a Country

Having in mind that the railway network of any country has the form of a (non-
oriented) graph, we can represent it by a GN. Each train station is represented by a
transition with the form of Fig. 2.

In it, the train station X has direct connections with n other stations and let us
denote them by Y1, . . . ,Yn . Here, places l2i−1 and l2i correspond to railway lines
from and to station Yi for i = 1, 2, . . . , n. The index matrix [12] of the transition
conditions has the form

Fig. 2 Representation of
train station
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Fig. 3 Detailed
representation of station
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l2 l4 . . . l2n X
l1 f alse f alse . . . f alse true
l3 f alse f alse . . . f alse true
...

...
...

...
...

...

l2n−1 f alse f alse . . . f alse true
X WX,2 WX,4 . . . WX,2n WX,X

,

where

WX,2 = “the train is directed to train station Y1”,
WX,4 = “the train is directed to train station Y2”, …,
WX,2n = “the train is directed to train station Yn”,
WX,X = “the train must shunt in train station X”.

If we like, we can detailize the GN-model, using some of the hierarchical oper-
ators, defined over the GNs (see [2, 4]) and it can obtain the form from Fig. 3, in
which all above notations are preserved.

In it, the train station has m parallel lines and let place p j correspond to the j-th
of these lines. Now, we can model the shutting of the trains in the region of station
X . The above index matrix of the transition conditions has similar form, but now,
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it contains the additional information about the connections between the separate
(parallel) lines in the train station.

So, we can describe the train moves to and from a given train station, and stay
at it.

In the next Section, we illustrate the possibility to represent the railway network
of a given country by GNs, using as an example, the railway network in Southern
Bulgaria between Sofia and Burgas. In the model that follows, we describe only the
most important train connections.

4 Generalized Net Model of a Part of the Railway Network
in Southern Bulgaria

The railway possibilities between the station Sofia and Burgas are represented in this
section. They are vary important part of the railway network in Southern Bulgaria.
The GN-model contains 12 transitions and 56 places. Its tokens represent separate
trains that will move from a train station to the next one or with shunt in a train
station.Theplaces denotedby alphabetic indices represent the following train stations
between Sofia and Burgas: So—Sofia, Ya—Yana, EP—Elin Pelin, Kl—Karlovo,
Pl—Plovdiv, Tu—Tulovo, SZ—Stara Zagora, Du—Dubovo, N Z—Nova Zagora,
Zi—Zimnica, Ka—Karnobat, Bu—Burgas. These places are simultaneously inputs
and outputs of the transitions. The places, denoted by numerical indices represent
the activities of the trains related to entering or leaving the respective train station.

Each token, entering a place, obtains as a current characteristic information about
the time for realization of the previous activity. In places, denoted by alphabetic
indices, the token will obtain as additional information the train station from where
it arrives and the number of passengers that leave the respective train or catch it
(Fig. 4).

The GN-transitions are the following.

ZSo = 〈{l1, l2, l3, l9, l14, lSo}, {l4, l5, l6, l7, l8, lSo},

l4 l5 l6 l7 l8 lSo
l1 f alse f alse f alse f alse f alse true
l2 f alse f alse f alse f alse f alse true
l3 f alse f alse f alse f alse f alse true
l9 f alse f alse f alse f alse f alse true
l14 f alse f alse f alse f alse f alse true
lSo WSo,4 WSo,5 WSo,6 WSo,7 WSo,8 WSo,So

〉,

where

WSo,4 = “the train is directed to train station Yana”,
WSo,5 = “the train is directed other station in Southern Bulgaria”,
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Fig. 4 Railway network

WSo,6 = “the train is directed to Western Bulgaria”,
WSo,7 = “the train is directed to Northern Bulgaria”,
WSo,8 = “the train is directed to train station Elin Pelin”.
WSo,So = “the train must shunt in train station of Sofia”.

ZYa = 〈{l4, l12, l15, lYa}, {l9, l10, l11, lYa},

l9 l10 l11 lYa
l4 f alse f alse f alse true
l12 f alse f alse f alse true
l15 f alse f alse f alse true
lYa WYa,9 WYa,10 WYa,11 WYa,Ya

〉,

where

WYa,9 = “the train is directed to train station Sofia”,
WYa,10 = “the train is directed to train station Karlovo”,
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WYa,11 = “the train is directed to train station Elin Pelin”,
WYa,Ya = “the train must shunt in train station of Yana”.

ZEP = 〈{l8, l11, l20, lE P}, {l12, l13, l14, lE P},

l12 l13 l14 lE P

l8 f alse f alse f alse true
l11 f alse f alse f alse true
l20 f alse f alse f alse true
lE P WEP,12 WEP,13 WEP,14 WEP,EP

〉,

where

WEP,12 = “the train is directed to train station Yana”,
WEP,13 = “the train is directed to train station Plovdiv”,
WEP,14 = “the train is directed to train station Sofia”,
WEP,EP = “the train must shunt in train station of Elin Pelin”.

ZKl = 〈{l10, l18, l22, lKl}, {l15, l16, l17, lKl},

l15 l16 l17 lKl

l10 f alse f alse f alse true
l18 f alse f alse f alse true
l22 f alse f alse f alse true
lKl WKl,15 WKl,16 WKl,17 WKl,Kl

〉,

where

WKl,15 = “the train is directed to train station Yana”,
WKl,16 = “the train is directed to train station Tulovo”,
WKl,17 = “the train is directed to train station Plovdiv”,
WKl,Kl = “the train must shunt in train station of Karlovo”.

ZPd = 〈{l13, l17, l28, lPd}, {l18, l19, l20, lPd},

l18 l19 l20 lPd
l13 f alse f alse f alse true
l17 f alse f alse f alse true
l28 f alse f alse f alse true
lPd WPd,18 WPd,19 WPd,20 WPd,Pd

〉,
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where

WPd,18 = “the train is directed to train station Karlovo”,
WPd,19 = “the train is directed to train station Stara Zagora”,
WPd,20 = “ the train is directed to train station Elin Pelin”,
WPd,Pd = “the train must shunt in train station of Plovdiv”.

ZTu = 〈{l16, l25, l31, lT u}, {l22, l23, l24, lT u},

l22 l23 l24 lT u
l16 f alse f alse f alse true
l25 f alse f alse f alse true
l31 f alse f alse f alse true
lTu WTu,22 WTu,23 WTu,24 WTu,Tu

〉,

where

WTu,22 = “the train is directed to train station Karlovo”,
WTu,23 = “the train is directed to train station Dubovo”,
WTu,24 = “the train is directed to train station Stara Zagora”,
WTu,Tu = “the train must shunt in train station of Tulovo”.

ZSZ = 〈{l19, l21, l24, l36, lSZ }, {l25, l26, l27, l28, lSZ },

l25 l26 l27 l28 lSZ
l19 f alse f alse f alse f alse true
l21 f alse f alse f alse f alse true
l24 f alse f alse f alse f alse true
l36 f alse f alse f alse f alse true
lSZ WSZ ,25 WSZ ,26 WSZ ,27 WSZ ,28 WSZ ,SZ

〉,

where

WSZ ,25 = “the train is directed to train station Tulovo”,
WSZ ,26 = “the train is directed to train station Nova Zagora”,
WSZ ,27 = “the train is directed to other station in Southern Bulgaria”,
WSZ ,28 = “the train is directed to train station Plovdiv”,
WSZ ,SZ = “the train must shunt in train station of Stara Zagora”.

ZDu = 〈{l23, l29, l37, lDu}, {l31, l32, l33, lDu},



Generalized Nets as a Tool for Modelling of Railway Networks 33

l31 l32 l33 lDu

l23 f alse f alse f alse true
l29 f alse f alse f alse true
l37 f alse f alse f alse true
lDu WDu,31 WDu,32 WDu,33 WDu,Du

〉,

where

WDu,31 = “the train is directed to train station Tulovo”,
WDu,32 = “the train is directed to Northern Bulgaria”,
WDu,33 = “the train is directed to train station Zimnica”,
WDu,Du = “the train must shunt in train station of Dubovo”

ZNZ = 〈{l26, l30, l39, lN Z }, {l34, l35, l36, lN Z },

l34 l35 l36 lN Z

l26 f alse f alse f alse true
l30 f alse f alse f alse true
l39 f alse f alse f alse true
lN Z WNZ ,34 WNZ ,35 WNZ ,36 WNZ ,N Z

〉,

where

WNZ ,34 = “the train is directed to train station Zimnica”,
WNZ ,35 = “the train is directed to other station in Southern Bulgaria”,
WNZ ,36 = “the train is directed to train station Stara Zagora”,
WNZ ,N Z = “the train must shunt in train station of Nova Zagora”

ZZi = 〈{l33, l34, l43, lZi }, {l37, l38, l39, lZi },

l37 l38 l39 lZi
l33 f alse f alse f alse true
l34 f alse f alse f alse true
l43 f alse f alse f alse true
lZi WZi,37 WZi,38 WZi,39 WZi,Zi

〉,

where

WZi,37 = “the train is directed to train station Dubovo”,
WZi,38 = “the train is directed to train station Karnobat”,
WZi,39 = “the train is directed to train station Nova Zagora”,
WZi,Zi = “the train must shunt in train station of Zimnica”.
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ZKn = 〈{l38, l40, l44, lKn}, {l41, l42, l43, lKn},

l41 l42 l43 lKn

l38 f alse f alse f alse true
l40 f alse f alse f alse true
l44 f alse f alse f alse true
lKn WKn,41 WKn,42 WKn,43 WKn,Kn

〉,

where

WKn,41 = “the train is directed to Northern Bulgaria”,
WKn,42 = “the train is directed to train station Burgas”,
WKn,43 = “the train is directed to train station Zimnica”,
WKn,Kn = “the train must shunt in train station of Karnobat”.

ZBu = 〈{l42, lBu}, {l44, lBu},

l44 lBu
l42 f alse true
lBu WBu,44 WBu,Bu

〉,

where

WBu,44 = “the train is directed to train station of Karnobat”,
WBu,Bu = “the train must shunt in train station of Burgas”.

The represented GN can be extended by replacing some of the places with tran-
sitions or with GN. For example the places l5, l6, l7 and l8 can be replaced with GN
and thus can be represented connection of Sofia with the railway network of the
south-west Bulgaria. The places l27, l32 and l35 can be replaced with GN and thus to
be represented connection of the line Sofia-Plovdiv-Burgas with the railway network
of the south-east Bulgaria and with north-Bulgaria. Other details can be included by
replacing some of the places or some of the transitions with GN. The index matrices
can be made more detailed and thus the schedule of the trains can be included in the
model. If some problem occurs, the GN model can help us for some solution. For
example, let here is problem to pass from Elin Pelin to Plovdiv. Then the problem
can be bypassed, redirected the trains through Yana, Karlovo and then Plovdiv, or
usinb busses between Elin Pelin and Plovdiv.

5 Conclusion

The so constructed GN-model can be used for simulation of different situations that
can occur between the trains. In a result, we can obtain ideas e.g., for keeping or
changing of the schedule of concrete train(s) in the current moment, or to redirect
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some of the trains to other line to bypass the problematic section. The constructed
GN can be extended including other types of transportation, for example buses, or
including passenger flow.
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On Nonlocal Models of Kulish-Sklyanin
Type and Generalized Fourier Transforms

V.S. Gerdjikov

Abstract A special class of multicomponent NLS equations, generalizing the vec-
tor NLS and related to the BD.I-type symmetric are shown to be integrable through
the inverse scattering method (ISM). The corresponding fundamental analytic solu-
tions are constructing thus reducing the inverse scattering problem to a Riemann-
Hilbert problem.We introduce theminimal sets of scattering dataTwhich determines
uniquely the scattering matrix and the potential Q of the Lax operator. The elements
of T can be viewed as the expansion coefficients of Q over the ‘squared solutions’
that are natural generalizations of the standard exponentials. Thus we demonstrate
that the mapping T → Q is a generalized Fourier transform. Special attention is
paid to two special representatives of this MNLS with three-component and five
components which describe spinor (F = 1 and F = 2, respectively) Bose-Einstein
condensates.

1 Introduction

The integrable multicomponent NLS (MNLS) equations are naturally related to the
symmetric spaces [1, 2]. Formally the corresponding MNLS can be written as:

i
∂u
∂t

+ 1

2

∂2u
∂x2

+ uu†u = 0, (1)

see [3, 4]. Here u may be generic k × n rectangular matrix. It is well known that
theseMNLSare related to theA.III class of symmetric spaces inCartan classification.
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Of course, one should consider also the numerous MNLS that can be obtained from
(1) by applying Mikhailov reductions [5], see [4, 6–10].

Some of theseMNLS have applications to physics. Most of them are related to the
vector NLS, i.e. k = 1 and u is an n-component vector; for n = 2 this is the famous
Manakov model [2], see also [11, 12].

Another very interesting class of MNLS has been discovered by Kulish and
Sklyanin [13]. The simplest nontrivial Kulish-Sklyanin (KS)model is a 3-component
one

i∂tΦ1 + ∂2
xΦ1 + 2(|Φ1|2 + 2|Φ0|2)Φ1 + 2Φ∗

−1Φ
2
0 = 0,

i∂tΦ0 + ∂2
xΦ0 + 2(|Φ−1|2 + |Φ0|2 + |Φ1|2)Φ0 + 2Φ∗

0Φ1Φ−1 = 0,

i∂tΦ−1 + ∂2
xΦ−1 + 2(|Φ−1|2 + 2|Φ0|2)Φ−1 + 2Φ∗

1Φ
2
0 = 0.

(2)

Its integrability, both in classical and quantum sense, was demonstrated in [13], see
also [9, 14, 15].

The next member in this class is a 5-component one:

i∂tΦ±2 + ∂xxΦ±2 = −2ε(Φ,Φ∗)(x, t)Φ±2 + εΘ(x, t)Φ∗
∓2,

i∂tΦ±1 + ∂xxΦ±1 = −2ε(Φ,Φ∗)(x, t)Φ±1 − εΘ(x, t)Φ∗
∓1,

i∂tΦ0 + ∂xxΦ0 = −2ε(Φ,Φ∗)(x, t)Φ0 + εΘ(x, t)Φ∗
0 ,

(3)

where ε = ±1 and

(Φ,Φ∗)(x, t) =
2∑

α=−2

ΦαΦ∗
α,

Θ(x, t) = (Φ, s0Φ) = 2Φ2Φ−2 − 2Φ1Φ−1 + Φ2
0 .

(4)

Both KS models find important physical applications in describing spin-1 and
spin-2 Bose-Einstein condensates (BEC). Indeed, BEC of alkali atoms in the F = 1
hyperfine state, elongated in x direction and confined in the transverse directions y, z
by purely optical means are described by a 3-component normalized spinor wave
vector Φ(x, t) = (Φ1, Φ0, Φ−1)

T (x, t) satisfying the Eq. (2), see [12, 16–19]:
The assembly of atoms in the hyperfine state of spin F can be described by a

normalized spinor wave vector with 2F + 1 components

Φ(x, t) = (ΦF (x, t),ΦF−1(x, t), . . . , Φ−F (x, t))T,

whose components are labeled by the values of mF = F, . . . , 1, 0,−1, . . . ,−F .
So the spinor BEC with F = 2 (taken for rather specific choices of the scattering
lengths) in dimensionless coordinates takes the form (3) [9, 19]. For those who are
interested in the physics of spinor BEC we provide some more relevant references
[17, 18, 20–23].
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In the last decade a new trend was started in nonlinear optics in attempt to explain
artificial heterogenic media. Suchmedia exhibit new properties, due to the resonance
type of interaction of the media and light are observed in photonic crystals, random
lasers, etc. (for a review, see [24]). Some of them can be modeled by the so-called
P- and PT-symmetric (parity-time) symmetric systems [11, 25–33].

The initial interest in such systemswasmotivated by quantummechanics [28, 31].
In [28] it was shown that quantum systems with a non-hermitian Hamiltonian admit
states with real eigenvalues, i.e. the hermiticity of the Hamiltonian is not a necessary
condition to have real spectrum. Using such Hamiltonians one can build up new
quantum mechanics [28, 29, 31, 32]. Starting point is the fact that in the case of a
non-Hermitian Hamiltonianwith real spectrum, themodulus of the wave function for
the eigenstates is time-independent even in the case of complex potentials. All this
naturally lead to the development of a special class of non-local versions of the NLS
equation and its multicomponent versions [26, 30, 34]. The nonlocality introduced
is due to the reductions.

The aim of the present paper is to analyze a special type of MNLS equations
of KS type and to show that they preserve integrability also when nonlocal reduc-
tions are applied. For r = 3 and r = 5 and with the standard (local) reductions
they are characterized by the Gross-Pitaevsky energy functionals (see Eqs. (6) and
(7)) and correspond to integrable MNLS models related to symmetric spaces [1]
of BD.I-type � SO(2r + 1)/SO(2) × SO(2r − 1). Our expose will treat in parallel
both reductions.

In Sect. 2 we give preliminaries about the BEC in one dimension. We also formu-
late the Lax representations for the KS-type equations for any r Sect. 3 deals with
the direct and inverse scattering problem for the Lax operators. More specifically,
we outline the construction of the fundamental analytic solutions (FAS) of L which
allows us to reduce the inverse scattering problem (ISP) for L to a Riemann-Hilbert
problem (RHP). Such approach allows one to use the Zakharov-Shabat dressing
method for calculating the soliton solutions of the KS equations. All these con-
siderations are valid for Lax operators of generic form, i.e. without any reductions
imposed. In Sect. 4 we formulate the expansions of q(x, t) and its variation δq(x, t)
over the squared solutions of L for the simplest nontrivial case when L has no dis-
crete eigenvalues. We will see below, that these expansions are compatible with both
the local and non-local Z2-reductions. Their expansions coefficients are provided by
the minimal sets of scattering data and their variations. They allow one to general-
ize the idea of [35] also to the multicomponent KS-type equations with both local
and nonlocal reductions. Thus we demonstrate that in all these case the ISM is a
generalized Fourier transform. In Sect. 5 we outline the fundamental properties of
these NLEE of KS type. In Sect. 6 we recall Mikhailov’s reduction group which can
naturally be applied also to nonlocal reductions. We derive the constraints on the
scattering data imposed by each of these reductions.
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2 Preliminaries

2.1 The BEC in One Dimension

The main tool for investigating BEC is the Gross-Pitaevski (GP) equation and the
GP functional. In the one-dimensional approximation the GP equation in 1D x-space
becomes:

i
∂Φ

∂t
= δEGP[Φ]

δΦ∗ . (5)

where for F = 1 the GP energy functional is given by:

EGP =
∫

dx

{
�
2

2m
|∂xΦ|2 + c̄

[
|Φ1|4 + |Φ−1|4 + 2|Φ0|2(|Φ1|2 + |Φ−1|2)

]

+ (c̄0 − c̄2)|Φ1|2|Φ−1|2 + c̄0
2

|Φ0|4 + c̄2(Φ
∗
1Φ

∗
−1Φ

2
0 + Φ∗

0
2
Φ1Φ−1)

}
.

(6)

For F = 2 the energy functional is defined by [19, 21, 23]

EGP[Φ] =
∫ ∞

−∞
dx

(
�
2

2m
|∂xΦ|2 + εc0

2
n2 + c2

2
f2 + εc4

2
|Θ(x, t)|2

)
, (7)

where ε = ±1. The number density n and the singlet-pair amplitude Θ are defined
in [19, 23]

These two sets of vector NLS equations can be viewed as members of another
class of MNLS equations related to the BD.I type of symmetric spaces. They can be
written as [7, 14, 15]:

iqt + qxx + 2(q,q∗)q − (q, s0q)s0q∗ = 0, (8)

where q is 2r − 1-component vector and the constant matrix s0 has nonvanishing
elements ±1 only on the second diagonal, see Eq. (10).

2.2 Lax Representation for BD.I-Type MNLS Equations

The symmetric spaces of the series BD.I are isomorphic to SO(2r + 1)/(SO(2) ⊗
SO(2r − 1), see [36]. The local coordinates on them are provided by the co-adjoint
orbits of the algebras so(2r + 1) passing through J = diag (1, 0, . . . , 0,−1). These
local coordinates are provided by the matrices q(x, t) = ∑

α∈Δ+
1
(qαEα + pαE−α)

where the set of rootsΔ+
1 = {e1 − e2, . . . , e1 − er , er , e1 + er , . . . , e1 + e2}. For the

typical representation we have the matrix form:



On Nonlocal Models of Kulish-Sklyanin Type and Generalized Fourier Transforms 41

q(x, t) =
⎛

⎝
0 qT 0
p 0 s0q
0 pT s0 0

⎞

⎠ , J = diag(1, 0, . . . 0,−1). (9)

The 2r − 1-component vectors q = (q2, . . . , q2r )T are formed by the coefficients
qα as follows: qk ≡ qe1−ek , qr+1 ≡ qe1 and q2r+1−k ≡ qe1+ek , k = 2, . . . , r ; the vec-
tor p = (p2, . . . , pn)T is formed analogously. The matrix s0 = S(n)

0 enters in the
definition of so(n), i.e. X ∈ so(n), if X + S(n)

0 XT S(n)
0 = 0, and for n = 2r + 1:

S(n)
0 =

n∑

s=1

(−1)s+1E (n)
s,n+1−s, (10)

With this definition of orthogonality theCartan subalgebra generators are represented
by diagonal matrices. By E (n)

sp above we mean n × n matrix whose matrix elements
are (E (n)

sp )i j = δsiδpj .
The MNLS equations allow Lax representation [L , M] = 0 as follows

Lψ(x, t, λ) ≡ i∂xψ + (q(x, t) − λJ )ψ(x, t, λ) = 0. (11)

Mψ(x, t, λ) ≡ i∂tψ + (V0(x, t) + λV1(x, t) − λ2 J )ψ(x, t, λ) = 0, (12)

V1(x, t) = q(x, t), V0(x, t) = iad −1
J

dq

dx
+ 1

2

[
ad −1

J q, q(x, t)
]
. (13)

In terms of these notations the generic MNLS type equations connected to BD.I.
acquire the form

iqt + qxx + 2(q,p)q − (q, s0q)s0p = 0,

ipt − pxx − 2(q,p)p + (p, s0p)s0q = 0,
(14)

This equation allows two types of reductions. The first one—the typical reduc-
tion p(x, t) = q ∗(x, t) is well studied by now, see [1, 13, 37]. The corresponding
Hamiltonian for the Eq. (14) is given by

HMNLS =
∫ ∞

−∞
dx

(
(∂xq, ∂xq∗) − (q,q∗)2 + (q, s0q)(q∗, s0q∗)

)
, (15)

For r = 2 we introduce the variables Φ1 = q2, Φ0 = q3/
√
2, Φ−1 = q4; for r = 3

we set Φ2 = q2, Φ1 = q3, Φ0 = q4, Φ−1 = q5 and Φ−2 = q6. This reproduces the
action functionals EGP for F = 1 and F = 2.

The second reduction is a non-local one p(x, t) = −q ∗(−x, t) and is the main
topic of the present paper.As a resultwe obtain the nonlocalNLSmodel ofBD.I-type:

iqt + qxx − 2(q(x, t),q ∗(−x, t))q(x, t) + (q(x, t), s0q(x, t))s0q ∗(−x, t) = 0.
(16)
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3 The Direct and the Inverse Scattering Problem

Herewewill outline the solution of the direct scattering problem and the construction
of the fundamental analytic solutions (FAS) [38]. The construction goes true for both
choices of involutions: local and nonlocal. Following [39] we reduce it to a RHP.

3.1 The Direct Scattering Problem

Solving the direct scattering problem for L uses the Jost solutions which are defined
by, see [6] and the references therein

lim
x→−∞ φ(x, t, λ)eiλJ x = 1, lim

x→∞ ψ(x, t, λ)eiλJ x = 1 (17)

and the scattering matrix T (λ, t) ≡ ψ−1φ(x, t, λ). The choice of J and the fact that
the Jost solutions and T (λ, t) take values in the group SO(2r + 1) means that we
can use the following block-matrix structure of T (λ, t)

T (λ, t) =
⎛

⎝
m+

1 −B−T c−
1

b+ T22 −s0b−
c+
1 B+T s0 m−

1

⎞

⎠ , T̂ (λ, t) =
⎛

⎝
m−

1 b−T c−
1−B+ s0T22s0 s0B−

c+
1 −b+T s0 m+

1

⎞

⎠ , (18)

where b±(λ, t) and B±(λ, t) are 2r − 1-component vectors, T22(λ) and m±(λ) are
2r − 1 × 2r − 1 block matrices, and m±

1 (λ), c±
1 (λ) are scalars. The matrix ele-

ments of T (λ, t) satisfy a number of relations which ensure that T (λ) belongs to
SO(2r + 1) and that T (λ)T̂ (λ) = 1. Some of them take the form:

m+
1 m

−
1 + B−TB+ + c+

1 c
−
1 = 1, b+b−T + T22s0T

T
22s0 + s0b−b+T s0 = 1,

m+
1 m

−
1 + b+Tb− + c+

1 c
−
1 = 1, B+B−T + s0T

T
22s0T22 + s0B−B+T s0 = 1.

(19)

3.2 The Fundamental Analytic Solutions

It is well known that the Jost solutions satisfy a system of Volterra-type integral
equations. Indeed, if we introduce

Y+(x, t, λ) = ψ(x, t, λ)ei Jλx , Y−(x, t, λ) = φ(x, t, λ)ei Jλx , (20)

then Y±(x, t, λ) must satisfy:

Y±; jk(x, t, λ) = δ jk + i
∫ x

±∞
dy e−iλ(a j−ak )(x−y) ([J, Q(y, t)]Y±(x, t, λ)) jk . (21)
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Here we have used the notation J = diag (a1, a2, . . . , a2r , a2r+1); i.e. a1 = 1, a2 =
a3 = · · · = a2r = 0, a2r+1 = −1, (see Eq. (9)).

The Volterra equations (20) always have solution for real λ. Analytic extension
for λ ∈ C+ (resp. for λ ∈ C−) is possible only for the first column of Y−(x, t, λ) and
for the last column of Y+(x, t, λ) (resp. for the last column of Y−(x, t, λ) and for the
first column of Y+(x, t, λ). Following Shabat’s method [38] we consider two sets of
integral equations:

ξ+
jk(x, t, λ) = δ jk + i

∫ x

ε jk∞
dy e−iλ(a j−ak )(x−y)

([J, Q(y, t)]ξ+(y, t, λ)
)
jk

. (22)

ξ−
jk(x, t, λ) = δ jk + i

∫ x

−η jk∞
dy e−iλ(a j−ak )(x−y)

([J, Q(y, t)]ξ−(y, t, λ)
)
jk

, (23)

where

ε jk =
{
1 for j ≺ k,

−1 for j � k,
, η jk =

{
−1 for j  k,

1 for j � k,
. (24)

Here we used the notation

j ≺ k iff a j > ak; j  k iff a j ≥ ak;
j � k iff a j < ak; j � k iff a j ≤ ak .

(25)

Then one can prove that the Eq. (22) (resp. (23)) possess solutions ξ+(x, t, λ)

(resp. ξ−(x, t, λ)) which allow analytic extension for λ ∈ C+ (resp. for λ ∈ C−).
The solutions ξ±(x, t, λ) can be viewed also as solutions to a RHP

ξ+(x, t, λ) = ξ−(x, t, λ)G(x, t, λ), G(x, t, λ) = eiλJ xG0(t, λ)e−iλJ x (26)

with canonical normalization, i,e, limλ→∞ ξ±(x, t, λ) = 1.
If we denote by χ±(x, t, λ) = ξ±(x, t, λ)e−iλJ x then χ±(x, t, λ) will be the FAS

of L [38, 40, 41]. Below we will use two equivalents sets of FAS:

χ±(x, t, λ) = ψ(x, t, λ)T∓
J (t, λ)D±

J (λ), χ±(x, t, λ) = φ(x, t, λ)S±
J (t, λ),

χ̃±(x, t, λ) = φ(x, t, λ)S±
J (t, λ)D̂±

J (λ), χ̃±(x, t, λ) = ψ(x, t, λ)T∓
J (t, λ),

(27)
where S±

J , T
±
J and D±

J are generalized Gauss factors of the scattering matrix, see [3,
10, 40–42]:

T (λ, t) = T−
J D+

J Ŝ
+
J = T+

J D−
J Ŝ

−
J , (28)
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where

T−
J (λ, t) =

⎛

⎝
1 0 0

ρ+ 1 0
c̃−
1 ρ+T s0 1

⎞

⎠ , T+
J (λ, t) =

⎛

⎝
1 −ρ−,T ˜̃c+

1
0 1 −s0ρ−
0 0 1

⎞

⎠ ,

S+
J (λ, t) =

⎛

⎝
1 τ+T c̃+

1
0 1 s0τ+
0 0 1

⎞

⎠ , S−
J (λ, t) =

⎛

⎝
1 0 0

−τ− 1 0
˜̃c−
1 −τ−T s0 1

⎞

⎠ ,

D+
J (λ) =

⎛

⎝
m+

1 0 0
0 m+

2 0
0 0 1/m+

1

⎞

⎠ , D−
J (λ) =

⎛

⎝
1/m−

1 0 0
0 m−

2 0
0 0 m−

1

⎞

⎠ ,

(29)

We have made use of the following notations above:

ρ± = b±

m±
1

, τ± = B∓

m±
1

, c̃+
1 = 1

2
(τ+T s0τ

+),

c̃−
1 = 1

2
(ρ+T s0ρ

+), ˜̃c+
1 = 1

2
(ρ−T s0ρ

−), ˜̃c−
1 = 1

2
(τ−T s0τ

−),

c+
1 = (b+T s0b+)

2m+
1

, c−
1 = (B−T s0B−)

2m+
1

.

(30)

3.3 The Inverse Scattering Problem (ISP)

An important tool for reducing the ISP to a Riemann-Hilbert problem (RHP) are the
fundamental analytic solution (FAS) χ±(x, t, λ) and χ̃±(x, t, λ).

The Lax representation (11) and (12) ensures that if q(x, t) evolves according to
(14) then the scattering matrix and its elements satisfy the following linear evolution
equations

i
d �ρ±

dt
± λ2 �ρ±(t, λ) = 0, i

d �τ±

dt
∓ λ2�τ±(t, λ) = 0, i

dD±

dt
= 0, (31)

so the block-diagonal matrices D±(λ) can be considered as generating functionals
of the integrals of motion. The fact that all (2r − 1)2 matrix elements of m±

2 (λ) for
λ ∈ C± generate integrals of motion reflect the superintegrability of the model and
are due to the degeneracy of the dispersion law of (14). We remind that D±

J (λ) allow
analytic extension for λ ∈ C± and that their zeroes and poles determine the discrete
eigenvalues of L .

Given the solutions χ±(x, t, λ) one recovers q(x, t) via the formula

q(x, t) = lim
λ→∞ λ

(
J − χ± J χ̂±(x, t, λ)

)
. (32)
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The main goal of the dressing method [10, 37, 41–43] is, starting from a known
solutions χ±

0 (x, t, λ) of L0(λ) with potential q(0)(x, t) to construct new singular
solutions χ±

1 (x, t, λ) of L with a potential q(1)(x, t) with two (or more) additional
singularities located at prescribed positions λ±

1 . It is related to the regular one by a
dressing factor u(x, t, λ), for details see [6, 43, 44].

4 The Generalized Fourier Transforms for Non-regular J

The generalized Fourier transforms (GFT) for the NLEE are based on the complete-
ness relation for the ‘squared solutions’ of L . These completeness relations for the
case of generic J have been proved in [42], see also [3, 30]. In our case J is highly
degenerate: 2r − 1 of its eigenvalues are vanishing. This fact substantially changes
the two important steps in the construction:

(i) split the algebra g � so(2r + 1) into two subspaces: g = OJ ⊕ O⊥
J . Here OJ

is the image of the operator ad J and provides the co-adjoint orbit in g passing
through J . In our case OJ ≡ span {Eα, E−α, α ∈ δ+

1 }. O⊥
J is the complementary

space orthogonal toOJ with respect to the Killing form. In what follows we will
introduce the operator πJ = ad −1

J ad J which projects any element of g ontoOJ ;
(ii) split each of the ‘squared solutions’ e±

α (x, λ) = χ±(x, λ)Eαχ̂±(x, λ) and
ẽ±
α (x, λ) = χ̃±(x, λ)Eα

ˆ̃χ±(x, λ) into two parts:

e±
α (x, λ) = e±

α (x, λ) + e±,⊥
α (x, λ), ẽ±

α (x, λ) = ẽ±
α (x, λ) + ẽ±,⊥

α (x, λ),

(33)

where e±
α (x, λ), ẽ±

α (x, λ) belong toOJ , e±,⊥
α (x, λ) and ẽ±,⊥

α (x, λ) belong toO⊥
J .

We can view q(x, t) ∈ OJ as a generic element of the co-adjoint orbit. The rest of
the idea for the GFT is based on the analyticity properties of the ‘squared solutions’
and on the completeness relation of e±

α (x, λ) and ẽ±
α (x, λ), α ∈ δ+

1 ∪ (−δ+
1 ) on OJ .

and is a natural generalization of the proof for generic J [3, 6, 42]. Skipping the
details we formulate the expansions for q(x) and ad −1

J δq(x). Of course, for the sake
of brevity we treat the case when the Lax operator L has no discrete eigenvalues.

q(x) = − i

π

∫ ∞

−∞
dλ

∑

α∈δ+
1

(
τ+
α (λ)e+

α (x, λ) − τ−
α (λ)e−

−α(x, λ)
)

= i

π

∫ ∞

−∞
dλ

∑

α∈δ+
1

(
ρ+

α (λ)ẽ+
−α(x, λ) − ρ−

α (λ)ẽ−
α (x, λ)

)
.

(34)

Lemma 1 Let the potential q(x, t) be such that the Lax operator L has no discrete
eigenvalues. Then as minimal set of scattering data which determines uniquely the
scattering matrix T (λ, t) and the corresponding potential q(x, t) one can consider
either one of the sets Ti , i = 1, 2
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T1 ≡ {ρ+
α (λ, t), ρ−

α (λ, t), α ∈ δ+
1 }, T2 ≡ {τ+

α (λ, t), τ−
α (λ, t), α ∈ δ+

1 },

for λ ∈ R. In other words, the minimal sets of scattering data consist of the expansion
coefficients of q(x) over the ‘squared solutions’.

Similar expansions hold true also for the variation of q(x) [3, 40, 42]:

ad −1
J δq(x) = i

π

∫ ∞

−∞
dλ

∑

α∈Δ+
1

(
δτ+

α (λ)e+
α (x, λ) + δτ−

α (λ)e−
−α(x, λ)

)

= i

π

∫ ∞

−∞
dλ

∑

α∈Δ+
1

(
δρ+

α (λ)ẽ+
−α(x, λ) + δρ−

α (λ)ẽ−
−α(x, λ)

)
.

(35)

If we consider the special type of variations: δq(x) � ∂q
∂t δt + O((δt)2), then the

expansions (35) go into

ad −1
J

∂q

∂t
= i

π

∫ ∞

−∞
dλ

∑

α∈Δ+
1

(
∂τ+

α

∂t
e+
α (x, λ) + ∂τ−

α

∂t
e−
−α(x, λ)

)

= i

π

∫ ∞

−∞
dλ

∑

α∈Δ+
1

(
∂ρ+

α

∂t
ẽ+
−α(x, λ) + ∂ρ−

α

∂t
ẽ−
−α(x, λ)

)
.

(36)

To complete the analogy between the standard Fourier transform and the expan-
sions over the ‘squared solutions’ we need the generating operators Λ±:

Λ±X (x) ≡ ad −1
J

(
i
d X

dx
+ i

[
q(x),

∫ x

±∞
dy [q(y), X (y)]

])
. (37)

for which the ‘squared solutions’ are eigenfunctions:

(Λ+ − λ)ẽ±
∓α(x, λ) = 0, (Λ− − λ)e±

±α(x, λ) = 0, α ∈ δ+
1 . (38)

5 Fundamental Properties of the MNLS Equations

The expansions (34) and (35) and the explicit form of Λ± and Eq. (38) are basic for
deriving the fundamental properties of all MNLS type equations related to the Lax
operator L . Each of these NLEE is determined by its dispersion lawwhich we choose
to be of the form F(λ) = f (λ)J , where f (λ) is polynomial in λ. The corresponding
NLEE becomes:

iad −1
J qt + f (Λ±)q(x, t) = 0. (39)

Theorem 1 The NLEE (39) are equivalent to: (i) the Eq. (31) and (ii) the following
evolution equations for the generalized Gauss factors of T (λ):
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i
dS+

J

dt
+ [F(λ), S+

J ] = 0, i
dT−

J

dt
+ [F(λ), T−

J ] = 0,
dD+

J

dt
= 0. (40)

or, equivalently. to:

i
d �τ±

dt
∓ f (λ)�τ±(t, λ) = 0, i

d �ρ±

dt
± f (λ) �ρ±(t, λ) = 0. (41)

The principal series of integrals is generated by the asymptotic expansion of
lnm+

1 (λ) = ∑∞
k=1 Ikλ

−k . The first integrals of motion are of the form:

I1 = − i

2

∫ ∞

−∞
dx 〈q(x), q(x)〉, I2 = 1

2

∫ ∞

−∞
dx 〈qx (x), ad −1

J q(x)〉, (42)

Now i I1 can be interpreted as the density of the particles, I2 is the momentum. The
third one I3 = i HMNLS provides the Hamiltonian. Indeed, the Hamiltonian equations
of motion given by H(0) = −i I3 with the Poisson brackets

{qk(y, t), p j (x, t)} = iδk jδ(x − y), (43)

coincide with the MNLS equations (14). The above Poisson brackets are dual to the
canonical symplectic form:

Ω0 = i
∫ ∞

−∞
dx tr

(
δp(x)∧′ δq(x)

)
= 1

2i

[[
ad −1

J δq(x)∧′ ad −1
J δq(x)

]]
,

where∧′ means that taking the scalar ormatrix productwe exchange the usual product

of the matrix elements by wedge-product.
The Hamiltonian formulation of Eq. (14) with Ω0 and H0 is just one member of

the hierarchy of Hamiltonian formulations provided by:

Ωk = 1

i

[[
ad −1

J δQ ∧′ Λkad −1
J δQ

]]
, Hk = i k+3 Ik+3. (44)

where Λ = 1
2 (Λ+ + Λ−). We can also calculate Ωk in terms of the scattering data

variations. Imposing the reduction q(x) = q†(x) we get:

Ωk = 1

2π i

∫ ∞

−∞
dλ λk

(
Ω+

0 (λ) − Ω−
0 (λ)

)

= 1

2π

∫ ∞

−∞
dλ λkIm

(
m+

1 (λ)

(
m̂2

+
δρ+(λ)∧′ δτ+(λ)

))
.

This allows one to prove that if we are able to cast Ω0 in canonical form, then all Ωk

will also be cast in canonical form and will be pair-wise equivalent.
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6 The Consequences of the Involutions

6.1 Mikhailov’s Group of Reductions

The notion of the reduction group for the integrable NLEE was introduced by
Mikhailov in the beginning of the 1980s [5].

The reduction group GR is a finite group which preserves the Lax representation
(11) and (12). This means that the reduction constraints are automatically compatible
with the evolution. Mikhailov proposed that GR must act on the Lax pair with its two
realizations simultaneously: (i) GR ⊂ Autg and (ii) GR ⊂ Conf C, i.e. as conformal
mappings of the complex λ-plane. To each gk ∈ GR we relate a reduction condition
for the Lax pair as follows [5]:

Ck(L(Γk(λ))) = ηk L(λ), Ck(M(Γk(λ))) = ηkM(λ), (45)

whereCk ∈ Aut g andΓk(λ) ∈ ConfC are the images of gk andηk = 1or−1depend-
ing on the choice of Ck . Since GR is a finite group then for each gk there exist an
integer Nk such that g

Nk
k = 1. In all the cases below Nk = 2 and the reduction group

is isomorphic to Z2.
More specifically the automorphisms Ck , k = 1, . . . , 4 listed above lead to the

following reductions for the matrix-valued functions

U (x, t, λ) = [J, Q(x, t)] − λJ, V (x, t, λ) = V0(x, t) + λV1(x, t) − λ2 J,
(46)

of the Lax representation:

(1) C1(U
†(κ1(λ))) = U (λ), C1(V

†(κ1(λ))) = V (λ),

(2) C2(U
T (κ2(λ))) = −U (λ), C2(V

T (κ2(λ))) = −V (λ),

(3) C3(U
∗(κ1(λ))) = −U (λ), C3(V

∗(κ1(λ))) = −V (λ),

(4) C4(U (κ2(λ))) = U (λ), C4(V (κ2(λ))) = V (λ),

(47)

For the nonlocal involutions we change also x → −x and find:

(1) C1(U
†(κ1(λ))) = −U (λ), C1(V

†(κ1(λ))) = V (λ),

(2) C2(U
T (κ2(λ))) = U (λ), C2(V

T (κ2(λ))) = −V (λ),

(3) C3(U
∗(κ1(λ))) = U (λ), C3(V

∗(κ1(λ))) = −V (λ),

(4) C4(U (κ2(λ))) = −U (λ), C4(V (κ2(λ))) = V (λ),

(48)

Both types of involutions impose constraints on the scatteringmatrix and on its Gauss
factors that are listed below.
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6.2 The Local Involution Case

The involution:

U †(x, t, κ1λ
∗) = U (x, t, λ), ⇔ q(x, t) = q†(x, t), κ1 = 1, (49)

On the Jost solutions we have

φ†(x, t, λ∗) = φ−1(x, t, λ), ψ†(x, t, λ∗) = ψ−1(x, t, λ), (50)

so for the scattering matrix we have

T †(t, λ∗) = T−1(t, λ), (51)

and for the Gauss factors:

S−†(λ∗) = Ŝ+(λ), T−†(λ∗) = T̂−(λ), D−†(λ∗) = D̂+(λ), (52)

Note that the FAS can be used to define the kernel of the resolvent of L by
R±(x .y.λ) = −iχ±(x, λ)Θ±(x − y)χ̂±(y, λ), where the functions Θ±(x − y) sat-
isfy the equation ∂

∂x Θ
±(x − y) = δ(x − y)1 [6, 40].Next, one canfix upΘ±(x − y)

in such a way that R±(x, y, λ) fall off exponentially for x, y → ±∞. So, if D+(λ)

(or D−(λ)) have a zero or a pole at λ = λ+
1 (or at λ = λ−

1 ) then λ±
1 will be poles of

R±(x, y, λ) and consequently, discrete eigenvalues of L .
If we have local reduction, then

τ+(λ) = −τ−,∗(λ), ρ+(λ) = −ρ−,∗(λ), (53)

6.3 The Nonlocal Involution Case

Now the involution is:

U †(x, t, λ∗) = −U (−x, t,−λ), ⇔ q(x, t) = q†(−x, t). (54)

On the Jost solutions we have

φ†(x, t, λ∗) = ψ−1(−x, t,−λ), ψ†(x, t, λ∗) = φ−1(x, t,−λ), (55)

so for the scattering matrix we have

T †(t,−λ∗) = T (t, λ), (56)
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As a consequence for the Gauss factors we get:

T−†(−λ∗) = Ŝ+(λ), T+†(−λ∗) = Ŝ−(λ), D±†(λ∗) = D̂±(−λ). (57)

In analogy with the local reductions, the kernel of the resolvent has poles at the
at the points λ±

2 at which D±(λ) have poles or zeroes. In particular, if λ+
2 is an

eigenvalue, then −λ+
2 is also an eigenvalue. For the reflection coefficients we obtain

the constraints:

τ+(−λ) = −ρ+,∗(λ), τ−(−λ) = −ρ−,∗(λ), (58)

7 Conclusion

We demonstrated that the results concerning the GFT for nonlocal reductions hold
true also for the MNLS cases, in particular for the Kulish-Sklyanin type models. The
results are natural extensions of the ones in [30] to the multicomponent cases.
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Standing Waves in Systems of Perturbed
Sine-Gordon Equations

Radoslava Hristova and Ivan Hristov

Abstract Systems of 2D perturbed Sine-Gordon equations are solved numerically
by a leapfrog difference scheme.OpenMPparallel programm is realized and tested on
the computational cluster of IICT-BAS.As a result a clear three-dimensional standing
wave pattern is seen for certain parameters. This result agrees with previous studies
of other authors. The observed numerical solutions well explain the experiments on
powerful THz radiations from mesas of BSCCO crystals.

1 Introduction

The Josephson effect inBismuthStrontiumCalciumCopperOxide (BSCCO) crystals
was discovered in 1992 [1], i.e. it was discovered that BSCCO crystals are natural
stacks of thousands Josephson junctions. A picture of the layered structure of a
BSCCO crystal is given in Fig. 1. Powerful THz radiation from BSCCO crystals
was immediately predicted as a result of possible synchronization of the phases in
different layers (junctions) in the crystal. Soon, in 1993 the mathematical model
was deduced and verified [2]. The mathematical model is a system of perturbed
Sine-Gordon equations and will be given in the next section. The first powerful
THz radiation was achieved after 14 years—in 2007 [3]. It was understand that
standing waves of plasma oscillation have been built in the cavity formed by the
side surfaces of the crystal, exactly as in a laser. In 2008 the standing waves were
seen for the first time in a computer simulation [4]. Although the leading role of
the excitation of cavity oscillations was well understand [5], the mechanism of the
powerful THz radiation still is not fully explained. For further investigation of the
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Fig. 1 The layered structure
of a BSCCO crystal.
Different layers correspond
to different Josephson
junctions and respectively
different differential equation
in the system of perturbed
Sine-Gordon equations

mechanism, simulations with very long time integration of a quasi 3Dmodel (system
of 2D equations) are needed. The investigation with respect to the parameters is also
important and computationally intensive. The main aim of this paper is to test a
parallel programm realization of a leapfrog algorithm for solving systems of 2D
perturbed Sine-Gordon equations.

We want to mention that solving the problem is interesting not only for appli-
cations, but from pure mathematical point of view because it is a generalization of
the classical perturbed 1D Sine-Gordon equation. As a result of considering a sys-
tem of equations, new type of solutions without analogues in one equation case, are
possible. New 2D effects are also expected.

2 Mathematical Model

We consider systems of 2D perturbed Sine-Gordon equations:

S(ϕt t + αϕt + sin ϕ − γ ) = Δϕ, (x, y) ∈ Ω ⊂ R2 (1)

HereΔ is the Laplace operator.Ω is a given domain in R2. S is the Neq × Neq cyclic
tridiagonal matrix:
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S =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 s 0 . 0 s
s 1 s 0 . 0
. . . . . .

. . . . . .

0 . 0 s 1 s
s . 0 0 s 1

⎞

⎟⎟⎟⎟⎟⎟⎠

where−0.5 < s ≤ 0 and Neq is the number of equations. The unknown is the column
vector ϕ(x, y, t) = (ϕ1, ..., ϕNeq )

T . Neumann boundary conditions are considered:

∂ϕ

∂
−→n |∂Ω = 0 (2)

In (2) −→n denotes the exterior normal to the boundary ∂Ω . To close the problem (1),
(2) appropriate initial conditions are posed. The choice of the initial conditions is not
a trivial task and will be discussed in a future work. The model (1), (2) describes very
well the dynamics in Neq periodically stacked Josephson junctions in BSCCO crys-
tals. The parameter s represents the inductive coupling between adjacent Josephson
junctions, α is the dissipation parameter, γ is the external current. All the units are
normalized as in [2].

3 Numerical Scheme

We solve the problem numerically in rectangular domains by using second order
central finite differences with respect to all derivatives in Eq. (1). Let τ be the step in
time and h be the mesh size in both x and y space directions, n + 1—the number of
points in x direction and m + 1—the number of points in y direction. Let the mesh
points be:

xk = kh, k = 0, . . . , n, yi = ih, i = 0, . . . ,m, t j = jτ, j = 0, 1, . . . .

and the approximate solution be ϕ̃.
By using the notations:

zlk,i = ϕ̃l (xk , yi , t j ), ẑlk,i = ϕ̃l (xk , yi , t j+1), žlk,i = ϕ̃l (xk , yi , t j−1), l = 1, . . . , Neq ,

zk,i = (z1k,i , z
2
k,i , ..., z

Neq
k,i )T , ẑk,i = (ẑ1k,i , ẑ

2
k,i , ..., ẑ

Neq
k,i )T , žk,i = (ž1k,i , ž

2
k,i , ..., ž

Neq
k,i )T ,

zlx̄ x,k,i + zlȳ y,k,i = zlk+1,i + zlk−1,i + zlk,i+1 + zlk,i−1 − 4zlk,i
h2

, l = 1, . . . , Neq
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zx̄x,k,i + z ȳy,k,i = (z1x̄ x,k,i + z1ȳ y,k,i , ..., z
Neq

x̄ x,k,i + z
Neq

ȳ y,k,i )
T

the finite difference equations that approximate (1) reads as follows:

Sẑk,i = (S(2zk,i + (0.5ατ − 1)žk,i − τ 2(sin zk,i − γ )) + τ 2(zx̄x,k,i + z ȳy,k,i ))/(1 + 0.5ατ).

(3)

For every k = 1, . . . , n − 1, i = 1, . . . ,m − 1 a systemwith the cyclic tridiagonal
matrix S is solved with respect to ẑlk,i , l = 1, . . . , Neq , using Gaussian elimination.
The diagonally dominance of thematrix S (−0.5 < s ≤ 0) ensures the stability of the
algorithm. Because of the specific tridiagonal structure of S we need only 9Neq − 12
floating point operations per solving one system.

To approximate the Neumann boundary conditions (2) third order one-sided finite
differences are used. At the left and the right boundaries of the rectangular domain
the difference equations are:

ẑ0,i = (18ẑ1,i − 9ẑ2,i + 2ẑ3,i )/11, ẑn,i = (18ẑn−1,i − 9ẑn−2,i + 2ẑn−3,i )/11.

At the top and the bottom boundaries the difference equations are:

ẑk,0 = (18ẑk,1 − 9ẑk,2 + 2ẑk,3)/11, ẑk,m = (18ẑk,m−1 − 9ẑk,m−2 + 2ẑk,m−3)/11.

The resulting accuracy of the scheme is O(h2 + τ 2). The number of the floating point
operations in one time-step for the constructed difference scheme is O(nmNeq). This
difference scheme is actually a leapfrog difference scheme. The stability condition is:

τ <

√
1 + 2s h√

2
(4)

In (4)
√
1 + 2s = √

λmin , where λmin is the minimal eigenvalue of S,
√
2 in the

denominator corresponds to dimension = 2. The conservativity of the scheme is
checked numerically.

4 Numerical Results

The powerful THz radiation from BSCCO crystals corresponds to a new type of
solutions which are result of considering systems of equations with strong coupling
(s = −0.4999 for BSCCO crystals). As numerical results reveal, for certain para-
meters α and γ the phase ϕ(x, y, t) in a particular equation (junction) is a sum of
three terms: a linear with respect to time term vt (resistive term), a static π kink term
pi_kink(x, y) with amplitude A(γ ) and an oscillating term (with average zero):
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ϕ(x, y, t) = vt + A(γ ).pi_kink(x, y) + oscillating_term(x, y, t)

A clear three-dimensional standing wave pattern is seen as in numerical works
[4, 6], i.e. the oscillating term is one and the same standing wave for every equation.
The oscillating term is approximately a solution of the linear equation:

ϕt t = 1

1 + 2s
Δϕ, (x, y) ∈ Ω ⊂ R2

with Neumann boundary conditions. These types of oscillations (standing waves) are
called cavity oscillations [5]. For rectangular mesas (rectangular domain with sizes
Lx and Ly) oscillation frequencies for cavity mode excitation (M, N ) are given
explicitly [5]:

ωcav(M, N ) = 1

2
√
1 + 2s

√

(
M

Lx
)
2

+ (
N

Ly
)
2

(5)

M, N = 0, 1, 2, ...., M + N ≥ 1

Fig. 2 Two 2D static kink configurations (a and b) corresponding to excited (1, 1) cavity mode in
30 × 30 square. The cavitymode doesn’t determine uniquely the static kink configuration. Number
of equations is Neq = 10. The parameters are s = −0.4999, α = 0.13, γ = 1.14
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The oscillating frequency of the solution of problem (1), (2) calculating by FFT
(Fast Fourier Transform) and the frequency calculated by formula (5) excellently
agree (differ by less then 10−5). This means that the computed solution is a cavity
standing wave, exactly as in the experiment [3].

As opposite to the oscillating part, which is the same for each equation (junction),
the static part (in our case static kinks) have alternative character, i.e. opposite static
kinks alternate in odd and even junctions (equations). For example, two different 2D
static kink configurations corresponding to excited (1, 1) cavity mode in 30 × 30
square are shown in Fig. 2.

5 Computational Aspects

5.1 Parallelization of the Difference Scheme

For solving a problemwith large computational domain a parallelization of the differ-
ence scheme is needed. OpenMP Fortran realization of the above leapfrog algorithm
is made by a straightforward parallelization of all DO loops in the programm by
using the OMP DO directive:

!$OMP DO [ Clauses ]
Fortran DO loop to be executed in parallel
!$OMP END DO
Tests in double precision arithmetic are done on one computational node of the

CPU platform of the IICT-BAS cluster, which consists of 2 x I ntel® Xeon® Proces-
sors X5560 (8 cores, 16 threads with hyper-threading). The result is given in Table1.
The parallel efficiency when 8 OpenMP threads are distributed per each of 8 physical
cores, is very good, about 94%. When the number of threads exceed 8 and we start
to run 2 threads per core, parallel efficiency decreases faster. However we have addi-

Table 1 OpenMP realization of the leapfrog algorithm on 2x processors Xeon X5560. Com-
putational domain size is Neq × Nx × Ny = 10 × 3600 × 3600, number of time steps are
Ntime_steps = 150

Number of threads Time (s) Speedup Parallel efficiency (%)

1 411.49 1.00 100.

2 208.92 1.97 98.4

4 105.08 3.92 97.9

6 72.76 5.66 94.3

8 54.58 7.54 94.2

10 49.31 8.34 83.4

12 44.91 9.16 76.3

14 41.07 10.02 71.6

16 37.88 10.86 67.9
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tional speedup gain of using hyper-threading up to ∼11 when we use all 16 physical
threads.

5.2 Investigation with Respect to the Parameters

In the case of investigation with respect to the parameters we have the so-called
natural parallelism. In our case we have to solve the solutions for different set of
parameters (α, γ ). In that case we solve many independent problems at the same
time on different computational nodes of the CPU platform of the IICT BAS cluster.
Each problem is parallelized inside one computational nodewithOpenMP. The speed
up is proportional to the number of used computational nodes.

6 Conclusions

OpenMP realization of a leapfrog algorithm for solving systems of perturbed Sine-
Gordon equation is tested on the cluster of IICT-BAS. The numerical results agree
with previous studies of other authors. A good base for further computationally inten-
sive investigation of the mechanism of powerful THz radiation in BSCCO crystals
is made.
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Stability Analysis of an Inflation
of Internally-Pressurized Hyperelastic
Spherical Membranes Connected to
Aneurysm Progression

Tihomir B. Ivanov and Elena V. Nikolova

Abstract In this study, we consider a nonlinear second-order ordinary differential
equation to describe the inflation of a thin-walled hyperelastic spherical membrane,
subjected to an internal distention pressure.We examine the stability of the equilibria
of the basic model using three different forms of strain energy functions (SEFs),
representing the mechanical properties of elastomers and soft tissues. It is shown that
the mechanical stability or instability of the membrane material is associated with
the monotonicity or non-monotonicity of the pressure-stretch relation. We define
two types of instabilities according to the specific constitutive relation. We prove
analytically that a stable inflation of the membrane can retain or can change to
an unstable one depending on the specific analytical form of SEF and its material
parameters. We derive conditions for the stability/instability of the equilibria of the
model with the different SEFs and relate the identified unstable equilibrium states to
development and rupture of aneurysms.

1 Introduction

An aneurysm is a localized, blood-filled balloon-like bulge in the wall of a blood
vessel [1]. In many cases, its rupture causes massive bleeding with associated high
mortality.Recently, one of themain hypotheses, related to aneurysm formation is con-
nected with the appearance of mathematical bifurcations in the quasi-static response
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of the arterial wall, associated to its material properties, i.e. the corresponding con-
stitutive model [2–8]. In this aspect, the human arteries are modelled as inflated
thin-walled, fluid-filled hyperelastic tubes and the hyperelasticity of the arterial wall
is presented by different forms of SEFs, which describe the mechanical properties of
soft tissues as well as elastomers. In [9] it is pointed out, that the elastic stability or
instability of the material is associated with the monotonicity or non-monotonicity
of the pressure-stretch (pressure-volume) relation. The loss of stability of rubber-like
membranes is explained by a non-monotone inflation, i.e. existence of a maximum
in the function relating the induced internal pressure to the corresponding equilib-
rium stretch of the membrane. The maximum pressure may be either a local or a
global maximum, depending on the specific constitutive model of the material (in
particular, the concrete form of SEF). The global maximum is connected with a
“limit point instability”, where a “party balloon effect”, which is inherent for rubber-
like materials, is observed [10, 11]. For many rubber-like materials, however, the
pressure-stretch curve may present a local maximum, followed by a local minimum,
which can be followed again by an increasing section of the curve [9, 11]. In this
case, when the pressure is increased above the maximum, the stretch “jumps” to a
significantly higher value. This phenomenon is defined as an “inflation jump” in [11].

In the present work, we focus on analytical investigation of instabilities, which
can appear in the inflation of a thin-walled incompressible hyperelastic spherical
membrane (in particular, a perfectly spherical aneurysm) subjected to an internal
distentionpressure. Themainmotivation for our study came from thepaper ofGoriely
et al. [11], where the existence of limit point instabilities and inflation jumps in
inflated spherical shells was discussed. The authors considered five different forms
of SEF and found values of the material parameters, corresponding to a limit point
instability, for each of the five SEFs. Unlike their study, we come from another
mathematical formulation of the basicmodel andwe consider the instability problem,
using three types of SEF, which are different from those, examined in [11].

The remainder of this paper is organized as follows. In Sect. 2 we formulate a
mathematicalmodel, describing the problem,mentioned above. Three different types
of SEFs are used to represent the hyperelacticy of themembrane. Identification of the
equilibrium states of the model and analysis of its stability for each of the three SEFs
are discussed in Sect. 3. The main analytical findings are supported by numerical
simulations in Sect. 4. Several concluding comments, connected to the interpretation
of the basic results in terms of aneurysm progression, are summarized in Sect. 5.

2 Mathematical Formulation of the Basic Model

Let us consider an inflation of a thin-walled spherical membrane (a closed-end spher-
ical aneurysm) under the action of an internal (arterial blood) pressure. The mem-
brane (the aneurysmwall) ismodelled as a hyperelastic, isotropic and incompressible
material. According to the assumptions for material isotropy and incompressibility,
let λ1 = λ2 = λ = r/R be the circumferential stretch ratios (r and R are deformed
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and undeformed membrane radii, respectively), and λ3 = 1/λ2 = h/H—the stretch
ratio in the thickness direction (h and H are the deformed and the undeformed wall
thicknesses, respectivelly). The basic equation of the inflation of the membrane (the
aneurysm) can be presented in the following form [10]:

ρ
HR

λ2

d2λ

dt2
= P(t) − 2T (λ)

λR
, (1)

where ρ is the mass density of the membrane, P(t) is the arterial blood pressure,
and T1 = T2 = T (λ) is the principal stress resultant in the circumferential direc-
tion. The hyperelasticity of the membrane is presented by the following constitutive
relation [12]:

S = ∂W (E)

∂E
= 1

λ

∂W (λ)

∂λ
, T = HS, (2)

where S are the Piola–Kirchhoff stresses, E = (λ2 − 1)/2 are the Green–Lagrange
strains, and W is a SEF, respectively.

In our study, we use three well-known SEFs—the SEF of Fung [13], the SEF of
Ogden with two parameters [14], and the SEF of Raghavan and Vorp [15]. When
λ1 = λ2 = λ, λ3 = 1/λ2, they can reduce to the following forms:

• The SEF of Fung:

WF = a(exp(bE2) − 1) = a(exp(b((λ2 − 1)/2)2) − 1), (3)

where a and b are material constants.

• The SEF of Ogden with two parameters:

WO = χ(λ
μ
1 + λ

μ
2 + λ

μ
3 − 3) = χ(2λμ + λ−2μ − 3), (4)

where χ and μ are material constants.
• The SEF of Raghavan and Vorp:

WRV = α(I1 − 3) + β(I1 − 3)2, (5)

where I1 = 2λ2 + 1/λ4 and α and β are material constants.

We rewrite the second order ODE (1) as its equivalent first order system

dλ

dt
= ξ,

dξ

dt
= λ2

ρHR
P(t) − 2λS(λ)

ρR2
.

(6)
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3 Stability Analysis

Let us assume that P(t) = P ≡ const . Thus, the system (6) is autonomous.
The equilibrium points of the model (6) (if they exist) are in the form (λ̃, 0). Let

us denote by Peq(λ̃) the constant pressure that corresponds to the equilibrium value
λ̃. From the second equation in (6) we obtain

Peq(λ̃) = 2HS(λ̃)

λ̃R
. (7)

Proposition 1 Let Ẽ = (λ̃, 0) be an equilibrium point for the model (6). Then Ẽ
is a saddle point if Δ < 0 (or P ′

eq(λ̃) < 0) and a center if Δ > 0 (or P ′
eq(λ̃) > 0),

where

Δ = 2S(λ̃) + 2λ̃S′(λ̃)

ρR2
− 2λ̃Peq(λ̃)

ρHR
= 2

ρR2
(λ̃S′(λ̃) − S(λ̃))

and ′ ≡ d
dλ
.

Proof The Jacobian matrix of (6) evaluated at Ẽ has the form

J (λ̃) =
(

0 1
−Δ 0

)

and, thus, its characteristic equation is

Λ2 + Δ = 0.

If Δ < 0 holds true, then J (λ̃) has two real eigenvalues of opposite signs and Ẽ is
a saddle point. If Δ > 0 is valid, then the eigenvalues of J (λ̃) are purely imaginary
and Ẽ is a center. On the other hand

P ′
eq(λ̃) = 2H

λ̃2R

(
λ̃S′(λ̃) − S(λ̃)

)
.

Now, it is obvious that P ′
eq(λ̃) and Δ have the same sign and, thus, the proposition

follows.

Therefore, in order to study the local stability of the model (6) for the different SEFs,
we have to examine the behavior of Peq(λ̃) in those cases.
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3.1 Equilibrium Pressure Functions

3.1.1 Fung SEF

Now, we shall study the model (6) using the Fung SEF (Eq.3). In this case, we obtain

SF = ν(λ2 − 1)exp(Γ (λ2 − 1)2), (8)

where ν = ab/2 and Γ = b/4.
For the equilibrium pressure (7) we have

PF
eq(λ̃) = 2Hν(λ̃2 − 1) exp[Γ (λ̃2 − 1)2]

λR
. (9)

Lemma 1 PF
eq(λ̃) is strictly monotone increasing for every λ̃ > 0 and has an inflec-

tion point at its only zero λ̃ = 1. Further,

PF
eq(λ̃) → −∞, as λ̃ → 0+ and PF

eq(λ̃) → ∞, as λ̃ → ∞.

Proof For the derivative of PF
eq(λ̃) we have

dPF
eq

dλ̃
= 2H exp[Γ (λ̃2 − 1)2]ν[1 + (1 + 4Γ )λ̃2 − 8Γ λ̃4 + 4Γ λ̃6]

Rλ̃2
.

The sign of the latter is determined by the sign of the polynomial

Q(λ̃) = [1 + (1 + 4Γ )λ̃2 − 8Γ λ̃4 + 4Γ λ̃6]
> 4Γ λ̃2(λ̃4 − 2λ̃2 + 1)

= 4Γ λ̃2(λ̃2 − 1)2 ≥ 0.

Now the lemma follows straightforwardly.

We illustrate the behaviour of PF
eq(λ̃) in Fig. 1.

3.1.2 Ogden SEF

In the case of the Ogden SEF (Eq.4) we obtain

S = 2χμ(λμ−2 − λ−2μ−2). (10)

and for the equilibrium pressure (7):
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Fig. 1 Equilibrium
pressure-stretch ratio relation
for the Fung SEF (Eq.9),
where P is in [N/cm2]

1.05 1.10 1.15 1.20

1

2

3

4

5

6
Peq
F

PO
eq (λ̃) = 4Hχμ

(
λμ−2 − λ−2μ−2

)

λR
. (11)

Lemma 2 For the behavior of PO
eq (λ̃) the following cases exist.

• If μ > 3 holds true, then PO
eq (λ̃) is strictcly monotone increasing for every λ̃ > 0

and its only zero is λ̃ = 1. Further,

PO
eq (λ̃) → −∞, as λ̃ → 0+ and PO

eq (λ̃) → ∞, as λ̃ → ∞.

• If μ < 3 is valid, then PO
eq (λ̃) is strictly monotone increasing for every 0 < λ̃ <

(
3+2μ
3−μ

)1/(3μ)

and strictly monotone decreasing for λ̃ >
(
3+2μ
3−μ

)1/(3μ)

. Further,

PO
eq (λ̃) → −∞, as λ̃ → 0+ and PO

eq (λ̃) → 0, as λ̃ → ∞

and λ̃ = 1 is its only zero. PO
eq (λ̃) has one maximum and it is at λ̃ =

(
3+2μ
3−μ

)1/(3μ)

.

Proof For the derivative of PO
eq (λ̃) we have

dPF
eq

dλ̃
=

4Hχμλ̃−2(μ+2)
(
3 + 2μ + λ̃3μ(μ − 3)

)

R
.

The sign of
dPF

eq

dλ̃
depends on the sign of the expression

(
3 + 2μ + λ̃3μ(μ − 3)

)
.

If μ > 3, it is always positive. Otherwise, if 0 < μ < 3, it is positive for 0 < λ̃ <(
3+2μ
3−μ

)1/(3μ)

and negative for λ̃ >
(
3+2μ
3−μ

)1/(3μ)

.

We illustrate the behaviour of PO
eq (λ̃) for μ < 3 and μ > 3 in Fig. 2.
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Fig. 2 Equilibrium pressure-stretch ratio relation for theOgden SEF (Eq.11), where P is in [N/cm2]

3.1.3 Raghavan–Vorp SEF

For the Raghavan–Vorp SEF (Eq.5) we obtain

S = 4(λ − λ−5)[α + 2β(2λ2 + λ−4 − 3)]. (12)

and from (7) we have

PRV
eq (λ̃) =

8H
(
1 − 1

λ̃6

) (
α + 2β

(
1
λ̃4 + 2λ̃2 − 3

))

λ̃R
. (13)

Lemma 3 For the behavior of P RV
eq (λ̃) two possibilities exist. Let us define ϕ(κ) =

4κ6+10κ3+22
κ5−7κ2 .

• If α
β

< 6 + ϕ
(

3
√
3
√
37 + 16

)
≈ 23.5954, then PRV

eq (λ̃) is strictly monotone

increasing for every λ̃ > 0.

• If α
β

> 6 + ϕ
(

3
√
3
√
37 + 16

)
≈ 23.5954, then there exist 0 < λ̃max < λ̃min such

that P RV
eq (λ̃) is strictly monotone increasing for 0 < λ̃ < λ̃max and λ̃ > λ̃min and

strictly monotone decreasing for λ̃max < λ̃ < λ̃min.

Proof For the derivative of PRV
eq (λ̃) we obtain consecutively

dPRV
eq

dλ̃
= 56αH

λ̃8R
− 8αH

λ̃2R
+ 176βH

λ̃12R
− 336βH

λ̃8R
+ 80βH

λ̃6R
+ 48βH

λ̃2R
+ 32βH

R

= 8Hβ

Rκ6

(
4κ6 + (6 − γ )κ5 + 10κ3 + 7(γ − 6)κ2 + 22

)
,

where γ = α/β and κ = λ̃2 > 0.
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Therefore the sign of
dPRV

eq

dλ̃
is determined by the sign if the polynomial g(κ) =

4κ6 + (6 − γ )κ5 + 10κ3 + 7(γ − 6)κ2 + 22. κ is a root of g(κ) if

γ − 6 = 4κ6 + 10κ3 + 22

κ5 − 7κ2
= ϕ(κ).

The graph of ϕ(κ) is shown in Fig. 3
Taking into account that

dϕ

dκ
= 4(κ9 − 33κ6 − 45κ3 + 77)

κ3(κ3 − 7)2
4(κ3 − 1)(κ3 − 16 − 3

√
37)(κ3 − 16 + 3

√
37)

κ3(κ3 − 7)2
,

it is easy to see that the minimum of ϕ(κ), κ >
3
√
7, is obtained at κ = 3

√
3
√
37 + 16.

Now the proposition follows easily.

We illustrate the behavior of PRV
eq (λ̃) in Fig. 4.
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Fig. 3 Graph of ϕ(κ)
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Fig. 4 Equilibrium pressure-stretch ratio relation for the Raghavan-Vorp SEF (Eq.13), where P is
in [N/cm2]. On the left, α/β > 23.5954 and, on the right, α/β < 23.5954
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3.2 Existence and Local Stability of Equilibria

From the above Lemmas and Proposition 1, the next Propositions follow directly.

Proposition 2 For all positive values of the model parameters, the model (6) with
the Fung-type SEF has exactly one equilibrium point in the form Ẽ F = (λ̃, 0) and it
is a center.

Proposition 3 For the equilibria of the model (6) with the Ogden SEF the following
holds true.

• If μ > 3 holds true, then for all positive values of the model parameters the model
has exactly one equilibrium point of the form ẼO = (λ̃, 0) and it is a center.

• Ifμ < 3 and P < PO
eq

((
3+3μ
3−μ

)1/(3μ)
)
, then the model has two equilibria—ẼO

1 =

(λ̃1, 0) and ẼO
2 = (λ̃2, 0) where 0 < λ̃1 <

(
3+2μ
3−μ

)1/(3μ)

and λ̃2 >
(
3+2μ
3−μ

)1/(3μ)

.

The equilibrium ẼO
1 is a center and ẼO

2 is a saddle point

• If μ < 3 and P > PO
eq

((
3+3μ
3−μ

)1/(3μ)
)
, then the model has no equilibria.

Proposition 4 For the model (6) with the Raghavan–Vorp SEF the following pos-
sibilities exist. Let ϕ(κ), λ̃min, and λ̃max be defined as in Lemma 3 and PRV

eq (λ̃) is
defined in (4).

• If α
β

< 6 + ϕ
(

3
√
3
√
37 + 16

)
≈ 23.5954, then there exist one equilibrium point

of the model and it is a center.

• If α
β

> 6 + ϕ
(

3
√
3
√
37 + 16

)
≈ 23.5954 and P < PRV

eq (λ̃min) or P > PRV
eq

(λ̃max), then the model (6) has exactly one equilibrium point and it is a center.

• If α
β

> 6 + ϕ
(

3
√
3
√
37 + 16

)
≈ 23.5954and PRV

eq (λ̃max) < P < PRV
eq (λ̃min), then

the model (6) has three equilibria—Ẽ RV
i = (λ̃i , 0), i = 1, 2, 3. Ẽ1 and Ẽ3 are cen-

ters and Ẽ2 is a saddle point; 0 < λ̃1 < λ̃max < λ̃2 < λ̃min < λ̃3.

4 Numerical Simulations

We illustrate the above results by numerical computing the orbits for the system (6)
with the different SEFs. In all examples, ρ = 1050 × 10−6 kg/cm3 (themass density
of the arterial wall), and H = 0.15 cm, R = 3 cm [15].

Example 1 The results for the system (6) with the Fung-type SEF (Eq. (3)) at the
following values of the other model parameters— ν = 20.5N/cm2, Γ = 1.734 [12],
P = 2N/cm2—and three different initial conditions, are presented in Fig. 5. All the
trajectories are periodic orbits.
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Fig. 5 Trajectories of (6) in
the λξ -plain with Fung SEF
and three different initial
conditions
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40
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Example 2 The results for the system (6) with the Ogden SEF (Eq. (4)) at the follow-
ing values of the other model parameters—χ = 0.621N/cm2, μ = 13.21 [12] (for
the case μ > 3), P = 2N/cm2—and three different initial conditions, are presented
in Fig. 6a. For the case μ < 3, we use μ = 1.3, χ = 6.3N/cm2 [4], P = 0.2N/cm2

(see Fig. 6b), and μ = 1.3, χ = 6.3N/cm2 [4], P = 2N/cm2 (see Fig. 6c). Those
cases correspond to the three cases in Proposition 3. Note that in the case when no
equilibria exist the solutions are unbounded.

Example 3 We consider the model (6) with the Raghavan–Vorp SEF (Eq. (5)) at the
following values of thematerial coefficients—α = 19.29N/cm2,β = 55.27N/cm2,
which are calculated by a best-fit procedure of Eq. (12) to experimental data,
obtained by Stoychev et al. (personal communication), P = 2N/cm2—and three
different initial conditions (see Fig. 7a). Results for the same model with para-
meters α = 17.4N/cm2, β = 0.45N/cm2, P = 2N/cm2, and α = 17.4N/cm2,
β = 0.45N/cm2, P = 6.5mN/cm2 are presented in Fig. 7b and c. Those three cases
correspond to the three possibilities in Proposition 4.

5 Discussions

The analytical investigation, presented in Sect. 3 of the current article, aims to high-
light the key role of the constitutive equation (in particular, the concrete form of
SEF) on the stability of an inflated aneurysm wall, subjected to an intravascular
blood pressure. Here, we shall summarize the main results, obtained in Sect. 3, and
shall translate them to aneurysm progression. According to the results, presented in
Sects. 3 and 4, several distinct scenarios are possible:

• The curve Peq(λ̃) is monotonically increasing function for every λ̃ > 1. Then the
basic model has exactly one equilibrium point, which is of a center type, i.e.
neutrally stable. This behavior is sustained for all material parameters of SEF of
Fung, for μ > 3 of SEF of Ogden, and for α/β < 23.5954 of SEF of Raghavan
and Vorp. In these cases, the inflation pressure does not affect the increase of the
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Fig. 6 Trajectories of (6) in
the λξ -plain with Ogden
SEF and three different
initial conditions
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stretch, i.e. the aneurysm wall sustains periodic oscillations (vibrations) between
its initial states (1, 0) and final ones (λ̃max , 0). From a biomechanical point of view,
this means, that the material is less distensible or stiff. This conclusion rejects the
appearance of local arterial dilatations (in particular, aneurysms). But, if these
abnormal states, such as aneurysms, already exist, on the basis of another physical
or medical factors, they do not enlarge and rupture at the conditions, given above.
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Fig. 7 Trajectories of (6) in
the λξ -plain with
Raghavan–Vorp SEF and
three different initial
conditions
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• The curve Peq(λ̃) demonstrates a local maximum, which determines the critical
pressure over which the aneurysm wall cannot hold out in static inflation. In this
case the basic model has two equilibrium points, one on the increasing part of
the curve, which is stable, and another on the decreasing part, which is unstable.
This behavior is established in the model at some restrictions of SEF of Ogden,

i.e. at μ < 3 and P < PO
eq

((
3+3μ
3−μ

)1/(3μ)
)
, and is associated with the notion of

“limit point instability” in [10, 11]. From a biomechanical point of view, this
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phenomenon can be explained by local stiffening of the material at low stretches,
and local softening of the material at higher stretch ratios. In [10], it is pointed
that such a behavior is typical for rubber-like materials. Like the “party balloon
effect” the aneurysm continues to inflate at decreasing pressure and there is a high
risk of its rupture at some critical pressure.

• The curve Peq(λ̃) shows a local maximum, followed by a local minimum, and fol-
lowed again by an increasing curve. In our finding, the basic model demonstrates
such a behavior at some restrictions of SEF of Raghavan and Vorp, namely at
α/β > 23.5954 and PRV

eq (λ̃max) < P < PRV
eq (λ̃min). Then there are three equilib-

ria, two neutrally stable centers and one unstable saddle. Although this scenario
is associated with “jump inflation” in [9, 11], for the behavior of the arterial
(aneurysm) wall, it is not physiologically acceptable (mainly in terms of the last
increasing branch of the pressure-stretch curve), because the stretch ratios for arte-
rial walls do not go over 1.4–1.6 [10]. In this aspect, like the previous scenario, we
focus only on identification of the critical pressure and critical stretch ratio, over
which the aneurysm wall cannot withstand in static inflation, i.e. it can ultimately
enlarge and rupture.

6 Conclusions

In the present paper, we have presented a theoretical investigation of the elastic
response of a perfectly spherical aneurysm subjected to an intravascular blood pres-
sure. We showed that the stability of the equilibria of the aneurysm wall is strongly
dependent on the concrete constitutive relation, describing its specific material prop-
erties. We have proved analytically that the stable or unstable quasi-static behavior
of the aneurysm is determined by the concrete numerical intervals (boundary values)
of the material parameters of each of the thee forms of SEF, used in the current
study. The instabilities, identified by our analytical analysis, have been interpreted
as possible factors for development and rupture of aneurysms.

Acknowledgements The authors thank to the National Science Fund of Bulgarian Ministry of
Education and Research: Grant DFNI–I02/3 for the financial support.
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New Bounds for Probability of Error
of Coded and Uncoded TQAM
in AWGN Channel

Hristo Kostadinov, Liliya Kraleva and Nikolai L. Manev

Abstract We investigate the performance of codedmodulation scheme based on the
application of integer codes to triangular quadrature amplitudemodulation (TQAM).
Anupper and a lower bounds for symbol error probability (SER) in the case ofAWGN
channel are derived. These bounds are so closed that it makes the calculation of the
exact value of SER unnecessary in practice.

1 Introduction

The term coded modulation means a combination of a scheme of coding and modu-
lation techniques. Nowadays, in modern digital communication systems, high-order
modulation is preferred for high-speed data transmission. One of the most popular
modulation in commercial communication systems is square quadrature amplitude
modulation (SQAM). SQAM scheme with its simple detection procedure is easy for
implementation and demonstrates a good performance.

Recently, the triangular quadrature amplitudemodulation (TQAM)was proposed.
In TQAM constellation the signal points are vertexes of a lattice of equilateral trian-
gles and the constellation is symmetric with respect to the origin. The comparison
of TQAM with SQAM given in [7] shows that the former is more power efficient
while preserves the low detection complexity of the latter. In [8] a general formula
for calculating the average energy per symbol of the TQAM is derived and symbol
error rate (SER) and bit error rate (BER) of the TQAM in the presence of additive
white Gaussian noise (AWGN) is analyzed.
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Codes over finite rings and their applications in coding theory have been inves-
tigated by many researchers during the past several decades. It is well known that
algebraic theory of block codes over finite rings have severe problems with coding
for multidimensional constellations. The reason is, that in two or higher dimensions
the Hamming distance is inappropriate. One possible solution of that problem is
given in [1], where Huber introducedMannheim distance and has applied codes over
Gaussian integers for that distance. The weakness of that construction comes from
the fact that based on a given code over Gaussian integers we arrange the points in
the constellation.

So called integer codes, codes defined over finite rings of integers, are more
useful from practical point of view. In contrast to the traditional block codes they
are designed to correct errors of a given type. It means that for a given channel and
modulator we can construct integer code capable of correcting the type of errors,
which are the most common for this channel.

In this work we shall investigate the performance of coded modulation scheme
based on the application of integer codes to TQAM constellation. Necessary defini-
tions and results are given in Sect. 2. In Sect. 3 an upper and a lower bound for symbol
error probability (SER) in the case of AWGN channel are derived. These bounds are
so closed that it makes the calculation of the exact value of SER unnecessary in prac-
tice. The error performance of integer codes in case of TQAM constellation over
AWGN channel is discussed in Sect. 4. Section5 describes the simulations that have
been carried out.

2 Preliminaries

2.1 TQAM Constellation

In this paper we will consider TQAM constellation of M = 22m signal points placed
in L = 2m rows parallel to real axis with L signal point in each row. The points form
a lattice of equilateral triangles and the constellation is symmetric with respect to the
origin. The power gain of M-ary TQAM over M-ary SQAM in decibels [8] is

10 log10

(
8M − 8

7M − 4

)
−−−→
M→∞ 0.5799 dB

For M = 16, 64, 256 the power gain is 0.458, 0.5505 and 0.5726, respectively.
An example of 16-ary TQAM is given in Fig. 1. The correspondence between

signal points and all 16 sets of four bits presented in the figure is referred to as
Grey mapping. In the case of SQAM this mapping guarantees that the 4-bit sets
corresponding to the closest points differ only in one bit. In the case of TQAM it
is impossible to realize such a mapping since the number of closest points can be
up to six. But the same property holds for two (of three possible) direction in the
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Fig. 1 16-TQAM
constellation

•• • •

•• • •

•• • •

•• • •

1111 1011 0011 0111

1110 1010 0010 0110

1100 1000 0000 0100

1101 1001 0001 0101

constellation. Examples of 16-ary and 64-ary TQAMs with Grey mapping are given
in [8], too.

Remark Some authors use (in the case of SQAM) the term Grey codding, but we
avoid intentionally this notation. A coded modulation with Grey mapping decreases
BER but it does not include decoding procedure and does not affect SER. We refer
this case to as uncoded case with Greymapping in contrast to the case of using integer
codes.

2.2 Integer Codes

Herein we give some necessary definitions and notations which we shall use in the
next sections. More details the reader can find in the mentioned papers.

Integer codes were proposed byVarshamov and Tenengolz [9] in 1965 for correct-
ing single insertion/deletion per codeword, but in [3, 4] it was demonstrated that such
classes of codes are very suitable for realization of coded modulation procedures.
The applications of integer codes with different modulation schemes, in partial with
SQAM, are discussed also in [5, 6].

Definition 2.1 [4] LetZA be the ring of integersmodulo A. An integer code of length
n with parity-check matrix H ∈ Zm×n

A , is referred to as a subset of Zn
A, defined by

C(H,d)={c ∈ Zn
A | cHT = d mod A}

where d ∈ Zm
A .
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Assume that a signal point si of a given signal constellation is sent through an
AWGN-channel. At the other end the detector estimates the received signal ri and
gives signal point s j at the output. If j �= i the detector has taken a wrong decision.
In terms of block codes over ZA the aforesaid can be described in the following way.
When a codeword c ∈ C(w, d) is sent through a communication channel (usually
noisy) the received vector can be written in the form

r = c + e,

where e = (e1, . . . , en) ∈ Zn
A denotes the error vector. It is clear that the different

signal points have not the same chance to be a result of decision process. The proba-
bility signal point s j to appear at the output of the detector depends on the Euclidean
distance between s j and really-sent signal point si . In terms of codes over ZA it
means that the elements ofZA are not equally probable as a value taken by ei .Which
elements of ZA are more probable depends on the chosen indexing of the signal
points by the elements of ZA. Therefore, it makes sense to consider (there is a point
in considering) the next definition.

Definition 2.2 [4] The codeC(H,d) is a t-multiple (±e1,±e2, . . . ,±es)-error cor-
rectable if it can correct up to t errors with values from the set {±e1,±e2, . . . ,±es}
which are occurred in a codeword.

Remark Without loss of generality in the definitions abovewe can assume thatd = 0.
For convenience of a notation we shall use C instead of C(H, 0).

To decode integer codes one can use a hard decoding algorithm [6]. This algorithm
uses a look-up table which maps each syndrome value to the corresponding error
vector. So, the complexity of the algorithm is linear with respect to the alphabet size
A.

3 Bounds for SER and BER

Suppose that a signal point s is sent through a communication channel. At the other
end the detector estimates the received signal r and has to take a decision: which
signal point has been sent. Let the channel be an AWGN channel with power spectral
density N0 watts/hertz. Then

r = s + n,

where n is two dimensional zero-mean Gaussian random process with variance σ 2 =
N0/2.

Hence, at any arbitrary time the value of n(x, y) is statistically characterized by
the Gaussian probability density function,

p(x, y) = 1

2πσ 2
e− x2+y2

2σ2 .
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Let qu denote the probability of right decision of the detector, that is the probability
of correct detection per symbol. In the case of uncoded SQAM constellation the
detector takes the right decision if the received signal r belongs to a square with
center the sent signal point s and side equals 2d, which is the minimal possible
distance between two signal points. In this case is more conveniently to consider
the noise as n = (nx , ny) where nx and ny are independent (orthogonal) zero-mean
Gaussian random processes with power spectral density N0/2 (variance σ 2 = N0/2).
The probability of correct demodulation in the SQAM case is widely treated in the
literature and well known (e.g., [2]). In [4] the reader can find also the probability of
correct decoding in the case of L2-SQAM coded with integer codes.

Unfortunately, in the case of TQAM the detection region are hexagon with side
equals a = 2d/

√
3 (the regions of contour points are more complex) and the consid-

eration of the noise as a set of two orthogonal and independent noises does not help
so much as in the square case.

In order to avoid the complex calculations we suggest a different approach. Our
idea is to approximate the detection regions by circles with center the sent signal
point. At least for hexagonal region the inscribed and circumscribed circles give
very tight lower and upper bounds for the probability of correct detection (upper and
lower bounds for the probability of error, respectively). For the contour points circles
are also a good approximation because of the part of the region outside the circle has
relatively small contribution to the probability.

If D is the detection region then

qu = Pr(r ∈ D) =
∫∫

D

1

2πσ 2
e− x2+y2

N0 dxdy.

In the case when D is a circle with radius λd we get

qu = 1 − e− λ2d2

N0

As we mentioned above qu for L2-SQAM is well known and it is given by the
formula

qu = 1

L2
[1 + (L − 1)erf(γ )]2,

where γ = d√
N0

=
√

3

2(L2 − 1)
· Es

N0
, erf(x) = 2√

π

∫ x

0
e−u2 du, and Es

is the average energy per signal point, that is, SNRs = Es/N0 is the signal-to-noise
ratio per symbol.

This enable us to test our idea. The inscribed and circumscribed circles of the
square with side 2d have radius d and d

√
2, respectively. Therefore we have to

expect that

1 − e− d2

N0 < qu < 1 − e− 2d2

N0
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Fig. 2 Probability of symbol error for uncoded 16-SQAM

or for the symbol error (SER) pu :

e− 2d2

N0 < pu < e− d2

N0 .

In the case of 16-SQAM (i.e., L = 4) the inequality for pu as a function of SNR per
symbol has the form

e− SNRs
5 < pu < e− SNRs

10

ant it is graphically represented in Fig. 2.
In the case of L2-TQAM the distance between adjacent symbols is also 2d, but

the distance between horizontal rows is h = d
√
3 (which is the altitude of the of

equilateral triangles). Then [8]

d2

N0
= 12

7L2 − 4
· Es

N0
= 12

7L2 − 4
· SNRs . (1)

The radius of the inscribed circle for the hexagon isd, and the oneof the circumscribed
circle is a = 2d/

√
3 (see Fig. 3). Therefore we have to expect that

1 − e− d2

N0 < qu < 1 − e− 4d2

3N0



New Bounds for Probability of Error of Coded … 81

Fig. 3 Inscribed and
circumscribed circles’ radius

• •

• • •

• •

d

a

or for the symbol error (SER) pu :

e− 4d2

3N0 < pu < e− d2

N0 . (2)

Replacing d2/N0 by (1) we get

e− 16
7L2−4

SNRs < pu < e− 12
7L2−4

SNRs . (3)

4 Integer Codes and TQAM

Herein we describe applications of integer codes to 16-TQAM. One possibility is
to number the signal points by Z17\{0} = {1, 2, . . . , 16} and to use the integer code
with H = (1, 2) over the ring Z17 of integers modulo 17. This code is a single
(±1,±3,±4,±5)-error correcting code and can correct a wrong detection of the
sent point as one of the six neighbor (adjacent) points (see Fig. 4a).

Another possibility is the use of two codes over Z5 with check matrixH = (1, 2)
and numbering the points by pair of integers as it is shown in Fig. 4b.

Following the idea given in the previous section one can decide to estimate prob-
ability of symbol error by a larger detection region that includes the adjacent (at
distance 2d) points of the sent signal point. The radii of the circles are 2a = 4d/

√
3

Fig. 4 Coded 16-TQAM

• • • •
• • • •

• • • •
• • • •
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1 2 3 4

• • • •
• • • •

• • • •
• • • •

41 42 43 44

31 32 33 34

21 22 23 24

11 12 13 14
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and 5a/2 = 5d/
√
3, respectively. Therefore the expectation for the probability of

symbol error Pc is bounded by

e− 100
7L2−4

SNRs < Pc < e− 64
7L2−4

SNRs . (4)

In partial, for 16-TQAM we have

e− 25
27 SNRs < Pc < e− 16

27 SNRs . (5)

But such a way of reasoning is wrong because it does not take in account the
parameters of the code—the length of the codeword and how many errors per a
codeword it can correct. Hence one have to bear in mind that one or more symbols
will be incorrect decoded if the number of error detection per a codeword is larger
than the code capacity. For example, if two successive signal points are received
outside the circle with radius d they cannot be correctly decoded by a single error
correcting code of length two (as the code used for simulations). Thus a symbol
error appears. The probability for this even is a square of the error probability in
uncoded case. Hence the probability for symbol error Pc in coded case has to satisfy
the inequality

e− 32
7L2−4

SNRs < Pc < e− 24
7L2−4

SNRs . (6)

In partial for 16-TQAM we have:

e− 8
27 SNRs < Pc < e− 2

9 SNRs . (7)

5 Simulations

To compare the obtained boundswith real performancewe have developed a software
that simulates communication based on the 2k-TQAM in AWGN channel for k =
4, 6, 8.

The software generalizes a random sequence of bits, transforms it into a sequence
of signal points and adds to them AWGN corresponding to the prescribed (input)
SNR. Then realizes the procedure of detection (and decoding if necessary) and com-
pare the obtained points with the sent ones to calculate the SER. Also, the software
transforms the sequence of detected points into a sequence of bits and calculates the
BER. Three modes of simulation are realized:

• ‘St’—uncoded case without any fixed rules of mapping k-bits sets to points;
• ‘grey’—uncoded case with Grey mapping (Fig. 1 for k = 4);
• ‘intc’—coded with a integer code (for k = 4 is used mapping given in Fig. 4b).

We carried out the simulations with pseudo-random sequences of length ≈109

bits. As it was expected, the SERs for both uncoded cases, non-Grey (mode ‘St’) and
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Fig. 5 BER of uncoded 16-TQAM—Grey and non-Grey mapping
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Upper bound

Fig. 6 SER of uncoded 16-TQAM—simulation result

Grey mapping, are almost the same, but the Grey mapping gives smaller BER. The
bit error rates for uncoded 16-TQAM with and without Grey mapping are given in
Fig. 5.

Figure6 presents the comparison of the obtained by simulation SER with lower
and upper bounds for uncoded case given by inequality (3). For small values of
SNR all three graphs are very closed, the simulation even gives better result, but
for the values that of practical interest the simulation graph is between the others as
inequality (3) requires. The explanation is that for small SNR the deviation from (3)
generated by contour points of the constellation is larger and it reflects on the mean
SER.
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Fig. 7 SER of coded
16-TQAM—simulation
result
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100

error prob. Pc

lower bound
upper bound

Figure7 demonstrates the result of simulation of 16-TQAM coded with single
error integer code with H = (1, 2). The simulation confirms the inequality (7).

6 Conclusion

We derive a lower and an upper bounds for symbol error probability for TQAM. Our
considerations and simulations show that this bounds give an acceptable for practice
estimation of symbol error probability both in uncoded and coded with integer codes
cases. The graphs show that in the all cases the real performance follows the behavior
of the upper bound—its graph is just shifted in the better direction graph of the upper
bound.
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Construction of Multistage Scenario Tree
for Insurance Activity

Tsvetanka Kovacheva

Abstract In the paper a stochastic asset model can be used for long term financial
planning and observations in insurance. The scenario model is developed for the case
when the large number of scenarios is generated and represents the uncertainty of sto-
chastic parameters. The paper presents the construction the multistage scenario tree
using the clustering-based approach. It is implemented on sampled data of nominal
interest rate according to accepted stochastic model.

Keywords Scenario generation · Stochastic model · Uncertainty · Scenarios ·
Multistage scenario tree · Cluster analysis

1 Introduction

The insurance business has two basic parts: underwriting activity—collection of
premiums for accepting risk for the others, that on average cover future claims and
investment activity—the investment of those premiums and free reserves. The invest-
ment activity is similar to other financial institutions like pension banks, funds and
corresponds to the asset side of the company.

The both activities are influenced by the uncertainty (randomness) from environ-
ment—risk, which has stochastic behavior. The insurance company cannot influence
the behavior of risk factors. It can make the decisions to reduce the influence of
these risks. Risk and insurance are associated with each other. The risk is concerned
with a chance of loss. Some risks that confront the insurance company are: the risks
of claims size and claims frequency, reinsurance risk, interest rate risk, inflation
risk and others. The risks can be considered as uncontrollable factors, which are
randomvariables. These variables are not under the control of the insurance company.
Variables whose values are under control of the company named decision variables
(strategy of insurance).
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Different scenarios are generated for the decision making in some situations of
the insurance company activities. The scenarios are related with variation of risk
factors over time. The scenario generator includes stochastic models for the risk
factors affecting the company.

The most commonly used models for decision of long term financial planning
and observations problems are CIR (Cox, Ingersoll and Ross) and HMT (Hibbert,
Mowbray and Turbull) [1–3]. They are extensions of the famous short-rate Vasicek
model [4]. The models involve decision stages and uncertainty.

The basic feature of these models is that a stochastic process describes the uncer-
tain environment. The stochastic processes are estimated from historical data and
calibrated using some prior information. The large number of interrelated risk fac-
tors (inflation, interest rate, etc.) is taken into account to understand their potential
behavior over the planning period. Some parameters are completely unknown at the
current point at time, when decision must be taken.

The large numbers of scenarios are simulated by using a random scenario gener-
ator and form the initial scenario fan. The next step is approximation the generated
scenario fan into multistage scenario tree using a modified Ward clustering method.
The constructed multistage scenarios tree is evaluated by calculation some statistical
characteristics of the nominal interest rate.

The structure of the paper is following: Sect. 2 presents some basic notions and
terminology for the paper. Section3 gives the basic methods and steps of the scenario
tree generation. Section4 illustrates the construction of two-stage scenario tree, its
advantages and disadvantages, and the necessity of construction multistage scenario
tree. The modified Ward clustering method is proposed to create the scenario tree.
Section5 presents the model for long-term financial planning purposes. The simu-
lation results on the base of the chosen model using the Statistical Analysis System
(SAS) are given. Section6 concludes the paper.

2 Basic Notions and Terminology

Insurance activity is most commonly represented with multivariate stochastic
processes.

Assume that a discrete-time continuous space stochastic data process is given

ξ(ω) = {ξt (ω)}Tt=0 (1)

Theprocess is definedonprobability space (�,F , P)with parameter t ∈ {0, 1, . . . , T }
(time) and state space �d ,� is a simple space, F—a σ -algebra (σ -field)—a
set of random events of �, P : F → [0, 1]—a probability measure. The func-
tion ξ : � → �d is said to be F-measurable. For every ω ∈ � the sequence
{ξ0 (ω) , ξ1 (ω) , . . . , ξT (ω)} is named a data path (trajectory, realization, scenario).
The information structure is given by afiltration� = (F0,F1,…,FT) of an increasing
sequence of σ -algebras, i.e. Ft ⊆ Ft+1 and σ (ξ) ⊆ �. The σ -algebra Ft describes
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the available information at time t . The distribution of the process may be the result
of an estimation based on historical data.

The decision process is
x = {xt }Tt=0 (2)

where—xt—recourse decision at stage t , xt : � → �n and Ft ⊆ F .
The stage is a moment in time, when decisions are taken. The time period is the

interval between two time points. In each of the stages, the decisions are limited by
constrains that may depend on the previous decisions and observations. Stages do not
necessarily refer to time periods t , they correspond to steps in the decision process.

The sequence of decisions and observations is

x0, (ξ0, x1) , (ξ1, x2) , . . . , (ξT−1, xT ) (3)

The process (2) is nonanticipative [5], i.e. every decision xt taken at any stage t > 1
of the process depends only on the past observations and decisions.

To represent the process (1) as a tree with finite number of realizations, it is
necessary to approximate it as close as possible by a discrete stochastic process

ξ l (ω) = {
ξ l
t (ω)

}T
t=0 , l = 1, L (4)

A tree process (4) generates a filtration � = (F0, F1, …, FT) by σ
(
ξ l (ω)

) ⊆ �.

The tree process (4) takes only finitely many values and pl = P
(
ξ l

)
, pl ≥ 0,

L∑
l=1

pl = 1.

3 Scenario Tree Generation

Scenario tree generationmethods are powerful decision-making toolswhen decisions
have to be made under uncertainty. A major focus of scenario generation is to create
a tree-structure of scenarios [6–10, 18].

The main scenario generation methods are:

• sampling: the method takes values from the distribution function, thus provid-
ing scenario values (Monte Carlo or random sampling, importance sampling,
bootstrap, internal sampling, conditional sampling, stratified sampling or Markov
chain, Monte Carlo sampling).

• statistical methods: determine some statistical characteristics of the given data
which are used to determine the best fit theoretical distribution and generate the
scenarios using this distribution (statistical moments or property matching, prin-
cipal component analysis, regression and its variants).
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• simulation: this involves the simulation of the process by inputting random num-
bers into its equation (stochastic process simulation, error correctionmodel, vector
auto-regressive).

• other methods: these methods include a variety of methods (artificial neural net-
works, clustering, scenario reduction, hybrid methods).

A scenario generation procedure involves some or all of the following steps:
Step 1. Choosing the model describing the stochastic parameters (for example

econometric models and time series—autoregressive models, moving average mod-
els, autoregressive moving average models, Bayesian VAR, reduced rank regression,
etc. and diffusion processes—Brownian motion, etc.).

Step 2. Collection historical observations of parameter values.
Step 3. Estimation/calibration of parameters with historical data.
Step 4. Generation of data paths according to the chosen model. Using statistical

approximation (property matching, moment matching, non parametric methods) or
sampling (random sampling, stratified sampling, bootstrapping) data paths can be
generated performing discretization of the distribution over the time horizon T.

Step 5. Construction a scenario tree with the desired properties on the base of
sampled data paths (scenarios) and constrains.

4 Construction of Multistage Scenario Tree

4.1 Construction of Two-Stage Scenario Tree

Two-stage scenario tree (Fig. 1) is constructed from the scenarios of the process (4).
In the first stage all scenarios coincide at the time period t = 0 in the initial root node,
i.e. ξ 1

0 = ξ 2
0 = · · · = ξ L

0 , since the values of the random parameters are known with
certainty during the first time period. In the second stage the tree has L branches from
the initial root node, which are extended from the nodes at the time period t = 1 to the
nodes at the time period t = T . The tree consists of N = 1 + T L nodes. If such tree
is used as input in multistage stochastic program, the model is a two-stage problem.
The tree process is defined on the finite probability space � = (ω = 1, . . . , ω = L).
The corresponding filtration is � = (F0, F1, ..., FT), such that the sequence of
σ -algebras is

F0 : {ω = 1, . . . , ω = L} andF1 = F2 = · · · = FT : {ω = 1} , {ω = 2} , . . . , {ω = L} (5)

The properties of the two-stage multiperiod program are the following [6]:

• decisions at all time periods are made at once and no further information is
expected.

• hedging against all considered unrelated scenarios of possible developments is
assumed.
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1st stage 2nd stage

t=0 t=1 ...    t=T  time

1=ω

2=ω

3=ω

2

1

−

−
Lω
L=

=

ω

L=ω

Fig. 1 Two-stage scenario tree

• except for the first stage no nonanticipative constrains appear.

Depending on the considered problem, such properties can be considered as dis-
advantages. This entails the construction of multistage trees for multistage models.

4.2 Construction of Multistage Scenario Tree

Multistage scenario tree can be obtained using the following methods: optimal dis-
cretization, barycentric approximation, sequential clustering [6]. In the result is
received the structure shown in the Fig. 2.

The multistage scenario tree starts also from the initial root node at the time
period t = 0. In the next time periods the structure of the scenario tree is described
by branching into a finite number of scenarios K . Generally nodes of the tree at the
time period t correspond to possible values of ξ l

t that may occur. Each of them except
for the root node is connected to a unique node at level (t − 1) , called the ancestor
node or predecessor and is also connected to nodes at level (t + 1) , called children
nodes or successors. The branching factor is

bt (x) = #
(
y : P (

ξ l
t+1 = y

∣∣ξ l
t = x

)
> 0, t = 0, T − 1

)
(6)

where the nodes (x, t) and (y, t + 1) are connected. Typically, the branching factors
are chosen beforehand and independent of x .

A scenario tree is a rooted tree where all the leaves are at depth T . Its structure is
determined by the vector (1, b1, . . . , bt , . . . , bT ) , where bt denotes the number of
successors per node in stage t. The vector of the number of tree nodes in each stage
is (n0, . . . , nt , . . . , nT ) . If the branching factor is the same for a given period, then:
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1=ω
2=ω

1−Mω
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=
ω

t=0           t=1           t=2   ...  t=T -1             t=T   time

T  stage1 stage 2 stage

Fig. 2 Construction of multistage scenario tree

• the total number of tree nodes is

ntr = 1 +
T∑

t=1

nt or ntr = 1 + b1 + b1b2 + · · · + b1b2 . . . bT (7)

where—nt—number of nodes in stage t (n0 = 1).

• the total number of scenarios is

S =
T∏

t=1

bt (8)

The tree process is definedon thefinite probability space� = (ω = 1, ω = 2, . . . ,
ω = 32). The corresponding filtration is� = (F0,F1,…,FT), such that the sequence
of σ -algebras is

F0 : {ω = 1, . . . , ω = M}
F1 : {ω = 1, ω = 2, ω = 3, ω = 4} , . . . , {ω = M − 3, ω = M − 2, ω = M − 1, ω = M}
. . . (9)
FT−1 : {ω = 1, ω = 2} , {ω = 3, ω = 4} , . . . , {ω = M − 1, ω = M}
FT : {ω = 1} , {ω = 2} , . . . , {ω = M}
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The probability of scenario l or its path probabilities assigned to the terminal
(leaf) nodes is

pl = P
(
ξ l

) = P
(
ξ l
0

) T∏

t=1

P
(
ξ l
t

∣∣ ξ l
0, ξ

l
1, . . . , ξ

l
t−1

)
, l = 1, M (10)

The nonantipativity constraints are included in an implicit form.
The sum of probabilities for all scenarios in each stage of the tree is equal 1. As the

depth of the scenario tree increases, the total probability for a deep node decreases,
so it may be useful to simplify the problem.

The multistage scenario tree differs from the two-stage scenario tree by its robust-
ness, stability of solutions (similar sub-scenarios result in similar decisions). It
reflects interstage dependence and decreases the number of nodes.

The scenario trees are used in financial management models in life insurance and
pension funds. The usual financial scenario processes (asset prices, interest rates,
etc.) have to be extended for mortality risk [11]. Mortality appears as an independent
risk factor. In [11] is given example the stochastic management of individual life
insurance contracts for combine both risk factors.

4.3 Hierarchical Clustering Method of Construction
the Multistage Scenario Tree

There are many techniques to create the scenario tree from the scenario fan as con-
ditional/importance sampling, ad hoc/expert cutting and pasting, moment fitting,
minimization of the distances of probability distributions, clustering, discretization
schemes used instead of simulation or sampling [7].

In the paper the scenario tree is constructed from the scenario fan by clustering
method [12–14]. The modified Ward (minimum variance) method is used.

Themethod attempts to minimize the error of sum of squares (ESS) of the clusters
Ck
t that can be formed at each time period t. The objective function is

ESSt =
∑

l

(
ξ l
t

)2 −
(

∑

l

ξ l
t

)2

(11)

which is calculated for all scenarios belong to the clusters from the previous time

period. The cluster centers ξ
k
t are computed. They correspond to the nodes of the

scenario tree with respective probability and dispersion. The mean and dispersion of
the cluster Ck

t at any time period t are

ξ
k
t = M

[
ξ k
t

]
, ξ k

t ∈ Ck
t (12)
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Var
(
ξ k
t

) = M

[(
ξ k
t − ξ

k
t

)2
]
, ξ k

t ∈ Ck
t (13)

The probabilities of the centers ξ
k
t are the sum of probabilities of the individual

scenarios ξ k
t ∈ Ck

t .
In each time period t the total mean and variance are evaluated on the base of the

cluster means and variances.

5 Simulation Results

The 2-factor model of Hibbert, Mowbray and Turbull (HMT) for long-term financial
planning purposes model is used. It presents an original continuous-time mean-
reverting stochastic process fromOrnstein-Uhlenbeck type for the short-term interest
rate [3, 15, 16, 19]. The process is defined by the system

∣∣∣∣
dr1 (t) = αr1 (r2 (t) − r1 (t)) dt + σr1dZr1 (t)
dr2 (t) = αr2 (μr − rr2 (t)) dt + σr2dZr2 (t)

(14)

where—r1 (t), r2 (t)—real short-rate and mean reversion level for the real short-
rate at time t ; αr1, αr2—autoregressive parameters; σr1, σr2—annualized volatilities
(standard deviations); μr—mean reversion levels for r2 (t); dZr1 (t) , dZr2 (t)—
shocks to the both real rate processes which is distributed normally; br1, br2-lower
bounds for the real rates.

The analytic expressions in (14) can be used to derive the real interest rate r1 (t)
and r2 (t) at any time. They are the continuous-time equivalents of two first-order
autoregressive time-series processes. The real interest rates have a normal distrib-
ution. The inconvenience of the model is the possibility to obtain the negative real
rates. The two processes Z1 (t) and Z2 (t) are Brownian motions with instantaneous
correlation ρ. The Eqs. (14) allow calculating an expected path for future short-rates
that is naturally related to current forward rates. The price of a zero-coupon bond at
time t that pays one unit in real terms (i.e. protected from inflation) at time T is given
by the following pricing equation

Pr (t, T ) = e[A(T−t)−B1(T−t)r1(t)−B2(T−t)r2(t)] (15)

where—A(s), B1(s) and B2(s) are the functions of the parameters for real interest
rate movements [3, 15].

After obtained prices for real discount bonds, it is then possible to calculate also
the continuously compounded yield at time t for maturity T

Rr (t, T ) = − log (Pr (t, T ))/(T − t) (16)
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The continuous process (14) can be approximated by the discrete one using longer
intervals, such as monthly (requirement of long-term insurance problems). The dis-
crete model is ∣∣∣∣

�r1t = αk1(r2t − r1t )�t + σr1ε1t
�r2t = αk1(μr − r2t )�t + σr2ε2t

(17)

From �r1t = r1,t+1 − r1t and �r2t = r2,t+1 − r2t , then

∣∣∣∣
r1,t+1 = (1 − αk1�t)r1t + αk1r2t�t + σr1ε1t
r2,t+1 = αk2μr�t + (1 − αk2�t)r2t + σr2ε2t

(18)

In the discrete case the standard Brownian motion is presented by ε1t and ε2t . The
obtained discrete samples from the system (18) represent the scenarios for the uncer-
tain variables over the planning time period.

The simulation algorithm is [11]:

• generate εi ∼ N (0, 1) and multiply it by
√

�t .
• simulate the real interest rates r2 (t) using the second equation of (15) and r1 (t)
using the first equation of (15).

• determine maturity time T for discount bonds.
• use analytical expressions (15) for Pq (t, T ) and Rr (t, T ) at any term.
• calculate discount bond return at time t for maturity T using (16).

The parameters must be determined by calibration [3].
The same structuremodel for the short-term inflation rates is used, as (14) but with

different parameters [3, 15, 16]. The equations governing the path of the short-term
inflation rates are

∣∣∣∣
dq1 (t) = αq1 (q2 (t) − q1 (t)) dt + σq1dZq1 (t)
dq2 (t) = αq2

(
μq − qr2 (t)

)
dt + σq2dZq2 (t)

(19)

where the parameters are similar to those of the interest rates.
The pricing equation of Pq (t, T ) and equivalent yield of Rq (t, T ) are similar to

Eqs. (15) and (16).
The discrete inflation model of (17) is

∣∣∣∣
q1,t+1 = (1 − qk1�t)r1t + αk1q2t�t + σq1ε1t
q2,t+1 = αq2μq�t + (1 − αq2�t)q2t + σq2ε2t

(20)

Analogically, the obtained discrete samples from the system (20) represent the sce-
narios for the uncertain variables over the planning time period. Discretization and
simulation algorithms are similar to those of the real interest rate.

The Fisher equation allows to combined the real interest rate and the inflation
expectations term structures and obtain the price of the nominal interest rate term
structure

Pnom (t, T ) = Pr (t, T ) Pq (t, T ) (21)
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The algorithm and calculations were implemented in the Statistical Analysis System
(SAS) [17].

At first, the model is constrained in a way that guarantees the negative rates do not
appear. Therefore the following initial conditions are assumed: the inflation level is
2.5%, the mean reversion level for the real short-rate is 2.83%, the current 3-month
T-bill norm is 5% and the current 10-year T-bond yield is 5.58% [3].

Using the HMT stochastic asset model the representative set of L = 1000 scenar-
ios for the nominal interest rate during time horizon of T = 10 years or 120months
with one month time increment is simulated. Its graphical representation is shown
in Fig. 3. The initial root node is ξ 1

0 = · · · = ξ L
0 = 5%. The fan consists a 120,000

nodes.
For estimating the optimal number of clusters in the data is used the following

statistics: cubic clustering criterion (CCC) and t2 (PST2) statistics (Fig. 4).

Fig. 3 Initial scenario fan

Fig. 4 Estimation of the number of clusters
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(c) third stage clustering (d) fourth stage clustering

(a) first stage clustering (b) second stage clustering

Fig. 5 Multistage scenario trees in consistently clustering

From thePST2graph thefirstminimums indicate that the goodnumbers of clusters
are 2 and 3. The peaks in the CCC graph show that the possible numbers of clusters
are 2, 4 and 6. Considered together, these statistics suggest that the data can be
clustered into two clusters. The clustering is made with K = 2 (branching factor).

By clustering the generated scenarios with Ward method scenario fan is trans-
formed to multistage scenario tree also with K=2 at each stage, which is confirmed
also by the results in both statistics—PST2 and CCC. Consecutively, the scenario
fan is transformed to the following five multistage scenario trees (STs) with different
decision moments: 2-stage ST at t = 10 (Fig. 3); 3-stage ST at t = 2, 10 (Fig. 5a);
4-stage ST at t = 2, 4, 10 (Fig. 5b); 5-stage ST at t = 2, 4, 6, 10 (Fig. 5c); 6-stage
ST at t = 2, 4, 6, 8, 10 (Fig. 5d).

The dimensions of received STs are less then the scenario fan size. For example 6-
stage tree with 2 branches consists of 63 nodes and 32 scenarios according formulae
(6) and (7). At Fig. 6 are given graphically the branching structures of STs.
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(a) 1st iteration (b)  2nd iteration

(c) 3rd iteration (d)  4th iteration

(e) 5th iteration

1=ω
2=ω

32=ω

Fig. 6 Construction of multistage scenario tree

The tree process in Fig. 6 is defined on the finite probability space � = (ω = 1,
ω = 2, . . . , ω = 32). The corresponding filtration is � = (F0,F1,…,F5), such that
the sequence of σ -algebras is

F0 : {ω = 1, ω = 2, . . . , ω = 32} ; F1 : {ω = 1, . . . , ω = 16} , {ω = 17, . . . , ω = 32} ;
F2 : {ω = 1, . . . , ω = 8} , . . . , {ω = 25, . . . , ω = 32} ; F3 : {ω = 1, . . . , ω = 4} , . . . , {ω = 29, . . . , ω = 32} ;
F4 : {ω = 1, ω = 2} , {ω = 3, ω = 4} , . . . , {ω = 31, ω = 32} ;
F5 : {ω = 1} , {ω = 2} , . . . , {ω = 32}
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The generated STs are evaluated by calculated some statistical characteristics of the
nominal interest rate. The mean value (12) and the dispersion (13) at five determined
timemoments (t = 2, 4, 6, 8 and 10years) of the time are calculated. For the scenario
fan they are given in Table1 and for the STs—in Table2. The comparison of the
statistical characteristics of the scenario fan and STs from the tables shows that they
are retained.

6 Conclusions

In this paper a procedure based on scenario simulation and clustering technique for
construction the multistage scenario tree is presented. The large set of scenarios
of nominal interest rate is generated to represent the uncertainty in a sensible way
account: the goal of the model, its structure and the available information.

Tables1 and 2 show that constructed scenario tree according to the described
method with optimal number of clusters K = 2 presents sufficiently precise initial
scenario fan.

The size of the constructed scenario trees is much smaller than scenario fan. This
approach decreases the calculating time.

The proposed model can be incorporated into a variety of insurance applications.
The following investigations are planned in the future:

• comparison of the considered model with others, as CIR model;
• construction of the event trees describing the occurrence of events (in case of life-
insurance death or survival events) using the life (mortality) tables in models for
managing individual or portfolios contracts for life insurance and pension funds.

Table 1 Characteristics of scenario fan

Statistical
characteris-
tics/decision
moments

Time moments, in years

t = 2 t = 4 t = 6 t = 8 t = 10

Mean 0.05365 0.05777 0.06264 0.06844 0.07224

Dispersion 0.01177 0.01706 0.02091 0.02348 0.02600
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Microphone Array for Non-contact
Monitoring of Rolling Bearings

Volodymyr Kudriashov, Vladislav Ivanov, Kiril Alexiev
and Petia Koprinkova-Hristova

Abstract A non-contact approach for detection of lubrication loss in ball bearings
is described in the paper. An acoustic camera consisting of array of microphones
and camera is used for measuring bearing noise. It is found that the lubrication loss
increases the obtained sound pressure from 3 to 33 dB, in the frequency range 10Hz–
20kHz. Automatic detection of the lubrication loss may be done by a thresholding
technique.

Keywords Acoustic camera · Multi-sensor system · Acoustic noise source
localization · Non-contact monitoring · Direction of arrival

1 Introduction

Acoustic and vibration measurement methods are used for monitoring of rolling ele-
ment bearings. Review on these methods shows that emphasis is on vibration mea-
surement methods [16]. The vibration measurement in frequency domain enables
localization of particular defect [16]. However, the acoustic emission (AE) mea-
surements are suitable to detect defects earlier than they appear in the vibration
acceleration spectra [19, 20]. The AE measurements can detect growth of subsur-
face crack whereas the vibrationmonitoring can detect surface defects only [16]. The

V. Kudriashov (B) · K. Alexiev · P. Koprinkova-Hristova
Mathematical Methods for Sensor Information Processing Department,
Institute of Information and Communication Technologies, Bulgarian Academy
of Sciences, Acad. G. Bonchev Str., bl.25 A, 1113 Sofia, Bulgaria
e-mail: Kudriashov.Vladimir@gmail.com

K. Alexiev
e-mail: Alexiev@bas.bg

P. Koprinkova-Hristova
e-mail: PKoprinkova@bas.bg

V. Ivanov
Technical University of Sofia, 8 Kl. Ohridski Blvd., 1756 Sofia, Bulgaria
e-mail: VVI@tu-sofia.bg

© Springer International Publishing AG 2017
K. Georgiev et al. (eds.), Advanced Computing in Industrial Mathematics,
Studies in Computational Intelligence 681, DOI 10.1007/978-3-319-49544-6_9

103



104 V. Kudriashov et al.

high quality of ultrasonic AE measurements is mainly determined by a difference
in the frequency range between AE signals (above about 50 kHz) and interfering
signals in a vibrational frequency range (below about 50 kHz) [12, 13, 16]. Both
the amplitudes and the quantity of AE counts that exceed chosen threshold level are
used to detect defects in the bearings [15]. The threshold level depends on operating
conditions [11]. The ultrasonic AE sensor is usually placed on the bearing housing.
Mounting surface roughness and contact grease affect losses of incoming AE [12].
The above-described methods require the contact between the sensor and the object
under investigation. The latter may lead to additional costs due to production line
stops, required to assure the contact.

An array ofmicrophonesmay be used for non-contact bearingmonitoring [1]. The
microphone array portability is useful to avoid the production stops. Themicrophone
signal contains descriptors of examinedbearing.Even close placement ofmicrophone
to the bearing do not assure the absence of penetration of unwanted emissions. These
emissions are received from various spatial positions. Their impact affects seriously
the quality of measurements. However, the desired and the unwanted signals may
income from different spatial positions. The array of microphones may be focalized
to known position of the desired source of acoustic emission. It enables to separate
desired and unwanted signals using the spatial difference between their sources. The
quality of the separation depends on applied signal processing methods, equipment
performance, and experimental conditions. We consider condition monitoring based
upon processing of sound pressure measured near the bearing, in the frequency range
below 20 kHz.

2 Experimental Setup

The work exploits acoustic camera manufactured by Brüel & Kjaer (Sound and
Vibration Measurement A/S). The acoustic camera comprises microphone array and
optic camera. The acoustic camera generates acoustic images of sound pressure in
cross range—elevation coordinates, for noise source localization. The optic image
is overlaid onto the acoustic image to increase the quality of acoustic noise source
identification. The microphone array of the acoustic camera could be focalized to the
spatial position of the bearing. Portability of the acoustic camera enhances workflow,
additionally. Thus, the usage of the acoustic camera enables to increase the quality
of bearing monitoring.

The acoustic camera has 18 channels. The channel consists of a microphone (type
4958), an input module (type 3053-B-120 or 3050-B-060), and an acquisition soft-
ware (Pulse LabShop). The microphone frequency band is in range 10Hz–20 kHz.
The microphone array diameter is ∼0.32 m. The acoustic camera uses beamform-
ing and acoustic holography to generate acoustic images. The microphone array
beamwidth is ∼6◦, for frequency 10 kHz. The acoustic camera enables export of
measured data for post-processing.
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Fig. 1 Scheme of the experimental setup: top view

Themicrophone arraywas placed near to the bearing diagnosis equipment (model:
MS-730A, NSK Ltd, Fig. 1). The belt drive passes rotation of the alternating current
motor to gears. The gears pass the rotation to the spindle. A bearing seat is amounting
place for the inner ring of the bearing, on the ending of the spindle. The outer ring of
the bearing is loaded with pressing screw. The equipment is inside a room. Distances
between the microphone array and bearing seat, motor and others are given in Fig. 1.

The experiments were carried out in a room, where multipath propagation of
acoustic signals of both desired and interfering sources exist. The interfering sources
are: the equipmentmotor and gears, walking and speaking people inside the room and
urban noises from outdoor. Sound pressure of the interfering signals is comparable
to the acoustic emission of some bearing samples, at the output of single microphone
channel.
The fundamental fault frequencies that the bearing generates when balls pass over a
surface anomaly are a function of the bearing geometry and relative speed between
its inner and outer rings [7]. All measured bearings have the same geometry. Their
manufacturers are different: SKF, NSK Ltd., KBS, and HF. The number of rolling
elements (balls) is nine. The ball diameter is ∼7.938mm. The pitch diameter is
∼39.04mm. The contact angle of these bearings is zero. The latter allows the radial
load of the outer race of the bearing with the pressing screw. The spindle rota-
tional speed slightly varies from 1820 to 1830 rpm. The calculated values of the
fundamental fault frequencies are 12–166Hz. The fundamental fault frequencies are
proportional to rotational speed of the spindle (Fig. 1). The speed can be controlled
by the frequency of oscillations of alternating current, which feeds the motor. The
2.2 kW frequency inverter manufactured by Elmark (type: EL-ZVF9) is applied to
vary the frequency. The frequency increasing from 50 to 65Hz enables obtainment
of the spindle rotational speed ∼2334 rpm. The corresponding fundamental fault
frequencies are 15–211Hz. Further increasing of the feeding current is not possible
because it affects the stability of the rotational speed, even at a reduced pressure of
the screw.

The frequencies are under 0.5 kHz, for normal rotational speeds [16]. The
beamwidth of the microphone array at such low-frequency range is wider than 120◦.
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Non-contact measurement of vibration of the bearing may be committed by bistatic
radiometer [10]. Increasing of observation time of the radiometer to 10s enables
obtainment of the Doppler frequency resolution 0.1Hz. The latter is suitable for
remote measurement of vibration in the spatial volume of interest. Dimensions of
the volume may be comparable to dimensions of some rolling element bearings.

3 Assessment of Bearing Angular Coordinates

The received acoustic signal contains desired and interfering components. Spatial
diversity between emission source of interest and another interfering source(s) may
be used, to suppress the impact of the latter. The microphone array is focused on a
specified spatial position (volume) [4]. The focalization enables both maintaining of
signals from the volume and partial suppression of signals, incoming from unwanted
directions. The suppression is limited by directional properties of the employed
microphone array. Thus, the focalization of microphone array enables to improve
the quality of received signal in comparison with a single microphone.

The focalization is described in [4]. It requires compensationof propagationdelays
of received signals. The delays are determined by the propagationmodel of incoming
signals and the distances between microphones and measured bearing. The delayed
signals could be summed or processed in another way. We assume, that the noises of
microphones and corresponding acquisition channels are non-correlated.We assume
also that input signals are stationary. To improve the quality of obtained results all
autocorrelation terms of a cross-spectral matrix are replaced by zeros [4].

The focalization is carried out in a frequency domain. The delays depend on
Euclidean distances between the bearing seat and microphones of the array (Fig. 1).
The frequency resolution of the developed software is 4Hz. The frequency resolution
is limited by Fourier transform size at the particular configuration of the software.

The software allows generation of acoustic images and estimation of the focalized
spectra of the random input signals at a finite acquisition time. The difference of the
focalized spectra estimates (FSE) from original one depends on the signal features,
environmental conditions and a quality of the measurements of spatial coordinates
of the source. The quality of measurement of angular coordinates of the source with
the software depends on several factors noted below.

3.1 Preliminary Calculations

The angles of arrival are measured as coordinates of the peak of the acoustic image.
The quality of the measurement may be described by its accuracy. The accuracy of
measurement is defined as the root mean square errors (RMSE) and it depends on
the signal-to-noise ratio (SNR), on interfering signal and on equipment quality, etc.
High SNR and absence of interferences are required for high quality measurements.
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Cramer-Rao Lower Bound defines the fundamental limitation for attainable RMSE
of measurement in case of background noise, at high SNR [14]. Thus, the attainable
RMSE of measurement of direction of arrival is written as [2]:

σ = 180

π

νs

fc Lef

√
SN R

(1)

where σ is the RMSE of the direction of arrival measurement; νs is the incoming
wave propagation velocity, at measurements conditions; fc is the center frequency at
acoustic image generation; Lef is the effective size of the microphone array for the
specified direction of arrival; SNR is the signal-to-noise ratio [2]. In the case of low
SNR, the attainable RMSE of measurement in noise background may be defined by
Ziv-Zakai, Barankin and other lower bounds [3, 17, 18].

The RMSE (1) of measurement of direction of arrival is∼6◦, at SNR = 20 dB (q =
10), fc =1 kHz and Lef = 0.32 m. The RMSE value is 10 times less than a theoretical
beamwidth of the microphone array, at far range. The footprint of the RMSE value
is comparable to the pitch diameter of observed bearings. The pitch diameter is not
less than ±3 RMSE values, for fc ≥ 6 kHz.

3.2 Generation of Acoustic Image

NSK bearing sample with unknown defect was used to evaluate angular coordinates
of the focalization position because it delivers powerful acoustic emission. A prior
defined range enabled generation of the acoustic image, in azimuth-elevation coor-
dinates. The acoustic image was generated for center frequency 10 kHz, bandwidth
1 kHz and averaging time equal to 0.25 s (Fig. 2). The peak contains sound pressure
∼30.5 dB to 1Pa, denoted hereinafter as dB. The threshold level of the image is 12
dB. The image peak is placed at azimuth 0◦ and elevation 1◦. In the case of small
amount of data, the angular coordinates could be obtained by approach, described
in [5]. Both modified imaging approach and threshold level are suitable to obtain all
3D spatial coordinates of the bearing [2, 6, 10].

At the above-mentioned conditions, the dimensions of the resolution cell of the
focalized microphone array depend mainly on the acoustic frequency. At low fre-
quencies, the resolution cell increases. At center frequency 1 kHz, the footprint of
the microphone array is ∼0.5 m, at range 0.4 m. Thus, the interfering signal sources
in Fig. 2 become to get inside the resolution cell. That is why the FSE cannot differ
significantly from non-focalized one at frequencies below ∼1 kHz.
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Fig. 2 Acoustic image for the experimental setup with NSK bearing sample

3.3 Interfering Background

The interfering background is generated by unwanted sources of acoustic emission,
mainly. The background level was measured without bearing installed on the spindle
(Fig. 1). Hereinafter, the measured angular coordinates are used to obtain FSE with
frequency resolution 4Hz. The observation time is 0.25 s. The signals update rate
is 1 s. At the current experiment, 100 FSE were averaged, to decrease the variation
of the sound pressure values. The result of the above is considered as the interfering
background level.

The background FSE is obtained for two frequencies of the motor feeding fre-
quency: 65 and 50Hz. As well, the background FSE is obtained without the motor
feeding frequency inverter (lowest curve, Fig. 3). The obtained FSE shows that the
frequency inverter generates interfering sound emission at frequencies 4, 4.7, 7.6–
8.9, 11–13 kHz (both upper curves, Fig. 3). Two of the background FSE curves are
shifted up and down on the Fig. 3 using auxiliary pedestals of±15 dB, i.e. the FSE of
measurements carried out at motor feeding frequency 65Hz is moved upwards while
the FSE of measurements carried out with switched off motor feeding frequency
inverter is shifted downwards.
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Fig. 3 Averaged realizations of the focalized spectra estimates for background signal

Fig. 4 Realizations of the spectra estimates for NSK bearing sample with unknown defect
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3.4 Comparison of Focalized Spectra Estimates
and Single Microphone Spectrum

Test experiment was carried out with the sameNSK bearing sample. FSE of the bear-
ing (upper curve, Fig. 4) showed sound pressure∼14 dB higher than the background
spectra (lowest curve, Fig. 4), at the region of 10 kHz, which was used for angu-
lar coordinates evaluation (Fig. 2). The obtained profit in sound pressure between
the FSE and the spectrum obtained using single microphone channel (intermediate
curve, Fig. 4) is up to 9 dB, at 10.5 kHz. Interfering acoustic signals are received from
the frequency inverter at frequencies, noted above. Sound pressure of the interfering
peaks in the FSE is lower than that in the spectrum of a single microphone.

4 Focalized Spectra Estimates for Detection
of the Lubrication Loss

Insufficient lubrication may cause fails of a bearing or defects of its surfaces as well.
As an initial step, we simulated lubrication loss to show its influence on FSE. We
used SKF bearing with a priory known defects of balls and cage. The bearing was
degreased using a special spray. Its FSE is depicted on Fig. 5, upper curve. Then the
bearing was finely lubricated and measured again. The obtained FSE is∼3 dB lower,

Fig. 5 Focalized spectra estimates in case of presence and absence of artificial lubrication loss, for
SKF bearing with cage and balls defects
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comparable to the previous one. The latter FSE is shown with auxiliary pedestal –10
dB (lower curve, Fig. 5), to assure separation from the former one. The shape of both
FSE is similar at the frequency range under ∼6.5 and 9–11 kHz.

Two KBS bearings were used to analyze their FSE (Fig. 6). Both bearings have
unknown surface defects. Additionally, one of them has lubrication loss. Their FSE
were obtained in the frequency range from 4 to 7 kHz, for feeding current’s frequency
of 50Hz. The FSE for the bearing with lubrication loss (upper curve, Fig. 6) is about
25dBhigher thanFSEof bearingwithout the loss (lower curve, Fig. 6). The difference
between the depicted spectra is less than ±6 dB, after accounting the noted 25 dB
level. For the feeding current’s frequency 65Hz, the difference between the obtained
FSE is up to 7.6 dB, after accounting of the noted 25 dB level. In the frequency range
10Hz–20 kHz, the maximum difference between these FSE is more than 33 dB, for
both feeding current’s frequencies.

The experiment was repeated with bearings, manufactured by HF. Prior infor-
mation on defects in their surfaces is absent. One of them has lubrication loss. The
difference between that FSE is up to 18 dB, for the frequency range 5–16 kHz (Fig. 7).
The change of the feeding current’s frequency from 50 to 65Hz increases the dif-
ference, but its maximal value is about 18 dB, for the above frequency range. In the
frequency range 10Hz–20 kHz, the mean difference between the obtained FSEs is
∼9.6 dB (∼6.7 dB) for the feeding current’s frequency 65Hz (50Hz). The experi-
mental results showed that the lubrication loss assures FSE difference not less than
3 dB.

Fig. 6 Focalized spectra estimates in case of lubrication loss, for KBS bearings with unknown
surface defects
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Fig. 7 Focalized spectra estimates in case of lubrication loss, forHF bearingswith unknown surface
defects and feeding current frequency 50Hz

In order to analyze results in automaticmode andprocess high enough amount of data,
collected by the acoustic camera, a specialized application has to be developed to
distinguish good bearing from bad one (damaged bearing) [16]. A review of different
methods shows a high success rate of methods that use fuzzy logic [9] and/or neural
networks [8].

5 Conclusions

Acoustic emissions of bearings were used for remote monitoring of the condition of
the bearings, in the frequency range 10Hz–20 kHz.

The experimental setup consisting from microphone array and the optic camera
was applied to monitor bearings. Angular coordinates of the bearing seat were deter-
mined using generated acoustic image. The developed software enables the acoustic
image generation and focalized spectra estimation with a frequency resolution of
4Hz. Fundamental fault frequencies of used bearings were calculated. The focal-
ized spectra for interfering signals were estimated, for different assemblies of the
experimental setup.

The lubrication loss leads to increase in the focalized spectra from 3 dB to more
than 25 dB in the frequency range 4–6 kHz (Figs. 5, 6, 7). For the testedKBSbearings,
the maximum increase in the focalized spectra is higher than 33 dB in the frequency
range 10Hz–20kHz. The automated detection of the lubrication loss may be easily
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realized using simple thresholding technique to differentiate the obtained focalized
spectra from the reference one, at appropriate environmental conditions.

Acknowledgements This workwas partly supported by the project AComIn, grant 316087, funded
by the FP7 Capacity Program (Research Potential of Convergence Regions).
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Geothermal Effects for BOD Removal
in Horizontal Subsurface Flow Constructed
Wetlands: A Numerical Approach

Konstantinos Liolios, Vassilios Tsihrintzis, Krassimir Georgiev
and Ivan Georgiev

Abstract Asimplifiednumerical approach is presented for the simultaneousground-
water flow, geothermal energy (heat) transport and contaminant transport and removal
in shallow unconfined aquifers. Emphasis is given to Biochemical Oxygen Demand
(BOD) removal in Horizontal Subsurface Flow Constructed Wetlands (HSF CW),
under non-isothermal conditions. The system of the governing non-linear partial
differential equations is treated numerically by using the family computer code
Visual MODFLOW. In a numerical example, where BOD is injected in entering
geothermal water, the so-resulted computational results are compared with available
experimental data.

Keywords Computational environmental engineering · Geothermal problems ·
Groundwater flow · Constructed wetlands · Heat and mass transport through porous
media · Biochemical oxygen demand

1 Introduction

Geothermal energy (heat) and mass transport through porous media are governing
concepts concerning the operational modelling of geothermal reservoirs [1–7]. Such
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geothermal energy storage tools can in some cases be used for feeding with warm
geothermal water adjacent aquifers of CW [8, 9] and so to influence their operation.
CW are recently a good alternative solution for small settlements in order to treat
municipalwastewater. As the use of these systems is currently becoming very popular
in many countries, it seems necessary to find their optimal design characteristics in
order tomaximize their removal efficiency and to decrease their area and construction
cost [9–11].

The traditional numerical simulation of CW operation is based on the concepts
of groundwater flow and the contaminant transport and removal through porous
media, under the assumption of isothermal conditions. Thus, an averaged constant
temperature level is commonly assumed during the time of operation required by the
hydraulic residence time (HRT), which usually ranges from one to four weeks (7–28
days) according to contaminant type, weather and local conditions, etc. [8, 9].

In reality, temperature is a variable quantity during HRT and influences signifi-
cantly, among others, the water viscosity, the hydraulic conductivity coefficients and
the decay of contaminant in CW [8, 9, 12]. This holds especially for the case of
HSF CW, which are adjacent to systems of aquifers for geothermal energy storage
(ATES). Such a case is when geothermal water is feeding greenhouses [4, 5, 13],
where the warm entering water into the HSF CW is mixed with injected municipal
wastewater for reuse reasons. So, it seems necessary to investigate the temperature
variability and to take into account the temperature dependence of the decay coeffi-
cients, in order to compute in a more realistic way the contaminant removal and the
performance of CW.

The present paper deals numerically with a non-isothermal system, in which both
thermal energy (heat) andmass (of a solute) are transported through a porousmedium.
The case of horizontal groundwater flow in shallow aquifers is considered, taking
into account practical aspects from the environmental engineering point of view.
Such is the case of rectangular and thin HSF CW, where the vertical depth is much
smaller in comparison to other two dimensions (length and width). This geometric
peculiarity and the developing small groundwater velocities (usually about 10–50
cm/day) allow on the one hand the assumption of non-variable water density to be
accepted and on the one hand the Soret and Dufour effects [1, 14, 15] to be ignored.
Indeed, cross-diffusion (Soret and Dufour) effects can be neglected since they are
unlikely to be significant, because density gradients in shallow natural geothermal
systems are small in general [16].

A simplified numerical simulation of this BOD transport and removal in HSF
CW is presented under temperature variability. For the computational realization
of the approach, the temperature dependence of the decay coefficients and fluid
viscosity are needed. Besides the groundwater flow, the solute concentration fields
and the temperature distribution are computed. The family computer code Visual
MODFLOW [17] is used, where finite-difference techniques are applied for the
spatial and temporal discretization of the governing equations. Finally, in a numerical
example, computational results are compared with available experimental data [18].
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2 The Mathematical Formulation of the Problem

Simultaneous heat and solute transport in saturated groundwater flow systems is con-
sidered and modeled taking into account [1, 2, 19–23]. In [1], a general and math-
ematically strict formulation for 3-dimensional groundwater flow is given, which
requires the solution of a system of nonlinear partial differential equations with
totally eight (8) unknown space-time functions. These functions are the hydraulic
pressure, the solute concentration, the three velocity components, the temperature,
the variable fluid density and the viscosity.

Herein the emphasis is given to the problem of modeling the operation of HSF
CW under geothermal effects. Practical considerations from the environmental engi-
neering point of view, as well as some aspects presented and discussed in significant
research efforts, e.g. [21, 23], are taken into account in order to simplify the problem
formulation and its numerical solution and to reduce the number of the unknown
space-time functions

The 3-dimensional groundwater flow equation, under the assumption of non-
variable water density and using tensorial notation (i, j = 1, 2, 3), following
[19, 20] is written as:

∂

∂x
(Ki j (T )

∂h

∂x j
) + qs = Ss

∂h

∂t
(1)

where Ki j (T ) is a component of the (temperature-dependent) hydraulic conductivity
tensor, in [LT−1]; h is the hydraulic head, in [L]; qs is the volumetric flow rate per unit
area of aquifer, representing fluid sources (positive) and sinks (negative)when precip-
itation and evapotranspiration effects are taken in to account, respectively, in [T−1];
Ss is the specific storage of the porous materials, in [L−1]; and T = T (x, y, z; t) is
the temperature, in [◦C].

Equation (1), accompanied by suitable boundary and initial conditions, provides
as solution the hydraulic head: h = h(xi ; t). It is reminded that when the aquifer is
considered as a shallow one, and this is usually the case of HSF CW, the non-linear
Boussinesq groundwater flow equation, see e.g. [1], can be used alternatively, instead
of Eq. (1):

∂

∂x
(Kx (T )h

∂h

∂x
) + ∂

∂y
(Ky(T )h

∂h

∂y
) + qu = Sy

∂h

∂t
(2)

Here, qu is the source/sink term, in [LT−1]; and Sy is the specific yield [dimen-
sionless]. As concerns the dependence of the hydraulic conductivity tensor with
temperature, this can be presented in the form:

Ki j (T ) = Ki j (T0)
μ(T0)

μ(T )
(3)

where Ki j (T0), in [LT−1], and μ(T0), in [ML−1T−1], are the hydraulic conductivity
and the viscosity, respectively, in a reference temperature T0 (usually T0 = 20 ◦C);
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and μ(T ) is the dynamic viscosity in temperature T , in [ML−1T−1]. The function
μ(T ) is a non-linear function and is estimated by experiments or given by formulas
which are available in most hydrogeology books, e.g. [23].

TheDarcy velocity field qi , in [LT−1], is computed through theDarcy relationship:

qi = −Ki j (T )
∂h

∂x j
(4)

Further, the partial differential equation which describes the development and trans-
port of a contaminant with adsorption in 3-dimensional, transient groundwater flow
systems, can be written:

εRd
∂C

∂t
= ∂

∂xi
(εDSi j

∂C

∂x j
) − ∂

∂xi
(qiC) + qsCs + �Rn (5)

where ε is the porosity (assumed constant) of the subsurfacemedium [dimensionless];
Rd is the delay factor [dimensionless]; C is the dissolved concentration of solute, in
[ML−3]; DSi j is the solute hydrodynamic dispersion coefficient tensor, in [L2T−1];
Cs is the concentration of the source or sink flux, in [ML−3]; andΣRn is the chemical
reaction term, in [ML−3T−1]. The seepage or linear pore water velocity vi , in [LT−1],
is related to the specific discharge or Darcy flux through the relationship: qi = viε.
As concerns the solute dispersion coefficient tensor DSi j , it is dependent on the
molecular diffusion and on the mechanical dispersion [1, 19] based on the Darcy
velocity through the corresponding longitudinal and horizontal dispersivities aL and
aT , respectively, both in [L].

The last term in Eq. (5), for the usual linear reaction case, is given by the formula:

�Rn = −λεRdC (6)

where λ is the first-order removal coefficient, in [T−1]. For usual solute removal in
HSF CW, it is considered that λ depends mainly on the temperature T . Indeed, based
on experimental results, temperature effects have often been summarized [8–10] by
the use of the modified Arrhenius equation [24]:

λT = λ(T) = λ20 · θ
(T−20)
T (7)

Here, λT is the rate constant at temperature T , in [T−1]; λ20 is the rate constant at
temperature T = 20 ◦C, in [T−1]; and θ is the temperature factor [dimensionless].
Based on experimental results, for BOD is usually taken θ = 1.06 [8] and λ20 =
0.22 d−1 [24]. Formulas similar to (7) can be given for other solutes.

The heat-transport equation, derived from the conservation principle of enthalpy
for the aquifer medium (fluid and solid porous medium), is written [23, 25–27]:

ρmcm
∂T

∂t
= ∂

∂xi
(DTi j

∂T

∂x j
) − ρwcw

∂

∂xi
(qi T ) + �RT (8)
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DTi j is the thermal hydrodynamic dispersion coefficient tensor, in [MLT−3K−1]; ρw

is the fluid (water) density, in [ML−3]; cw is the heat capacity ofwater, in [L2T−2K−1];
and the term ρwcw is the volumetric heat capacity of the water, in [ML−1T−2K−1].
The last term ΣRT concerns temperature sources/sinks, in [ML−1T−3]. The term
ρmcm is the volumetric heat capacity of the aquifer medium (fluid and solid porous
medium), in [ML−1T−2K−1], and is given by the relation [23]:

ρmcm = ερwcw + (1 − ε)ρscs (9)

where ρs is the dry solid density, in [ML−3]; and cs is the heat capacity of the solid,
in [MLT−3K−1]. As concerns DTi j , it is dependent on the isotropic conductivity
coefficient km of the porous medium (water plus solid), in [MLT−3K−1], and on the
Darcy velocity through the corresponding thermal dispersitivities bL and bT , both in
[L]. The coefficient km is given by the relation:

km = εkw + (1 − ε)ks (10)

where kw and ks are the conductivity coefficients of the water and the solid, respec-
tively, both in [MLT−3K−1].

The non-linear system of the above partial differential equations (1)–(10), com-
bined with appropriate initial and boundary conditions, describe the 3-dimensional
flow of groundwater, the heat transport and the transport and removal of contami-
nants in a porous medium. The functions λ(T ) and μ(T ) are considered as known
from experimental results. Thus, the unknowns of the problem are the following six
space-time functions: The hydraulic head: h = h(x, y, z; t); the three Darcy velocity
components: qi = qi (x, y, z; t); the temperature: T = T (x, y, z; t); and the concen-
tration: C = C(x, y, z; t). Although the practical considerations from the environ-
mental point of view have simplified the problem, it remains difficult to be solved
analytically, and for this reason numerical methods are required.

3 The Numerical Treatment of the Problem

For the numerical solution of the problem described in the previous paragraph, the
FiniteDifferenceMethod (FDM) is chosen, among thewell-known [19, 20] available
numerical methods (Finite Element Method—FEM, Finite Volume Method—FVM,
etc.). The reason is that the HSF CW have a rectangular scheme, which allows the
use of orthogonal grid systems for the space discretization. Moreover, FDM is the
basis for the computer code family MODFLOW [17], which is widely used for the
simulation of groundwater flow and mass transport, see e.g. [10, 11]. Thus, in the
present study, theMODFLOWcode, accompanied by the effective computer package
MT3DMS, is used. MODFLOW code family has been already applied successfully
by considering heat as a tracer, according to [25]. As concerns the Finite Volume
Method (FVM), mathematical aspects for its application in flows through porous
media have been presented in [28, 29].
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Other effective codes, e.g. HYDRUS [30, 31], HST3D [32] and SUTRA [33],
have been also used successfully for heat transfer and variable-density groundwater
problems, see [19]. The SEAWAT code [34], which is a coupled version of MOD-
FLOW and MT3DMS, has been also applied. This code uses the following equation
to represent dynamic viscosity as a function of temperature μ(T ), in relevance to
Eq. (3):

μ(T ) = A1 · A(
A3

T+A4
)

2 (11)

The values of the constants are [34]: A1 = 2.394 × 10−5, A2 = 10, A3 = 248.37 and
A4 = 133.15. Equation (11) in SEAWAT code has been adopted from the SUTRA
code [33], where, for solute transport, viscosity is taken to be constant. For example,
at temperature T = 20 ◦C, μ(T ) is equal with μ(20) = 1 × 10−3 kg/m/s.

An evaluation of MODFLOW/MT3DMS for heat transport simulation of closed
geothermal systems has been presented in [35]. Concerning a temperature range
between 0 and 40 ◦C of the geothermal water, the reported temperature influences on
several physical parameters (such as density and viscosity of water), on the thermal
conductivity and the heat capacity of the porous medium, are shown in Fig. 1. The
behavior of hydraulic conductivity in regard to temperature shown in Fig. 1a, displays
an approximately linear trend in a range from0 to 40 ◦C. Similar approximately linear
trends, ascending or descending, show the other quantities except water density,
which shows a small variation of 0.7% for the temperature variation.

Due to the above approximately linear trends of quantities,which are dependent on
temperature, the non-linear characteristics involved in Eqs. (1)–(4) can be overcome
by a heuristic approach applied in the time-discretization procedure. So, denoting
the time-step by Δt , in each current time moment t the old values of Ki j (T ), as well
as of qi , known from the previous time-moment (t − Δt) are used in Eqs. (1), (5)
and (8).

As concerns the functions λ(T ) and their dependence on temperature for HSF
CW, these have been determined and reported by Liolios et al. in [10], for a sufficient
number of pilot HSF CW and for the most common wastewater contaminants.

4 Numerical Example and Representative Results

The herein proposed numerical approach is applied and calibrated by using available
experimental results of five pilot-scale HSF CW. These units were operated for two
years in the facilities of the Laboratory of Ecological Engineering and Technology,
in Democritus University of Thrace, Xanthi, Greece. The experiment purpose was to
investigate the effect of temperature,HRT, vegetation type and porousmediamaterial
and grain size on the performance of HSF CW treating wastewater containing usual
solutes.

The above pilot-scale units are rectangular tanks made of steel, with dimensions
L = 3m long, 0.75 mwide and 1m deep, whereas the depth of the porous material is
d = 0.45m. As the ratio d/L is small (0.15), these CW can be considered as shallow
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Fig. 1 Thermal dependencies of: a hydraulic conductivity and density of the water; b thermal
conductivity of solids and water; and c specific heat capacity of solids and water. Left axes are
associated with the solid lines, while right axes are associated with the dashed lines. By Hecht-
Méndez et al. [35]
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aquifers. Three of the above five units containedmedium gravel (MG), one contained
fine gravel (FG) and one cobbles (CO). Concerning the three units with medium
gravel, one (MG-R) was planted with common reeds (Phragmites australis) and one
(MG-C) with cattails (Typha latifolia), while one (MG-Z) was kept unplanted. The
other two units (FG-R and CO-R) were planted with common reeds. For further
details concerning the experimental procedure, results etc., see [10, 18]. Hereafter,
the simulation of the operation of the unit MG-R and some representative computed
results concerning BOD transport and removal under geothermal water feeding are
next presented and discussed.

The MG-R tank feeding is geothermal water containing input concentration:
Cin = 360mg BOD/Liter. The entering volume rate Qin , in [L/day], corresponds
to a hydraulic residence time: HRT = 14days (2 weeks). The λ(T ) functions for
BOD removal in the above tanks have been presented in [10]. The λ(T ) function for
the MG-R tank is shown in Fig. 2 and concerns the values λ(T ) computed by the
Arrhenius-type equation:

λMG−R(T ) = 0.2115 × (1.043)(T−20), (12)

Further, the input-data for the MODFLOW code are: Ss = 10−5 m−1; Sy =
0.37; ε = 0.37; Diffusion coefficient: D = 3.6 × 10−5 m2/s; aL = 0.027m;
aL/aT = 0.015; Initial hydraulic head: h = 0.45m;Geothermalwater density:ρw =
1000 kgr/m3; cw = 4200 Joule/kg/◦ C;Dry solid (MG) density: ρs = 2650 kgr/m3;
Mean (at 20 ◦C): cs = 840 Joule/kg/◦ C; Mean (at 20 ◦C): kw = 0.60W/m/◦C;
Mean (at 20 ◦C): ks = 2.5W/m/◦C.

Some representative results are presented in next Table1 and Fig. 3: For various
temperatures of the entering geothermal water (Tin = 10, 20, 30, 40 and 50 ◦C), the
corresponding computed averaged concentrations at characteristic sections (C1/3 for
distance L/3 = 1m from the inlet, C2/3 for distance 2L/3 = 2m from the inlet,
and Cout for the outlet) are presented in Table1. These results are after three weeks
(21days) of simulation, when a steady-state has been reached, whereas the temper-

Fig. 2 Function λ(T )

concerning the dependence
of the decay coefficient on
temperature for the MG-R
tank. By Liolios et al. [10]
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Table 1 Computed concentrations [mg BOD/L] along the pilot unit MG-R, after 21days of simu-
lation and for output environment temperature: Tout = 5 ◦C
Geothermal water inlet temperature (◦C) C1/3 (mg/L) C2/3 (mg/L) Cout (mg/L)

10 197.30 116.14 82.57

20 175.87 94.72 61.14

30 139.06 65.81 38.24

40 115.28 38.89 20.66

50 93.26 24.46 14.75

Fig. 3 Concentrations profiles along the tank MG-R after 21days, for geothermal water inlet
temperature: Tin = 10, 20, 30, 40 and 50 ◦C and for output environment temperature: Tout = 5 ◦C

ature in the output environment remains: Tout = 5 ◦C. In Fig. 3, the corresponding
concentrations profiles along the tank MG-R are presented.

When the concentration values of the above Table1 and Fig. 3 are averaged, then
they are in a good agreement with the experimental measured values and concerning
averagevalues for all the experiments temperatures [18]. This proves the effectiveness
of the proposed numerical approach.
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5 Concluding Remarks

A simplified numerical approach has been presented for the simultaneous groundwa-
ter flow, geothermal energy (heat) transport and contaminant transport and removal in
shallowunconfined aquifers. This approachproposes an efficient numerical treatment
for the system of non-linear partial differential equations, governing the simulation
of contaminant transport and removal in HSF CW under temperature variability. In
a numerical example from environmental engineering, a good agreement between
computed and experimental results concerning contaminant concentrations has been
proved. Thus, the proposed numerical approach can be applied effectively for the
numerical simulation of the BOD removal in HSF CW under geothermal effects, and
for the optimal design and operation of such facilities.

Acknowledgements The research is partly supported by the FP7 project AComIn: Advanced
Computing for Innovation, grant 316087 and Bulgarian NSF Grants, DMU 03-62 and DFNI I-
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in C and R

Lubomir Markov

Abstract Weprove an extension of Pompeiu’sMeanValueTheorem to holomorphic
functions in the spirit of the Evard-Jafari Theorem, a (new?) mean value theorem in
R, and an extension of the latter in C.

Keywords Evard-Jafari Theorem · Complex Mean Value Theorem · Flett’s Theo-
rem · Pompeiu’s Mean Value Theorem · Davitt-Powers-Riedel-Sahoo Theorem
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The purpose of the present paper is to further the investigation initiated in our recent
work [4] and to establish several theorems of mean-value type that are believed to
be new. As in [4], for two complex numbers A = a1 + ia2 and B = b1 + ib2 we
denote by (A, B) the open segment connecting A and B, and by [A, B] the closed
such segment. The line through A and B shall be denoted by

←→
A, B. Throughout, we

consider real or complex functions which are differentiable or analytic, respectively,
on some domain. Recall the following results:

Proposition 1 (Two Complex Mean Value Theorems, see [2, 4]) Let f (z) be holo-
morphic on the open convex set D f ⊆ C and let A, B ∈ D f . Then ∃ z1, z2 ∈ (A, B),

such that

This paper was presented at the international conference “BGSIAM’15” (10th Annual Meeting
of the Bulgarian Section of SIAM), 21–22 December 2015, Sofia, Bulgaria.

L. Markov (B)
Department of Mathematics and CS, Barry University,
11300 NE Second Avenue, Miami Shores, FL 33161, USA
e-mail: lmarkov@barry.edu

© Springer International Publishing AG 2017
K. Georgiev et al. (eds.), Advanced Computing in Industrial Mathematics,
Studies in Computational Intelligence 681, DOI 10.1007/978-3-319-49544-6_11

127



128 L. Markov

�{
f ′(z1)

} = �
{
f (B) − f (A)

B − A

}
,

	{
f ′(z2)

} = 	
{
f (B) − f (A)

B − A

}
,

and ∃ w1, w2 ∈ (A, B), such that

�{
(B − A) f ′(w1)

} = �{
f (B) − f (A)

}
,

	{
(B − A) f ′(w2)

} = 	{
f (B) − f (A)

}
.

The case f (B) = f (A) reduces the first set of equations in Proposition 1 to the
Evard-Jafari Theorem [2], which is an extension of Rolle’s Theorem to the complex
domain.

Proposition 2 (Generalized Flett’s Mean Value Theorem, see [1]) Suppose that I is
an open interval, f : I ⊆ R → R is differentiable, and [a, b] ⊂ I . Then ∃ ξ ∈ (a, b)
such that

f ′(ξ) = f (ξ) − f (a)

ξ − a
+ 1

2

f ′(b) − f ′(a)

b − a

(
ξ − a

)
.

When f ′(b) = f ′(a), Proposition 2 reduces to the now classical theorem estab-
lished by Flett [3].

Proposition 3 (Theorem 2 in [4]) Let f (z) = u(z) + iv(z) be holomorphic on the
open convex set D f ⊆ C and let A = a1 + ia2 ∈ D f , B = b1 + ib2 ∈ D f . Then
∃ z1, z2 ∈ (A, B) such that

�{
f ′(z1)

} = �
{
f (z1) − f (A)

z1 − A
+ 1

2

f ′(B) − f ′(A)

B − A
(z1 − A)

}
,

	{
f ′(z2)

} = 	
{
f (z2) − f (A)

z2 − A
+ 1

2

f ′(B) − f ′(A)

B − A
(z2 − A)

}
.

Proposition 3 is an improved version (see [4]) of the

Davitt-Powers-Riedel-SahooMeanValue Theorem [1] For α, β ∈ C, define
〈
α, β

〉

= �(
αβ̄

)
. Let D f ⊂ C be open and convex, f : D f → C be holomorphic, A, B ∈

D f . Then ∃ z1, z2 ∈ (A, B) such that

�[
f ′(z1)

] =
〈
B − A, f (z1) − f (A)

〉

〈
B − A, z1 − A

〉 + 1

2

�[
f ′(B) − f ′(A)

]

B − A
(z1 − A),

	[
f ′(z2)

] =
〈
B − A,−i

[
f (z2) − f (A)

]〉

〈
B − A, z2 − A

〉 + 1

2

	[
f ′(B) − f ′(A)

]

B − A
(z2 − A).
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Proposition 4 (Pompeiu’s Mean Value Theorem, see [5, 6]) Suppose I �� 0 is an
open interval, f : I ⊂ R → R is differentiable, and [a, b] ⊂ I . Then ∃ ξ ∈ (a, b)
such that

f (ξ) − ξ f ′(ξ) = b f (a) − a f (b)

b − a
. (1)

Propositions 2 and 4 have simple geometric interpretations. For example, Pompeiu’s
Theorem says that the tangent at (ξ, f (ξ)) has the same y-intercept as the secant
through (a, f (a)) and (b, f (b)). Surprisingly, Pompeiu omits the condition 0 /∈
[a, b] in the original paper [5]. It isn’t clear whether he considered it an obvious
restriction, as the theorem is plainly false without it. A correct version can be found
in [6].

Our first result is, to the best of our knowledge, a new theorem of the differential
calculus:

Theorem 1 Suppose I �� 0 is an open interval, f : I ⊂ R → R is differentiable,
and [a, b] ⊂ I . Then ∃ ξ ∈ (a, b) such that

f (ξ) − ξ f ′(ξ) = b f (ξ) − ξ f (b)

b − ξ
+ a

2
· f (a) − a f ′(a) − f (b) + b f ′(b)

b − a
· b − ξ

ξ
,

or equivalently

f ′(ξ) = f (b) − f (ξ)

b − ξ
+ a

2
· f (b) − b f ′(b) − f (a) + a f ′(a)

b − a
· b − ξ

ξ 2
.

One geometric interpretation of this statement is as follows: for a smooth function
whose domain does not contain 0, if the tangents at (a, f (a)) and (b, f (b)) have
the same y-intercept, there is an interior point ξ in (a, b) such that the tangent at
(ξ, f (ξ)) passes through (b, f (b)).
Proof of Theorem 1 (cf. [6, p. 84])

Define �(t) = t f ( 1t ) on the interval J = {1/t : t ∈ I } ⊃
[1
b
,
1

a

]
def= [β, α].

Clearly �(t) is differentiable, and so Proposition 2 implies ∃ η ∈ (β, α) such that

�′(η) = �(η) − �(β)

η − β
+ 1

2

�′(α) − �′(β)

α − β
(η − β),

or

f
( 1

η

)
− 1

η
f ′( 1

η

)
=

η f
( 1

η

)
− β f

(
1
β

)

η − β
+ 1

2

f
( 1

α

)
− 1

α
f ′

( 1

α

)
− f

( 1

β

)
+ 1

β
f ′

( 1

β

)

α − β

(
η − β

)
.

Put
1

η
= ξ ; η ∈ (β, α) ⇔ ξ ∈ (a, b). We obtain
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f (ξ) − ξ f ′(ξ) =
1

ξ
f (ξ) − 1

b
f (b)

1

ξ
− 1

b

+ 1

2

f (a) − a f ′(a) − f (b) + b f ′(b)
1

a
− 1

b

( 1
ξ

− 1

b

)
,

and after some simple algebraic manipulations both forms of the result follow. �
Neither Pompeiu’s Theorem nor Theorem 1 hold true for complex functions of

a complex variable. In the case of Pompeiu, take f (z) = ze1/z − z on the segment[ i

4π
,

i

2π

]
. The right-hand side of (1) is

i

2π

( i

4π

(
e−4π i − 1

)) − i

4π

( i

2π

(
e−2π i − 1

))

i

2π
− i

4π

= 0,

whereas

f (z) − z f ′(z) = ze1/z − z − z
(
e1/z − 1

z
e1/z − 1

)
= e1/z �= 0, ∀z ∈ C − {0}.

A counterexample for Theorem 1 is provided by f (z) = ze1/z − 1 on the segment[ i

4π
,

i

2π

]
. We have f (z) − z f ′(z) = ze1/z − 1 − z

(
e1/z − 1

z
e1/z

)
= e1/z − 1, and

consequently f (z) − z f ′(z) = 0 for z = i

2kπ
, ∀ k ∈ Z − {0}.Thus itmust be shown

that the equation

f (z) − z f ′(z) =
i

2π
f (z) − z f

( i

2π

)

i

2π
− z

has no solution in
( i

4π
,

i

2π

)
. The last equation becomes

(
e1/z − 1

)( i

2π
− z

)
= i

2π

(
ze1/z − 1

)
− z

( i

2π
− 1

)
,

or equivalently
− e1/z − 2π i ze1/z + ze1/z = z. (2)

On the imaginary axis we have z = iy and (2) reduces to

[
cos(1/y) − i sin(1/y)

](
2πy − 1 + iy

) = iy.

Expand this relation, divide by y, set
1

y
= θ and obtain

2π cos θ − 2π i sin θ − θ cos θ + iθ sin θ + i cos θ + sin θ = i.
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Comparing the real and imaginary parts and manipulating, we get the two equations

(
θ − 2π

)
cos θ − sin θ = 0,

[(
θ − 2π

)
cos(θ/2) − sin(θ/2)

]
sin(θ/2) = 0.

The only solution to this system is θ = 2π /∈ (2π, 4π). Thus, Theorem 1 fails in the
complex domain.

The two theorems allow, however, a version for complex functions in the spirit of
Evard-Jafari [2], i.e., in terms of real and imaginary parts. We have:

Theorem 2 Suppose f is holomorphic on an open convex set D f ⊂ C, D f �� 0. Let

[A, B] ⊂ D f and
←→
A, B � 0. Then ∃ z1, z2 ∈ (A, B) such that

�{
f (z1) − z1 f

′(z1)
} = �

{
B f (A) − A f (B)

B − A

}
,

	{
f (z2) − z2 f

′(z2)
} = 	

{
B f (A) − A f (B)

B − A

}
.

Theorem 3 Suppose f is holomorphic on an open convex set D f ⊂ C, D f �� 0. Let

[A, B] ⊂ D f and
←→
A, B � 0. Then ∃ z1, z2 ∈ (A, B) such that

�{
f (z1) − z1 f

′(z1)
} = �

{
B f (z1) − z1 f (B)

B − z1
+ A

2
· f (A) − A f ′(A) − f (B) + B f ′(B)

B − A
· B − z1

z1

}
,

	{
f (z2) − z2 f

′(z2)
} = 	

{
B f (z2) − z2 f (B)

B − z2
+ A

2
· f (A) − A f ′(A) − f (B) + B f ′(B)

B − A
· B − z2

z2

}
.

Proof of Theorems 2 and 3

Consider the domain D∗ =
{1
z

: z ∈ D f

}
and define f ∗(s) = s f ( 1s ), s ∈ D∗.

Clearly D f ⊃ [A, B] −→ [
1
B , 1

A

] ⊂ D∗,
[
1
B , 1

A

] �� 0,
←→
1
B , 1

A � 0, and f ∗(s) is holo-
morphic on D∗.

(i) To prove Theorem 2, apply the (first) complexMean Value Theorem: ∃ s1, s2 ∈(
1
B , 1

A

)
such that

�{(
f ∗)′

(s1)
} = �

{
f ∗( 1

A ) − f ∗( 1
B )

1
A − 1

B

}
,

	{(
f ∗)′

(s2)
} = 	

{
f ∗( 1

A ) − f ∗( 1
B )

1
A − 1

B

}
,
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i.e.,

�
{
f
( 1

s1

)
− 1

s1
f ′

( 1

s1

)}
= �

{ 1
A f (A) − 1

B f (B)

1
A − 1

B

}
,

	
{
f
( 1

s2

)
− 1

s2
f ′

( 1

s2

)}
= 	

{ 1
A f (A) − 1

B f (B)

1
A − 1

B

}
.

Put z1 = 1

s1
, z2 = 1

s2
; we have s j ∈ (

1
B , 1

A

) ⇔ z j ∈ (A, B), j = 1, 2. Simpli-

fying the quantities on the right-hand sides establishes the result.
(ii) To prove Theorem 3, apply Proposition 3: ∃ s1, s2 ∈ (

1
B , 1

A

)
such that

�{(
f ∗)′

(s1)
} = �

{
f ∗(s1) − f ∗( 1

B )

s1 − 1
B

+ 1

2

(
f ∗)′

( 1
A ) − (

f ∗)′
( 1
B )

1
A − 1

B

(
s1 − 1

B

)}
,

	{(
f ∗)′

(s2)
} = 	

{
f ∗(s2) − f ∗( 1

B )

s2 − 1
B

+ 1

2

(
f ∗)′

( 1
A ) − (

f ∗)′
( 1
B )

1
A − 1

B

(
s2 − 1

B

)}
,

or

�
{
f
( 1

s1

)
− 1

s1
f ′( 1

s1

)}
= �

{ s1 f (
1
s1

) − 1
B f (B)

s1 − 1
B

+ 1

2

f (A) − A f ′(A) − f (B) + B f ′(B)
1
A − 1

B

(
s1 − 1

B

)}
,

	
{
f
( 1

s2

)
− 1

s2
f ′( 1

s2

)}
= 	

{ s2 f (
1
s2

) − 1
B f (B)

s2 − 1
B

+ 1

2

f (A) − A f ′(A) − f (B) + B f ′(B)
1
A − 1

B

(
s2 − 1

B

)}
.

Putting z1 = 1

s1
, z2 = 1

s2
as above and simplifying concludes the proof. �

Applying Theorem 2 to the function f (z) = ze1/z − z on the segment
[ i

4π
,

i

2π

]
,

we have the equations

�{
f (z) − z f ′(z)

} = �{
e1/z} = 0, 	{

f (z) − z f ′(z)
} = 	{

e1/z} = 0,

which upon setting z = iy become

cos
( 1
y

)
= 0, sin

(1
y

)
= 0.

Their respective solutions are
1

y1
= 5π

2

(
or

7π

2

)
∈ (2π, 4π),

1

y2
= 3π ∈ (2π, 4π).

Applying Theorem 3 to the function f (z) = ze1/z − 1 on the segment
[ i

4π
,

i

2π

]
,

we have the two already derived equations



Further Results of Mean-Value Type in C and R 133

(
θ − 2π

)
cos θ − sin θ = 0,

[(
θ − 2π

)
cos(θ/2) − sin(θ/2)

]
sin(θ/2) = 0,

where θ = 1/y. The first equation turns into
(
θ − 2π

) = tan θ and has a solution
1

y1
= θ1 ≈ 10.7765947651 ∈ (2π, 4π). Similarly the second equation reduces to

(
θ − 2π

) = tan(θ/2) and has a solution
1

y2
= θ2 ≈ 8.6143076776 ∈ (2π, 4π).
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Computer Aided Modeling of Ultrasonic
Surface Waves Propagation in Materials
with Gradient of Properties

Todor Partalin and Yonka Ivanova

Abstract The present work deals with modeling of generating, propagation and
receiving of the Rayleigh impulse in material with gradient of properties. The spec-
trum of an ultrasonic signal, having passed through a material, is determined by the
spectrum of the exciting electrical signal, frequency characteristics of the transmit-
ting and receiving transducers and by material characteristics. The dispersion of the
Rayleigh wave is obtained as a result of the simulation done by spectral decomposi-
tion of impulse and processing components considering wave penetration and wave
velocity changes caused by gradient of mechanical characteristics. Simulated ultra-
sonic waveforms allow evaluation of the time delay effect induced by stress gradient.
Application of ultrasonic wave for stress analyses is possible on the basis of spectral
analysis and phase comparisons of ultrasonic impulse.

Keywords Ultrasonic surface Rayleigh waves · Stress analyses · Stress gradient ·
Rayleigh wave dispersion · Spectral decomposition · Spectral analysis

1 Introduction

The propagation of ultrasonic waves in material with internal stresses is influenced
by the change of some physical and mechanical properties such as bulk density and
elastic modulus due to the deformations created by loads. Changes depend on the
type of wave (longitudinal, transverse and surface) and modify basic parameters
such as velocity, polarization and phase [1–6]. Research related to the propagation

T. Partalin
Faculty of Mathematics and Informatics, Sofia Univeristy “St.Kliment Ohridski”,
Sofia, Bulgaria
e-mail: topart@fmi.uni-sofia.bg

Y. Ivanova (B)
Faculty of Physics, Sofia University “St.Kliment Ohridski”, Sofia, Bulgaria
e-mail: yonka@imbm.bas.bg

Y. Ivanova
Institute of Mechanics, Bulgarian Academy of Sciences, Sofia, Bulgaria

© Springer International Publishing AG 2017
K. Georgiev et al. (eds.), Advanced Computing in Industrial Mathematics,
Studies in Computational Intelligence 681, DOI 10.1007/978-3-319-49544-6_12

135



136 T. Partalin and Y. Ivanova

of surface ultrasonic waves in medium with mechanical stress provide opportunities
for their use in determining the physical and mechanical properties of the surface
and subsurface layers of materials and stress analysis in metal structures [4–8].

The aim of the current work is to model the evolution of ultrasonic Rayleigh
impulse in half-plane with gradient of mechanical stress by spectral decomposition
and composing an impulse taking into account the time delay of spectral components.
It is assumed that the material is homogeneous and the applied stress is in the elastic
region.

2 Formulation

The model task refers to the bending of a beam (Fig. 1a) [9]. In the case of bending
(Fig. 1a), the longitudinal lines (layers) on the upper side are elongated and on the
lower side are shortened. The surface in which longitudinal lines do not change in
length is the neutral surface, its intersection with the cross-sectional plane is neutral

Fig. 1 a Bending of the
beam. b Idealized schema
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axis (N.A.). Themaximum tensile and compressive stresses (σmax) occur at the points
located farthest from the N.A.

In order to evaluate the acoustoelastic effect wemodel the dispersion of ultrasonic
Rayleigh wave caused by stress gradient. The stresses and deformations are suffi-
ciently small and therefore all the terms in the approximations of second and higher
order should be neglected [1, 2]. The curvature of medium surface is ignored. The
idealized schema is shown in Fig. 1b.

Electrical impulse excites through a transmitting transducer an ultrasonic surface
wave that passes the distance L to the receiver where it is converted into electrical
signal. The acoustoelastic effect will be assessed by analyzing the shape, velocity
and spectrum of ultrasonic pulse.

3 Linearized Model to Present the Conditions
for Ultrasonic Wave Propagation

We follow themost common conventional concepts of homogeneous, isotropicmate-
rial, composed of atoms. In the case of uniaxial tensile the material volume changes
and can be presented by the expression [1–3, 9]:

�V

Vo
= V − Vo

Vo
≈ (1 + ε)(1 − ν.ε)2 − 1 ≈ (1 − 2.ν)ε (1)

where Vo is the initial volume, before applying the mechanical load, σ is mechanical
stress, ε is the relative deformation and ν is Poisson’s ratio. So, the volume density
of the material subjected to loading ρ(ε) is presented with (2).

ρ(ε) = ρ0

1 + ε.(1 − 2.ν)
(2)

where, ρo is the initial density before applying a stress.
This approach represents the change of the density in a point. The velocity of

longitudinal ultrasonic wave according to [2] and considering the density change
(2) is:

c2l (ε) = E

ρ(ε)
· (1 − ν)

(1 + ν) · (1 − 2.ν)
= E

ρ0
· (1 − ν)

(1 + ν) · (1 − 2.ν)
. (1 + ε.(1 − 2.ν))

(3)
Obviously, the linear approximations and considerations at such an elementary level
do not suggest differences in the velocities in different directions. However, from the
physical point of view, it is clear that the average distance between atoms in stressed
material is not isotropic value and the change in density is due to the tension in the
loading direction. This leads to a diminution of the velocity in this direction and
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different velocities in the other directions depending on the geometry of the loaded
sample.

Materials seem to behave differently in tension and compression. Such bimodu-
larity has been observed, for example, in rocks, composites [10, 11] as well as alloys
such as cast iron, steels, copper alloys, aluminums etc. [2]. The ratio of Young’s
Modulus at the tension (E+) and compression (E−) (E+/E−) varies between 0.75
for cast iron and 0.95–0.98 for different kinds of steels [2].

Figure2 illustrates simple potential energy curves as a function of interatomic
spacing [10]. The energy E, shape and depth of the curve defines physical properties.
The curves indicate the strength of the bond based on the depth of the potential well.
The minima in the energy curve determine the equilibrium interatomic spacing ro. In

Interatomic distance r

Force (F)

3

4

5

equilibrium

r0

Deformation

Stress

+

-

+

-

(σ
)

ε

(b)

(a)

P
otential E

nergy, E

equilibrium

Interatomic distance r

12

r0

Fig. 2 a Potential energy curve E versus interatomic distance: 1—Quadratic approximation of
potential function; 2—Empirical potential function (Lennard-Jones). b Force F versus interatomic
distance; 3—Hooke’s law of elasticity σo = E .εo, 4—σ = ε.Eo(1 − δ.ε); 5—Derivative of poten-
tial function 2
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the absence of external forces, the crystal has equilibrium spacing. The slope of the
tangent to the force curve evaluated at r = ro is presented by Young’s modulus (Eo).

σo = Eo.εo, (4)

where Eo is an average Young’s Modulus.
When an external force is applied, the interatomic spacing is altered. Both tension

and compression increase the lattice potential energy. The stress can be expressed
by the approximation (curve 4, Fig. 2b):

σ = ε.E(ε) (5)

For our purposes, we can accept (6) as the simplest approximation that expresses
the asymmetry of the potential energy of the interaction between the atoms of the
material [10, 11].

σ = ε.Eo(1 − δ.ε) (6)

where δ is material coefficient
The coefficient δ can be estimated as follows [2]

E− = Eo(1 + δ.ε) & E+ = Eo(1 − δ.ε) ⇒ δ = E− − E+

2.ε.Eo
(7)

Taking into account (6) and neglecting the second order terms, the velocity of lon-
gitudinal ultrasonic wave propagating in the stressed media can be expressed by the
relation [1, 2]:

c2l (ε) = E0

ρ
.(1 − δ.ε) ≈ E0

ρ0
.

(1 − ν)

(1 + ν) · (1 − 2.ν)
.(1 + ε.((1 − 2ν) − δ)) (8a)

c2l (ε) = c20.(1 + ε.(1 − 2ν − δ)).
(1 − ν)

(1 + ν) · (1 − 2.ν)
, (8b)

where c0 is velocity of longitudinal wave in material without stresses (c20 = Eo
ρo

).
After some algebraic transformations we obtain the expression for velocity of

ultrasonic wave

cl(ε) ≈ c0.(1 + (1 − δ − 2.ν).
ε

2
) = c0.(1 + kε), (9)

where k can be expressed by the relation

k = (1 − ν) .(1 − δ − 2.ν)

2. (1 + ν) · (1 − 2.ν)
(10)
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The coefficient k depends on the value δ and can take values between −0.5 and 0.5
hence it can be expected a negative growth rate of ultrasound velocity cl(ε) for some
materials.

The change of velocity of the longitudinal wave depends on the Poisson’s ratio
ν as well. For carbon iron alloys (cast iron and steels) ν is about 0.23–0.30, and
for non-ferrous alloys such as copper and zinc is between 0.32 and 0.42 [2]. The
value of Poisson’s ratio is different in tension and compression loading. The relative
difference (ν+ − ν−)/ν+ is from 4% for carbon steels to 20% for cast iron. However
the velocity changes caused by acoustoelastic effect are very small up to 0.1% for
steels and around 1.5% for cast iron [2].

We will use the generally accepted expression for Rayleigh wave velocity cR
[7, 12], that gives a linear relation between wave velocity and deformation, respec-
tively tension (11)

cR(ε) = kRt .ct = kRtktl .cl(ε) = kRtktl .c
.
o(1 + k.ε) = cRo.(1 + k1.σ ), (11)

where cRo = co.kRt .ktl is Rayleigh wave velocity in an medium without stress, and
coefficients kRt and ktl are kRt ≈ 0.93, ktl ≈ 0.55 for carbon steel with Poisson’s
ratio ν = 0.29 [12], k1 = k/Eo.

The velocity of thewave depends also on direction of propagation and deformation
[2, 7]. As a result the dependence of the velocity of the surface Rayleigh wave on
deformation is expressed by equation:

cR(ε) ≈ cRo.(1 + k.ε) (12)

The presence of properties’ gradient normal to material surface is significant because
the difference in penetration of themechanical perturbation into themedium depends
on the frequency. Stress σ and its corresponding deformation ε are different in depth
of material. Therefore the velocity cR(ε) will depend on penetration depth of the
surface wave (h), which is in the range of the wavelength λ [7, 12]:

h ≈ 1, 7.λ (13)

The mechanical stress varies linear from the surface to the N.A and depends on depth
h (Fig. 1b).

σ(h) = σmax.
d − h

d
= εmax.E0.

d − h

d
(14)

The dependencies (11–14) lead to appearance of dispersion of the ultrasonicRayleigh
wave (15)

cR(λ) = cR [ε {σ (h(λ))}] . (15)
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4 Simulations of Ultrasonic Rayleigh Impulse Propagation
in Stressed Media

In order to determine the influence of tension gradient we perform a numerical mod-
eling of ultrasonic Rayleigh impulse which is passed through a stressedmaterial with
stress gradient. The spectrum of an ultrasonic signal is determined by the spectrum
of the exciting electrical signal, the frequency characteristics of the transmitting and
receiving transducer and by the material characteristics.

The excitation of ultrasonic oscillations in the piezoelectric sensor is realized
by means of shock loading (Fig. 3). The transmitter/receiver can to be taken as an
electromechanical system which oscillates around the basic resonance frequency fo
[13–15].Anexemplary presentation of its amplitude-frequency characteristics (AFC)
is shown in Fig. 4. The basic frequency of transducers is accepted to be fo = 4MHz.
The real AFCof the transducers are given bymore complex formulas, considering the
acoustic resistance of a piezoelectric sensor, attenuator, protector etc. [16, 17]. They
differ from the used exemplary presentation, but the differences are not substantial
for the model problem. Practically, the AFC are experimentally recorded according
[15, 16]. The shape of the generated acoustic signal is obtained by applying an inverse
Fourier transformation of the product:

Sa( f ) = SE ( f ).St ( f ) (16)

Figure4 show spectrumof electrical signal (SE ), amplitude-frequency characteristics
of transmitter (St ) and receiver (Sr ) and spectrum of acoustic signal Sa .

The impact of the medium with stress gradient is modeled using narrowband
filters (Sm) with which the impulse is decomposed into components with different
frequency. AFC of filters (F#) and their sum Sm are shown in Fig. 5.

Fig. 3 Exciting electrical
signal
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Fig. 4 Spectra of signals:
SE—spectrum of electrical
signal, St , Sr—AFC of
transmitting/receiving
transducers, Sa—spectrum
of acoustic signal

Fig. 5 Amplitude frequency
characteristics of filters F#
and their sum Sm

Each of signal components has a penetration depth hi ≈ 1, 7.λi referring to its
frequency fi and its velocity is determined by the deformation, respectively stress
corresponding to depth (13) and (14)

cR(ε) ∼= cR(λi ) = cR( fi ) (17)

Acoustic components are summed in the ultrasonic receiving transducer according
to their arrival time after passing the length L. The ultrasonic receiver transforms the
acoustic signal into electrical one through its transfer function (Sr ). The process is
presented by the product of the transfer functions of the separate units

S( f ) = SE ( f ).St ( f ).Sm( f ).Sr ( f ) (18)

The arrival time of each signal is related with its penetration depth. It is determined
by the acoustic length L and the velocity of ultrasonic Rayleigh wave cR(λi ). The
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Fig. 6 Dependency of time difference (� t) on frequency f

difference in the flight time of the wave in a material with (ts) and without stress
gradient (to) is

�t (λ) ∼= �t ( f ) = to − ts = L

cRo
− L

cR(ε(λ≈h))
= L

cRo
.(1 − 1

1 + kε(λ≈h)

) ≈ L

cRo
kε

(19)
where cR(ε(λ≈h)) and cRo are the velocities of surface waves in media with and
without stress gradient.

In the present study the dependency of time difference on frequency was chosen
to be linear as shown in the Fig. 6. The influence of nonlinear gradient of properties
can be modeled with nonlinear time delay.

5 Discussion

The results from simulation of ultrasonic Rayleigh impulse propagation through a
stressed material are shown in Figs. 7 and 8. Figure7 shows signals of ultrasonic
Rayleigh impulse in material without stress gradient (a) and with stress gradient (b).
The signal which is passed through the media with stress gradient in the Fig. 7b is
shifted and its shape is changed. The arrival time difference between these signals
is very small, less than 0.2% of the flight time between ultrasonic transducers. The
obtained signal and its spectrum depend on the length of the acoustic path, because
the delay of the time is proportional to the base length L.

The change of amplitude spectra of signals is not significant. The greater is the
influence of stress gradient on the shape of signal and its phase spectrum (20) as it
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Fig. 7 Waveforms from Rayleigh waves Curve 1—unstressed media; Curve 2—media with stress
gradient

Fig. 8 Phase spectra of ultrasonic signals Curve 1—Phase spectrum of ultrasonic signal in
unstressed media; Curve 2—Phase spectrum of ultrasonic signal in media with stress gradient

is shown in the Fig. 8.

ϕ( f ) = arctg

(
Im S( f )

Re S( f )

)
(20)

where Im S( f ) and Re S( f ) are imaginary and real part of the spectrum.
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Fig. 9 Signals before and after bending load: thickness sample—5mm, stress gradient 2σ/h =
20 × 109 Pa (a-frequency 2 MHz, b-frequency 4 MHz) [18]

Experiments on Rayleigh wave propagation in materials with stress gradient are
presented in [18]. The signals from ultrasonic surface waves before and after bending
of cantilever made of carbon steel are shown in Fig. 9a, b for 2 and 4MHz. The value
of stress gradient (2σ/h) is 20 × 109 Pa. It can be noted the change of signals shapes
and appearance of dispersion of waves caused by stress loading.

6 Conclusion

The propagation ofRayleighwave in stressedmedium is quite complex phenomenon.
The presented simulation of the evolution of the wave pulse shows the importance
of the transverse gradient of the mechanical stress. It remains only a simulation
and not properly represents the physical process of wave motion. The performed
numerical experiments show that the stress gradient affects the shape of signals and
less the amplitude spectra. The biggest difference can be seen in the phase spectrum.
This simulation is illustrative and concerns mechanical stress gradient. Nevertheless
any normal to the surface gradient of mechanical parameters of medium such as
density, modulus of elasticity and so one, caused by phase composition, temperature,
chemical or heat treatment etc. make a similar impact. It allows trying assumptions
and preliminary results with perspective to compare with planned experiment as well
as to support the clarification of a phenomenological theory. The results may find
application in material science and seismology. Application of the Rayleigh waves
for stress and strain state analysis of the materials is possible on the basis of spectral
analysis and phase and impulse shape comparisons.
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InterCriteria Analysis of Simple Genetic
Algorithms Performance

Tania Pencheva and Maria Angelova

Abstract Recently developed approach of InterCriteria Analysis is here applied
aiming at an assessment of the performance of such a promising stochastic opti-
mization technique as simple genetic algorithms. Considered algorithms, as repre-
sentatives of the biologically-inspired ones, are chosen as an object of investigation
since they are proven as quite successful in solving of many challenging problems
in the field of complex dynamic systems optimization. In this investigation simple
genetic algorithms are applied for the purposes of parameter identification of a fer-
mentation process. Altogether six simple genetic algorithms are here considered,
differ from each other in the execution order of main genetic operators, namely
selection, crossover and mutation. The apparatuses of index matrices and intuition-
istic fuzzy sets, underlying the InterCriteria Analysis, are implemented to assess the
performance of simple genetic algorithms for the parameter identification of Sac-
charomyces cerevisiae fed-batch fermentation process. The obtained results after the
InterCriteria Analysis application are thoroughly analysed towards the algorithms
outcomes, such as convergence time and model accuracy.

1 Introduction

In general, modelling of fermentation processes is a challenging and rather difficult
to be solved problem. Logically explanation of this fact is connected with a com-
plex structure of the considered processes, usually described by a systems of non-
linear differential equationswith several specific growth rates. Thus,model parameter
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identification is of a key importance for modelling process. Genetic algorithms (GA),
as representatives of biologically inspired metaheuristic techniques, have pointed
more and more attention mainly due to the fact that they reach a good solution, even
global optima, within reasonable computing time. Many applications demonstrate
GA as suitable for solving complex problems [10, 11, 14], even for such a difficult
task as parameter identification of fermentation process models [1, 3, 15]. Look-
ing for any kind of relations between model parameters and optimization algorithm
performance might lead to significant improvement of the parameter identification
procedure. For that purpose, recently developed approach of InterCriteria Analysis
(ICrA) [8] is going to be applied.

InterCriteria Analysis is an approach based on two fundamental concepts—of the
Intuitionistic Fuzzy Sets [7] and the Index Matrices [4–6]. ICrA allows detecting of
possible correlations between pairs of involved criteria and provides on this basis
an additional information for the investigated objects. Following the main goal of
ICrA development, namely ICrA to be successfully applied for decision making in
different areas of science and practice, the idea this approach to be tested in the field
of parameter identification of fermentation processes models is intuitively appeared.
First applications of ICrA for that purposes are presented in [2, 12, 16]. In [2] ICrA is
implemented for the purposes of a parameter identification of S. cerevisiae fermenta-
tion process. Authors discover relations between convergence time, model accuracy
and model parameters, when two genetic algorithms parameters, namely rates of
crossover and mutation, are investigated. In [16] model parameter identification of
a non-linear model of an E. coli fed-batch fermentation process is considered using
GA. Then ICrA is applied to explore the existing relations and dependencies of
defined model parameters and GA outcomes—execution time and objective func-
tion value. Authors in [12] again consider an E. coli fed-batch fermentation process
and apply ICrA in order to find correlation between the kinetic variables. Structural
and parametric identification of the process are performed based on the obtained by
ICrA evaluations of dependencies between biomass, substrate, oxygen and carbon
dioxide.

Current research aims to demonstrate an another attempt for a successful appli-
cation of ICrA for the purposes of model parameters identification of fermentation
processes. ICrA is going to be applied for assessment of the performance of differ-
ent simple genetic algorithms used for the purposes of parameter identification of
a S. cerevisiae fermentation process. Altogether six simple genetic algorithms that
differ from each other in the sequence of execution of the main genetic operators,
namely selection, crossover and mutation, are applied. ICrA implementation, based
on the results of a series of parameters identification procedures, is expected to reveal
some relations between GA outcomes and model parameters themselves.
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2 Problem Formulation

Model parameter identification of a considered here S. cerevisiae fed-batch fermen-
tation process is performed based on the real data from a cultivation carried out in the
Institute of Technical Chemistry University of Hanover, Germany. The experimental
data set consists of on-line measurement of substrate (glucose) and off-line measure-
ments of biomass and ethanol. The detailed description of the process conditions and
experimental data could be found in [13].

According to the mass balance, mathematical model of a S. cerevisiae fed-batch
fermentation process is commonly described by the following system of non-linear
differential equations [13]:

dX

dt
= (μ2S

S

S + kS
+ μ2E

E

E + kE
)X − Fin

V
X (1)

dS

dt
= − μ2S

YS/X

S

S + kS
X + Fin

V
(Sin − S) (2)

dE

dt
= − μ2E

YE/X

E

E + kE
X + Fin

V
E (3)

dV

dt
= Fin (4)

where X is the biomass concentration, [g/l]; S—substrate concentration, [g/l]; E—
ethanol concentration, [g/l]; Fin—feeding rate, [l/h]; V—bioreactor volume, [l];
Sin—substrate concentration in the feeding solution, [g/l]; μ2S , μ2E—maximum
values of the specific growth rates, [1/h]; kS , kE—saturation constants, [g/l]; YS/X ,
YE/X—yield coefficients, [-].

For the considered here model (Eqs. (1)–(4)), the following vector including six
model parameters should be identified: p = [μ2S, μ2E , kS, kE ,YS/X ,YE/X ].

As an optimization criterion, mean square deviation between the model output
and the experimental data for biomass, substrate and ethanol, obtained during the
cultivation has been used:

J =
m∑

i=1

(
Xexp(i) − Xmod(i)

)2 +
n∑

i=1

(
Sexp(i) − Smod(i)

)2 +
l∑

i=1

(
Eexp(i) − Emod(i)

)2 → min

(5)

where m, n and l are the experimental data dimensions; Xexp, Sexp and Eexp are the
available experimental data for biomass, substrate and ethanol; Xmod, Smod and Emod
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are the model predictions for biomass, substrate and ethanol with a given model
parameter vector.

3 Simple Genetic Algorithms for Parameter Identification

As mentioned above, genetic algorithms belong to the methods based on biological
evolution and inspired by Darwins theory of survival of the fittest [11]. Frequently
used as an alternative to the conventional optimization techniques, GA are success-
fully applied to solve complex problems in different research fields [11]. Standard
Simple GA (SGA) initially presented by Goldberg [11] work with a population of
coded parameter sets (called chromosomes), and search a global optimal solution
using three main genetic operators in a sequence selection, crossover, mutation. This
algorithm is here denoted as SGA-SCM, coming from the operators execution order
selection, crossover, mutation. SGA-SCM starts with a creation of a randomly gen-
erated initial population. After that each solution is evaluated and assigned a fitness
value. According to the fitness function, the most suitable solutions are selected.
Then, crossover proceeds to form a new offspring. Mutation with determinate prob-
ability is then applied aiming to prevent falling of all solutions into a local optimum.
GA terminate when some criterion, such as number of generations reached, or evolu-
tion time passed, or fitness threshold reached, or fitness convergence satisfied, etc., is
fulfilled. For the purposes of this investigation, GA terminate when a certain number
of generations is reached.

Following the main idea of GA to imitate the processes in nature, one can assume
that the probability crossover to come first and then mutation is comparable to that
both processes to occur in a reverse order; or selection to be performed after crossover
and mutation, no matter of their order. Following this idea, many modifications of
SGA-SCM, concerning the sequence of execution of main genetic operators have
been developed aiming to improve the model accuracy and algorithms convergence
time [1, 3]. Three modifications, namely SGA-SMC (following the mentioned above
notation), SGA-CMS, and SGA-MCS have been proposed and basically investigated
for parameter identification of a fed-batch fermentation process of S. cerevisiae
in [3]. Another two modifications possible to occur—SGA-CSM and SGA-MSC,
are proposed in [1] for the same purpose. The performance of mentioned above
altogether six modifications of SGA-SCM, applied for the parameter identification
of a S. cerevisiae fed-batch fermentation process, is going to be assessed by the
promising approach of ICrA.
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4 InterCriteria Analysis

InterCriteria analysis, based on the apparatuses of index matrices and intuitionis-
tic fuzzy sets, is given in details in [8]. Here, for a completeness, ICrA is briefly
presented, as exposed in [2].

An intuitionistic fuzzy pair (IFP) [9] is an ordered pair of real non-negative num-
bers 〈a, b〉, where a, b ∈ [0, 1] and a + b ≤ 1, that is used as an evaluation of some
object or process. According to [9], the components (a and b) of IFP might be inter-
preted as degrees of “membership” and “non-membership” to a given set, degrees of
“agreement” and “disagreement”, degrees of “validity” and “non-validity”, degrees
of “correctness” and “non-correctness”, etc.

The apparatus of index matrices (IM) is initially presented in [4] and discussed
in more details in [5, 6]. For the purposes of ICrA application, the initial index set
consists of the criteria (for rows) and objects (for columns) with the IM elements
assumed to be real numbers. Further, an IM with index sets consisting of the criteria
(for rows and for columns) with IFP elements determining the degrees of corre-
spondence between the respective criteria is constructed, as it is doing to be briefly
presented below.

Let the initial IM is presented in the form of Eq. (6), where, for every p, q, (1 ≤
p ≤ m, 1 ≤ q ≤ n), Cp is a criterion, taking part in the evaluation; Oq—an object
to be evaluated; aCp,Oq—a real number or another object, that is comparable about
relation R with the other a-object, so that for each i, j, k: R(aCk ,Oi , aCk ,Oj ) is defined.

A =

O1 . . . Ok . . . Ol . . . On

C1 aC1,O1 . . . aC1,Ok . . . aC1,Ol . . . aC1,On

...
...

. . .
...

. . .
...

. . .
...

Ci aCi ,O1 . . . aCi ,Ok . . . aCi ,Ol . . . aCi ,On

...
...

. . .
...

. . .
...

. . .
...

C j aC j ,O1 . . . aC j ,Ok . . . aC j ,Ol . . . aC j ,On

...
...

. . .
...

. . .
...

. . .
...

Cm aCm ,O1 . . . aCm ,Ok . . . aCm ,Ol . . . aCm ,On

, (6)

Let R be the dual relation of R in the sense that if R is satisfied, then R is not satis-
fied, and vice versa. For example, if “R” is the relation “<”, then R is the relation
“>”, and vice versa. If Sμ

k,l is the number of cases in which R(aCk ,Oi , aCk ,Oj ) and
R(aCl ,Oi , aCl ,Oj ) are simultaneously satisfied, while Sν

k,l is the number of cases is
which R(aCk ,Oi , aCk ,Oj ) and R(aCl ,Oi , aCl ,Oj ) are simultaneously satisfied, it is obvi-
ous, that

Sμ

k,l + Sν
k,l ≤ n(n − 1)

2
.
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Further, for every k, l, satisfying 1 ≤ k < l ≤ m, and for n ≥ 2,

μCk ,Cl = 2
Sμ

k,l

n(n − 1)
, νCk ,Cl = 2

Sν
k,l

n(n − 1)
(7)

are defined. Therefore, 〈μCk ,Cl , νCk ,Cl 〉 is an IFP. Next, the following IM is con-
structed:

C1 . . . Cm

C1 〈μC1,C1 , νC1,C1〉 . . . 〈μC1,Cm , νC1,Cm 〉
...

...
. . .

...

Cm 〈μCm ,C1 , νCm ,C1〉 . . . 〈μCm ,Cm , νCm ,Cm 〉
, (8)

that determines the degrees of correspondence between criteria C1, ...,Cm .
The sum μCk ,Cl + νCk ,Cl is not always equal to 1. The difference

πCk ,Cl = 1 − μCk ,Cl − νCk ,Cl (9)

is considered as a degree of “uncertainty”.

5 Numerical Results and Discussion

All identification procedures have been performed on a Computer system with
Intel(R) Core(TM) i5-3450 CPU 3.1GHz, 8 GB Memory, Windows 7 (64-bit) oper-
ating system.

To estimate the model parameters (vector p) of the considered model (Eqs. 3
and 4), six SGA with different execution order of main genetic operators selection,
crossover andmutation, have been consequently applied. In current investigation,GA
operators and parameters are tuned according to [3]. Due to the stochastic nature of
genetic algorithms, 30 independent runs for each of the applied here sixmodifications
of SGA have been performed.

Altogether eight criteria are considered: C1—objective function value J ; C2—
convergence time T ;C3 andC4—specific growth rates, respectivelyμ2S andμ2E ;C5

andC6—saturation constants, respectively kS and kE ;C7 andC8—yield coefficients,
respectively YS/X and YE/X . Concerning the objects—six objects are here investi-
gated, corresponding to SGAmodifications: O1 is the SGA-SCM; O2—SGA-SMC;
O3—SGA-CMS; O4—SGA-CSM; O5—SGA-MSC; and O6—SGA-MCS.

Equations (10)–(12) present, respectively, the average values (Eq. 10), the best
estimates (Eq. 11), and the worst ones (Eq. 12), of the values of objective function
J , the algorithm convergence time T , [s], as well as of the model parameters. The
objective functions (criterion C1) is given with more digits after the decimal point in
order to be distinguishable.
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A1(average) =

O1 O2 O3 O4 O5 O6

C1 0.022065 0.022103 0.022212 0.022069 0.022217 0.022144
C2 215.85 198.06 218.32 232.75 203.55 216.47
C3 0.99 0.98 0.92 0.96 0.98 0.99
C4 0.15 0.14 0.11 0.15 0.11 0.12
C5 0.14 0.13 0.11 0.14 0.13 0.13
C6 0.80 0.80 0.80 0.80 0.80 0.80
C7 0.40 0.40 0.42 0.40 0.42 0.41
C8 2.02 1.81 1.41 2.02 1.41 1.64

(10)

A2(best) =

O1 O2 O3 O4 O5 O6

C1 0.022059 0.022096 0.022134 0.022138 0.022061 0.022134
C2 347.45 278.82 411.44 217.78 279.13 264.30
C3 1.00 0.98 0.99 0.91 0.99 1.00
C4 0.15 0.14 0.12 0.12 0.15 0.12
C5 0.14 0.13 0.13 0.11 0.14 0.13
C6 0.80 0.80 0.80 0.80 0.80 0.80
C7 0.40 0.40 0.41 0.41 0.40 0.41
C8 2.02 1.82 1.65 1.66 2.03 1.65

(11)

A3(worst) =

O1 O2 O3 O4 O5 O6

C1 0.02207 0.02212 0.02218 0.02229 0.02208 0.02220
C2 14.55 14.15 14.74 13.65 13.87 16.15
C3 1.00 0.99 0.98 0.96 0.94 0.90
C4 0.15 0.13 0.12 0.08 0.15 0.12
C5 0.14 0.13 0.14 0.11 0.13 0.12
C6 0.80 0.80 0.80 0.80 0.80 0.80
C7 0.40 0.41 0.41 0.43 0.40 0.41
C8 2.02 1.79 1.58 1.10 2.06 1.57

(12)

Looking at the obtained results, there is much less than 1% difference concerning
the objective function value J between the best among the best results (J = 0.022059)
and the worst among the worst results (J = 0.02229), while the convergence time T
increasesmore than 25 times. Such a small deviation of J proves all of the considered
here six modifications of SGA as equally reliable and it is of user choice to make a
compromise between the model accuracy and convergence time.

Based on three constructed IMs ((A1(average)), (A2(best)) and (A3(worst))),
ICrA is then implemented. Six IMs (I M1 to I M6) that determine the degrees of
“agreement” (μCk ,Cl ) and “disagreement” (νCk ,Cl ) between criteria for three consid-
ered cases (average, best and worst) are obtained.
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I M1 =

C1 C2 C3 C4 C5 C6 C7 C8

C1 1 0.47 0.40 0.07 0.13 0.13 1.00 0.07
C2 0.47 1 0.40 0.47 0.53 0.40 0.47 0.60
C3 0.40 0.40 1 0.67 0.73 0.60 0.40 0.53
C4 0.07 0.47 0.67 1 0.93 0.93 0.07 0.87
C5 0.13 0.53 0.73 0.93 1 0.87 0.13 0.80
C6 0.13 0.40 0.60 0.93 0.87 1 0.13 0.80
C7 1 0.47 0.40 0.07 0.13 0.13 1 0.07
C8 0.07 0.60 0.53 0.87 0.80 0.80 0.07 1

(13)

I M2 =

C1 C2 C3 C4 C5 C6 C7 C8

C1 0 0.53 0.60 0.93 0.87 0.87 0.00 0.93
C2 0.53 0 0.60 0.53 0.47 0.60 0.53 0.40
C3 0.60 0.60 0 0.33 0.27 0.40 0.60 0.47
C4 0.93 0.53 0.33 0 0.07 0.07 0.93 0.13
C5 0.87 0.47 0.27 0.07 0 0.13 0.87 0.20
C6 0.87 0.60 0.40 0.07 0.13 0 0.87 0.20
C7 0 0.53 0.60 0.93 0.87 0.87 0 0.93
C8 0.93 0.40 0.47 0.13 0.20 0.20 0.93 0

(14)

I M3 =

C1 C2 C3 C4 C5 C6 C7 C8

C1 1 0.27 0.27 0.13 0.13 0.47 0.93 0.20
C2 0.27 1 0.60 0.60 0.60 0.53 0.33 0.53
C3 0.27 0.60 1 0.60 0.73 0.27 0.33 0.53
C4 0.13 0.60 0.60 1 0.73 0.67 0.07 0.93
C5 0.13 0.60 0.73 0.73 1 0.40 0.20 0.80
C6 0.47 0.53 0.27 0.67 0.40 1 0.40 0.60
C7 0.93 0.33 0.33 0.07 0.20 0.40 1 0.13
C8 0.20 0.53 0.53 0.93 0.80 0.60 0.13 1

(15)

I M4 =

C1 C2 C3 C4 C5 C6 C7 C8

C1 0 0.73 0.73 0.87 0.87 0.53 0.07 0.80
C2 0.73 0 0.40 0.40 0.40 0.47 0.67 0.47
C3 0.73 0.40 0 0.40 0.27 0.73 0.67 0.47
C4 0.87 0.40 0.40 0 0.27 0.33 0.93 0.07
C5 0.87 0.40 0.27 0.27 0 0.60 0.80 0.20
C6 0.53 0.47 0.73 0.33 0.60 0 0.60 0.40
C7 0.07 0.67 0.67 0.93 0.80 0.60 0 0.87
C8 0.80 0.47 0.47 0.07 0.20 0.40 0.87 0

(16)
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I M5 =

C1 C2 C3 C4 C5 C6 C7 C8

C1 1 0.53 0.27 0.07 0.27 0.40 0.93 0.07
C2 0.53 1 0.47 0.40 0.73 0.07 0.60 0.40
C3 0.27 0.47 1 0.67 0.73 0.60 0.33 0.67
C4 0.07 0.40 0.67 1 0.67 0.67 0.00 1.00
C5 0.27 0.73 0.73 0.67 1 0.33 0.33 0.67
C6 0.40 0.07 0.60 0.67 0.33 1 0.33 0.67
C7 0.93 0.60 0.33 0.00 0.33 0.33 1 0
C8 0.07 0.40 0.67 1 0.67 0.67 0 1

(17)

I M6 =

C1 C2 C3 C4 C5 C6 C7 C8

C1 0 0.47 0.73 0.93 0.73 0.60 0.07 0.93
C2 0.47 0 0.53 0.60 0.27 0.93 0.40 0.60
C3 0.73 0.53 0 0.33 0.27 0.40 0.67 0.33
C4 0.93 0.60 0.33 0 0.33 0.33 1.00 0.00
C5 0.73 0.27 0.27 0.33 0 0.67 0.67 0.33
C6 0.60 0.93 0.40 0.33 0.67 0 0.67 0.33
C7 0.07 0.40 0.67 1 0.67 0.67 0 1
C8 0.93 0.60 0.33 0 0.33 0.33 1 0

(18)

Listed above results are graphically presented in Fig. 1.
Criteria relations, arranged by μCk ,Cl values in the case of average results, are

presented in Table1. Results for the rest two cases—of the best and the worst esti-
mates, are presented in Table1 correspondingly to the pairs in the first column, but as
obviously—not ranked. It should be noted, that for all three considered cases, there
is no pairs with a degree of “uncertainty”.

The definition of consonance and dissonance between each pair of criteria is done
based on the scale, presented in Table2 [16].

Looking at the average results of the examined criteria, the following pair depen-
dencies might be outlined:

• A strong positive consonance has been observed for the pair C1 ↔ C7 (i.e. J ↔
YS/X ). The value of the degree of “agreement” between those two criteria hits the
upper boundary of the interval determining the strong positive consonance.

• There are four criteria pairs in a positive consonance—C4 ↔ C5, C4 ↔ C6,
C4 ↔ C8, which show the dependencies between the specific growth rate μ2E

and, respectively, kS , kE and YE/X , as well as the pair C5 ↔ C6 (i.e. kS ↔ kE ).
• For the pairs C5 ↔ C8 and C6 ↔ C8, which show the relations between the yield
coefficient YE/X and both saturation constants kS and kE , a weak positive conso-
nance is identified.

• Negative consonance has been observed for eight criteria pairs that might be
divided into two groups: (1) C1 ↔ C4, C1 ↔ C5, C1 ↔ C6, and C1 ↔ C8, which
show the relations between the objective function value J and, respectively, the
specific growth rateμ2E , saturation constants kS and kE , and yield coefficientYE/X ;
and (2) C4 ↔ C7, C5 ↔ C7, C6 ↔ C7 and C7 ↔ C8, which show the relations
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Fig. 1 Degrees of “agreement” (μCk ,Cl values) for three considered cases

between the yield coefficient YS/X and, respectively, again the specific growth rate
μ2E , saturation constants kS and kE , and yield coefficient YE/X .

The rest criteria pairs are identified in the intervals of a weak dissonance, disso-
nance and strong dissonance.

Due to the stochastic nature of considered here sixmodifications of SGA, different
criteria dependences have been observed in the cases of best and worst results. When
one compares the case of best results to the case of average results, there are altogether
nine coincidences: (1) for the pair C4 ↔ C8, showing a positive consonance; (2) for
the pair C5 ↔ C8, showing a weak positive consonance; (3) for the pair C3 ↔ C5,
showing a weak dissonance; (4) for the pair C3 ↔ C4, showing a dissonance; (5) for
the pairsC3 ↔ C7,C1 ↔ C5,C1 ↔ C4,C4 ↔ C7 andC7 ↔ C8, showing a negative
consonance. For the rest of criteria pairs weaker relations have been observed.

In the case of worst results the value of the degree of “agreement” between C4 ↔
C8 hits the upper boundary of the interval determining a strong positive consonance,
in a contrast to the average results, where the only one pair with a strong positive
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Table 1 Criteria relations sorted by μCk ,Cl values in the average case

Criteria relation Obtained 〈μCk ,Cl , νCk ,Cl 〉 values in case of:
Average results Worst results Best results

C1 ↔ C7 〈1.00, 0.00〉 〈0.93, 0.07〉 〈0.93, 0.07〉
C4 ↔ C5 〈0.93, 0.07〉 〈0.73, 0.27〉 〈0.67, 0.33〉
C4 ↔ C6 〈0.93, 0.07〉 〈0.67, 0.33〉 〈0.67, 0.33〉
C4 ↔ C8 〈0.87, 0.13〉 〈0.93, 0.07〉 〈1.00, 0.00〉
C5 ↔ C6 〈0.87, 0.13〉 〈0.40, 0.60〉 〈0.33, 0.67〉
C5 ↔ C8 〈0.80, 0.20〉 〈0.80, 0.20〉 〈0.67, 0.33〉
C6 ↔ C8 〈0.80, 0.20〉 〈0.60, 0.40〉 〈0.67, 0.33〉
C3 ↔ C5 〈0.73, 0.27〉 〈0.73, 0.27〉 〈0.73, 0.27〉
C3 ↔ C4 〈0.67, 0.33〉 〈0.60, 0.40〉 〈0.67, 0.33〉
C2 ↔ C8 〈0.60, 0.40〉 〈0.53, 0.47〉 〈0.40, 0.60〉
C3 ↔ C6 〈0.60, 0.40〉 〈0.27, 0.73〉 〈0.60, 0.40〉
C2 ↔ C5 〈0.53, 0.47〉 〈0.60, 0.40〉 〈0.73, 0.27〉
C3 ↔ C8 〈0.53, 0.47〉 〈0.53, 0.47〉 〈0.67, 0.33〉
C1 ↔ C2 〈0.47, 0.53〉 〈0.27, 0.73〉 〈0.53, 0.47〉
C2 ↔ C4 〈0.47, 0.53〉 〈0.60, 0.40〉 〈0.40, 0.60〉
C2 ↔ C7 〈0.47, 0.53〉 〈0.33, 0.67〉 〈0.60, 0.40〉
C1 ↔ C3 〈0.40, 0.60〉 〈0.27, 0.73〉 〈0.27, 0.73〉
C2 ↔ C3 〈0.40, 0.60〉 〈0.60, 0.40〉 〈0.47, 0.53〉
C2 ↔ C6 〈0.40, 0.60〉 〈0.53, 0.47〉 〈0.07, 0.93〉
C3 ↔ C7 〈0.40, 0.60〉 〈0.33, 0.67〉 〈0.33, 0.67〉
C1 ↔ C5 〈0.13, 0.87〉 〈0.13, 0.87〉 〈0.27, 0.73〉
C1 ↔ C6 〈0.13, 0.87〉 〈0.47, 0.53〉 〈0.40, 0.60〉
C5 ↔ C7 〈0.13, 0.87〉 〈0.20, 0.80〉 〈0.33, 0.67〉
C6 ↔ C7 〈0.13, 0.87〉 〈0.40, 0.60〉 〈0.33, 0.67〉
C1 ↔ C4 〈0.07, 0.93〉 〈0.13, 0.87〉 〈0.07, 0.93〉
C1 ↔ C8 〈0.07, 0.93〉 〈0.20, 0.80〉 〈0.07, 0.93〉
C4 ↔ C7 〈0.07, 0.93〉 〈0.07, 0.93〉 〈0.00, 1.00〉
C7 ↔ C8 〈0.07, 0.93〉 〈0.13, 0.87〉 〈0.00, 1.00〉

consonance was C1 ↔ C7. Many other coincidences and discrepancies might be
outlined between three cases, but for the case of worst results the pairs C4 ↔ C7

and C7 ↔ C8 should be distinguished, as the only two pairs with “zero” degree of
“agreement”.

Going deeply in the results, presented in Table1, altogether 4 pairs have been
observed of the absolute coincidence for the three considered cases—of average,
best and worst results, namely: (1) the pair C3 ↔ C5, showing a weak dissonance;
(2) the pairs C3 ↔ C4 and C3 ↔ C7, showing a dissonance; (3) the pair C1 ↔ C4,
showing a negative consonance.
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Table 2 Scale of consonance and dissonance

Interval of μCk ,Cl Meaning

[0.00–0.05] Strong negative consonance

(0.05–0.15] Negative consonance

(0.15–0.25] Weak negative consonance

(0.25–0.33] Weak dissonance

(0.33–0.43] Dissonance

(0.43–0.57] Strong dissonance

(0.57–0.67] Dissonance

(0.67–0.75] Weak dissonance

(0.75–0.85] Weak positive consonance

(0.85–0.95] Positive consonance

(0.95–1.00] Strong positive consonance

Considering the obtained ICrA estimations in the cases of average, best and worst
results, and having in mind the stochastic nature of GA, it is more reasonable to rely
with a higher credibility to the results in the case of average values than to results
obtained in another two cases.

6 Conclusion

Recently developed ICrAapproach has been here applied to examine the performance
of six SGA modifications for the purposes of fermentation process model parameter
identification. Very small observed deviations (less than 1%) of the objective func-
tion value prove all of the considered here SGAmodifications as equally reliable and
it is of user choice to make a compromise between model accuracy and convergence
time. ICrA implementation succeeds at establishing of some relations betweenmodel
parameters of a S. cerevisiae fed-batch fermentation process, when six SGA mod-
ifications have been applied. Three case studies have been examined—of average,
best and worst results for the obtained objective function value, convergence time
and model parameters. Implementing ICrA, the thorough discussion about the con-
sonance or dissonance between criteria is presented. ICrA application leads to reveal
the mutual relations between model parameters themselves, and GA outcomes, such
as objective function value and convergence time. Such kind of additional knowl-
edge about the model parameters relations might be extremely useful aiming at
improvement of model accuracy in further parameter identification procedures. On
the other hand, such information could be used to amend the performance of the
applied optimization algorithms when, which is the case, some algorithm outcomes
are considered as criteria.
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Interval Algebraic Approach to Equilibrium
Equations in Mechanics

Evgenija D. Popova

Abstract The engineering demand for more realistic and accurate models involv-
ing interval uncertainties lead to a new interval model of linear equilibrium equa-
tions in mechanics, which is based on the algebraic completion of classical interval
arithmetic (called Kaucher arithmetic). Interval algebraic approach consists of three
parts: representation convention, computing algebraic solution and result interpreta-
tion. The proposed approach replaces straightforward a deterministic model by an
interval model in terms of proper and improper intervals, fully conforms to the equi-
librium principle and provides sharper enclosure of the unknown quantities than the
best known methods based on classical interval arithmetic. Numerical applications
described by systems of linear interval equilibrium equations where the number of
the unknowns is equal to the number of the equations are considered in details.

1 Introduction

The basic principle of static (or dynamic) equilibrium under general force systems
is an essential prerequisite for many branches of engineering, such as mechanical,
civil, aeronautical, bioengineering, robotics, and others that address the various con-
sequences of forces [1].

One main challenge for the models involving interval uncertainty is the over-
estimation of the system response. Nowadays, the most successful approaches for
overestimation reduction are those that relate the dependency of interval quantities to
the physics of the problem being considered, [8]. Recently, amodel of a bar subjected
to multiple axial external loads, where load magnitudes are represented by intervals,
is considered in [3]. Although the aim at providing interval model conforming to the
principle of static equilibrium is not completely achieved by the proposed model,
the problem and its challenge are presented. A similar problem in the context of
robotics is discussed in the IEEE P1788 working group on standardization of inter-
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val arithmetic, [6]. It is shown in [3, 6] that an interval model based entirely on the
classical interval arithmetic, in its set-theoretic interpretation as proposed by Moore
[7], cannot provide a good estimation neither of the uncertain reaction nor of the load
distribution.

The engineering demand for more accurate models involving interval uncertain-
ties lead to an interval model of linear equilibrium equations in mechanics [14],
which is based on the algebraic completion of classical interval arithmetic (called
also Kaucher or generalized interval arithmetic). It is proven that the proposed inter-
val model always yields the narrowest interval enclosure and is in full conformance
with the physicalmeaning of static equilibrium. Thework [14] is focused on justifica-
tion of the proposed interval model in one dimension, comparison to the approach of
[3], and applications to computing resultant forces. In this paper we further develop
the interval algebraic approach to models involving linear interval equilibrium equa-
tions. Considered are models of practical applications which reduce to systems of
linear interval equilibrium equations where the number of the unknowns is equal to
the number of the equations. The initial interval model is expanded by considering
interval algebraic solution to the system of equilibrium equations, model properties
are revealed and the quality of the interval algebraic solution is compared to the best
interval solution enclosure obtained by classical interval arithmetic.

The structure of the paper is as follows. In the next section some basic notions and
properties of the algebraic extension [4] of classical interval arithmetic are summa-
rized. In Sect. 3 we present the new interval model and its generalization to systems
of interval equilibrium equations involving as many unknowns as is the number of
the equations. Numerical applications developed in details in Sect. 4 illustrate the
proposed interval algebraic approach, its conformance to the equilibrium principle,
bring out its effectiveness and advantages over the approach based on classical inter-
val arithmetic. The article ends by some conclusions.

2 The Algebraic Completion of IR

The set of classical compact intervals IR = {[a−, a+] | a−, a+ ∈ R, a− ≤ a+},
called also proper intervals, is extended in [4] by the set IR := {[a−, a+] | a−, a+ ∈
R, a− ≥ a+} of improper intervals obtaining thus the set KR = IR

⋃
IR =

{[a−, a+] | a−, a+ ∈ R} of all ordered couples of real numbers called generalized
(extended or Kaucher) intervals. The inclusion order relation between classical inter-
vals1 ⊆ is generalized for [a], [b] ∈ KR by [a] ⊆ [b] ⇐⇒ b− ≤ a− and a+ ≤ b+.
For [a] = [a−, a+] ∈ KR define binary variable direction (τ ) by τ([a]) := sgn(a+ −
a−) = {+ if a− ≤ a+, − if a− > a+}. All elements of KR with positive direction
are called proper intervals and the elements with negative direction are called
improper intervals. An element-to-element symmetry between proper and improper

1For a better understanding we denote the classical intervals by bold face letters and the intervals
fromKR by brackets [a]. Of course, a ∈ IR ⊂ KR, and thus [a] = a ∈ KR is a correct assignment.
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intervals is expressedby the “Dual” operator. For [a] = [a−, a+] ∈ KR,Dual([a]) :=
[a+, a−]. For [a], [b] ∈ KR,

Dual(Dual([a])) = [a], (1)

Dual([a] ◦ [b]) = Dual([a]) ◦ Dual([b]), ◦ ∈ {+,−,×, /}. (2)

Define proper projection of a generalized interval [a] onto IR by

pro([a]) :=
{

[a] if τ([a]) = +,

Dual([a]) if τ([a]) = −.
(3)

Define binary variable “sign” (σ ) by σ([a]) :=
{

+ if pro([a])− ≥ 0,

− otherwise.
. Denote

T := {[a] ∈ KR | [a] = [0, 0] or a−a+ < 0}. The conventional interval arithmetic
and lattice operations, as well as other interval functions are isomorphically extended
onto the whole setKR, [4]. A condensed representation of the arithmetic operations
is derived in [2], Thus,

[a] + [b] = [a− + b−, a+ + b+] for [a], [b] ∈ KR,

[a] × [b] =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

[a−σ([b]b−σ([a]), aσ([b]bσ([a])] if [a], [b] ∈ KR\T
[aσ([a]τ([b])b−σ([a]), aσ([a]τ([b]bσ([a])] if [a] ∈ KR\T , [b] ∈ T

[a−σ([b]bσ([b])τ ([a]), aσ([b])bσ([b])τ ([a])] if [a] ∈ T , [b] ∈ KR\T
[min{a−b+, a+b−},max{a−b−, a+b+}] if [a], [b] ∈ T , τ ([a]) = τ([b])
0 if [a], [b] ∈ T , τ ([a]) 
= τ([b]),

wherein ++ = −− = +, +− = −+ = −. Interval subtraction and division can
be expressed as composite operations, [a] − [b] = [a] + (−1)[b] and [a]/[b] =
[a] × (1/[b]), where 1/[b] = [1/b+, 1/b−] if [b] ∈ KR\T . The restrictions of the
arithmetic operations to proper intervals produce the familiar operations in the con-
ventional interval space.

The generalized interval arithmetic structure possesses group properties with
respect to the operations addition and multiplication. For [a] ∈ KR, [b] ∈ KR\T ,

[a] − Dual([a]) = 0, [b]/Dual([b]) = 1. (4)

The complete set of conditionally distributive relations formultiplication and addition
of generalized intervals can be found in [10, 11]. Here we present only one that will
be used. For [a], [b], [s] = ([a] + [b]) ∈ KR\T , [c] ∈ KR

([a] + [b])[c]σ([s]) = [a]σ([a]) + [b]σ([b]), (5)

wherein [a]+ = [a], [a]− = Dual([a]). Addition operation in KR is commutative
and associative; associativity does not hold true in (interval) floating point arithmetic.
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Lattice operations are closed with respect to the inclusion relation; handling of norm
and metric are very similar to norm and metric in linear spaces, [4]. Some other
properties and applications of generalized interval arithmetic can be found in [2, 4,
5, 10, 11, 15, 17] and the references given therein.

For a ∈ IR\T , define Abs(a) = {a if 0 ≤ a;−a otherwise}. Relative diameter
of a ∈ IR is defined as a+ − a− if 0 ∈ a and (a+ − a−)/min{|a−|, |a+|} otherwise.

3 Interval Model of Equilibrium Equations

In this section the algebraic approach to equilibriumequations inmechanics is derived
by considering two-dimensional problems involving several forces acting on a parti-
cle. The sameapproachwith obviousmodifications is applicable to three-dimensional
problems and problems whose models involve other vector physical quantities pos-
sessing magnitude and direction such as velocities, accelerations, or momenta. Such
problems will be illustrated in the next section. In the text of this paper forces (and
other vector quantities) are denoted by underlining the letter used to represent it.
This is necessary in order to distinguish vectors from the proper intervals, which are
denoted by bold-face letters, and from the real-valued scalars. The magnitude of a
vector will be denoted by the corresponding italic-face letter.

In the deterministic case of two- dimensional problems involving several forces,
the determination of their resultant R is best carried out by first resolving each force
into rectangular components. Choosing a rectangular coordinate system (Oxy), with
unit vectors i, j , any force vector F can be resolved into rectangular components
Fx = Fxi , and Fy = Fy j , so that F = Fxi + Fy j . The scalar component Fx is
positive when the vector component Fx has the same direction as the unit vector
i (i.e., the same direction as the positive x axis) and is negative when Fx has the
opposite direction. A similar conclusion may be drawn regarding the sign of the
scalar component Fy . Denoting by F the magnitude of the force F and by θ the angle
between F and the axis x , measured counterclockwise from the positive axis, wemay
express the scalar components of F as follows: Fx = F cos(θ) and Fy = F sin(θ),
cf. any textbook in statics, e.g., [1]. When more than one force act on a particle (or
a rigid body), it is important to determine the resultant force, i.e., the single force R
which has the same effect on the particle as the given forces. The resultant force R
can be determined by:

1. choosing a rectangular coordinate system;
2. resolving the given forces into their rectangular components;
3. each scalar component Rx , Ry of the resultant R of several forces Fi acting on a

particle is obtained by adding algebraically the corresponding scalar components
of the given forces. That is, Rx = ∑

i Fx,i , Ry = ∑
i Fy,i , which gives R = Rxi +

Ry j .
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Basing on the above, the one dimensional interval algebraic model for computing
the resultant force (and reaction), developed in [14], can be applied to two- and
three-dimensional problems involving vector physical quantities.

Theorem 1 ([14]) Consider a bar subjected to a finite number of loads p
1
, . . . , p

k
that may be applied in opposite directions and have uncertain magnitude p1 ∈
p1, . . . , pk ∈ pk, pi ≥ 0, i = 1, . . . , k. Assume that a coordinate system (Ox) is
chosen. Then,

(i) for every j , 1 ≤ j ≤ k, we have [N j ] = ∑ j
i=1[pi ], wherein

[pi ] =
{
pi if the direction of p

i
is in the positive x axis

−Dual(pi ) if the direction of p
i
is opposite to the positive x axis,

and [r ] = −Dual([Nk]) = −Dual(
∑k

i=1[pi ]).
(ii) The interpretation of [N j ] ∈ KR, 1 ≤ j ≤ k, and similarly of [r ], is as follows.

• If [N j ] ∈ T , then N j may have positive or negative direction and its magni-
tude varies in pro([N j ]).

• If [N j ] ∈ KR\T , the magnitude of N j varies in Abs(pro([N j ])), while the
direction of N j coincides with the sign of [N j ] (if [N j ] ≥ 0 the direction of
N j is the positive x axis, otherwise it is opposite to the positive x axis).

Strong proof that Theorem1 provides sharpest estimation of the resultant force and
its reaction is given in [14] along with a detailed discussion and examples.

Now we consider the interval algebraic model of equilibrium equations from a
more general perspective. Assume that there is a deterministic model described by
some linear equilibrium equation(s) that involve uncertain parameters varying within
given proper intervals. Clearly, the unknowns in this model will be also uncertain
and we search for proper intervals that are the sharpest interval estimations of these
unknowns and that conform to the physics of the problem (statics or dynamic equilib-
rium). Conformance to static (dynamic) equilibrium means that the intervals found
for the unknowns when replaced in the equation(s) and all operations are performed
results in true equality(ies).

Definition 1 ([16]) Interval algebraic solution to a (system of) interval equation(s)
is an interval (interval vector) which substituted in the equation(s) and performing
all interval operations in exact arithmetic2 results in valid equality(ies).

Interval algebraic solutions do not exist in general in classical interval arithmetic [16].
Generalized interval arithmetic on proper and improper intervals (KR,+,×,⊆) is
the natural arithmetic for finding algebraic solutions to interval equations since it
is obtained from the arithmetic for classical intervals (I R,+,−,×, /,⊆) via an
algebraic completion. This is another justification of the proposed interval algebraic
approach. Therefore, we embed the initial problem formulation in the interval space

2No round-off errors.
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(KR,+×,⊆), find an algebraic solution (if exists) and interpret the obtained gener-
alized intervals back in the initial interval space IR. This is a three steps procedure
summarized below.

1.The representation convention for amodel involving interval forces (and/or
other physical quantities considered as vectors and possessing magnitude and
direction) is:

• a scalar force component Fx (Fy , Fz) involving any kind of uncertainty is
represented by proper interval Fx (Fy , Fz) if the force component Fx (Fy ,
Fz) has the same direction as the positive x (y, z) coordinate axis;

• a scalar force component Fx (Fy , Fz) involving any kind of uncertainty is
represented by the improper interval Dual(Fx ) (Dual(Fy), Dual(Fz)) if the
force component Fx (Fy , Fz) has opposite direction to the corresponding
positive x (y, z) coordinate axis.

2. Computing. Find the algebraic solution for the unknown(s) in
(KR,+,×,⊆). Conditions for existence of algebraic solution of interval linear
equations are published in [10, 17]. Numerical methods finding the algebraic
solution to an interval linear system are discussed in [5, 17]. For small systems,
the approach based on equivalent algebraic transformations is transparent and
will be used in this paper.

3. Interpretation of the obtained generalized intervals in the initial space IR is
done according to the physics of the unknowns. If it is a force component, then
Theorem1 (ii) is applied. In general the interpretation projects the generalized
interval solution on IR by (3).

Since computing a resultant R of several forces Fi can be represented as a solution
of the equilibrium equation

∑
i Fi − R = 0, Theorem1 is a special case of the above

more general interval algebraic approach.

4 Numerical Applications

Here we consider models of practical applications which reduce to systems of linear
interval equilibrium equations where the number of the unknowns is equal to the
number of the equations. In order to avoid many technical details that will hamper
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Fig. 1 a A force acting on a block that rests on a horizontal plane; b the free-body diagram

the comprehension, only two dimensional problems are considered. The numeri-
cal results presented in this section are obtained by the Mathematica� package
directed.m [15]. JInterval library [9] can be used for this purpose, too.

Example 1 An 80kg block rests on a horizontal plane, Fig. 1a. Find the magnitude
of the force P required to give the block an acceleration of 2.5m/s2 to the right. The
coefficient of kinetic friction between the block and the plane is μk = 0.25. Assume
that the mass of the block and the angle, at which the force acts on the block, are
measured with 1% uncertainty.

The chosen coordinate system is presented on the free-body diagram in Fig. 1b.
Note that F = μkR. The weight of the block is3

W = mg0 ∈ ([79.2, 80.8] kg)(9.80665m/s2) ∈ [776.686, 792.378]N.

Writing Newton’s second law
∑

F = ma in rectangular components and applying
the representation convention,weobtain the following interval equilibriumequations

P cos([θ ]) − Dual(0.25R) = 2.5m (6)

R − Dual(P sin([θ ])) − Dual(W) = 0, (7)

where [θ ] = [29.7◦, 30.3◦]. We search for proper intervals P, R which satisfy these
equations. Adding P sin([θ ]) + W to the two sides of Eq. (7) and applying property
(4), we obtain

[R] = P sin([θ ]) + W.

Replacing [R] in the first equilibrium equation (6), we have

P cos([θ ]) − 0.25Dual(P sin([θ ])) − 0.25Dual(W) = 2.5m. (8)

The distributive relation (5) holds true for the first two terms of (8) since

3All computed numerical intervals are outwardly rounded to the intervals presented in the paper.
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[s] = cos([θ ]) − 0.25Dual(sin([θ ]) ∈ [0.739530, 0.7425] > 0.

Thus, the Eq. (8) is equivalent to [P][s] − 0.25Dual(W) = 2.5m. Adding 0.25W
to both sides of the last equation and then dividing by Dual([s]), we obtain

[P] = (2.5m + 0.25W)/Dual([s]) ∈ [530.297, 538.848]N.

From the last equivalent form of Eq. (7), we get [R] = [P] sin([θ ]) + W ∈
[1039.42, 1064.25]N. Both [P] and [R] are proper intervals. Replacing them in the
initial Eqs. (6) and (7) we obtain [−1.71 × 10−13, 1.14 × 10−13], [−4.55 × 10−13,

4.55 × 10−13], respectively. These intervals are almost but not exactly zero due to the
round-off errors and show that the equilibrium equations are completely satisfied.

Now,we compare the solutionP,R, obtained by the discussed algebraic approach,
to the solution obtainedby classical interval arithmetic. In classical interval arithmetic
the goal is to find the smallest interval vector enclosing the so-called united solution
set4 of the interval system

(
cos([θ ]) −0.25

− sin([θ ]) 1

)(
P
R

)
=

(
2.5 m

9.80665 m

)
,

θ ∈ [29.7◦, 30.3◦],
m ∈ ([79.2, 80.8].

The smallest interval vector that encloses the united solution set of this system
is (P̃, R̃)� = ([526.56, 542.68], [1037.58, 1066.18])�. The percentage by which
(P̃, R̃)� overestimates (P,R)� is (46.9, 13.2)�%.

If we consider the same problemwith 2% relative uncertainty in the angle and 1%
relative uncertainty in the mass of the block, then the percentage by which (P̃, R̃)�
overestimates (P,R)� is (70.2, 20.9)�%.

Sincewe are looking for proper algebraic solutions of the interval equilibrium system,
this restriction may not be always satisfied. The latter case is illustrated by the next
example.

Example 2 A [100 ± 1]kg crate is suspended from a pulley that can roll freely on the
support cable ACB and is pulled at a constant speed by cable CD, Fig. 2. If α = 30◦,
β = 10◦ and the angles are measured with 1% uncertainty, determine the tension (a)
in the support cable ACB, (b) in the traction cable CD.

The chosen coordinate system is presented on the free-body diagram in Fig. 2.
The deterministic equilibrium equations of force x and y components are

FACB cos(10
◦) − FACB cos(30

◦) − FCD cos(30◦) = 0, (9)

FACB sin(10
◦) + FACB sin(30

◦) + FCD sin(30◦) − 100 × 9.80665 = 0. (10)

The representation convention gives the interval equilibrium equations

4For A(p)x = b(p), p ∈ p, the united solution set is � = {x ∈ R
n | (∃p ∈ p)(A(p)x = b(p))}.
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Fig. 2 a A crate suspended from a pulley can roll freely on the support cable ACB and is pulled at
a constant speed by cable CD; b Free-body diagram

[FACB] cos([β]) − Dual(FACB cos([α])) − Dual(FCD cos([α])) = 0, (11)
[FACB] sin([β]) + [FACB] sin([α]) + [FCD] sin([α]) − Dual([99, 100] × 9.80665) = 0, (12)

wherein [α] = [29, 31]◦, [β] = [9, 11]◦. We search for proper intervals FACB, FCD,
that satisfy (11) and (12). First, we check the validity of the distributive relations for
the first two additive terms in Eqs. (11), (12). Since

[s1] = cos([β]) − Dual(cos([α])) ∈ [0.121107, 0.116479] > 0,

[s2] = sin([β]) + sin([α]) ∈ [0.667387, 0.679895] > 0,

by (5), the system (11) and (12) is equivalent to the system

[FACB][s1] − Dual(FCD cos([α])) = 0,

[FACB][s2] + [FCD] sin([α]) − Dual([99, 100] × 9.80665) = 0.

Remark 1 It is important that we check the distributive relations for every expression
wherewewant to take a common interval variable out of brackets. For example, due to
(5), and because cos([α]) − Dual(cos([β])) < 0, the expression [FACB] cos([α]) −
Dual([FACB] cos([β])) is equivalent to

Dual([FACB]) (cos([α]) − Dual(cos([β]))) .

We add [FCD] cos([α]) to the two sides of Eq. (11) and by (4) obtain the equivalent
equation

[FACB][s1] = [FCD] cos([α]).

Dividing both sides of the last equation by Dual(cos([α])), and due to (4), we obtain

[FCD] = [FACB][s1]/Dual(cos([α])). (13)
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We substitute the expression for [FCD] in Eq. (12). Since

[s3] = [s2] + sin([α])[s1]/Dual(cos([α])) ∈ [5.25337, 5.57483] > 0,

due to the distributive relation, Eq. (12) is equivalent to

[FACB][s3] − Dual([99, 100] × 9.80665) = 0,

which is equivalent to

[FACB] = [99, 100] × 9.80665/Dual([s3]) ∈ [1317.51, 1324.97]. (14)

Substituting (14) in (13), we obtain the second component of the algebraic solution
to interval system (11) and (12)

[FCD] ∈ [184.806, 177.669].

Substituting [FACB] and [FCD] into left sides of the Eqs. (11) and (12), we obtain
respectively [−2.27 × 10−13, 2.27 × 10−13] and [−5.68 × 10−13, 4.54 × 10−13].
These intervals are almost but not exactly zero due to the round-off errors. We have
to interpret [FACB] and [FCD] in IR as the corresponding proper intervals, namely,

FACB = Abs(pro([FACB])) ∈ [1317.51, 1324.97] N,

FCD = Abs(pro([FCD])) ∈ [177.669, 184.806] N.

However, [FCD] is an improper interval. Therefore, substituting FACB and FCD into
left sides of the Eqs. (11) and (12), we obtain much wider intervals involving zero,
namely, [6.16307,−6.20045] and [−3.53667, 3.60141], respectively. The relative
diameters of FACB and FCD are 0.00565 and 0.0402, respectively.

Remark 2 Proper algebraic solution to the system (11) and (12) can be obtained if,
for example, we squeeze the interval [α] to the interval [30 − 0.1, 30 + 0.1].

Now, we compare the solution FACB, FCD, obtained by the discussed algebraic
approach, to the solution obtained by classical interval arithmetic. The Eqs. (9) and
(10) are rearranged to

FACB (cos(10◦) − cos(30◦)) − FCD cos(30◦) = 0,

FACB (sin(10◦) + sin(30◦)) + FCD sin(30◦) = 100 × 9.80665

and the corresponding interval linear system that has to be solved is

(
cos([β]) − cos([α]), cos([α])
sin([β]) + sin([α]), sin([α])

)(
FACB

FCD

)
=

(
0

[99, 100] × 9.80665

)
.
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Since some interval parameters, e.g., [α], [β], appear in more than one element of the
matrix and/or the right-hand side vector, this is a parametric interval linear system.
In classical interval arithmetic we search for a minimal outer interval estimation
of the so-called united parametric solution set to the system. It can be proven, by
method discussed in [12], that the united parametric solution set of the above system
depends linearly on the interval parameters involved there. Therefore, one canfind the
minimal interval vector containing the united parametric solution set by finding the
interval hull of the set of solutions to the point linear systems of equations obtained
for the parameters taking values at all combinations of the corresponding interval
end-points, the so-called combinatorial approach. Applying this approach, we found
F̃ACB = [1293.33, 1349.74], F̃CD = [175.743, 186.773], whose relative diameters
are respectively 0.04361 and 0.06276. Replacing F̃ACB, F̃CD in the left-hand sides
of the generalized interval equilibrium equations (11)–(12), we obtain much wider
intervals involving zero [4.89652,−5.02244], [−20.6303, 21.4392]. There is no
inclusion relation between FACB, FCD and F̃ACB, F̃CD. Nevertheless, judging from
the value of the relative diameters and the extent to which the interval equilibrium
equations are satisfied, we conclude that the interval algebraic approach applied to
the equilibrium equations provides sharper interval estimations than the traditional
approach based on classical interval arithmetic.

In some deterministic models, e.g., when determine the forces in the members of
a truss, in order to write the equilibrium equations one has to choose the direction of
each of the unknown forces, cf. [1, Chap. 6]. It cannot be determined until the solution
is completed whether the guess was correct. To do that, the value found for each of
the unknowns is considered: a positive sign means that the selected direction was
correct; a negative sign means that the direction is opposite to the assumed direction.
This convention is transparently applicable to the corresponding interval algebraic
model which delivers the correct sign together with the interval magnitude.

5 Conclusion

The engineering demand for more accurate models involving interval uncertainties,
that conform to the physics of the modeled problem, lead to a new interval algebraic
model of equilibrium equations in mechanics. The latter is based on the algebraic
completion (KR,+,×,⊆) of classical interval arithmetic. By a simple representa-
tion convention one can easily transform a deterministic formulation into a unique
interval arithmetic formulation in the interval space (KR,+,×,⊆). Then in the same
rich algebraic space one finds a sharp algebraic solution for the unknown quantities
and interpret them in the original physical setting of the problem. If the algebraic
solution is a proper interval (vector), it is assured that the equilibrium equations are
completely satisfied and the obtained interval enclosures are the sharpest ones. It is
demonstrated at the end of Example2 that if (part of) the algebraic solution is not
proper interval vector, its proper projection (3) provides narrower interval estimation
for the unknowns than the best solution enclosure (the exact interval hull of the united
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parametric solution set) in classical interval arithmetic. Contrary to classical interval
approach, the algebraic one provides satisfaction of the linear equilibrium equations
even for very large parameter uncertainties. Therefore, for large uncertainties the
algebraic approach is essential in obtaining sharp interval estimates.

If the deterministic model involves more unknowns that the number of equilib-
rium equations, other relations are obtained from the information contained in the
statement of the problem. In this case a hybrid approach is necessary which will be
considered in a forthcoming paper [13].

The most attractive in the interval algebraic approach to linear equilibrium equa-
tions inmechanics is its transparent application and full conformance to the determin-
istic model. Along with guaranteed quantification of all sources of uncertainties, the
new algebraic approach provides also sharper enclosure of the unknown quantities
than the best known methods based on classical interval arithmetic.
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InterCriteria Analysis of Relations
Between Model Parameters Estimates
and ACO Performance

Olympia Roeva and Stefka Fidanova

Abstract In this paper we apply the approach InterCriteria Analysis (ICrA) to estab-
lish the existing relations and dependencies of defined parameters in non-linearmodel
of an E. coli fed-batch fermentation process. Moreover, based on results of series of
Ant Colony Optimization (ACO) identification procedures we observe the mutual
relations between model parameters and ACO outcomes (execution time and objec-
tive function value).We perform a series of model identification procedures applying
ACO. To estimate the model parameters we apply consistently 11 differently tuned
ACO algorithms. We use various population sizes—from 5 to 100 ants in the pop-
ulation. In terms of ICrA we define five criteria, namely model parameters (maxi-
mum specific growth rate, μmax ; saturation constant, kS and yield coefficient, YS/X )
and ACO outcomes (execution time, T and objective function value, J ). Based on
ICrA we examine the obtained parameters estimates and discuss the conclusions
about existing relations and dependencies between defined criteria. The obtained
here results we compare with the ICrA results achieved using Genetic Algorithms
(GA) as optimization techniques. Thus, based on the results of ACO and GA (the
worst, best and average estimates) we definemore precisely in which group (negative
consonance, dissonance or positive consonance) fall the given ICrA criteria pairs.

1 Introduction

The InterCriteria Analysis (ICrA) is developed with the aim to gain additional insight
into the nature of the criteria involved and discover on this basis existing rela-
tions between the criteria themselves [6]. It is based on the apparatus of the Index
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Matrices (IM) [2, 3], and the Intuitionistic Fuzzy Sets [4] and can be applied for
decision making in different areas of science and practice. The approach has been
discussed in a several papers considering parameter estimation problems. In [12]
ICrA has been applied for the first time in the field of parameter identification of
fermentation processes (FP) models. The ICrA implementation allowed to estab-
lish relations and dependencies between two of the main genetic algorithms (GA)
parameters—numbers of individuals and number of generations, on the one hand, and
convergence time, model accuracy and model parameters on the other hand. In [11]
ICrA is applied to establish fundamental correlation between the kinetic variables of
fed-batch processes for E. coli fermentation. Further, ICrA is applied to explore the
existing relations and dependencies of definedmodel parameters andGAoutcomes—
execution time and objective function value—in case of S. cerevisiae FP [1] and E.
coli FP [16]. Moreover, ICrA is applied for establishing the relations between GAs
parameter generation gap, convergence time, model accuracy and model parameters
[13]. Finally ICrA is applied to establish the dependencies of considered parame-
ters based on different criteria referred to various metaheuristic algorithms, namely
hybrid schemes using GA and Ant Colony Optimization (ACO) [15].

Results of these applications of the ICrA proved that in the case ofmodelling of FP
ICrA approach could be very useful. FP are characterized with complex, non-linear
dynamic and their modelling is a hard combinatorial optimization problem. On the
one hand, the parameter identification is of key importance formodelling process and
additional knowledge about the model parameters relations will be extremely useful
to improve the model accuracy. On the other hand, the information may be used to
improve the performance of the used optimization algorithms if, for instance, some
algorithm outcomes are added to the considered criteria. Thus, the relations between
model parameters and optimization algorithm performance will be established.

In this paper we applied the ICrA to establish the basic relations between the
parameters in themodel of anE. coli fed-batchFP.The existing relations are identified
based on results of a series of parameters identification procedures. The use of meta-
heuristic techniques such as ACO has received more and more attention [9, 10].
This method offer good solutions, even global optima, within reasonable computing
time, so we choose to use ACO for estimation of the E. coli fed-batch FP model
parameters.

The paper is organized as follows. The background of InterCriteria Analysis is
given in Sect. 2. The problem formulation is described in Sect. 3. The numerical
results and a discussion are presented in Sect. 4. Conclusion remarks are done in
Sect. 5.

2 InterCriteria Analysis

Here we expand on the idea proposed in [6]. Following [4, 6] we will obtain an
Intuitionistic Fuzzy Pair (IFP) [7] as the degrees of “agreement” and “disagreement”
between two criteria applied on different objects. We remind briefly that an IFP is
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an ordered pair of real non-negative numbers 〈a, b〉 such that:

a + b ≤ 1.

For clarity, let us be given an Index Matrix (IM) (see [2]) whose index sets consist of
the names of the criteria (for rows) and objects (for columns). The elements of this
IM are further supposed to be real numbers (in the general case, this is not required).
We will obtain an IM with index sets consisting of the names of the criteria (for
rows and for columns) with elements IFPs corresponding to the “agreement” and
“disagreement” of the respective criteria.

Two things are further supposed (which are not always guaranteed in practice and,
when not fulfilled, present an interesting direction for new research in themselves):

1. All criteria provide an evaluation for all objects (i.e. there are no inapplicable
criteria for a given object) and all these evaluations are available (no missing
evaluations).

2. All the evaluations of a given criteria can be compared amongst themselves.

Further by O we denote the set of all objects O1, O2, . . . , On being evaluated,
and by C(O) the set of values assigned by a given criteria C to the objects, i.e.

O
def= {O1, O2, . . . , On},

C(O)
def= {C(O1),C(O2), . . . ,C(On)}.

Let xi = C(Oi ). Then the following set can be defined:

C∗(O)
def= {〈xi , x j 〉|i �= j & 〈xi , x j 〉 ∈ C(O) × C(O)}.

Further, if x = C(Oi ) and y = C(Oj ), x ≺ y will be written iff i < j .
In order to compare two criteria we must construct the vector of all internal

comparisons of each criteria, which fulfill exactly one of three relations R, R and
R̃. In other words, we require that for a fixed criterion C and any ordered pair
〈x, y〉 ∈ C∗(O) it is true:

〈x, y〉 ∈ R ⇔ 〈y, x〉 ∈ R, (1)

〈x, y〉 ∈ R̃ ⇔ 〈x, y〉 /∈ (R ∪ R), (2)

R ∪ R ∪ R̃ = C∗(O). (3)

From the above it is seen that we need only consider a subset of C(O) × C(O)

for the effective calculation of the vector of internal comparisons (denoted further
by V (C)) since from (1), (2) and (3) it follows that if we know what is the relation
between x and y we also know what is the relation between y and x . Thus we will
only consider lexicographically ordered pairs 〈x, y〉. Let, for brevity:
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Ci, j = 〈C(Oi ),C(Oj )〉.

Then for a fixed criterion C we construct the vector:

V (C) = {C1,2,C1,3, . . . ,C1,n,C2,3,C2,4, . . . ,

C2,n,C3,4, . . . ,C3,n, . . . ,Cn−1,n}.

It can be easily seen that it has exactly n(n−1)
2 elements. Further, to simplify our

considerations, we replace the vector V (C) with V̂ (C), where for each 1 ≤ k ≤
n(n−1)

2 for the k-th component it is true:

V̂k(C) =

⎧
⎪⎨

⎪⎩

1 iff Vk(C) ∈ R,

−1 iff Vk(C) ∈ R,

0 otherwise.

Then when comparing two criteria we determine the “degree of agreement”
between the two as the number of matching components (divided by the length
of the vector for normalization purposes). This can be done in several ways, e.g. by
counting the matches or by taking the complement of the Hamming distance. The
“degree of disagreement” is the number of components of opposing signs in the two
vectors (again normalized by the length). This also may be done in various ways. A
pseudocode of the Algorithm 1 [16] used in this study for calculating the degrees of
agreement and disagreement between two criteria C and C ′ is presented below.

It is obvious (from the way of calculation) that for μC,C ′ , νC,C ′ , we have:

μC,C ′ = μC ′,C , νC,C ′ = νC ′,C .

Also, 〈μC,C ′ , νC,C ′ 〉 is an IFP.
In the most of the obtained pairs 〈μC,C ′ , νC,C ′ 〉, the sum μC,C ′ + νC,C ′ is equal to

1. However, theremay be some pairs, for which this sum is less than 1. The difference

πC,C ′ = 1 − μC,C ′ − νC,C ′ (4)

is considered as a degree of “uncertainty”.

3 Problem Formulation

Let us use the following non-linear differential equation system to describe the E.
coli fed-batch FP [15]:

dX

dt
= μX − Fin

V
X, (5)
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Algorithm 1 Calculating “agreement” and “disagreement” between two criteria

Require: Vectors V̂ (C) and V̂ (C ′)

1: function Degree of Agreement(V̂ (C), V̂ (C ′))
2: V ← V̂ (C) − V̂ (C ′)
3: μC,C ′ ← 0
4: for i ← 1 to n(n−1)

2 do
5: if Vi = 0 then
6: μC,C ′ ← μC,C ′ + 1
7: end if
8: end for
9: μC,C ′ ← 2

n(n−1)μC,C ′
10: return μC,C ′
11: end function

12: function Degree of Disagreement(V̂ (C), V̂ (C ′))
13: V ← V̂ (C) − V̂ (C ′)
14: νC,C ′ ← 0
15: for i ← 1 to n(n−1)

2 do
16: if abs(Vi ) = 2 then  abs: absolute value
17: νC,C ′ ← νC,C ′ + 1
18: end if
19: end for
20: νC,C ′ ← 2

n(n−1) νC,C ′
21: return νC,C ′
22: end function

dS

dt
= −qS X + Fin

V
(Sin − S), (6)

dV

dt
= Fin, (7)

where

μ = μmax
S

kS + S
, qS = 1

YS/X
μ (8)

and X is the biomass concentration, [g/l]; S is the substrate concentration, [g/l];
Fin is the feeding rate, [l/h]; V is the bioreactor volume, [l]; Sin is the substrate
concentration in the feeding solution, [g/l]; μ and qS are the specific rate functions,
[1/h]; μmax is the maximum value of the μ, [1/h]; kS is the saturation constant, [g/l];
YS/X is the yield coefficient, [-].

For the model (Eqs. 5–8) the parameters that will be identified are μmax , kS and
YS/X .

Let Zmod
def= [Xmod Smod] (model predictions for biomass and substrate) and

Zexp
def= [Xexp Sexp] (known experimental data for biomass and substrate). Then

putting Z = Zmod − Zexp, we define the objective function as:
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Table 1 Parameters of ACO
algorithm

Parameter Value

Number of ants (nind) 5–100

Initial pheromone 0.5

Evaporation 0.1

Maximum generations
(maxgen)

100

J = ‖Z‖2 → min, (9)

where ‖‖ denotes the �2-vector norm [16].
For the model parameters identification we use experimental data for biomass and

glucose concentration of an E. coli MC4110 fed-batch fermentation process.
To estimate the model parameters we applied consistently 11 differently tuned

ACO algorithms. We use various ant numbers—from 5 to 100 ants, namely ACO5,
ACO10, ACO20,..., ACO90, ACO100. The number of generations is fixed to 100. The
main ACO parameters are summarized in Table1.

Due to the stochastic nature of the applied algorithm we perform series of 30
runs for each differently tuned ACO algorithm. Thus, we obtain the average, best
and worst estimate of the parameters, as well as of the algorithm execution time and
value of objective function. The detailed description of identification procedure is
given in [15].

To perform ICrA three IMs are constructed—the IM A1 (Eq. 10) with the obtained
average results, the IM A2 (Eq. 11) with the best obtained results and IM A3 (Eq. 12)
with the worst obtained results.

A1 =

C1 C2 C3 C4 C5

ACO5 0.5700 0.0285 2.0260 6.2523 16.9105
ACO10 0.5436 0.0237 2.0180 6.0527 29.4062
ACO20 0.4893 0.0148 2.0261 5.4330 56.0980
ACO30 0.4968 0.0116 2.0320 5.2849 90.6210
ACO40 0.5112 0.0180 2.0262 5.2853 109.6219
ACO50 0.5148 0.0156 2.0263 5.2206 131.3684
ACO60 0.4962 0.0127 2.0220 5.2184 151.6018
ACO70 0.5049 0.0171 2.0180 5.1350 173.7539
ACO80 0.4719 0.0105 2.0280 5.1324 197.6533
ACO90 0.5082 0.0152 2.0221 5.1415 237.5271
ACO100 0.4737 0.0108 2.0240 5.0885 260.1005

(10)
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A2 =

C1 C2 C3 C4 C5

ACO5 0.4911 0.0139 2.0200 5.0652 16.7857
ACO10 0.4986 0.0130 2.0220 4.8083 29.7494
ACO20 0.4806 0.0116 2.0260 4.9293 55.5208
ACO30 0.4956 0.0146 2.0221 4.7408 90.7302
ACO40 0.4794 0.0101 2.0262 4.8004 109.4347
ACO50 0.4959 0.0145 2.0201 4.6598 131.4308
ACO60 0.4854 0.0110 2.0263 4.8983 152.1166
ACO70 0.4977 0.0114 2.0222 4.7739 173.7383
ACO80 0.4827 0.0109 2.0240 4.8078 196.7641
ACO90 0.4800 0.0100 2.0241 4.7856 234.3915
ACO100 0.4884 0.0126 2.0261 4.8382 260.1473

(11)

A3 =

C1 C2 C3 C4 C5

ACO5 0.5532 0.0183 2.0120 7.9011 16.7857
ACO10 0.5115 0.0146 2.0040 8.0956 29.6246
ACO20 0.5733 0.0278 2.0140 6.5924 55.5052
ACO30 0.4641 0.0104 2.0240 6.2202 90.7146
ACO40 0.5292 0.0148 2.0221 6.0784 112.8667
ACO50 0.5043 0.0169 2.0160 5.7156 131.9924
ACO60 0.5376 0.0198 2.0161 5.7759 151.1026
ACO70 0.5232 0.0161 2.0200 5.6652 175.1891
ACO80 0.4746 0.0125 2.0220 5.7891 199.2601
ACO90 0.5187 0.0211 2.0180 5.6120 236.0919
ACO100 0.4881 0.0122 2.0340 5.4866 258.4781

(12)

In addition to the presented in [14] results here the average, worst and best esti-
mates for the three model parameters in all 11 cases are given too. Thus, five criteria
are considered—C1 is the parameterμmax ,C2 is the parameter kS ,C3 is the parameter
YS/X , C4 is the objective function value J and C5 is the resulting execution time T .

4 Numerical Results and Discussion

Computer specifications to run all identification procedures are Intel Core i5-2329
3.0 GHz, 8 GB Memory, Windows 7 (64bit) operating system.

Based on the presented Algorithm 1 the ICrA is implemented in the Matlab 7.5
environment. We obtain IMs that determine the degrees of “agreement” (μC,C ′) and
“disagreement” (νC,C ′ ) between criteria for the average, worst and best ACO results.

Average results

Resulting degrees of “agreement” (μC,C ′) (IM1) and degrees of “disagreement”
(νC,C ′) (IM2) are as follows:
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IM1 =

C1 C2 C3 C4 C5

C1 1 0.89 0.42 0.76 0.29
C2 0.89 1 0.35 0.76 0.25
C3 0.42 0.35 1 0.47 0.49
C4 0.76 0.76 0.47 1 0.05
C5 0.29 0.25 0.49 0.05 1

, IM2 =

C1 C2 C3 C4 C5

C1 0 0.11 0.56 0.24 0.71
C2 0.11 0 0.64 0.24 0.75
C3 0.56 0.64 0 0.51 0.49
C4 0.24 0.24 0.51 0 0.95
C5 0.71 0.75 0.49 0.95 0

ICrA analysis of the average results shows some degrees of “uncertainty” (πC,C ′ ,
Eq. (4)) as follows:

IM3 =

C1 C2 C3 C4 C5

C1 0 0 0.02 0 0
C2 0 0 0.02 0 0
C3 0.02 0.02 0 0.02 0.02
C4 0 0 0.02 0 0
C5 0 0 0.02 0 0

Worst results

Resulting degrees of “agreement” (μC,C ′) (IM4) and degrees of “disagreement”
(νC,C ′) (IM5) are as follows:

IM4 =

C1 C2 C3 C4 C5

C1 1 0.82 0.31 0.60 0.35
C2 0.82 1 0.27 0.49 0.45
C3 0.31 0.27 1 0.31 0.75
C4 0.60 0.49 0.31 1 0.09
C5 0.35 0.45 0.75 0.09 1

, IM5 =

C1 C2 C3 C4 C5

C1 0 0.18 0.69 0.40 0.65
C2 0.18 0 0.73 0.51 0.55
C3 0.69 0.73 0 0.69 0.25
C4 0.40 0.51 0.69 0 0.91
C5 0.65 0.55 0.25 0.91 0

Best results

Resulting degrees of “agreement” (μC,C ′) (IM6) and degrees of “disagreement”
(νC,C ′) (IM7) are as follows:

IM6 =

C1 C2 C3 C4 C5

C1 1 0.78 0.27 0.44 0.42
C2 0.78 1 0.27 0.51 0.31
C3 0.27 0.27 1 0.62 0.71
C4 0.44 0.51 0.62 1 0.40
C5 0.42 0.31 0.71 0.40 1

, IM7 =

C1 C2 C3 C4 C5

C1 0 0.22 0.73 0.56 0.58
C2 0.22 0 0.73 0.49 0.69
C3 0.73 0.73 0 0.38 0.29
C4 0.56 0.49 0.38 0 0.60
C5 0.58 0.69 0.29 0.60 0

ICrA analysis of the best and the worst results do not shows degrees of “uncer-
tainty”, i.e. πC,C ′ = 0 for all criteria pairs.

The obtained degrees of “agreement” (μC,C ′ values) between considered criteria
for average, best and worst results are presented in Fig. 1.
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Fig. 1 Degrees of “agreement” (μC,C ′ values) for all cases

Let us consider the following scheme for defining the consonance and dissonance
between each pair of criteria (see Table2), where SNC is strong negative consonance,
NC is negative consonance, WNC is weak negative consonance, WD is weak disso-
nance, D is dissonance, SD is strong dissonance, WPC is weak positive consonance,
PC is positive consonance and SPC is strong positive consonance [5].

In Table2 the results obtained in this research are compared to the results pre-
sented in [16]. In [16] for parameters identification of an E. coli MC4110 FP model
consistently 14 differently tuned GA are applied. Various population sizes—from
5 to 200 chromosomes in the population are used. The number of generations is
fixed to 200. The same five criteria are defined: C1 is the parameter μmax , C2 is the
parameter kS , C3 is the parameter YS/X , C4 is the objective function value J and C5

is the resulting execution time T .
Analysis of the both average results (here presented and the average results pre-

sented in [16]) shows the following criteria pair relations:

• For the pair C5–C4 (i.e., T ↔ J ) a negative consonance is identified for average
and worst results. Such dependence is logical—for a large number of algorithm
iterations (i.e., greater execution time T ) it is more likely to find a more accurate
solution, i.e. a small value of J .
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Table 2 Criteria relations sorted by μC,C ′ values

μC,C ′ Meaning Average results Best results Worst results

ACO GA [16] ACO GA [16] ACO GA [16]

[0–0.05] SNC C5–C4

(0.05–0.15] NC C5–C4 C5–C4 C5–C3
C5–C4

(0.15-0.25] WNC C2–C3 C5–C4 C2–C3
C4–C3

(0.25–0.33] WD C5–C3 C2–C3
C5–C3

C2–C3
C4–C3
C2–C4

C5–C2 C3–C4
C3–C1
C2–C3

C5–C1

(0.33–0.43] D C2–C4
C4–C3

C5–C2
C2–C4
C4–C3

C5–C3
C5–C4

C5–C3
C4–C3

C5–C1 C2–C4

(0.43–0.57] SD C5–C2
C5–C1

C5–C1 C1–C3
C1–C4

C1–C3
C2–C3
C2–C4

C2–C4
C2–C5

(0.57–0.67] D C5–C1 C1–C4 C1–C4 C5–C2

(0.67–0.75] WD C1–C4 C5–C2 C1–C2
C5–C1

C5–C3

(0.75–0.85] WPC C1–C4
C1–C3

C1–C3 C1–C2 C1–C2 C1–C2
C1–C3

(0.85–0.95] PC C1–C2 C1–C2 C1–C4

(0.95–1] SPC

• For most results we established strong correlation between criteria C1–C2 (i.e.,
μmax ↔ kS) and C1–C3 (i.e., μmax ↔ YX/S). There are two exceptions—GA best
results and ACO worst results, where the criteria pair C1–C3 is respectively in
SD and WD. Considering the physical meaning of the model parameters [8] it
is clear that there is dependence between these criteria. A strong correlation is
expected between criteria C1–C2 [8]. Considering relation C1–C3 we found some
exceptions—GA best and ACO best and worst results.

Due to stochastic nature of considered here meta-heuristic techniques (GA and
ACO) we observed some different criteria dependences based on the ICrA of the
worst and best results:

• Based on the worst ACO andGA results we foundweaker relation between criteria
pairs C1–C5, C2–C4 and C2–C5. There are some small discrepancies for the pairs
C3–C4 and C2–C3, and some larger discrepancies—for the pairs C1–C3, C1–C4,
and C5–C3. For the pairs C1–C4, C1–C2 and C1–C3 we observed higher value of
μC,C ′ , i.e. PC or WPC.

• Compared to the ICrA of average results there are some discrepancies too. For
example, average results show that the pair C4–C3 is in dissonance, while worst
results—in WD (ACO results) or WNC (GA results).
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• In the ICrA of the best results we identify the same results—some discrepancies
are observed. There are some small discrepancies for the pairs C3–C4, C1–C4,
C2–C1, C2–C4, C5–C4 and C5–C1, and some larger discrepancies—for the pairs
C2–C3 and C5–C2. Here we observed a higher value of μC,C ′ only for the pair
C1–C2, i.e. WPC (ACO results).

Taking into account the nature of the GA and ACO we consider that the ICrA of the
average results has the highest significance.

5 Conclusion

In this paper, based on the apparatus of the Index Matrices and the Intuitionistic
Fuzzy Sets, InterCriteria Analysis of a model parameters identification using Ant
Colony Optimization is performed. A non-linear model of an E. coli fed-batch fer-
mentation process is considered. Series of model identification procedures using Ant
Colony Optimization are done. The InterCriteria Analysis is applied to explore the
existing relations and dependencies of defined model parameters and Ant Colony
Optimization outcomes—execution time and objective function value. Three case
studies are examined considering average, worst and best results for the obtained
model parameters, execution time and objective function value. The obtained results
are compared to the results from a model parameters identification using Genetic
Algorithms. Applying the InterCriteria Analysis and analyzing the results we estab-
lish relations and dependencies between the defined criteria. Based on the used scale
for defining the consonance and dissonance between each pair of criteria, we dis-
cuss which criteria are in consonance and dissonance, as well as the degree of their
dependence.
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Newtonian and Non-Newtonian Pulsatile
Blood Flow in Arteries with Model
Aneurysms

S. Tabakova, P. Raynov, N. Nikolov and St. Radev

Abstract The cardiovascular diseases depend directly on the blood flow
dynamics. The mathematical modeling and numerical simulations are expected to
play an important role to predict the genesis of the atherosclerosis and the forma-
tion and rupture of the aneurysms. In the present work the numerical solutions for
the oscillatory flow velocity due to the Newtonian and the non-Newtonian (Car-
reau) model are constructed for a straight long tube and for a tube (artery) with
a model aneurysm. The numerical solutions are obtained by the finite-difference
method (FDM) for the straight tube and by the software ANSYS/FLUENT for both
geometries. The numerical results obtained by the ANSYS/FLUENT for a straight
long tube are validated by the analytical and numerical solutions using the FDM for
the Newtonian and Carreau models for differentWomersley numbers, correspondent
to different tube radii. The obtained peak wall shear stresses from the oscillatory flow
in the straight long tube are lower than those in the tube with the model aneurysm,
which can be used as an indicator for further clinical examinations.
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1 Introduction

In most cases the in vivo measurement techniques are unable to prevent the cardio-
vascular diseases evolution, which depends directly on the blood flow dynamics. One
of the most dangerous diseases is that of the formation and rupture of different artery
aneurysms. The study of the blood flow in tubes can be treated as a flow model in
different types of arteries.

The blood is a suspension of particles and plasma, which has a non-Newtonian
character as a fluid. It is a typical representative of the shear thinning fluids with
an apparent viscosity dependent on the shear rate, i.e. its viscosity continuously
decreases or increases with the shear rate increase or decrease reaching two different
upper and lower plateaus independent of the further change of the shear rate. Several
non-Newtonian models are used to express the blood rheology: the Carreau model
[1–5], the Carreau-Yasuda model [1, 6–9], the Casson model [1, 3, 8], the Power law
model [1, 3, 4] and others. Some of these models, such as that of Carreau, give a non-
linear dependence of the shear stress on the shear rate. Since the shear rate changes
significantly in the arteries with non-constant cross section, the viscosity could not be
taken as a constant. Thismeans that there are no analytical solutions for the bloodflow
in arteries. The proper knowledge of the viscosity leads to a proper knowledge of the
Wall Shear Stresses (WSS), which are of a major importance for the prediction of an
aneurysm rupture. The problem becomes more complicated if the pulsatile character
of the blood flow is considered. It occurs that the blood flowcan be approximatedwith
the Newtonian fluid flow in the larger arteries, e.g. in the aorta, while in the narrow
arteries the non-Newtonian character of the blood flow is essential. The analysis of
non-Newtonian flows in infinitely long tubes is very important when studying the
blood flow in different types of arteries. The well known analytical solution proposed
by Womersley [10] is often applied to approximate the pulsative velocity of blood
flow in arteries, when the fluid is regarded as Newtonian. However, if non-Newtonian
models are applied for the blood viscosity, the flow solution can be obtained only
numerically. For example, the Lattice BoltzmannMethod is applied in [8] for the 2D
oscillatory Newtonian and non-Newtonian flows in straight and curved tubes. The
viscosity is given by the models of Casson and Carreau-Yasuda. The authors show
that the difference between the velocity and theWall Shear Stresses (WSS) calculated
by the Newtonian viscosity model and by the non-Newtonian models increases with
the decrease of the Womersley number, which expresses the relation between the
oscillatory inertia and viscous forces.

In this paper we investigate numerically the non-Newtonian oscillatory flow of
blood in a long straight tube and in a tube with a model aneurysm, using the Car-
reau viscosity model. The numerical simulations are performed by the software
ANASYS/FLUENT for different Womersley numbers correspondent to different
tube radii. The obtained solution for the velocity in the straight tube will be compared
with the analytical solution for the Newtonian fluid model and with the numerically
obtained solution (by the FDM) for the Carreau viscosity model given in [11].
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2 Problem Statement

The blood is assumed incompressible with constant density ρ and apparent viscosity
μapp (constant for the Newtonian blood model and defined by a non-linear function
of the shear rate for the non-Newtonian blood model).

Twodifferent axisymmetrical geometries are considered in cylindrical coordinates
(x, r, ϕ), where x is the axial coordinate: a straight circular tube with radius R and a
circular tube with entry radius R and a model aneurysm given by the Gaussian shape
function [12], as shown in Fig. 1:

r(x) = R + H exp(− x2

2W 2
), (1)

where H and W are the aneurysm height and width.
The equations of motion and continuity in a vector form are:

ρ(
∂v
∂t

+ v · ∇v) = −∇p + ∇ · T, (2)

∇ · v = 0, (3)

where v = (u, v,w) is the velocity vector, p is the pressure, T = f (Ṡ) is the viscous
stress tensor, with Ṡ—the shear rate tensor.

For a very long (infinite) tube, we obtain v = w = 0 and u = u(r, t) from the
Eq. (3). In this case the shear stress tensor has only one non-zero term τ = μapp(γ̇ )γ̇ ,

where γ̇ = ∂u

∂r
. The system (2) transforms into a single equation for the axial velocity

u:

ρ
∂u

∂t
= −∂p

∂x
+ 1

r

∂

∂r
(μappr

∂u

∂r
) (4)

Fig. 1 The Gaussian model
of an aneurysm at R = 1,
H = R and W = R

x

r

O

R
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The boundary conditions for the velocity u are the no-slip condition u = 0 at r = R

and the symmetry condition
∂u

∂r
= 0 at r = 0. For the pressure gradient we consider

the case of an oscillatory function in time −∂p

∂x
= A cos(nt), where A is the pulse

amplitude and n is the angular frequency.
The Carreau model of blood when treated as a non-Newtonian fluid is chosen

with apparent viscosity μapp that is usually given [2] by the following expression -
further denoted by μc:

μc = μ∞ + (μ0 − μ∞)[1 + λ2γ̇ 2](nc−1)/2, (5)

where λ and nc are empirically determined. For human blood [2]: μ0 = 0.056Pas,
μ∞ = 0.00345Pas, λ = 3.313s and nc = 0.3568.

3 Analysis of the Results

3.1 Long Straight Tube

The Eq. (4) is dimensionlized using the following characteristic scales: R as a charac-
teristic length (r = RY ), 1/n as a characteristic time (t = T/n),μ∞ as a characteristic
viscosity (μc = μ̄cμ∞):

1

Y

∂

∂Y
(μ̄cY

∂u

∂Y
) − α2 ∂u

∂T
+ R2A

μ∞
cos(T) = 0, (6)

where 0 ≤ Y ≤ 1,
∂u(0,T)

∂Y
= 0, u(1,T) = 0 and α = R

√
ρn

μ∞
is the Womersley

number.
The analytical solution of Eq. (6) is the so called Womersley solution [10] for the

Newtonian viscosity model:

un = Real

[
iA

nρ

(
J0(i3/2αY)

J0(i3/2α)
− 1

)
exp(iT)

]
, (7)

where J0 is the Bessel function of ‘zero-th’ order.
The presented here results are for a human carotid artery with a radius R =

0.0031m at blood density ρ = 1000kg/m3, pulse frequency of oscillations n = 2.4π
(correspondent to 72 heart beats per minute) and a pressure gradient amplitude
A = 6000Pa/m (45mm mercury column per meter). In this case α = 4.58 and the
maximum Reynolds number achieved during the blood oscillatory flow is around
530. The cross-section mean velocity based on the solution (7) is:
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Fig. 2 Comparison between the axial velocities u of the Newtonian model (dotted lines) and of
the Carreau model (solid lines) at different instants of time t: 1, 2, 3, 4, 5 s. (the different colors
correspond to different times)

ūn = 0.5868 sin(T + 0.3605) (8)

For the Carreau viscosity model Eq. (6) is solved numerically by the FDM of
Crank-Nicholson with time and space steps O(10−3) giving relative error O(10−6).
The numerical solution has been approximated to obtain its mean velocity:

ūc = 0.5799 sin(T + 0.3867) (9)

Newtonian andCarreau velocities are presented in Fig. 2 for different times t. It iswell
seen the fast change of the velocity profile in time. However, the Carreau velocities
are quite similar to the Newtonian ones, except in the symmetry axis region, i.e.,
near to Y = 0, which is due to the big difference in viscosities at the small velocity
gradient there. As a whole, the difference between the two solutions increases with
the decrease of the Womersley number, i.e., with the decrease of the tube radius
(artery), found in our previous paper [11]. This has been observed also in the 2D
case [8, 13, 14].

The WSS can be obtained from the velocity solution by the following formula:

WSS = μapp
∂u

∂r
|r=R (10)
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Table 1 Absolute values of the Wall Shear Stress (WSS)

Newtonian (Pa) Carreau (Pa)

1 s 3.25 3.5

2 s 0.88 0.95

3 s 3.75 4

4 s 1.5 1.7

5 s 2.85 3

The absolute values of the WSS for the considered example are given in Table1 for
the times t = 1, 2, 3, 4, 5s.

The obtained peaks of WSS for the human carotid artery are in the experimental
limits [15]: 2.5–4.3Pa. TheWSS of the Carreau model are slightly higher from those
of the Newtonian model and are in a small phase shift, as found in [11].

The full system of equations (2) and (3) have been solved numerically by the
softwareANSYS/FLUENT for a straight long tube (1000 times longer than its radius)
using a mesh of 40000 elements and 84042 nodes. The obtained results for the axial
velocity u have been verified by the Womersley solution Eq. (7) (for the Newtonian
fluid) and by the numerical solution found by the FDM (for the Carreau viscosity
model). The relative error for both cases is less than 4%.

3.2 Artery with Model Aneurysm

The numerical calculations of the Eqs. (2) and (3) in the case of the model aneurysm
given by the shape formula (1) has been performed atH = W = R = 0.0031m. The
aneurysm is situated in the middle of the tube, which is long enough to achieve
the straight tube flow (discussed in the previous subsection) in the regions before
and after the aneurysm. Here the length is taken to be 0.62m, such that the axial
coordinate is −0.31m ≤ x ≤ 0.31m. The used mesh for the calculations with the
ANSYS/FLUENT in this domain consists by 156000 cells and 160040 nodes. The
boundary condition at the inlet of the tube for the velocity is to be equal to the
mean axial velocity un from Eq. (8) for the Newtonian model and by uc from Eq. (9)
for the Carreau model. The other boundary conditions are a constant pressure at
the outlet and the usual no-slip condition on the wall. The results show that besides
the axial velocity u, the velocity vector has also a radial non-zero component v in
the aneurysm region. The appearance of v is connected to the toroidal vortices in the
aneurysm part. This can be seen from Fig. 3, where the velocity vectors are colored
according to the axial velocity magnitude at time t = 5s in the Newtonian viscosity
case.

It is interesting to show the axial velocity distribution along the symmetry axis
r = 0 for different times. In the aneurysm region its character is uneven depending
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Fig. 3 The velocity vectors of the Newtonian model at time t = 5s colored by the magnitude of
the axial velocity u

on the time instant, which is shown in Fig. 4. As it is seen the Newtonian and Carreau
velocity profiles are similar in the straight tube region (before and after the aneurysm),
which is in a good comparison with the corresponding plots in Fig. 2.

TheWSS in the aneurysm region are calculated by the full shear rate, as the radial
velocity as well as its gradient on the wall are non-zeros:

WSS = μapp(
∂v

∂x
+ ∂u

∂r
) |r=R (11)

The obtained absolute values of the WSS (|WSS|) in the tube with the aneurysm
are quite different from those in the straight tube region, which is plotted in Fig. 5
for different times. The comparison between the results in Fig. 5 and those in Table1
shows that some of the peak |WSS| for the aneurysm are more than two times higher
than those of the straight tube. In general the Carreau |WSS| are slightly higher than
the Newtonian ones, but in the aneurysm region they are almost equal in some places
along the aneurysm width, while in others are quite different. This fact can be used
as an indicator for further clinical studies.



194 S. Tabakova et al.

Fig. 4 Comparison between the axial velocities u(x, 0, 0) on the centerline of the Newtonianmodel
(red lines) and of the Carreau model (blue lines) at different instants of time t: (a) 1 s, (b) 2 s, (c) 3 s,
(d) 4 s and (e) 5 s
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Fig. 5 Comparison between the absolute values of the WSS of the Newtonian model (red lines)
and of the Carreau model (blue lines) at different instants of time t: (a) 1 s, (b) 2 s, (c) 3 s, (d) 4 s
and (e) 5 s
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4 Conclusion

The numerical solutions for the oscillatory flow velocity due to the Newtonian
and Carreau model are constructed numerically for a straight long tube and for
a tube (artery) with a model aneurysm. The numerical solutions are obtained
by a finite-difference method (FDM) for the straight tube and using the soft-
ware ANSYS/FLUENT for both cases. The numerical results obtained by the
ANSYS/FLUENT for the velocity and WSS in a straight long tube are validated
with the analytical and numerical solutions by FDM for Newtonian and Carreau
models. The obtained peak WSS from the oscillatory flow in a tube with model
aneurysm are higher than those in a straight long tube.

The obtained results for the Carreau model flow characteristics can be used for
future studies with experimentally registered oscillatory pressure gradient. In order
to predict the real WSS it is necessary to use the geometry of a patient based artery
with aneurysm and to take into account the fluid structure interaction of the blood
flow in a deformable artery, whose characteristics are based on experimental results
of the wall artery structure.
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Reduced Rule-Base Fuzzy-Neural Networks

Margarita Terziyska and Yancho Todorov

Abstract In this paper two different fuzzy-neural systems with reduced fuzzy rules
bases, namely Distributed Adaptive Neuro Fuzzy Architecture (DANFA) and Semi
Fuzzy Neural Network (SFNN), are presented. Both structures are realized with
Takagi-Sugeno fuzzy inference mechanism and they posses reduced number of
parameters for update during the learning procedure. Thus, the computational time
for algorithm execution is additionally reduced, which make the modeling struc-
tures a promising solution for real time applications. As a learning approach for
the designed structures a simplified two-step gradient descent approach is imple-
mented. To demonstrate the potentials of both models, simulation experiments with
two benchmark chaotic time systems—Mackey-Glass and Rossler are studied. The
obtained results show accurate models performance with minimal prediction error.

1 Introduction

Neural networks and fuzzy logic are proven as universal approximators, which can
estimate any nonlinear function to a prescribed accuracy. For identification of com-
plex nonlinear processes different kinds of fizzy-neural architectures are also used.
These structures have an advantage over traditional statistical estimation and adap-
tive control approaches. They estimate a function without the need of a detailed
mathematical description on the functional dependency between inputs and out-
puts. Combining neural networks and fuzzy systems in one unified framework has
become popular in the last decades. The fusion of both combine the learning and
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computational ability of neural networks with the human like IF-THEN thinking
and reasoning of a fuzzy system. This could be compared with the human brain [1]
neural network concentrate on the structure of human brain, i.e., on the hardware
whereas fuzzy logic system concentrate on software. A lot of architectures have been
proposed in the literature that combines fuzzy logic and neural network. Some of
the most popular are ANFIS [2] and DENFIS [3]. They are all composed of a set of
if-then rules. In principle, the number of fuzzy rules depends exponentially on the
number of inputs and membership functions. If n is the number of inputs of a fuzzy-
neural system and m is the number of the membership functions, then the number of
generated fuzzy rules is mn. Thus, the huge number of generated rules requires the
determination of a large number of parameters during the learning procedure. For
instance, for a fuzzy inference system with 10 inputs, each with two membership
functions, the grid partitioning leads to 1024(=210) rules, which is extremely large
number of rules for any practical application.

In order to reduce the number of fuzzy rules without loss of accuracy, different
fuzzy clustering approaches as fuzzyC-means [4, 5] andK-means [6] can be used. As
well, subtractive clustering and hyperplane clustering are proposed in [7, 8]. Evolving
fuzzy systems [3, 9], such as DENFIS, use evolving clustering and dynamically form
bases of fuzzy rules generated during the past instance of the learning process. The
new AnYa fuzzy-neural structure also belongs to the evolving fuzzy systems. This
architecture works with the so-called clouds instead of fuzzy sets. This removes
the need for training of membership functions parameters. However, a priori data is
needed to form the clouds [10]. Another possibility to reduce the number of fuzzy
rules gives the self-constructing and self-organizing fuzzy-neural network structures
[11, 12]. In this type of structures, during the training procedure, inactive rules are
being removed, which consequently leads to reduction in the number of trained
parameters. In order to deal with the rule-explosion problem, hierarchical fuzzy
neural networks could be used but they employ a very complex learning method.
A method that compresses a fuzzy system with an arbitrarily large number of rules
into a smaller fuzzy system by removing the redundancy in the fuzzy rule base is
presented in [13]. As a result of this compression, the number of on-line operations
during the fuzzy inference process is significantly reduced without compromising
the solution. Review of the most of existing rule base reduction methods for fuzzy
systems, summary of their attributes and introduction of advanced techniques for
formal presentation of fuzzy systems based onBooleanmatrices and binary relations,
which facilitate the overall management of complexity, is made in [14].

In this paper two different fuzzy-neural structures with reduced number of the
fuzzy rules are proposed, namely Distributed Adaptive Neuro-Fuzzy Architecture
(DANFA) and Semi Fuzzy Neural Network (SFNN). As a learning procedure for the
designed structures, a simplified two-step gradient algorithm based on minimization
of an instant quadratic error measurement function is applied. Thus, in each sampling
period of a model’s operation, two groups of parameters are being scheduled: the
premise—the parameters of the fuzzy membership functions and the consequent—
the parameters of the liner modeling functions. Applying the proposed principles
lead to reduction of the both associated fuzzy rule’s premise and consequent para-
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meters. This facilitates the on-line learning procedure and reduces the computational
effort without a great loss of modeling accuracy. To demonstrate the potentials of
the proposed networks, simulation experiments with two benchmark chaotic time
systems—Mackey-Glass and Rossler are studied. They produce fast changing by
amplitude and frequency signals which often are hard to be modeled in real time.
The obtained results show accurate models performance with minimal modeling
error. Thus, their application areas may be extended to modeling of fast changing
plant processes and process control in the framework of model based control.

2 Classical Fuzzy-Neural Network

In this section the Classical FuzzyNeural Network (CFNN) using the Takagi-Sugeno
approach is discussed. Its structure is shown on Fig. 1.

Layer 1: This layer accepts the input variables and then nodes in this layer only
transmit the input values to the next layer directly.

Layer 2: Each node in this layer implements the fuzzification procedure via
Gaussian membership function, where Xp is the input value, cXp,m and σXp,m are
the center and the standard deviation of the function:

μ
(n)
Xp,m = exp

−(xp − cXp,m)2

2σ 2
Xp,m

(1)

Layer 3: This layer is a kind of rules generator as it forms the fuzzy logic rules.
Their number depends on the number of inputs p and the number of their fuzzy sets
m, and it is calculated according to the expression N = mp. In this layer, each node
represents a fuzzy rule in following form:

Fig. 1 Structure of Classical
Fuzzy Neural Network
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R(i) : if x1 is Ã(i)
1 and xp is Ã(i)

p then fy
(i)(k) (2)

f (i)
y (k) = a(i)

1 y(k − 1) + a(i)
2 y(k − 2) + · · · + a(i)

ny y(k − ny)+
+b(i)

1 u(k) + b(i)
2 u(k − 1) + · · · + b(i)

nuu(k − nu) + c(i)
0

(3)

Layer 4: In the fourth layer the operation of fuzzy implication is realized as:

μ(n)
yq (k + j) = μ(n)

x1,m(k + j) ∗ μ(n)
x2,m(k + j) ∗ · · · ∗ μ(n)

xp,m(k + j) (4)

Layer 5: In the fifth, last layer the final decision which consists in determining the
value of the model output is taken. It can be described by the following expression:

ŷ(k + j) =

q∑

i=1
f (i)
y (k + j)μ(i)

y (k + j)

q∑

i=1
μ

(i)
y (k + j)

(5)

3 Distributed Adaptive Neuro-Fuzzy Architecture

The structure of the proposed DANFA model with a second order Takagi-Sugeno
inference mechanism is shown on Fig. 2. The model represents a modification of the
CFNN with a second order Takagi-Sugeno inference mechanism, already described
in the previous section. Actually, the structure is a network from qCFNNs distributed
in six-layered architecture. The main idea behind is to distribute the input signals to
separate fuzzy neural structures in order to decrease the number of the fuzzy rules.

Fig. 2 Block scheme of the
proposed DANFA structure
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Each of these sub-structures act as a separate sub-model within theDANFA structure.
The output signal of the DANFA model is computed as a sum of the output signals
of all CFNN’s and it is obtained by implementing Eqs. (1)–(5). Thus, the output of
the model is expressed as:

ŷM(k + j) = ŷM1(k + j) + ŷM2(k + j) + · · · + ŷMq(k + j) (6)

where ŷMr for r = 1:q is obtained as follow:

ŷMr(k + j) =

q∑

i=1
f (i)
r (k + j)μ(i)

r (k + j)

q∑

i=1
μ

(i)
r (k + j)

(7)

For simplicity, a DANFA structure with q = 2, as it shown on Fig. 3 is studied.
Its output expressed as:

ŷM = ŷM1 + ŷM2 =

q∑

i=1
fu

(i)μu
(i)

q∑

i=1
μu

(i)

+

q∑

i=1
fy

(i)μy
(i)

q∑

i=1
μy

(i)

(8)

where ŷM1 and ŷM2 are the output parameters respectively toCFNN1 andCFNN2 (see
Fig. 3); fu and fy are the Sugeno output functions; μu and μy are the corresponding
membership degrees of the quantization levels, all defined as:

fu
(i) = b1u

(i)u(k) + b2u
(i)(k − 1) + · · · + bnuu

(i)u(k − nu) + bou
(i) (9)

μ(i)
u = μu1j

(i) ∗ μu2j
(i) ∗ ......μupj

(i) (10)

fy
(i) = a1y

(i)y(k − 1) + a2y
(i)y(k − 2) + · · · + anyy(k − ny) + aoy

(i) (11)

μy
(i) = μy1j

(i) ∗ μy2j
(i) ∗ ......μypj

(i) (12)

Fig. 3 Block scheme of the
inference distribution within
a DANFA structure
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FromFig. 3 it is clear that CFNN1 is a fuzzy-neural networkwhich cares for vector
regressor u and CFNN2 is a fuzzy-neural network which cares for vector regressor
y. For the considered case each of these networks have two input variables with three
fuzzy sets, respectively N = 32 = 9 rules.

The main advantage of the proposed DANFA structure is its ability to operate
with smaller number of parameters compared to the case of pure CFNN model.
On the other hand, the reduced number of fuzzy rules induce the reduction of the
model parameters (coefficients, membership parameters), as well. The number of the
generated fuzzy rules in a DANFA structure is N = q ∗ mp, where q is the number of
used CFNNs, p is the number of input variables and m is the number of their fuzzy
sets. Obviously, if one wants to realize a model with 4 inputs with 3 fuzzy sets each,
then the CFNN model will generate 81 fuzzy rules, while the DANFA model will
generate only 18 fuzzy rules. Also, during the learning procedure in CFNNmodel are
computed the values of 1053 parameters, while in the DANFA model are computed
the values of only 156 parameters.

4 Semi-fuzzy Neural Network

The structure of the proposed SFNN model is a modification of the CFNN model
described in Sect. 2 and its structure is shown on Fig. 4. It represents five-layered
architecturewith theTakagi-Sugeno inferencemechanism.However, in SFNNmodel
a part of input signals are not fuzzified and they comewith their crisp values,weighted
by an appropriate coefficient, into the third layer (fuzzy rules layer), i.e. directly into
the consequent (then) part of the fuzzy rules. This approach enables the possibility

Fig. 4 Block scheme of the
proposed SFNN structure
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to reduce flexibly the number of the fuzzy rules and their associated parameters,
determined by the learning procedure.

The considered SFNN model is realized with NARX representation of the con-
sequents. Therefore, three types of SFNN structures may be generated: the first one
is a case where the values of the vector-regressor y[y(k − 1), y(k − 2)] are fuzzi-
fied inputs and the values of the vector-regressor u[u(k), u(k − 1)] are nonfuzzified
inputs—SFNNType I; the second one is an opposite the values of the vector-regressor
y[y(k − 1), y(k − 2)] are nonfuzzified inputs and the values of the vector-regressor
u[u(k), u(k − 1)] are fuzzified inputs—SFNN Type II; in the third one the values of
u(k) and y(k − 1) are fuzzified inputs, while the u(k − 1) and y(k − 2) are nonfuzzi-
fied inputs—SFNN Type III.

5 Learning Approach

As a learning procedure for DANFAmodel, a simplified two-step gradient algorithm
is applied. It is based on minimization of an instant error measurement function
between the real and modeled outputs defined as:

Fig. 5 DANFA model validation by using Mackey-Glass chaotic time series
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E(k) =
(
y(k) − ŷ(k)

)2

2
=

(
y(k) − (ŷM1 + ŷM2)

)2

2
(13)

where y(k) denotes the measured real output and ŷ(k) is sum calculated by the two
fuzzy-neural networks output parameters ŷM1 and ŷM2. The algorithm performs two
steps gradient learning procedure. Assuming, that βuij is an adjustable i-th coefficient
for the Sugeno function fu into the j-th activated rule for the CFNN1 then the general
parameter learning rule for the consequent parameters is:

βuij(k + 1) = βuij(k) + η

(

−∂E

∂β uij

)

(14)

After calculating the partial derivatives, the final recurrent predictions for each
adjustable coefficient βuij and the free coefficient are obtained by the following
equations:

βuij(k + 1) = βuij(k) + ηε(k)μ̄(j)
u (k)x1i(k) (15)

β0uj(k + 1) = β0uj(k) + ηε(k)μ̄(j)
u (k) (16)

Fig. 6 DANFA model validation by using Rossler chaotic time series
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The output error E can be used back directly to the input layer, where there are
the premise adjustable parameters (center—cij and the deviation—σij of a Gaussian
fuzzy set). The errorE is propagated through the links composed by the corresponded
membership degrees, where the link weights are unit. Hence, the learning rule for
the second group adjustable parameters in the input layer can be done by the same
learning rule:

cuij(k + 1) = cuij(k) + ηε(k)μ̄(i)
u (k)[f (i)

u − ŷM(k)] [x1i(k) − cuij(k)]
c2uij(k)

(17)

σuij(k + 1) = σuij(k) + ηε(k)μ̄(i)
u (k)[f (i)

u − ŷM(k)] [x1i(k) − σuij(k)]
σ 3
uij(k)

2

(18)

The parameters for CFNN2 using the same approach can be expressed as:

βyij(k + 1) = βyij(k) + ηε(k)μ̄(j)
y (k)x2i(k) (19)

β0yj(k + 1) = β0yj(k) + ηε(k)μ̄(j)
y (k) (20)

Fig. 7 SFNN Type I model validation by using Mackey-Glass chaotic time series
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cyij(k + 1) = cyij(k) + ηε(k)μ̄(i)
y (k)[f (i)

y − ŷM(k)] [x2i(k) − cyij(k)]
c2yij(k)

(21)

σyij(k + 1) = σyij(k) + ηε(k)μ̄(i)
y (k)[f (i)

y − ŷM(k)] [x2i(k) − σyij(k)]
σ 3
yij(k)

2

(22)

For the proposed SFNN structure, the training algorithm is quite similar to this for
DANFA model. An instant error measurement function is defined again by (13) and
then the values of the linear and the non-linear parameters are determined according
to expressions (14)–(18).

6 Experimental Results

To investigate the modeling potentials of the proposed DANFA and SFNN models,
Mackey-Glass (MG) and Rossler chaotic system series benchmark models, have
been used. The used time series will not converge or diverge, and the trajectory is
highly sensitive to initial conditions. The MG time series is described by time-delay
differential equation:

Fig. 8 SFNN Type I model validation by using Rossler chaotic time series
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Fig. 9 SFNN Type II model validation by using Mackey-Glass chaotic time series

x(i + 1) = x(i) + ax(i − s)

(1 + xc(i − s)) − bx(i)
(23)

where a = 0.2; b = 0.1;C = 10; initial conditions x0 = 0.1 and s = 17s. Results
withDANFAmodel and the three types of SFNNmodels validation by usingMackey-
Glass chaotic time series are shown on Figs. 5, 7, 9 and 11, respectively. As it can
be seen, the proposed model structures predict accurately the generated time series,
with minimummodeling error and fast transient responses of the RMSE (Root Mean
Squared Error) and RMAE (Root Mean Absolute Error),(the last two presented in
logarithmic scale) reaching very small values.

Additional experiments with the proposed DANFA and SFNN models for mod-
eling of Rossler chaotic time series are made. These series is described by three
coupled first-order differential equations:

dx

dt
= −y − z

dy

dt
= x + ay

dz

dt
= b + z(x − c) (24)
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Fig. 10 SFNN Type II model validation by using Rossler chaotic time series

wherea = 0.2; b = 0.4; c = 5.7; initial conditions x0 = 0.1; y0 = 0.1; z0 = 0.1.The
results are given on Figs. 6, 8, 10 and 12, respectively. As can be seen again, the
achieved values of the studied error terms are very small and closer to zero (Figs. 7,
8, 9, 10, 11 and 12).

A comparison between the CFNN and the DANFAmodels is made and it is shown
in Table1. The results in Table1 are forMackey-Glass chaotic time series prediction.
As it can be seen the absolute value of current prediction error (Model_err in Table1)
obtained with the DANFAmodel is smaller than this obtained with the CFNNmodel.
The greater accuracy of a DANFA model can be easily explained. In the expression
(3) the free parameter c0 plays the role of a disturbance filter. This can easily be
proved if the expression (3) is transformed into the following form:

f (i)
y (k) = a(i)

1 y(k − 1) + a(i)
2 y(k − 2) + · · · + a(i)

ny y(k − ny) + · · ·
+b(i)

1 u(k) + b(i)
2 u(k − 1) + · · · + b(i)

nuu(k − nu) + d(i)(k)
(25)
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Fig. 11 SFNN Type III model validation by using Mackey-Glass chaotic time series

This conversion is valid in T(q−1) = 1. In (25) d(k) is unknown disturbance that
is defined by:

d(k) = T(q−1)

Δ(q−1)
υ(k) (26)

Thus, the CFNN model works with one disturbance filter while DANFA model
has two filters (see expressions (9) and (11)) and this is the reason the latter is more
accurate.

The values of RMAE and RMSE in interval of 500 steps for the three types SFNN
are summarized in Table2. From these data it can be concluded that the SFNN Type
III model is more accurate than the SFNN Type I and type II models, i.e. the case
that u(k), y(k − 1) are fuzzified inputs.
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Fig. 12 SFNN Type III model validation by using Rossler chaotic time series

Table 1 Comparison between CFNN and DANFA model

Steps DANFA model Classical FN Network

Model_err RMAE RMSE Model_err RMAE RMSE

50 −0.0196 0.2963 0.2314 −0.0470 0.2883 0.1193

100 −0.0672 0.2450 0.1659 −0.1512 0.2780 0.1019

150 −0.0129 0.2250 0.1375 −0.0513 0.2746 0.0991

200 −0.0588 0.2172 0.1209 −0.1274 0.2755 0.0962

250 −0.0240 0.2010 0.1097 −0.0512 0.2753 0.0947

300 −0.0484 0.2090 0.1015 −0.1254 0.2782 0.0945

350 −0.0397 0.2043 0.0953 −0.1017 0.0770 0.0930

400 −0.0452 0.2030 0.0904 −0.1186 0.0783 0.0932

450 −0.0344 0.1999 0.0862 −0.0951 0.0765 0.0919

500 −0.0407 0.1992 0.0828 −0.1122 0.2747 0.0922
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Table 2 SFNN Type I, SFNN Type II and SFNN Type III comparison

Steps SFNN Type I model SFNN Type II SFNN Type III model

RMAE RMSE RMAE RMSE RMAE RMSE

50 0.0625 0.0145 0.0541 0.0156 0.0522 0.0129

100 0.0432 0.0104 0.0362 0.0111 0.0347 0.0093

150 0.0370 0.0087 0.0323 0.0092 0.0313 0.0078

200 0.0304 0.0077 0.0262 0.0081 0.0252 0.0069

250 0.0272 0.0070 0.0233 0.0074 0.0225 0.0063

300 0.0225 0.0065 0.0185 0.0068 0.0176 0.0059

350 0.0225 0.0061 0.0191 0.0064 0.0184 0.0056

400 0.0194 0.0058 0.0159 0.0061 0.0152 0.0053

450 0.0187 0.0056 0.0153 0.0058 0.0141 0.0051

500 0.0172 0.0054 0.0141 0.0056 0.0134 0.0049

7 Conclusions

In this paper are presented two fuzzy-neural architectures with reduced fuzzy rules
bases and Takagi-Sugeno inference mechanism. Both models are realized as a Dis-
tributed Adaptive Neuro-Fuzzy Architecture (DANFA), where the input space is dis-
tributed along a set of fuzzy inferences and a Semi-Fuzzy Neural Network (SFNN),
with selective fuzzification of the input space. Two benchmark chaotic systems
(Mackey-Glass and Rossler chaotic time series) are chosen to demonstrate the mod-
eling properties of the models. The obtained results show that the proposed DANFA
and SFNN models predict accurately the generated time series, with minimum pre-
diction error and fast transient response of the RMSE, reaching values closer to zero.
Theirmain advantage is that they operatewith small number of rules and respectively,
they have a smaller number of parameters for learning. Thus, it can be facilitated the
modeling of nonlinear systems with considerably less calculations in comparison to
the CFNN model. Furthermore, DANFA and SFNN models have other advantages
they are more accurate than the CFNN model and they not require a priori data and
they are not bound by additional procedures, such as clustering. This makes them
more suitable for real-time applications such as modeling and control of fast plant
processes.
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Accuracy of Linear Craniometric
Measurements Obtained from Laser
Scanning Created 3D Models of Dry Skulls

Diana Toneva, Silviya Nikolova, Ivan Georgiev
and Assen Tchorbadjieff

Abstract The aim of this study was to establish the reliability of directly taken
linear measurements on dry skulls and corresponding measurements taken on the
3D digital models created by laser scanning as well as to assess the agreement
between both measuring methods. Four skulls were measured in two competitive
methods—a direct measuring, based on the conventional craniometric method, and
a digital measuring, accomplished on 3D models created by laser scanning. Thir-
teen cranial measurements were taken on both dry skulls and 3D models. The intra-
and inter-examiner reliability was estimated using intraclass correlation coefficient.
The agreement between both measuring methods was assessed applying the Bland-
Altman method for replicated measurements. A Bland-Altman plot was constructed
for each of the 13 parameters. The 3D model and directly taken measurements were
assessed as highly reliable and reproducible, excepting the orbital height. Our results
showed that 96% of all digital measurements differ from the directly taken ones
with less than 2mm and respectively 67.6% differ with less than 1mm. Based on
the results of the Bland-Altman plots, most of the measurements obtained by both
measuring methods could be accepted as comparable, since the majority of differ-
ences were within the constructed limits of agreement. However, there were digital
measurements, particularly these with landmarks situated on bone margins, which
systematically overestimated the directly taken ones.
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1 Introduction

The pursuit for a higher precision and quality in scientific research has been growing
very fast in the past decades. This requires designing and implementation of new
types of research equipment and development of new methods for research data
analysis. The results from the new developed research methods are expected to be
more precise and less disputable. However, as a first step every new method or
equipment must be evaluated and compared to the theory and existing methods and
data. This first and basic procedure is the inter-comparison between equivalent data
obtained by new and old methods.

Because of the various applications and increasing accessibility of the imaging
technologies in themedical and scientific fields, the accuracy of the digitally obtained
metrical characteristics has been discussed in many studies. The most reported tech-
nology in the literature with regard to the reliability of the digital measurements is
the computed tomography (CT) and especially cone beam computed tomography
(CBCT), because of its growing application in the dental and orthodontic practice.
The use of dry human skulls has been a traditional approach to validate new craniofa-
cial imagingmodalities [3]. The accuracy of linear measurements has been estimated
on 2D tomographic slices and 2D cephalograms [11, 14, 16, 17, 19], but the results
show some drawbacks, such as perspective limitations and positioning errors. Other
studies have been dedicated to the assessment of the accuracy of cranial measure-
ments made on 3D volumetric representations from CT and CBCT scans [2, 3, 10,
14, 15, 18, 23]. It has been established that the craniometric CBCT measurements
are accurate and reliable, although most of the authors have noticed that the CT
measuring data tend to be slightly lower than the conventional ones. Other authors
have compared the measurements of the skulls with their replica models produced
by rapid prototyping [9, 21], concluding that the models are extremely accurate,
although slightly bigger than the original objects.

The CT technology is a suitable imaging method for diagnostic and therapeutic
purposes in themedical practice and gives opportunity for various additionalmetrical
analyses aswell as for creating a largevirtual database frompatients’ data.However, it
should be appliedmore cautiously in theworkwith bone remains fromarchaeological
excavations or forensic contexts. The exposure of a bone to clinical levels of radiation
has been presumed to reduce the amount of amplifiable DNA [12] and thus, the
extraction of ancient DNA from bone remains revealed in archaeological excavations
could be obstructed in case of a foregoing CT-scanning. Therefore, if only surface
data are needed for the purposes of an investigation, the laser scanning appears to be
more suitable method for capturing data, than the hazardous exposure of the bones
to X-rays.
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The hand-held laser scanners appear to be very useful for digitizing bone sam-
ples because of their portability, easy manipulating with digital models and reduced
risk of damages of the real objects [4]. The three-dimensional (3D) digital mod-
els created by laser scanning have an increasing application in the field of physical
anthropology in recent years. Since the skull is the most investigated part of the
skeleton, being an important source of information for a variety of anthropological
studies, the agreement between the conventional and digitally taken standard cranial
measurements is a crucial point for the future craniometric investigations. However,
despite the widening usage of hand-held laser scanners in paleoanthropology and
forensic anthropology and lots of applications of the created 3D bone models, there
have not been many studies, concerning the precision of the cranial measurements
obtained on laser scanning created 3D models [22, 23, 26]. The use of the cranial
measurements in sex determination, race investigations, personal identification, etc.,
indicates the necessity ofmore studies comparing the accuracy between conventional
and 3D digital measuring methods.

In this study, we aimed to establish the reliability of the directly taken linear
measurements on dry skulls and corresponding measurements taken on the 3D dig-
ital models created by laser scanning as well as to assess the agreement between
both measuring methods. There have been used different statistical methods for
assessment of the methods agreement—by absolute difference, different correlation
coefficients, linear regression, Bland-Altman plot, etc. We chose to apply the Bland-
Altman method for measuring agreement using replicated measurements, which has
been rarely performed because of its more complicated computation, but appearing
to be most suitable for our purpose. Moreover, the traditional Bland-Altman plot,
being a very illustrative method, has been widely used in clinical research.

2 Material and Methodology

2.1 Material

The subject of this inter-comparison study were four skulls from the osteological
collection at the Institute of Experimental Morphology, Pathology and Anthropol-
ogy with Museum, Bulgarian Academy of Sciences. The skulls belonged to adult
individuals from both sexes [6].

2.2 Methodology

2.2.1 Measurements

The skulls were measured in two competitive methods—a direct measuring, based
on the conventional craniometric method, and a digital measuring, accomplished on
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3D models created by laser scanning. Thirteen cranial measurements were measured
on both dry skulls and 3D models. The measurements represent direct distances
between definite craniometric landmarks described according to Martin and Saller
[20] (Table1). The conventional measurements were taken with standard sliding and
spreading calipers.

The 3D models for the digital measuring were created using hand-held laser
scanner Creaform VIUscanTM. The skulls were scanned without mandibles (Fig. 1).
The scanning was set at a resolution of 0.7mm and a texture resolution of 150
DPI. The accuracy of the laser scanner was to 0.050mm. The surface image data
collected by the laser scanning were post-processed in the scanner software platform
VXelementsTM. The measurements on the 3Dmodels (.stl) were taken using the free
software Geomagic Verify Viewer (3D Systems, Inc).

All of the dry skulls and 3D models were measured three times by two examiners
to test the intra- and inter-examiner reliability. Each set of 13 measurements were
taken on a separate day in a random order. The replicated measurements were taken
independently of each other.

2.2.2 Data

A total of 624 measurements were performed on the dry skulls and 3D models by
both examiners. The data acquired from the direct and digital measuring method
consisted of two series of 312 measurements. Each method series was separated
by two equal parts corresponding to the measuring data of both examiners. For the
purpose of comparing both methods, the data for each of the 13 measurements were
grouped, as the measurements of each examiner obtained by the one method were
paired with these received by the other method in accordance with the succession of
the readings (1-st, 2-nd, 3-rd measuring).

Means of the measurements performed by both examiners on the dry skulls and
3D digital models were calculated over all 13 measurements (Table2). It should be
noticed that the data from the digital measurements were averaged from data with a
higher precision, and the measured distances were with values to one hundredth of a
millimeter, due to the advantages provided by the contemporary digital technologies.
Conversely, the precision of the data acquired from the direct measurements was
constrained up to the scale bar of the calipers, which is to a millimeter.

2.2.3 Statistics

The first step in the analysis was to evaluate consistency in the results between
involved examiners. The intra- and inter-examiner reliability was assessed using
intraclass correlation coefficient (ICC). Since in our study each of a random sample
of n targets was rated independently by k judges and each target was rated by each
of the same k judges, the “two-way mixed” model of ICC [27] was used:
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Fig. 1 Frontal and lateral
views of the 3D models of
the four skulls (a–d)

ICC (3, 1) = BMS − EMS

BMS + (k − 1) EMS

where with BMS is denoted between-targets mean k square with n − 1 degree of
freedom, yielded from two-way ANOVA. The notation EMS is used for within-target
residual sum of squares, with (n − 1)(k − 1) degree of freedom.

The intra-examiner reliability was calculated for each measurement on the base
of the triple measuring of the four skulls and 3D models, respectively (k = 3, n = 4).
The inter-examiner reliability was calculated for each measurement separately for
the digital and direct measuring methods based on the juxtaposition of the individual
values of the triple measurements of both examiners for the four samples (k = 2, n =
12) (Table3).

In the inter-methods comparison, the accuracy was assessed by an examination of
the differences between digital and direct measurements performed by both examin-
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Fig. 2 Histogram of the differences of all paired measurements (n = 312)

Fig. 3 Scatterplots of a the direct versus the digital cranial measurements with the line of equality;
b the means versus the differences between digital and direct measurements

ers. The differences between the twomethods were measured as absolute differences
in millimeters /mm/. Firstly, the inter-comparison was assessed based on the mean
differences between both measuring methods for all 13 parameters (Table2). As a
second step, the comparison of the methods was founded on the individual differ-
ences from the paired triple measurements of the two examiners on all four samples.
The frequency of the differences between all paired measurements was illustrated
by a percentage histogram (Fig. 2). A scatterplot was used to graph the correlation
between the data of direct and digital measurements (Fig. 3a). A graph plotting the
means against the differences between both measuring methods was used to illus-
trate the systematic diversion of the differences in accordance to the magnitude of
the measurements [5] (Fig. 3b). The assumption of normality for the digital-direct
differences of each parameter (n = 24) was tested by the Shapiro-Wilk test.
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Fig. 4 Bland-Altman plots representing the bias (continuous black line) and the 95% limits of
agreement (dotted lines), based on the replicated measurements of each cranial measurement

The digital and direct measuring methods were compared applying the Bland–
Altman method [1], which plots the means of the results of both methods (x-axis)
and the differences between the two methods (y-axis). The methods agreement was
quantified by constructing 95% limits of agreement (LoA) for each of the 13 mea-
surements (Fig. 4). Because of the repeated measurements, the LoA were built in
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the assumption of compound variance of the observed variance of the differences
between the within-subject means σd and the within-subject variances σXw and σYw

from measurements by the used methods (X and Y ) with equal number of replicates
m. The variance of the differences between means was yielded by the following
formula [5]:

σ 2
X−Y = σ 2

d +
(
1− 1

m

)
σ 2
Xw +

(
1− 1

m

)
σ 2
Yw

The values for the standard deviation were computed using the Linear Mixed-Effects
Models library in R [8]. The used data set consisted of 4 columns of parameters—
method, item, replication number and distance measurement in mm.

3 Results

The ICCs calculated for each examiner andbetween examiners showed almost perfect
intra- and inter-examiner reliability (Table3). The only exception was observed for
the OBH with ICC values indicating moderate intra-examiner reliability and fair
inter-examiner agreement for both measuring methods.

Themeans of the digitally and directly takenmeasurements and the corresponding
mean differences for all 13 parameters are given in Table 2. Eight of the craniometric
measurements on the 3D digital models were slightly smaller than the directly mea-
sured ones, as the mean differences ranged from−0.38 to−0.66mm. The remaining
five measurements, including the LFM, BFM, OCB, FL and OBH, showed higher
readings on the 3D digital models than these on the dry skulls. Unlike the OCB and
FL,which had the lowest absolutemean differences, themean differences of the other
three features had the highest values of all calculated ones. The bigger values of the
LFM, BFM, and OBH, obtained with the software probably were due to the location
of the landmarks for these measurements on bonemargins, whichmade very difficult
their placement exactly on the margin in the 3D model. Thus, these measurements
required the placement of the landmarks slightly above/below the margin within the
bone area so as to be caught by the program, and respectively the obtained values got
higher than the directly measured ones. The digital measurements of the BFM and
OBH exceeded the direct ones by an average of 1.33mm and 0.99mm, respectively.

The percentage histogram of the differences obtained from the paired repeated
measurements of all parameters showed that they were normally distributed as the
most commonwere differences within 1mm (Fig. 2). Overall, our results showed that
96% of all digital measurements differed from the directly taken ones with less than
2mm and respectively 67.6% differed with less than 1mm. The scatterplot between
the grouped data of both methods indicated the lack of a systematic bias, as almost
all points lied on the line of equality (Fig. 3a). According to the graph plotting the
means against the differences between both measuring methods (Fig. 3b), it could
be observed that the divergence of the differences decreased with the magnitude of
measurements. The most reasonable explanation for this trend was the observed dif-
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ficulties in the precise measuring of the dimensions with small sizes. The hypothesis
that the digital-direct differences of each parameter were normally distributed was
confirmed by the Shapiro-Wilk test’s p-values, which were higher than 0.05 (p >

0.05).
The Bland-Altman plot as a method for comparing different measuring methods

was constructed for each of the 13 measurements. The biggest bias was observed
for LFM, BFM and OBH (Fig. 4). The differences in seven of the craniometric
measurements were entirely distributed in the LoA. Four of the measurements (CBL,
CH, FL, and UFH) had 23/24 or 95.8% of the differences falling within the limits.
The CL and OBH showed 22/24 or 91.7% of the differences distributed in the LoA.
The analysis of the data that left outside the intervals of agreement showed that
the outliers were produced completely random and there was not any relation to the
selectedmethods ofmeasuring or the personality of examiners. However, it should be
notices that this method of analysis is not very sensitive to one or two large outlying
differences and there is no need to be removed from the analysis [5].

The smallest width of the 95% LoA was established for the CL (1.78mm) and
the biggest one was observed for the OBB (5.04mm). The very wide LoA observed
for the LNB and OBB were due respectively to the bigger between-subject variance
and the bigger within-subject variance of the direct method. Most of the Bland-
Altman plots evidenced for an agreement between both measuring methods, except
for the LFM, BFM and OBH, because of the very big bias. However, only five
measurements had a width of the LoA less than 3mm (CL, CBL, LFM, CH and
OBH), which indicated quite wide LoA for the most measurements. A reason for
the wide LoA intervals in our study could be the small sample size. Besides, it has
been noticed that when the method is applied using replicated measurements, the
LoA intervals are wider compared to the variant with the means of each measuring
method [5].

4 Discussion

The reliability and accuracy of the digital measurements obtained on laser scanning
created 3Dmodels are key points at the time of an increasing usage of hand-held laser
scanners in paleoanthropology and forensic anthropology. Concerning the reliability
of the 3D laser scanning method, there have been established excellent results for
the linear craniometric measurements [22] as well as precise ones for the surface
area and volume measurements [26]. Our study is not an exception with almost
perfect intra- and inter-examiner reliability for nearly all digitally and directly taken
measurements, except for the OBH indicating moderate intra-examiner reliability
and fair inter-examiner agreement. The results obtained for this parameter could due
to the type of landmarks (Type III) defining this measurement as well as to the small
sample size. However, namely Type III landmarks have been reported to yield the
most precise coordinate data on 3D laser scanner models [25], as the measurements
between them have been found to be very consistent [23]. On the other hand, Type
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III landmarks have been established to be lowly reproducible according to a study
based on the coordinate landmarks data obtained by 3D digitizing [24]. Although, in
our study, exactly a measurement between these landmarks showed poor results on
the reliability, the other two measurements defined by the same type landmarks had
excellent ones. So it should be considered that the separate Type III landmarks and
the measurements defined by them could show varying reproducibility, depending
not only on the choice of the 3D technique but also on the choice of the landmarks,
and thus to lead to different results and conclusions.

According to the used inter-comparison technology, the accuracy of the cranial
measurements was found to differ to a varying degree. Because of the manual mea-
suring and the easier landmark identification directly on the real objects, the dry
skulls and their produced prototypes have shown least differences in their metrical
characteristics [23]. Comparing the digital technologies, the laser scans have pro-
videdmore accurate measurements compared to the CT ones, due to the interpolation
of the data between CT scan slices at the 3D rendering [23]. The 3D laser scanning
method has been reported to give a slightly lower reading compared to the conven-
tional measuring [22]. However, such a tendency has not been observed in other
studies [23, present study]. Our results showed that there were even a few digital
measurements such as LFM, BFM, and OBH, showing a systematic overestimation
of the direct measurements.

It worth noting that the providing of an accurate digital metrical analysis requires
a very good quality of the 3D models with well captured surface in the places of all
investigated landmarks. The suture-based landmarks (or Type I) have been reported
to be very problematic for identification on 3Dmodels, as themeasurements between
such landmarks have shown a greater variation in the measurement error [23]. In our
study, themeasurements with one or two Type I landmarks did not indicate consistent
big differences between both measuring methods, but some of themwere also highly
variable. As a whole, Type I landmarks have been reported to be more precisely
identified when they are collected with a digitizer than on 3D models [24, 25].

The landmark location has been suggested to be a major source of variability in
the measurements depending mostly on the human judgement [13]. This could be a
reason to some extent for the inaccuracy in the measuring of the BFM and OBH in
our study, whichwere described indefinitely as a largest diameter and a perpendicular
to some another measurement (i.e. include only Type III landmarks), and thus, the
personal assessment of the examiner is supposed to be a substantial factor. The lower
intra- and inter-examiner reliability observed for the OBH could cause to a certain
degree the inconsistency between both measuring methods, but this cannot be an
explanation in the case of the BFM. However, as we previously noticed there were
software caused difficulties in the landmark location for these measurements, so the
measuring differences could not be specified as only human dependent. It should
be also taken into account the big difference in the precision of the used measuring
techniques, although our results showed that all digital-direct differences with few
exceptions were within 2mm, which have been considered as an acceptable amount
of error in forensic anthropology [28].
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5 Conclusion

The ICCs indicated that digital and directly taken measurements were highly reliable
and reproducible, except for the OBH. Overall, almost all digital measurements
differed from the directly taken ones with less than 2mm and respectively 2/3 of
them differed with less than 1mm.

Based on the results of the Bland-Altman plots, most of the measurements
obtained by both measuring methods could be accepted as comparable, since the
majority of differences were within the LoA intervals. However, there were digital
measurements, particularly these with landmarks situated on bone margins, which
systematically overestimated the directly taken ones and should be considered with
more attention when it concerns to a 3D digital measuring method.
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Equivalence of Models of Freeze-Drying

Milena Veneva and William Lee

Abstract Freeze-drying is a preservation process, consisting of two main stages:
during the primary drying water is removed by sublimation; during the secondary
drying chemically bound water is removed by desorption. Two different models of
secondary drying are built. The first one consists of coupled heat and mass balances
equations, the second one uses a modified Richards equation. Using scale transfor-
mations derived from the PDEs and the BCs, the first model is nondimensionalized.
The model is further simplified by asymptotic reduction. It is proven that the reduced
model is equivalent to the model that uses the modified Richards equation if the par-
tial pressure of air is negligible compared to that of water vapor in the vials and in
the chamber of the freeze-drier. This result shows that there is an opportunity for
technology transfer, since solvers developed for modelling groundwater flows using
Richards equations can also be used to model the economically important problem
of freeze-drying.

1 Introduction

Freeze-drying, also known as lyophilization, is a dehydration process typically used
to preserve a perishable material or make the material more convenient for transport.
The process is also very popular in the food and pharmaceutical industries as a
process which removes water (chemically bound water, or solvents, as a whole)
from heat-sensitive products that will be damaged if a standard drying procedure is
used instead. Freeze-drying works by freezing the material (usually the product to be
dried is in vials) and then reducing the surrounding pressure to allow the frozen water
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in the material to sublimate directly from the solid phase to the gas phase. There are
four stages in the complete drying process: pretreatment, freezing, primary drying
and secondary drying.

1. Pretreatment—includes any method of treating the product prior to freezing.
Usually such methods are used when a theoretical knowledge of freeze-drying
of the particular product exists and thus the requirements of the process and the
product quality considerations are taken into account;

2. freezing—during this step it is important to cool the material below its triple
point—the lowest temperature atwhich the solid and liquid phases of thematerial
can coexist. This ensures that sublimation rather than melting will occur in the
following steps.Usually, the freezing temperatures are between−80 and−50 ◦C.
The freezing stage is themost critical in thewhole freeze-drying process, because
the product can be spoiled if this is improperly done;

3. primary drying—during this stage the pressure is lowered (to the range of a
few millibars), and enough heat is supplied to the material for the water to
sublimate. The amount of heat necessary can be calculated using the latent heat
of sublimation of water. In this initial drying phase about 95% of the water in the
material is sublimated. This phase may be slow (can be several days in industry),
because if too much heat is added, the material’s structure could be altered;

4. secondary drying—the aim of this stage of the process is to remove unfrozen
watermolecules, since the icewas removed in the primary drying phase. This part
of the freeze-drying process is governed by the material’s adsorption isotherms.
In this phase the temperature is raised higher than in the primary drying phase,
and can even be above 0 ◦C, to break any physico-chemical interactions that
have formed between the water molecules and the frozen material. Usually the
pressure is also lowered in this stage to encourage desorption (typically in the
range of microbars, or fractions of a pascal).

1.1 Why Are Mathematical Models Needed?

In the pharmaceutical industry freeze-drying is one of the most important, the most
expensive and time-consuming procedures. At the moment the control in the freeze-
drier is based on a recipe, which means that the times for primary and secondary
drying are set beforehand. This may lead to overdrying, decreasing of the quality of
the product or damaging of the product and hence, loss of time and money. This is
the reason why a control system based on taking measurements in the freeze-drier
during the process and thus determining the endpoints of both the primary and the
secondary drying is needed. One should have in mind that measurements inside the
vials are not allowed, because they may change or damage the product inside. In
order to be able to obtain the correlation between the conditions in the freeze-drier
and the desirable conditions in the vials, a mathematical model of freeze-drying is
needed. Moreover, this model should be simple enough to be suitable for real-time
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applications. As a result this model will also help for better understanding of the
dynamics and the physics of the process.

2 Secondary Drying

One can see a one-dimensionalmodel of the secondary drying stage in Fig. 1. It shows
a vial with height H , radius R and thickness of the wall w. After the end of primary
drying the sublimation front (the boundary between the already dried material and
the one that is still frozen) does not exist anymore and from a problem with a moving
boundary (Stefan problem) a problem for just one phase occurs. Having in mind
that the 2D-models are connected with a big amount of numerical computations that
require a lot of computer memory and have big computation time, is turns out that
one-dimensional models are better for the needs of the real-time applications. For
this reason in this paper one-dimensional models are going to be considered.

Fig. 1 Secondary drying
model
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2.1 First Model

In [1] is stated that secondary drying could bemodelled from the governing equations
used to describe the processes that occur in the dried layer during the primary drying
stage of freeze-drying, and the same boundary conditions as during primary drying.
The only difference is that some of the coefficients need to be changed. Having in
mind that fact and using the model of primary drying described in [2], in the case of
lack of air inside the vials and the chamber of the freeze-drier the following model
which describes the dynamics of the secondary drying stage of freeze-drying was
derived:

ρe cp,e
∂T

∂t
+ c(g)

p,w Nw
∂T

∂z
= ∂

∂z

(
ke

∂T

∂z

)
+ �Hv ρs

∂csw
∂t

; (1)

Mw γ

Run

∂

∂t

( pw
T

)
+ ∂Nw

∂z
= −ρs

∂csw
∂t

; (2)

Nw = − Mw

Run T
(d1 + d2 pw)

∂pw
∂z

; (3)

∂csw
∂t

= −rd csw, (4)

where: cp,e is the effective specific heat capacity for the dried layer, [cp,e] =
J kg−1 K−1; c(g)

p,w is the specific heat capacity for water vapor, [c(g)
p,w] = J kg−1 K−1;

csw is the concentration of bound water, [csw] = 1; d1 is the bulk diffusivity coef-
ficient, [d1] = m2 s−1; d2 is the bulk diffusivity coefficient, [d2] = m3 s kg−1; �Hv

is the latent heat of vaporization of bound water, [�Hv] = J kg−1; ke is the effec-
tive thermal conductivity for the dried layer, [ke] = Wm−1 K−1; Mw is the mole-
cular weight of water vapor, [Mw] = kgmol−1; Nw is the water vapor mass flux,
[Nw] = kgm−2 s−1; pw is the water vapor pressure, [pw] = Pa; rd is the rate con-
stant of desorption of bound water, [rd ] = s−1; Run is the universal gas constant,
[Run] = J K−1 mol−1; t is the temporal variable, [t] = s; T is the temperature in the
vial, [T ] = K; z is the spatial variable (along the height of the vial), [z] = m; γ is
the porosity of the matrix, [γ ] = 1; ρe is the effective density for the dried layer,
[ρe] = kgm−3; ρs is the density of the solid, [ρs] = kgm−3.

Equation (1) represents the conservation of heat inside the vial. It is a standard
transient energy equationwith conduction and convection heat transfer. Additionally,
a latent heat source due to the vaporization of bound water is introduced. The mass
transfer in the vial is modelled by the modified continuity equation (2). There, the
last term is the mass source from the vaporization of bound water. Equation (3)
expresses the water vapor mass flux using the sorption-sublimation model derived
from the dusty gas model. Finally, Eq. (4) is a model for the removal of bound water.

Initial conditions: at the beginning of secondary drying the temperature Tinit , the
water vapor pressure p0w, and the concentration of boundwater c

0
sw are known, where:

Tinit is the initial temperature in the vial, [Tinit ] = K; p0w is the initial water vapor
pressure, [p0w] = Pa; c0sw is the initial concentration of bound water, [c0sw] = 1.
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Boundary conditions on the top of the vial:

• radiation heat flux (Stefan-Boltzmann law):

− ke
∂T

∂z
= σ Fup (T 4 − T 4

up), z = H, (5)

where: Fup is the view factor for radiative heat transfer between the upper sur-
face of the dried product and the upper shelf, [Fup] = 1; H is the height of
the vial, [H ] = m; Tup is the temperature of the upper shelf, [Tup] = K; σ is
the Stefan-Boltzmann constant, [σ ] = J s−1 m−2 K−4;

• the water vapor pressure is known:

pw = constant, z = H. (6)

Boundary conditions at the bottom of the vial:

• Newton’s law of cooling:

ke
∂T

∂z
= Qv (T − Tsh), z = 0, (7)

where: Qv is the shelf ↔ vial heat transfer coefficient, [Qv] = kgK−1 s−3; Tsh is
the temperature of the shelf under the vial, [Tsh] = K;

• zero water vapor mass flux:
Nw = 0, z = 0. (8)

Themodel was nondimensionalized and asymptotically reduced. For the needs of the
nondimensionalization procedure scale transformations derived from the PDEs and
the BCs of the model were applied. Taking into account the nature of the secondary
drying process, a timescale for desorption was used. In the course of the asymptot-
ical reduction the terms which contain time derivatives in (1) and (2), and also the
convective term in (1) turned out to be small and were dropped from the reduced
model. As a result from these two procedures the following system was obtained (no
new notation for the dimensionless variables is going to be used):

∂2T

∂z2
= −∂csw

∂t
; (9)

∂Nw

∂z
= −∂csw

∂t
; (10)

Nw = −
(
1 + γw + ηw pw

γw

)
∂pw
∂z

; (11)

∂csw
∂t

= −csw, (12)
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where
γw = d1

pw(z=H) d2
;

ηw = pw(z=0)−pw(z=H)

pw(z=H)
.

2.2 Second Model—Modified Richards Equation

Another way of modelling secondary drying is using the Richards equation. It is
a non-linear partial differential equation which models the movement of liquid
water in unsaturated soils. It has three different forms: H -form (head-based), θ -
form (saturation-based) and a mixed one. Because of the fact that in the process
vapor water was considered, a modified version of the Richards equation was used.
Also, according to [3] the mixed form of the equation produces consistently superior
numerical results compared to analogous solutions based on the other two forms.
Because of this, the mixed formulation of the equation was used. Thus, the model
which was considered is the following (the boundary conditions imposed are similar
to the ones used in the first model):

∂θv

∂t
= −∂qv

∂z
+ S(H); (13)
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+ �Hv

∂θv

∂t
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∂z
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λ
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∂T
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)
− c(g)

p,w

∂qv T

∂z
− �Hv

∂qv
∂z

; (14)

qv = −Kvh
∂H

∂z
− Kvt

∂T

∂z
, (15)

where: cp,e is the effective specific heat capacity for the dried layer; c(g)
p,w is the

specific heat capacity for water vapor; H is the hydraulic head (in this model) and
the height of the vial (in the first model); �Hv is the latent heat of vaporization
of bound water; Kvh is the isothermal vapor hydraulic conductivity, [Kvh] = m s−1;
Kvt is the thermal vapor hydraulic conductivity, [Kvt ] = m2 K−1 s−1; qv is the water
vapor flux, [qv] = m s−1; S(H) is the source term; t is the temporal variable; T is
the temperature in the vial; z is the spatial variable (along the height of the vial); θv
is the water vapor content; λ is the coefficient of the apparent thermal conductivity,
[λ] = Wm−1 K−1; ρe is the effective density for the dried layer.

Equation (13) gives the water vapor flow as the sum of isothermal vapor flow (a
flow whose temperature remains constant) and thermal vapor flow (a flow whose
temperature is not constant). The total heat flux is defined as the sum of the con-
duction of sensible heat, convection of sensible heat and convection of latent heat of
vaporization, as shown in (14). Equation (15) represents the water vapor flux.
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3 Equivalence of the Models

It is going to be proven that themodel which contains themodified Richards equation
(the second model shown in this paper) is equivalent to the asymptotically reduced
first model which consists of coupled heat and mass transfer equations. For that
purpose the terms of the second model are going to be expressed as functions of the
terms of the first one. The water vapor content θv in the vial is equal to the change of
the water vapor mass flux. The source term S(H) is equal to the difference between
the amount of gasses which goes out from the vial and the ones which goes in plus
the water vapor flux. In the terms of the first model both of them are equal to the first
derivative of the water vapor mass flux with respect to the spatial variable = ∂Nw

∂z .
The hydraulic head is just another way to measure pressure, so H is equivalent to
pw. Thus, Eq. (13) could be rewritten in the following form:

∂

∂t

(
∂Nw
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)
= ∂
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(
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+ Kvt
∂T

∂z
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+ ∂Nw

∂z

= ∂

∂z

(
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∂pw
∂z

)
+ Kvt

∂2T

∂z2
+ ∂Nw

∂z
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Substituting with (9), (10) and (12) into (16), it follows that:

∂csw
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= ∂

∂z
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Kvh
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− Kvt
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− ∂csw
∂t

⇔
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Kvh

∂pw
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)
. (17)

Differentiating (11) once with respect to z and using (10), the following equation
was obtained:

∂csw
∂t

= ∂

∂z

[(
1 + γw + ηw pw

γw

)
∂pw
∂z

]
. (18)

Since the process is governed by the material’s adsorption isotherms, the thermal
vapor hydraulic conductivity in (17) could be taken to be zero. Comparing (17) to
(18), it yields:

Kvh = 2

(
1 + γw + ηw pw

γw

)
. (19)

During the asymptotic reduction of the firstmodel itwas found that the time derivative
of the temperature and the convection do not play sufficient role and so these terms
in (14) (the first and the fourth) could be neglected. Hence (using (9), (10), (12) and
(13)):
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�Hv
∂θv

∂t
= λ

ρe

∂2T

∂z2
+ �Hv

(
∂θv

∂t
− S(H)

)
⇔

λ

ρe

∂2T

∂z2
= �Hv S(H). (20)

Having in mind that the source term is equal to the first derivative of the water vapor
mass flux with respect to the spatial variable and using (10), it follows that (14) is
exactly the same as (9). Thus, the equivalence of the models was proven.

4 Discussions and Conclusions

Two different models of secondary drying were built. Using some numerical
approaches the first one was simplified. Despite the different motivations of the
two models, it was shown that they are equivalent. A very good agreement with the
results on the matter of secondary drying that exist in the literature was achieved.
Since there are numerical methods and scientific software for solving the Richards
equation, e.g. HYDRUS [4], the equivalence means that they can be used for obtain-
ing a solution of secondary drying problems. On the other hand, the very simple
nature of the two models makes them absolutely convenient to be introduced in the
industry manufacturing for the purposes of real-time applications, e.g. soft sensors
PAT (Process Analytical Technology) [5]. The models will improve the production,
replacing the recipe controlled process with a process controlled in real time.
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Comparing Bézier Curves and Surfaces
for Coincidence

Krassimira Vlachkova

Abstract It is known that Bézier curves and surfaces may have multiple repre-
sentations by different control polygons. The polygons may have different number
of control points and may even be disjoint. This phenomenon causes difficulties in
variety of applications where it is important to recognize cases where different repre-
sentations define same curve (surface) or partially coincident curves (surfaces). The
problem of finding whether two arbitrary parametric polynomial curves are the same
has been addressed in Pekerman et al. (Are two curves the same? Comput.-Aided
Geom. Des. Appl. 2(1–4):85–94, 2005). There the curves are reduced into canonical
irreducible forms using the monomial basis, then they are compared and their shared
domains, if any, are identified. Here we present an alternative geometric algorithm
based on subdivision that compares two input control polygons and reports the coin-
cidences between the corresponding Bézier curves if they are present. We generalize
the algorithm for tensor product Bézier surfaces. The algorithms are implemented
and tested using Mathematica package. The experimental results are presented.

1 Introduction

Comparing Bézier curves and surfaces for coincidence is an important problem in
computer-aided design (CAD) which arises in various applications. Suppose we are
given the control polygons of two curves (surfaces) which are obtained by differ-
ent sources, e.g. they can be generated by different software packages. The curves
(surfaces) have to be stitched together to obtain a new curve (surface) which is con-
tinuous. It is possible that the two control polygons may have different number of
control points and may even be disjoint but nevertheless they represent same curve
(surface), see Fig. 2. Therefore it is important to find out whether the control poly-
gons represent same curve (surface) and in this case to determine the coincident
part of the two curves (surfaces). By coincident curves (surfaces) we mean that they
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occupy the same locus of points in R
3, i.e. they are geometrically equivalent as

defined by Denker and Heron [4]. A shared domain of two curves (surfaces) with
same parametrization is the intersection of their domains of definition.

Different representations of a parametric polynomial curve occur if it has been
degree elevated and/or reparameterized by a composition with a polynomial. While
the degree elevation is comparatively easy to be detected, it is usually hard to find
out whether the curve has undergone polynomial composition. Decomposition of
polynomials is a classical problem in computer algebra. The first algorithm for poly-
nomial decomposition was proposed by Barton and Zippel [1, 2]. An alternative
decomposition algorithm was proposed by Kozen and Landau [6]. Later, it has been
improved by von zurGathen [5]. Today polynomial decomposition is a standard built-
in function in the computer algebra systems asMaple (the function compoly),Matlab
(the function polylib:decompose), Mathematica (the function Decompose). The
applied algorithms are known for some of these systems. For example,Matlab applies
Barton and Zippel’s algorithm [2]. Currently, Mathematica does not disclose such
information to the public.

A curve is irreducible if it is not a result of a polynomial composition and has
not been degree elevated. Sánchez-Reyes [8] has showed uniqueness of the control
points (up to reverse order) of an irreducible Bézier curve of arbitrary degree. He
pointed out that this result is a straightforward consequence of a previous and more
general result by Berry and Patterson [3] for rational Bézier curves. The uniqueness
of the control points for cubic curves has also been studied by Wang et al. [10].

The problem of finding whether two arbitrary polynomial curves are the same has
been considered by Pekerman et al. [7] where an algorithm for a polynomial decom-
position is proposed and used. The authors do not compare the algorithm to any of the
previously known algorithms as [1, 2, 5, 6]. They point out that the computations can
be done efficiently since the degree of the polynomial to be decomposed is usually
low for practical purposes. In [7] the curves are reduced into canonical irreducible
forms, then they are compared and their shared domain, if any, is identified.

Here we present an alternative geometric algorithm for comparing Bézier curves
for coincidence. Our algorithm works in two phases. In the first phase the control
polygons are tested for reducibility. We adopt a set of routines from Mathematica
package and transform the control polygons to an irreducible form which is unique
as shown in [8]. In the second phase the obtained irreducible control polygons are
checked for coincidences. We use a new geometric approach based on subdivision.
In this approach the usage of a monomial basis and consequent conversion into
canonical form are avoided. In addition, simple geometric conditions for checking
whether two control polygons define different irreducible curves are obtained. Given
two irreducible Bézier curves our Algorithm 1 reports whether they are different,
disjoint, or coincident and in that case reports the control points of the coincident
part.

We generalize Algorithm 1 for the case of tensor product Bézier surfaces. Since
computer algebra systems currently do not support bivariate polynomial decompo-
sition, our aim was to reduce the problem for surfaces to the problem for curves.
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We prove in Theorem 1 that two irreducible tensor product Bézier surfaces of
same degree coincide if and only if their control polygons coincide (up to different
enumeration of the control points). Given two irreducible tensor product Bézier
curves of same degree (m, n) our Algorithm 2 reports whether they are different,
disjoint, or coincident and in that case reports the control points of the coincident
part. Coincidences also can occur in the case where the degrees of the two irreducible
surfaces are (n, m) and (n + m, n + m), respectively. Our algorithm doesn’t cover
this case.

We implemented and tested our algorithms using Mathematica package. Real
examples illustrating our presentation are included.

The paper is organized as follows. In Sect. 2 we consider the problem for Bézier
curves and propose Algorithm 1 based on subdivision that reports two irreducible
Bézier curves as different, disjoint, or coincident. In case of coincidence Algorithm 1
reports the control points of the coincident part. Theproblem for tensor productBézier
surfaces is considered in Sect. 3 andAlgorithm2 that compares two irreducible tensor
product Bézier surfaces of same degree for coincidence is proposed. Algorithm 2
reports these surfaces as different, disjoint, or coincident and in that case reports the
control points of the coincident part.

2 Coincidence of Bézier Curves

In this section we present an algorithm based on subdivision for comparing Bézier
curves for coincidence. Our algorithm takes as input two irreducible Bézier curves of
same degree b1(t), t ∈ [0, 1], and b2(u), u ∈ [0, 1], and reports if they are different.
If not the algorithm reports them as disjoint or coincident. In the case of coincidence
the algorithm reports the control points of their coincident part.

Let b(t) = ∑m
i=0 bi Bm

i (t), where bi , i = 0, . . . , m, are points in R
3 and Bm

i (t)
are the Bernstein polynomials defined for 0 ≤ t ≤ 1 by Bm

i (t) := (m
i

)
t i (1 − t)m−i ,

where
(m

i

)
for 0 ≤ i ≤ m are the binomial coefficients. We assume that

(m
i

) = 0 if
i < 0 or i > m.

The curve b is degree elevated if and only if Δmb0 = 0, where Δr is the for-
ward finite difference of order r , r ≥ 1, defined recursively by Δ0bi = bi , Δr bi =
Δr−1bi+1 − Δr−1bi . We note thatΔmb0 is the coefficient of tm in the canonical form
of b(t). If b has been degree elevated then the control points b̂i of the degree reduced
curve are computed recursively as

b̂i = m

m − i
bi − i

m − i
b̂i−1, i = 0, . . . , m − 1.

In order to check b for a composition by a polynomial we use the built-in function
Decompose inMathematica. This function returns the decomposed curve b̃(t) in its
canonical form b̃(t) = ∑m1

i=0 ai t i , where m1 ≤ m, ai ∈ R
3. Then the control points

of b̃(t) are
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Fig. 1 Curve b2 with control
points pi , i = 1, . . . , n is
obtained from curve b1 with
control points bi ,
i = 1, . . . , n, by subdivision
at a and b, where a, b ∈ R

b̃i =
i∑

j=0

(i
j

)

(m1

j

)a j , i = 0, . . . , m1.

Degree elevation and decomposition are non-commutative operations, as pointed
out in [7]. Hence, in order to check the Bézier curve b for irreducibility we have to
perform alternate check for degree elevation and decomposition while both attempts
fail. Finally, we obtain the control points pi , i = 0, . . . , n of the irreducible form of
b and we store the last two finite differencesΔn−1b0 andΔnb0. Note thatΔnb0 �= 0.

Letb1(t) = ∑n
i=0 bi Bn

i (t), t ∈ [0, 1], andb2(u) = ∑n
i=0 pi Bn

i (u),u ∈ [0, 1],n ∈
N, n ≥ 2, be two irreducible Bézier curves such that their control polygons do not
coincide. Our aim is to check out whether b1 and b2 represent same curve and in
this case to find their coincident part, if any. Suppose that b1 and b2 represent same
curve. Then we can consider one of them, say b2, as obtained from b1 by subdivision
at two parameters a and b, a, b ∈ R, see Fig. 1. Hence, b2 is defined in the interval
with endpoints a and b which are uniquely defined. This interval is an image of the
interval [0, 1] by the affine map t = (b − a)u + a, 0 ≤ u ≤ 1. We have

n∑

i=0

pi Bn
i (u) =

n∑

i=0

bi Bn
i ((b − a)u + a), 0 ≤ u ≤ 1. (1)

Next, we express a and b in terms of the control points pi , bi , i = 0, . . . , n. We
differentiate n − 1 times both sides of (1). The derivative of order n − 1 is obtained
by applying consecutively n − 1 finite differences and one evaluation by de Casteljau
algorithm. We have

n!
n−(n−1)∑

i=0

Δn−1pi Bn−(n−1)
i (u) = n!(b − a)n−1

n−(n−1)∑

i=0

Δn−1bi Bn−(n−1)
i ((b − a)u + a).

(2)

Hence, from (2) we have

(1 − u)Δn−1p0 + uΔn−1p1 = (b − a)n−1
(
(1 − a − (b − a)u)Δn−1b0

+(a + (b − a)u)Δn−1b1
)
.

(3)
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For the derivatives of order n in both sides of (1) we obtain

Δnp0 = (b − a)nΔnb0. (4)

From (4) we have b − a = n
√|Δnp0|/|Δnb0| for n odd, and b − a =

± n
√|Δnp0|/|Δnb0| for n even. Note that we have stored in advance Δn−1p0, Δnp0,

Δn−1b0, Δnb0 while performing check for degree elevation and we have Δnp0 �= 0
and Δnb0 �= 0.

We have from (3) for u = 0 and u = 1, respectively

Δn−1p0 = (b − a)n−1
(
(1 − a)Δn−1b0 + aΔn−1b1

)
, (5)

Δn−1p1 = (b − a)n−1
(
(1 − b)Δn−1b0 + bΔn−1b1

)
. (6)

Then we compute

A = Δn−1p0

(b − a)n−1
− Δn−1b0, B = Δn−1p1

(b − a)n−1
− Δn−1b0 = A + Δnp0

(b − a)n−1
.

(7)
From (5) and (6) we obtain

aΔnb0 = A, bΔnb0 = B. (8)

In the case where n is even there are two possibilities for A and B in (8) but only one
of them is correct. For the other possibility there exist no a and b that satisfy (8).

We note that in the case where a, b /∈ [0, 1] it is better to subdivide b2 instead of
b1 to avoid extrapolation which is not numerically stable for large parameter values.

The geometric meaning of (4) and (8) is that the four vectors Δnb0, Δnp0, A, and
B are collinear. The corresponding coefficients of proportion are (b − a)n in (4), a
and b in (8). Another interpretation of the geometric meaning of the parameters a
and b was proposed by Sánchez-Reyes in [9].

The next lemma provides simple sufficient geometric conditions for two irre-
ducible Bézier curves to be different.

Lemma 1 The irreducible Bézier curves b1 and b2 are different if any of the next
three statements is true.

(i) Δnb0 and Δnp0 are not collinear;
(ii) n is even and Δnb0 and Δnp0 have opposite directions;
(ii) Δnb0 is collinear with at most one of A and B defined by (7).

Proof Statements (i) and (ii) follows from (4). Statement (iii) follows from (8). �

Next, we propose Algorithm 1 for comparing two irreducible Bézier curves for
coincidence.
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Algorithm 1 Comparison for Coincidence of two Irreducible Bézier Curves
Input: Irreducible Bézier curves b1 and b2 represented by their control points

{bi }n
i=0, {pi }n

i=0, respectively; Δ
n−1b0, Δnb0; Δn−1p0, Δnp0.

Output: (i) b1 and b2 are different;
(ii) b1 and b2 are disjoint;
(iii) b1 and b2 have coincident part b̄. Report the control points of b̄.

Step 1. if Δnb0 and Δnp0 are not collinear
then output (i) and stop;

else if n is even and Δnb0 and Δnp0 have opposite directions
then output (i) and stop;

else compute l = n
√|Δnp0|/|Δnb0|, A = Δn−1p0/ ln−1 − Δn−1b0,

B = A + Δnp0/ ln−1

end if
end if

Step 2. if both A and B are collinear to Δnb0
then go to Step 4;

else if n is odd
then output (i) and stop;

else compute A1 = −A − 2Δn−1b0 and B1 = −B − 2Δn−1b0
end if

end if
Step 3. if Δnb0 is collinear with at most one of A1 and B1

then output (i) and stop;
else go to Step 4

end if
Step 4. Compute a and b such that aΔnb0 = A, bΔnb0 = B.
Step 5. Subdivide b1 at a and b and compare the obtained control points to pi , i = 0, . . . , n.

if there are at least two corresponding non-coincident control points
then output (i) and stop;

else compute the intersection I of [0, 1] with the interval with endpoints a and b.
end if
if I = ∅ then output (ii) and stop;

else output (iii) with the control points computed in Step 5 and stop
end if

In Example 1 the curves b1 and b2 are compared for coincidence using
Algorithm 1.

Example 1 The control points of the curve b1 of degree 4 and b2 of degree 8 are
shown in Table1. The curve b1 is irreducible. After decomposition we obtain that b2

is a result of a composition by the polynomial t2 + t of the curve

b(t) = ( − 1 + 12t − 30t2 + 24.8t3 − 4.6t4,−1 + 4.8t − 4.2t2 − 0.4t3 − 0.1t4
)
.

The irreducible form of b2 has degree n = 4, its control points are shown in Table1
and the control polygons of both forms ofb2 are shown in Fig. 2. The control polygons
of the irreducible curves b1 and b2 are shown in Fig. 3a. By applying Algorithm 1 we
obtain that b2 is a result of subdivision of b1 at a = −0.05 and b = 0.4. The control
points of the coincident part b̄ of b1 and b2 are shown in Table1. The curve b̄ and
its control polygon are shown in Fig. 3b.
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Table 1 Comparison of Bézier curves b1 and b2 for coincidence

b1 b2 Irreducible b2 Coincident part b̄

(−1,−1) (−1.67813,−1.25045) (−1.67813,−1.25045) (−1,−1)

(2, 0.2) (−1.06849,−1.04105) (0.030555,−0.663532) (0.2,−0.52)

(0, 0.7) (−0.513367,−0.822876) (0.59886,−0.21639) (0.6,−0.152)

(−0.8, 0.4) (−0.0474957,−0.602289) (0.61272, 0.08232) (0.5968, 0.0976)

(1.2,−0.9) (0.300317,−0.386845) (0.46944, 0.21984) (0.46944, 0.21984)

(0.513146,−0.18546)

(0.59217,−0.0086048)

(0.5616, 0.131384)

(0.469442, 0.219838)

Fig. 2 The control polygons of curve b2 and its irreducible form. The corresponding control points
are shown in Table1

(a) (b)

Fig. 3 a Curve b and the control polygons of the irreducible form of b1 and b2; b Curve b and the
control polygon of the coincident part b̄ of b1 and b2

3 Coincidence of Tensor Product Bézier Surfaces

In this section we present an algorithm for comparing tensor product Bézier sur-
faces for coincidence. Our algorithm takes as input two irreducible tensor prod-
uct Bézier surfaces of same degree b1(s, t), (s, t) ∈ [0, 1] × [0, 1], and b2(u, v),
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(u, v) ∈ [0, 1] × [0, 1], and reports if they are different. If not then the algorithm
reports them as disjoint or coincident. In the case of coincidence the algorithm reports
the control points of their coincident part.

We start with a definition of irreducibility of tensor product Bézier surface which
is consistent with the analogous definition for Bézier curve.

Definition 1 The tensor product Bézier surface b(u, v) = ∑n
i=0

∑m
j=0 bi j Bn

i (u)

Bm
j (v), 0 ≤ u ≤ 1, 0 ≤ v ≤ 1, m, n ∈ N, is irreducible if the curves c1j (u) with

control points {bi j }n
i=0, j = 0, . . . , m, and c2i (v) with control points {bi j }m

j=0, i =
0, . . . , n, are irreducible.

Next, we prove a theorem that provides necessary and sufficient condition for
coincidence of two irreducible tensor product Bézier surfaces.

Theorem 1 Let b1(s, t) = ∑n
i=0

∑m
j=0 bi j Bn

i (s)Bm
j (t) defined for (s, t) ∈ [0, 1] ×

[0, 1], and b2(u, v) = ∑n
i=0

∑m
j=0 pi j Bn

i (u)Bm
j (v) defined for (u, v) ∈ [0, 1] ×

[0, 1], be irreducible Bézier surfaces. Then b1 and b2 coincide if and only if their
control polygons coincide (up to different enumeration of the control points).

Proof ⇒ Suppose that m �= n. Since b1 and b2 coincide then there exist smooth
functions s = ϕ(u, v) and t = ψ(u, v) such that b1(ϕ(u, v), ψ(u, v)) ≡ b2(u, v)

and the boundaries of b1 and b2 coincide. Suppose that b00 ≡ p00. Hence, b1(s, 0)
coincides with b2(u, 0). Therefore b1(ϕ(u, 0), ψ(u, 0)) ≡ b2(u, 0) for 0 ≤ u ≤ 1
and since both curves are irreducible it follows

ϕ(u, 0) = u, ψ(u, 0) = 0. (9)

Moreover, b1(ϕ(0, v), ψ(0, v)) ≡ b2(0, v) for 0 ≤ v ≤ 1, thus

ϕ(0, v) = 0, ψ(0, v) = v. (10)

We expand ϕ and ψ as Taylor series,

ϕ(u, v) =
∞∑

i=0

∞∑

j=0

αi j u
iv j , ψ(u, v) =

∞∑

i=0

∞∑

j=0

βi j u
iv j .

From (9) and (10) it follows ϕ(u, v) = u + ∑∞
i=1

∑∞
j=1 αi j uiv j and ψ(u, v) = v +

∑∞
i=1

∑∞
j=1 βi j uiv j . Therefore,

b1(ϕ(u, v), ψ(u, v)) =
n∑

i=0

m∑

j=0

bi j Bn
i

(
u +

∞∑

i=1

∞∑

j=1

αi j u
iv j )Bm

j

(
v +

∞∑

i=1

∞∑

j=1

βi j u
iv j ).

(11)

Suppose that ϕ(u, v) �= u. Then there exists αi j �= 0 for some i, j , 1 ≤ i, j < ∞.
Hence
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deg
( ∞∑

i=1

∞∑

j=1

αi j u
iv j

) ≥ 2 ⇒ deg
(
Bn

i (u + · · · ) ≥ 2n.

Weobtain that the degree of the polynomial in the right hand side in (11) is≥ 2n + m
which is not possible since b1 has degree n + m. Therefore ϕ(u, v) = u. Similarly
we obtain ψ(u, v) = v and hence b1(u, v) ≡ b2(u, v).

The other possibilities for the boundaries are treated analogously. In the casewhere
b00 = pn0 we obtain ϕ(u, v) = 1 − u, ψ(u, v) = v, and b1(1 − u, v) = b2(u, v). If
b00 = p0m then b1(u, 1 − v) = b2(u, v), and if b00 = pnm then b1(1 − u, 1 − v) =
b2(u, v). In the case where m = n there are four more possibilities:

b00 = p00, bn0 = p0m ⇒ b1(v, u) = b2(u, v),

b00 = pn0, bn0 = pnm ⇒ b1(1 − v, u) = b2(u, v),

b00 = p0m, bn0 = p00 ⇒ b1(v, 1 − u) = b2(u, v),

b00 = pnm, bn0 = pn0 ⇒ b1(1 − v, 1 − u) = b2(u, v).

In all cases the control polygons of b1 and b2 coincide up to different enumeration
of the control points.

⇐ Straightforward �

Next, we propose Algorithm 2 that compares for coincidence two irreducible tensor
productBézier surfaces of degree (n, m). InExample 2 tensor productBézier surfaces
b1 and b2 are compared for coincidence using Algorithm 2.

Example 2 The control points of the irreducible tensor product Bézier surfaces b1

and b2 of degree (2, 3) are shown in Table2. The two surfaces and their control
polygons are shown inFig. 4a, b, respectively. InFig. 5a,b1 andb2 are shown together.

Table 2 Comparison of the irreducible tensor product Bézier surfaces b1 and b2 for coincidence

b1 (0, 0, 0) (0, 0.7,−0.5) (0, 2, −0.8)

(1, 0, 1) (1, 1, 0) (1, 1, 1)

(2, 0, 0.75) (2, 1, 1.2) (2, 2, 0.75)

(3, −1, 0.15) (3, 1, 0.4) (3, 2, 0.2)

b2 (−1/2, 0.223122,−0.663304) (−1/2, 0.685108,−0.814381) (−1/2, 1.70446,−1.34961)

(1/6, 0.253472, 0.0865162) (1/6, 0.716898,−0.317969) (1/6, 1.14913,−0.292144)

(5/6, 0.322917, 0.517303) (5/6, 0.799306, 0.259462) (5/6, 1.1651, 0.332682)

(3/2, 0.225694, 0.606424) (3/2, 0.81875, 0.504948) (3/2, 1.26719, 0.533203)

b̄ (0, 0.25,−0.161111) (0, 0.716667,−0.433333) (0, 1.3875,−0.6375)

(1/2, 0.277778, 0.280556) (1/2, 0.754167,−0.05) (1/2, 1.1625,−0.00625)

(1, 0.298611, 0.539583) (1, 0.804167, 0.320833) (1, 1.19062, 0.382812)

(3/2, 0.225694, 0.606424) (3/2, 0.81875, 0.504948) (3/2, 1.26719, 0.533203)
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Algorithm 2 Comparison for Coincidence of two Irreducible Tensor Product Bézier
Surfaces
Input: Irreducible Bézier surfaces b1 and b2 represented by their control points

{bi j }n,m
i=0, j=0, {pi j }n,m

i=0, j=0, respectively
Output: (i) b1 and b2 are different;

(ii) b1 and b2 are disjoint;
(iii) b1 and b2 have coincident part b̄. Report the control points of b̄.

Step 1. Set M0 := [0, 1].
for j = 0, . . . , m apply Algorithm 1 to curves c1j and c2j with control points
{bi j }n

i=0 and {pi j }n
i=0, respectively.

if c1j and c2j are different
then output (i) and stop;

else find the corresponding coincidence interval I j and set M j+1 = M j ∩ I j
end if

end for
Step 2. if Mm+1 := [a, b] �= ∅

then for j = 0, . . . , m subdivide c1j and c2j at a and b. Use the same notation
for the new control points end for;

else go to Step 3
end if

Step 3. Set N0 := [0, 1].
for i = 0, . . . , n apply Algorithm 1 to curves c̄1i and c̄2i with control points
{bi j }m

j=0 and {pi j }m
j=0, respectively.

if c̄1i and c̄2i are different
then output (i) and stop;

else find the corresponding coincidence interval Ji and set Ni+1 = Ni ∩ Ji
end if

end for
Step 4. if Nn+1 := [c, d] �= ∅

then for i = 0, . . . , n subdivide c̄1i at c and d
end for

output (iii) and stop;
else output (ii) and stop

end if

(a)

(b)

Fig. 4 The irreducible tensor product Bézier surfaces b1 and b2 of degree (2, 3) with their control
polygons: a surface b1; b surface b2. The corresponding control points are shown in Table2



Comparing Bézier Curves and Surfaces for Coincidence 249

(a)
(b)

Fig. 5 aThe irreducible tensor product Bézier surfacesb1 andb2 fromExample 2;bThe coincident
part b̄ of b1 and b2 and its control polygon. The corresponding control points are shown in Table2

Their coincident part b̄ with its control polygon is shown in Fig. 5b. This surface is
obtained by subdivision of b1 in direction u at a = 0, b = 1/2 and direction v at
c = 1/6, d = 3/4. The corresponding control points are shown in Table2.

4 Conclusion

In this paper we present a new geometric algorithm based on subdivision that com-
pares irreducible Bézier curves for coincidence and reports their coincident part if it
is present. We generalize the algorithm to pairs of irreducible tensor product Bézier
surfaces of degree (n, m), m, n ∈ N. We believe that our approach can be success-
fully applied to the open problem for comparing pairs of irreducible tensor product
Bézier surfaces of degree (n, m) and (n + m, n + m), respectively. Another task for
future research is to develop and implement an algorithm for comparing triangular
Bézier surfaces for coincidence.
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Spectral Theory of sl(3,C) Auxiliary
Linear Problem with Z2 × Z2 × Z2
Reduction of Mikhailov Type

A.B. Yanovski

Abstract We consider an auxiliary system LS±1 , see (1) below, used recently as
L operator in a Lax pair for some soliton equations. LS±1 could be regarded as
a generalization of a pole gauge Generalized Zakharov-Shabat system on sl(3,C)

on the whole real axis involving rational dependence on the spectral parameter.
We consider the system on the condition that its ‘potentials’ u(x) and v(x) tend
sufficiently fast to constant values u0, v0 when x → ±∞ in the general situation
when both u0, v0 �= 0. We show that in this case the spectral theory for LS±1 should
be considered on a suitable Riemann surface and discuss the symmetry properties of
the fundamental analytic solutions to LS±1ψ = 0.

1 Introduction

Let us introduce the auxiliary system, which attracted attention recently [7, 8]:

LS±1ψ = (i∂x + λS1(x) + λ−1S−1(x))ψ = 0. (1)

In the above S1(x) and S−1(x) are 3 × 3 traceless matrix functions. In addition, it is
assumed that the set of the fundamental solutions of LS±1ψ = 0 is invariant under a
group generated by the following transformations:

g0(ψ)(x, ρ) = [
ψ(x, ρ∗)†

]−1

g1(ψ)(x, ρ) = H1ψ(x,−λ)H1, H1 = diag (−1, 1, 1)
g2(ψ)(x, ρ) = H2ψ(x, 1

λ
)H2, H2 = diag (1,−1, 1).

(2)

where diag (a1, a2, a3) denotes a diagonal matrix with diagonal elements a1, a2, a3,
∗ denotes complex conjugation and † stands for Hermitian conjugation. The above
elements define a Mikhailov Reduction Group, [11, 12], and since g2i is equal to
identity the group is isomorphic to Z2 × Z2 × Z2. Imposing reduction group forces
S−1 to be equal to H2S1H2 and S1 to be of the form

A.B. Yanovski (B)
University of Cape Town, Cape Town, Rondebosch 7700, South Africa
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S1 =
⎛

⎝
0 u(x) v(x)

u∗(x) 0 0
v∗(x) 0 0

⎞

⎠ (3)

where u(x) and v(x) are complex-valued functions (‘potentials’) defined on the
real line. Also, it is assumed that |u(x)|2 + |v(x)|2 = 1. One can show that this
condition ensures that the values of S1(x) and S−1 will be in the orbit of the element
J0 = diag (1, 0,−1) with respect to the adjoint action of the group SU (3) in isu(3).
The requirement is motivated by the fact that in this case the L-operator LS1 =
i∂x + λS1(x) could be regarded as a generalization of a pole gauge Generalized
Zakharov-Shabat system on sl(3,C) which permits to develop the whole theory for
LS1 using cases already studied [14]. We consider the system LS±1 on the condition
that u(x) and v(x) tend sufficiently fast to constant values u0, v0 when x → ±∞
in the non-degenerate case, that is, when both u0, v0 �= 0. The study of the spectral
theory of this system (that is the study of its fundamental solutions and how the
reductions (2) affect them) has been started in [9] where the degenerate cases u0 = 0
and v0 = 0 have been considered. In order to study the non-degenerate case one
must consider some analytic continuation of the function μ defining the exponent
of the asymptotic of the fundamental solutions (FAS), see below. We exploited the
idea of making cuts and select a regular branch of μ but it seems that this leads to
some difficulties later, so now we explore another route. We are trying to formulate
everything—fundamental solutions, scattering data, etc. in the terms of the Riemann
surface that corresponds to the analytic continuation of μ. We believe that such
formulation is free from the flaws that involve selecting regular branches and will be
more useful in the future.

2 Rational GMV. Spectral Theory

We would like to now to develop the spectral theory of the problem LS±1ψ = 0 that
we introduced in (1) with boundary conditions

lim
x→±∞ u(x) = u0, lim

x→±∞ v(x) = v0. (4)

Naturally, |u0|2 + |v0|2 = 1.

2.1 Asymptotic Behavior of the Fundamental Solutions

For the purposes of the Inverse Scattering Method it is essential to study the Fun-
damental Analytic Solutions (FAS) of the system that we are interested in. We shall
write down later the integral equations that will give us the FAS but now we discuss
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their asymptotic behavior.We expect thatwhen x → ±∞ the solutions of LS±1ψ = 0
will behave as (exp iJ (λ)x)A where A = A(λ) is a matrix that does not depend on
x and

J (λ) = (λS1 + λ−1S−1)|u=u0,v=v0 . (5)

It is not hard to find that J (λ) has eigenvalues μ0 = 0, μ± = ±μ where

μ =
√
2(|v0|2 − |u0|2) + (λ2 + λ−2). (6)

Of course, since |u0|2 + |v0|2 = 1 one can cast μ in the following equivalent forms:

μ =
√
4|v0|2 + (λ − λ−1)2 =

√
−4|u0|2 + (λ + λ−1)2. (7)

Hence J (λ) is diagonalizable and there is a constant matrix C (depending of course
on u0 and v0 and λ and μ) such that

C−1 J (λ)C = μdiag (1, 0,−1) = μJ0
J0 = diag (1, 0,−1).

(8)

Denote

F(λ) =
√

(|v0|2 − |u0|2) + 1

2
(λ2 + λ−2). (9)

Naturally, μ = √
2F(λ) where by F is denoted one of the branches of the square

root of the function

f (λ) = (|v0|2 − |u0|2) + 1

2
(λ2 + λ−2).

f (λ) is defined in the punctured plane C
∗ = C \ {0} and is a composition of

the functions w = g(λ) = λ2, h(w) = 1
2 (w + w−1) and the shift s(z) = z + a, a =

|v0|2 − |u0|2. In case of boundary conditions in general position it has poles of order
2 at λ = 0 and λ = ∞ and simple zeros at the four points z1, z2, z3, z4:

z1 = |u0| + i|v0|, z2 = −|u0| + i|v0|, z3 = −|u0| − i|v0|, z2 = |u0| − i|v0|. (10)

The four zeros degenerate into two in case either u0 or v0 equals zero. (Into ±1 in
case v0 = 0 and into ±i in case u0 = 0). All the zeros lie on the unit circle S

1 =
{λ : |λ| = 1}. Since the function f (λ) is invariant under the involutions mapping the
Riemann sphere into itself:

ϕ1(λ) = λ∗, ϕ2(λ) = −λ, ϕ3(λ) = λ−1, (11)

the set of zeros is also invariant under these involutions. As mentioned, in this article
we consider the general position case, u0 �= 0, v0 �= 0. If one separates the plane into
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simply connected regions such that in each of them the function f (λ) does not have
zeros, then in each of them there will be exactly two branches of the square root
of f (λ) = s ◦ h ◦ g(λ) and hence of μ. Alternatively, one can consider the analytic
continuation of the square root, making some cuts in order to obtain regular branches,
as it has been done in our work [15]. Here however we shall try to adopt another
view, we shall try to formulate everything on the Riemann surface Y related to the
above analytic continuation. Let

r(λ) = 2(|v0|2 − |u0|2) + (λ2 + λ−2)

which is analytic everywhere with the exception of λ = 0 where it has a pole of order
2. It is equal to zero at the points zi , i = 1, 2, 3, 4 (the branch points) so it can be
written as

r(λ) = λ−2(λ − z1)(λ − z2)(λ − z3)(λ − z4).

The function r(λ) could be considered as an analytic function on the Riemann
sphere P

1 with values in P
1 (r(0) = ∞ and r(∞) = ∞). Denote by M (P1) the

field of meromorphic functions over P1 and as usual by M (P1)[T ] the ring of
polynomials in T with coefficients in M (P1). Consider the polynomial P(T ) =
T 2 − r(λ). The function r(λ) is written as λ−2 p4(λ) where p4(λ) is polynomial
of degree 4 with simple zeros so P(T ) is irreducible over M (P1). Then ac-
cording to [3], Proposition 8.9, the polynomial P(T ) defines a two-fold covering
(Y, p,P1) of P1 and a meromorphic function F on Y such that (p∗P)(F) = 0.
Here Y is a compact Riemann surface, p is proper holomorphic 2-fold cover-
ing map. The covering is unique up to fiber preserving bi-holomorphic maps, in
other words if (Y1, p1,P1) and F1 are a covering and a meromorphic function with
the same properties as (Y, p,P1) and F then there exists unique fiber-preserving
map σ : Y1 �→ Y such that σ ∗F = F1. Thus the covering is unique if one requires
that F obeys a normalization F(ζ0) = r(λ0) for a fixed ζ0 ∈ Y, λ0 ∈ P

1 such that
p(ζ0) = λ0.

Of course, the covering is defined by the analytic continuation of
√
r(λ) which

has two branches μ and −μ, so the function F is in fact ±μ (the sign ‘chooses’ the
corresponding sheet) and the choice of the initial germ defined by (λ0, ζ0) chooses
the point from which one starts the analytic continuation and the value of μ at that
point, that is ζ0 = μ(λ0).

Since the poles of r(λ) are of second order the covering space Y has two points
over λ = 0 and λ = ∞ which we denote by ∞1 and ∞2.

In the degenerate cases occurs the following. The polynomial P(T ) is reducible,
it is a square of a polynomial of first order Q(T ) (in the case v0 = 0 we have Q(T ) =
T − (λ − λ−1) and in the case u0 = 0 we have Q(T ) = T − (λ + λ−1)). Then the
two-fold covering we have in the above transforms into two one-fold coverings of
P
1 �→ P

1, the covering maps being simply the identity so all the above is redundant.
That is why the degenerate cases are very simple. We are not going to discuss them
in this article.
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The points on the Riemann surface (Y, p,P1) will be denoted by ρ = (λ, μ). (Of
courseμ2 = r(λ)).We have a natural involutionW (λ, μ) = (λ,−μ) and taking into
account (11) it is also natural to introduce the following involutions:

R0(λ, μ) = (λ∗, μ∗), R1(λ, μ) = (−λ,μ), R2(λ, μ) = (λ−1, μ). (12)

It is clear that we have p ◦ W = W and that R2
s = id for s = 0, 1, 2.

Let us first discuss the matrix C = C(λ, μ) that diagonalizes J (λ) (it is of course an
object on the Riemann surface Y , so we shall write C = C(ρ). We set

C = 1√
2

⎛

⎝
1 0 1

μ−1(λ − λ−1)u∗
0 −√

2μ−1(λ + λ−1)v0 −μ−1(λ − λ−1)u∗
0

μ−1(λ + λ−1)v∗
0

√
2μ−1(λ − λ−1)u0 −μ−1(λ + λ−1)v∗

0

⎞

⎠ . (13)

It is easy to check that C−1 J (λ)C = μJ0 = diag (μ, 0,−μ). The matrix C that
diagonalizes J (λ) is not unique. We have chosen it to be unitary for real λ since in
this case J (λ) is Hermitian. Changing μ to −μ, that is, passing from C(λ, μ) to
C(λ,−μ), amounts to multiplying C(λ, μ) to the left by diag (1,−1,−1) = −H1

so we obtain C(W (ρ)) = −H1C(ρ).

2.2 The Fundamental Solutions. Integral Equations

Now, let us assume that φ is a solution to the equation

LS±1φ = (i∂x + λS1(x) + λ−1S−1(x))φ = 0. (14)

In order to investigate the fundamental solutions of (14) it is useful to introduce the
functions

ΦY (x, ρ) = C−1(ρ)φ(x, ρ) exp (−iμJ0x), ρ = (λ, μ) (15)

which satisfies the equation

i∂xΦY + [λ(C−1S1C) + λ−1(C−1S−1C)]ΦY − μΦY J0 = 0. (16)

Conversely, ifΦY (x, ρ) satisfies (16) thenψ = CΦY exp (iμJ0x) satisfy theEq. (14).
For the sake of brevity let is put

S(x, ρ) = λ(C−1(ρ)S1(λ, x)C(ρ)) + λ−1(C−1(ρ)S−1(λ, x)C(ρ)). (17)

We shall omit frequently the argument x writing simply S(x, ρ) = S(ρ) and then
(16) is written as
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i∂xΦY + S(ρ)ΦY − μΦY J0 = 0. (18)

For the purposes of the spectral theory one need functions ζ
n(p)
Y that satisfy the above

equation and in addition have asymptotic limx→−∞ ζ n(x) = 1, limx→+∞ ζ p(x) = 1.
Here and below, for the sake of brevity we shall not write the subscript Y .

Now, from the experiencewith theBeals-Coifman systemand its gauge-equivalent,
[2, 6] we know that one needs to consider the cases (a) Im(μ) > 0 and (b) Im(μ) < 0
separately. The systems will be written for the functions ζ n(x, ρ) and ζ p(x, ρ), as
already mentioned, we omit the index Y for brevity. Let us introduce the following
projections: π+, π− and π0, acting in the set of the 3 × 3 matrices:

1. If A is a 3 × 3matrix, thenπ+A is the part of A that lies above themain diagonal,
that is (π+A)i j = Ai j if i < j and (π+A)i j = 0 otherwise.

2. If A is a 3 × 3matrix, thenπ−A is the part of A that lies below themain diagonal,
that is (π+A)i j = Ai j if i > j and (π+A)i j = 0 otherwise.

3. If A is a 3 × 3 matrix, then π0A is the part of A that lies on the main diagonal,
that is (π+A)i j = Ai j if i = j and (π+A)i j = 0 otherwise.

With the above notation we write:
Case (a). Im(μ) > 0, asymptotic at −∞. Solutions are denoted by ζ n(x, ρ) and the
system of the integral equations runs as:

(π+ + π0)ζ
n(x, ρ) =

1 + i
∫ x

−∞
dy(π+ + π0)

{
eiμ(x−y)J0(S(y, ρ) − μJ0)ζ

n(y, ρ)e−i(μ(x−y)J0
} (19)

and
(π−)ζ n(x, ρ) =

i
∫ x

−∞
dy(π−)

{
eiμ(x−y)J0(S(y, ρ) − μJ0)ζ

n(y, ρ)e−i(μ(x−y)J0
}
.

(20)

Case (b). Im(μ) < 0, asymptotic at −∞. Then we must consider the following
system:

(π− + π0)ζ
n(x, ρ) =

1 + i
∫ x

−∞
dy(π− + π0)

{
eiμ(x−y)J0(S(y, ρ) − μJ0)ζ

n(y, ρ)e−i(μ(x−y)J0
} (21)

and
(π+)ζ n(x, ρ) =

i
∫ x

−∞
dy(π+)

{
eiμ(x−y)J0(S(y, ρ) − μJ0)ζ

n(y, ρ)e−i(μ(x−y)J0
}
.

(22)
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The system are constructed in such a way that in the integrands the jk components
of matrices (S(y, ρ) − μJ0)ζ n(y, ρ) are always multiplied by terms of the type
exp

[
ia jk(x − y)

]
where a jk = μ jk in case x > y, Im(μ) > 0 and a jk = −μ jk in

case x < y, Im(μ) < 0. From its side μkk = 0, μ12 = −μ21 = μ, μ13 = −μ31 =
2μ, μ23 = −μ32 = μ. Thus in the integrands of the above integral equations we
always have falling exponents ensuring that the kernels of the above integral operators
fall exponentially when x → ±∞ and Im(μ) �= 0. The above systems have been
written for the first time in [9], where authors considered degenerate cases.

Then, provided that the function (S[x, ρ] − μJ0) has a sufficiently small L1(R)

norm, the above equations have bounded solutions, but the general question about the
existence of bounded solutions of the above equations is complicated and according
to our knowledge is not discussed anywhere up to now. In this paper we shall assume
that such solutions exist. Quite in a similar way are constructed integral equations
for solutions ζ p(x, ρ) that have normalization at +∞, that is, ζ p(x, ρ) → 1 when
x → +∞. In all the cases it is readily checked that if ζ n(x, ρ), ζ p(x, ρ) are bounded,
satisfy the above systems of integral equations, and one can differentiate under the
sign of the integrals, then ζ n(x, ρ), ζ p(x, ρ) are fundamental solutions to (18).

Nowwhatwehavewhen Im(μ) = 0.This happens on somecurves inY .Assuming
that such a curve has orientation, we can consider (if they exist) the extensions of the
above solutions from the left and from the right. In this case we shall write to them
superscripts ‘+’ and ‘−’ becoming ζ n,+(x, ρ), ζ n,−(x, ρ) or ζ p,+(x, ρ), ζ p,−(x, ρ).

As we have seen, is important to know the sign of Im(μ) for some fixed ρ, so
we find first find when we have μ = 0. This is not very hard, one finds after some
calculations, that Im(μ) = 0 either if λ is real (λ �= 0) or if λ belongs to the arcs ā±
which are the closed arcs joining z2 and z3 and z4 and z1 on the unit circle S1. We
assume them oriented with the orientation induced from the canonical orientation of
S
1. So we see that Im(μ) must change sign when the projection λ of ρ crosses the

real line or one of the arcs ā±. The curves on Y that project into R± ∪ ∞, where R±
are the sets of positive and negative real numbers respectively consist of two closed
curves γ1 and γ2 on the two sheet of Y passing through the points ∞1 and ∞2 that
lie above ∞ ∈ P

1. We can assume them oriented in such a way that the orientation
of the projections are from −∞ to 0 and from 0 to +∞ (on the real line ±∞ makes
sense). The inverse images of each the arcs ā± are also closed curves Γ1,2 ‘half’ of
each of them belonging to one of the sheets and ‘half’ to the other, joining the points
ρ2 and ρ3 and ρ4 and ρ1, where ρi = (zi , 0) and ρi belong to both sheets. We can
assume that on Γ1,2 there is the orientation but this time the projection p takes ‘half’
of each of them to the corresponding arc with positive orientation and the other half
(on the other sheet) with the opposite orientation.

Asmentioned, the existenceof bounded solutions is a veryhardproblem,whichwe
are not going to address now, so for the future we shall simply assume the following:
(a) bounded solutions (except for some points where we have poles and these poles
are not on the curves γ1,2 and Γ1,2) exist. (b) The limits of the fundamental solutions
from right and left moving along the curves γ1,2 and Γ1,2 exist and are fundamental
solutions to (18). In this case one can make almost immediately some observations.
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Proposition 1 Suppose for given potentials u(x), v(x) and the bounded fundamen-
tal solutions ζ n(x, ρ), ζ p(x, ρ) exist. Then they are unique.

The proof follows the ideas developed for the Zakharov-Shabat and Beals and Coif-
man system (CBC system) and is quite straightforward, see [15].

Quite similar to the CBC system some of the reasoning in the proof of the above
Proposition could be applied to investigate what is the relation between the solutions
ζ n(x, ρ) and ζ p(x, ρ). We get that

Proposition 2 Suppose for given potentials u(x), v(x) and the bounded fundamen-
tal solutions ζ n(x, ρ), ζ p(x, ρ) exist and have no singularities in some open set X
in Y ′ where

Y ′ = Y \ ({γ1} ∪ {γ2} ∪ {Γ1} ∪ {Γ2})

(for a given curve γ by {γ } is denoted its trace). Then there exists a diagonal matrix
K (ρ) analytic in X such that

ζ n(x, ρ)K (ρ) = ζ p(x, ρ), ρ ∈ X.

Theproof is basedon theobservation that sinceboth ζ p(x, ρ)eiμx J0 and ζ n(x, ρ)eiμx J0

are fundamental solutions of a system (14) one must have a non-degenerate matrix
K (ρ) such that

ζ n(x, ρ) = ζ p(x, ρ)eiμx J0K (ρ)e−iμx J0

and because ζ n(x, ρ), ζ p(x, ρ) are bounded this can happen only if K is diagonal.
Since limx→+∞ ζ n(x, ρ) = K (ρ)one can recover for example ζ p(x, ρ from ζ n(x, ρ)

so it is enough to consider only one of them. For this reason we shall consider
only the solutions ζ n(x, ρ) and for shortness we shall omit the superscript ’n’. The
above relations are also true for the extensions of the solutions ζ(x, ρ) on the set
Σ = {γ1} ∪ {γ2} ∪ {Γ1} ∪ {Γ2}, from the left (denoted by superscript ‘+’) and from
the right (denoted by superscript ‘−’):

ζ n,±(x, ρ)K±(ρ) = ζ p,±(x, ρ), ρ ∈ Σ. (23)

It ismore interesting however to consider the relation between ζ+(x, ρ) and ζ−(x, ρ).
Of course, we are speaking here about ρ such that Im(μ) = 0 which means that we
are on some of the curves γ1,2, Γ1,2. In this case the exponential factors are always
bounded and we have

ζ+(x, ρ) = ζ−(x, ρ)eiμx J0G(ρ)e−iμx J0

for some non-degenerate matrix G(ρ) defined on Σ = {γ1} ∪ {γ2} ∪ {Γ1} ∪ {Γ2},
that is this will be the Riemann-Hilbert problem associated with our spectral problem
(of course, if we can define it properly). Please note that the set Σ is invariant under
the involutions W and Ri , i = 0, 1, 2.
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2.3 The Effect of the Symmetries

Let us now find how the symmetries we had for our linear problem (1) affect the
solutions we introduced. As mentioned, we assume that the fundamental solutions
ζ(x, ρ) exist.

Lemma 1 Suppose we have the general position boundary conditions. Then we get

C(W (ρ)) = −H1C(ρ), [C†(R0(ρ))]−1 = C(ρ)

C(R1(ρ)) = −H1C(ρ), H2C(R2(ρ))H2 = C(ρ).
(24)

As a consequence we obtain that

Corollary 1 In the case of general positionboundary conditions the function S(x, ρ)

satisfy:

S†(x, R0(ρ)) = S(x, ρ), (R∗
1 S)(x, R1(ρ)) = S(x, ρ),

H2S(x, R2(ρ))H2 = S(x, ρ). (25)

Then, using the uniqueness of ζ(x, ρ), from the integral equations they satisfy one
gets

Proposition 3 In the case of general position boundary conditions the solutions
ζ(x, ρ) have the following properties:

[(ζ(x, R0(ρ))†]−1 = ζ(x, ρ)

ζ(x, R1(ρ)) = ζ(x, ρ)

H2(ζ(x, R2(ρ)))H2 = ζ(x, ρ).

(26)

Finally, in terms of the solutions χ(x, ρ) = C(ρ)ζ(x, ρ) exp (iμx J0) of the linear
problem (1) the above symmetries take the form:

Proposition 4 In the case of general position boundary conditions the solutions
χ(x, ρ) have the following properties:

[(χ(x, R0(ρ))†]−1 = χ(x, ρ)

H1χ(x, R1(ρ))H1 = χ(x, ρ)(−H1)

H2(χ(x, R2(ρ))H2 = χ(x, ρ).

(27)

3 Elements of Inverse Scattering Method

Let us discuss now briefly how the Inverse Scattering method for our system could
be developed in case we will be able to overcome all the difficulties related with
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the existence of bounded fundamental solutions. We have seen that if ρ is such that
Im(μ) = 0 (ρ is on the trace of one of the curves γ1,2 or Γ1,2) we have

ζ+(x, ρ) = ζ−(x, ρ)eiμx J0G(ρ)e−iμx J0 (28)

where this time we cannot claim that G(ρ) is a diagonal matrix. Strictly speaking
we should add here an index to refer on what curve we have these relations but for
brevity we shall assume that writing ρ already gives this information, though this is
not completely true since the curves intersect. The solutions ζ+(x, ρ), ζ−(x, ρ) (in
fact these are the solutions ζ n,+(x, ρ),ζ n,−(x, ρ)) still satisfy the integral equations
through which they were defined. That is why the limits when x → ±∞

e−iμx J0ζ n,+(x, ρ)eiμx J0 , e−iμx J0ζ n,−(x, ρ)eiμx J0

exist. Let us assume that from the left side of the corresponding curve Im(μ) > 0 and
from the right side Im(μ) > 0. (If this is not the case one can invert the orientation).
Since the solutions are bounded one sees that the limits of e−iμx J0ζ n,+(x, ρ)eiμx J0

when x → −∞ should be upper triangularmatriceswith units on the diagonal and the
limits of e−iμx J0ζ n,−(x, ρ)eiμx J0 should be lower triangularwith units on the diagonal.
Using upper index ‘+’ for upper triangularmatrix and ‘−’ for lower triangularmatrix
we denote:

S±(ρ) = lim
x→−∞

(
e−iμx J0ζ n,±(x, ρ)eiμx J0

)
. (29)

Further, quite analogously, when x → +∞ the limits of ζ p,+(x, ρ), ζ p,−(x, ρ)

should be lower (upper) triangular matrices with units on the diagonal.

T∓(ρ) = lim
x→+∞

(
e−iμx J0ζ p,±(x, ρ)eiμx J0

)
. (30)

Taking into account that ζ p,+(x, ρ) = ζ n,+(x, ρ)D+ and ζ p,−(x, ρ) = ζ n,−
(x, ρ)D− one can simply write

S±(ρ) = lim
x→−∞

(
e−iμx J0ζ n,±(x, ρ)eiμx J0

)

T∓(ρ)D±(ρ) = lim
x→+∞

(
e−iμx J0ζ n,±(x, ρ)eiμx J0

) (31)

where we have denoted by ‘hat’ the inverse because the superscripts become com-
plicated. Finally, passing to the limits x → +∞ and x → −∞ in (28) we get

G(ρ) = Ŝ−(ρ)S+(ρ) = D̂−(ρ)T̂+(ρ)T−(ρ)D+(ρ). (32)

Thus as usual we obtain for G two Gauss decompositions. The factors in these
decompositions are unique and are candidates for the scattering data. Let us see how
they are affected by the involutions. Taking into account Proposition3 we get that
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Proposition 5 In case we have the general position boundary conditions the
Mikhailov reduction symmetries affect the Gauss decomposition factors in the fol-
lowing way:

((S±(ρ))†)−1 = S±(ρ), S±(R1(ρ)) = S±(ρ), H2S
±(R2(ρ))H2 = S±(ρ)

((T±(ρ))†)−1 = T±(ρ), T±(R1(ρ)) = T±(ρ), H2T
±(R2(ρ))H2 = T±(ρ)

((D±(ρ))†)−1 = D±
+(ρ), D±(R1(ρ)) = D±(ρ), H2D

±(R2(ρ))H2 = D±(ρ).

(33)

4 Conclusions

From the above we can conclude that the questions about the symmetries of the
fundamental solutions to the system LS±1ψ = 0 indeed could be formulated on a
certain Riemann surface and this makes these issues more transparent than before.
However, themost essential part of the spectral theory for LS±1 is still to be developed.
On the first place, a key question is that of the existence of bounded fundamental
solutions and their analytic properties and the work on it has not started yet. After
some progress in that issue is achieved, of course there will come the question about
the completeness of the adjoint solutions and the application of the corresponding
completeness relations, a task that is needed for the proper formulation of the Inverse
Scattering Method for LS±1 along the lines of the so called AKNS method, [1, 4–6,
10]. The hopes that this could be achieved are strong, since in fact the so called
Generating Operators ΛS1 related to the adjoint solutions of LS±1 has been found
[9, 13].
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