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Foreword

Since 2014, under its revised name, the International Conference on Innovations for
Community Services (I4CS) has continued its success story. It developed from the
national German IICS workshop, founded in 2001, toward a small but remarkable
international event.

Traditionally, the conference alternates between international and German locations,
which the Steering Committee members select year by year. As usual, the annual three-
day event took place around the second half of June. Its name is its mission: to form an
innovative community comprising scientists, researchers, service providers, and ven-
dors. In 2016, we went to Austria for the first time.

After a two-year operation with IEEE, the I4CS Steering Committee decided to
publish the proceedings with Springer CCIS as a new partner, to allow also leading
technology companies, e.g., in telecommunications to be a so-called financial sponsor,
acting as host and organizer for the conference.

The present proceedings comprise six session topics plus two short papers, covering
the selection of the best papers from 2016 out of 30 submissions.

The scope of I4CS topics for 2016 spanned a unique choice of aspects, bundled into
the three areas: “technology,” “applications,” and “socialization.” Big data analytics
had a strong focus in this year.

Technology – Distributed Architectures and Frameworks

• Infrastructure and models for community services
• Data structures and management in community systems
• Community self-organization in ad-hoc environments
• Search, information retrieval, and distributed ontology
• Smart world models and big data analytics

Applications – Communities on the Move

• Social networks and open collaboration
• Social and business aspects of user-generated content
• Recommender solutions and expert profiles
• Context and location awareness
• Browser application and smartphone app implementation

Socialization – Ambient Work and Living

• eHealth challenges and ambient-assisted living
• Intelligent transport systems and connected vehicles
• Smart energy and home control
• Social gaming and cyber physical systems
• Security, identity, and privacy protection



Many thanks to both the members of the Program Committee and all the volunteers
for their flexible support during the preparation phase of I4CS 2016 and the host
T-Mobile Austria, namely, Günter Fahrnberger, whose tremendous personal effort
moved the tradition forward.

Besides the Best Paper Award, based on the ratings of the 25 members of the
technical Program Committee, and the Best Presentation Award, chosen by all con-
ference participants, the 2014 newly introduced Young Scientist Award was given for
the second time.

The 17th I4CS conference, hosted by the Telekom Innovation Laboratories, will take
place in Darmstadt, Germany, during June 21–23, 2017. Please check the conference
website at http://www.i4cs-conference.org/ regularly for more details. Any new ideas
and proposals for the future of the I4CS are welcome (request@i4cs-conference.org).

June 2016 Gerald Eichler

VI Foreword
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Preface

This book contains the papers presented at I4CS 2016, the 16th International Confer-
ence on Innovations for Community Services, held during June 27–29, 2016, in
Vienna.

There were 30 submissions. Each submission was reviewed by at least two Program
Committee members. The committee decided to accept 12 full papers and two short
papers. This volume also includes the three invited talks.

I would like to dedicate this preface to all the contributors who made I4CS 2016
successful. Apart from the Program Committee, they were:

• Franziska Bauer and Stefanie Leschnik from T-Mobile Austria Corporate
Communications

• Timm Herold from T-Systems Austria
• Walter Langer from T-Mobile Network Operations

June 2016 Günter Fahrnberger
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Enriching Community Services: Making
the Invisible ‘P’ Visible

Srini Ramaswamy

ABB Incorporation, Cleveland, Ohio, USA
srini@ieee.org

Abstract. This talk will focus on embracing technological disruptions while
simultaneously delivering meaningful community services. Much of our current
day problems with large scale systems can be attributed to the inherent flex-
ibility that users’ actively seek in software-driven systems. Often, problems arise
as these systems are not effectively designed and tested to coexist with other
complex systems, including humans, who are vast and dynamic information
elements within the systems’ operational environment. This talk with take a
multi-stakeholder perspective to the design of community service applications
and zero-in on prioritizations that bring together these different stakeholder
perspectives for delivering meaningful user experiences. Critical issues include
assembling, integrating and analyzing information from disparate sources in a
timely, accurate and reliable manner, while meeting real-time needs and
expectations.



The Relevance of Off-the-Shelf Trojans
in Targeted Attacks

Recent Developments and Future Obstacles in Defense

Marion Marschalek

G DATA Advanced Analytics, Bochum, North Rhine-Westphalia, Germany
marion@0x1338.at

Abstract. The malware landscape has changed drastically since the times when
the term was first coined. As systems are becoming more complex the threats
turn less and less comprehensible, naturally.

Following an introduction to the nature of targeted attacks, the audience will
learn how modern day threat detection works and occasionally fails in regard to
detecting malicious software. For more than three decades protection systems
have relied on pattern recognition, and are now facing threats bare of any
obvious patterns. As a case study a closer look at the fairly well documented
compromise of Hacking Team’s network will be taken, and correlated with
current APT detection technologies.

On the contrary to highly sophisticated attacks, another trend we see in
digital espionage is the heavy use of so called off-the-shelf RATs; ready made
Remote Access Trojans, dedicated to carry out one of the final steps of a spy
campaign - the data collection. As recent analysis shows, off-the-shelf RATs
make up nearly a quarter of malicious binaries leveraged in targeted attacks.

In comparing a considerably advanced attack with a targeted attack heavily
relying on reuse of tools and techniques one can introduce metrics regarding
evasiveness and stealth, but also the so far rather neglected metric of costs of
attack. While advances in awareness and operating system security tend to make
offense more expensive, the use of ready made attack components drives down
cost of development and maintenance. This session will provide an overview of
state-of-the-art attack tools and techniques, threat detection measures, their
applicabilities and weaknesses. Additionally the attack cost metric will be taken
into account in the light of supporting protection mechanisms.



When Learning Analytics Meets MOOCs -
a Review on iMooX Case Studies

Mohammad Khalil and Martin Ebner

Educational Technology, Graz University of Technology, Graz, Austria
{Mohammad.khalil,martin.ebner}@tugraz.at

Abstract. The field of Learning Analytics has proven to provide various solu-
tions to online educational environments. Massive Open Online Courses
(MOOCs) are considered as one of the most emerging online environments. Its
substantial growth attracts researchers from the analytics field to examine the
rich repositories of data they provide. The present paper contributes with a brief
literature review in both prominent fields. Further, the authors overview their
developed Learning Analytics application and show the potential of Learning
Analytics in tracking students of MOOCs using empirical data from iMooX.
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When Learning Analytics Meets MOOCs - a Review
on iMooX Case Studies

Mohammad Khalil(✉) and Martin Ebner

Educational Technology, Graz University of Technology, Graz, Austria
{Mohammad.khalil,martin.ebner}@tugraz.at

Abstract. The field of Learning Analytics has proven to provide various solu‐
tions to online educational environments. Massive Open Online Courses
(MOOCs) are considered as one of the most emerging online environments. Its
substantial growth attracts researchers from the analytics field to examine the rich
repositories of data they provide. The present paper contributes with a brief liter‐
ature review in both prominent fields. Further, the authors overview their devel‐
oped Learning Analytics application and show the potential of Learning Analytics
in tracking students of MOOCs using empirical data from iMooX.

Keywords: Learning analytics · Massive open online courses (MOOCs) ·
Completionrate · Literature · Engagement · Evaluation · Prototype

1 Introduction

The growth of Massive Open Online Courses (MOOCs) in the modernistic era of online
learning has seen millions of enrollments from all over the world. They are defined as
online courses that are open to the public, with open registration option and open-ended
outcomes that require no prerequisites or fees [23]. These courses have brought a drastic
action to the Higher Education from one side and to the elementary education from the
other side [13]. The number of offered MOOCs has exploded in the recent years. Partic‐
ularly, until January 2016, there have been over 4500 courses with 35 million learners
from 12 MOOC providers [25]. Some of these courses are provided by prestigious and
renowned universities such as Harvard, MIT, and Stanford. At the same time, other
institutions have joined the MOOC hype and became providers of their own local
universities like the Austrian MOOC platform, iMooX (www.imoox.at).

It is important to realize that MOOCs have split into two major types: cMOOCs and
xMOOCs. The cMOOCs are based on the philosophy of connectivism which is about
creating networks of learning [27]. On the other hand, the xMOOCs term is shortened
from extended MOOCs based on classical information transmission [10]. Further, new
types of online courses related to MOOCs have germinated recently such as Small
Private Online Courses (SPOCs) and Distributed Open Collaborative Courses (DOCCs).

MOOCs have the potential of scaling education in different fields and subjects. The
study of [25] showed that computer science and programming grabbed the largest
percentage of the offered courses. Yet, substantial growth of MOOCs has also been

© Springer International Publishing AG 2016
G. Fahrnberger et al. (Eds.): I4CS 2016, CCIS 648, pp. 3–19, 2016.
DOI: 10.1007/978-3-319-49466-1_1
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noticed in Science, Technology, Engineering, and Mathematics (STEM) fields. The
anticipated results of MOOCs were varied between business purposes like saving costs,
and improving the pedagogical and educational concepts of online learning [16]. Never‐
theless, there is still altercation about the pedagogical approach of information delivery
to the students. The quality of the offered courses, completion rate, lack of interaction,
and grouping students in MOOCs have been, in addition, debated recently [4, 12, 17].

Since MOOCs are an environment of online learning, the educational process is
based on video lecturing. In fact, learning in MOOCs is not only exclusive to that, but
social networking and active engagement are major factors too [23]. Contexts that
include topics, articles or documents are also considered as a supporting material in the
learning process.

While MOOC providers initialize and host online courses, the hidden part embodied
in recording learners’ activities. Nowadays, ubiquitous technologies have spread among
online learning environments and tracking students online becomes much easier. The
pressing needs of ensuring that the audience of eLearning platforms is getting the most
out of the online learning process and the needs to study their behavior lead to what is
so-called “Learning Analytics”. One of its key aspects is identifying trends, discovering
patterns and evaluating learning environments, MOOCs here as an example. Khalil and
Ebner listed factors that have driven the expansion of this emerging field [14]: (A) tech‐
nology spread among educational categories, (b) the “big data” available from learning
environments, and (c) the availability of analytical tools.

In this research publication, we will discuss the potential of the collaboration between
Learning Analytics and MOOCs. There have been various discussions among
researchers from different disciplines regarding these apparent trends. For instance,
Knox said that “Learning Analytics promises a technological fix to the long-standing
problems of education” [19]. Respectively, we will line up our experience within both
of the fields in the recent years and list the up to date related work. Further, different
scenarios and analysis from offered MOOCs of the iMooX will be discussed using the
iMooX Learning Analytics Prototype. At the end, we will list our proposed interventions
that will be adopted in the next MOOCs.

This publication is organized as follows: Sect. 2 covers literature and related work.
In Sect. 3, we list a systematic mapping from the Scopus library to understand what has
been researched in Learning Analytics of MOOCs. Section 4 covers the iMooX Learning
Analytics Prototype while Sect. 5 covers case studies and the derived analytics outcomes
from the empirically provided data.

2 Literature Review

2.1 MOOCs

The new technologies of the World Wide Web, mobile development, social networks
and the Internet of Things have advanced the traditional learning. eLearning and
Technology Enhanced Learning (TEL) have risen up with new models of learning
environments such as Personal Learning Environments (PLE), Virtual Learning

4 M. Khalil and M. Ebner



Environments (VLE) and MOOCs. Since 2008, MOOCs reserved a valuable position
in educational practices. Non-profits platforms like edX (www.edx.org) and profit
platforms like Coursera (www.coursera.com) attracted millions of students. As long
as they only require an Internet connection and intention for learning, MOOCs are
considered to be welfare for the Open Educational Resources (OER) and the lifelong
learning orientation [7].

Despite all these benefits, MOOCs turn out badly with several issues. Dropout and
the failure to complete courses are considered as one of the biggest issues. Katy Jordan
showed that the completion rate of many courses merely reached 10 % [11]. Reasons
behind were explained because of poor course design, out of motivation, course takes
much time, lack of interaction and the assumption of too much knowledge needed [16,
21]. Fetching other issues of MOOCs through available empirical data is discussed later
in this paper.

2.2 Learning Analytics

The birth of Learning Analytics has first seen the light in 2011. A Plethora of definitions
were used since then. However, the trend is strongly associated with previously well-
known topics such as web analytics, academic analytics, data analysis, data mining as
well as psychometrics and educational measurement [2]. Learning Analytics mainly
targets educational data sets from the modern online learning environments where
learners leave traces behind. The process then includes searching, filtering, mining and
visualizing data in order to retrieve meaningful information.

Learning Analytics involves different key methods of analysis. They vary from data
mining, statistics, and mathematics, text analysis, visualizations, social network anal‐
ysis, qualitative to gamification techniques [15, 26]. On the other hands, the aims of
Learning Analytics diversify between different frameworks, but most of them agreed
on common goals. Despite its learning environment, Papamitsiou and Economides
showed that studies of Learning Analytics focused on the pedagogical analysis of
behavior modeling, performance prediction, participation and satisfaction [26]. Benefits
utilized in prediction, intervention, recommendation, personalization, evaluation, reflec‐
tion, monitoring and assessment improvement [3, 9, 14]. In fact, these goals are consid‐
ered useless without optimizing, refining and taking the full power of it on stake‐
holders [5].

2.3 MOOCs and Learning Analytics

Learners of the online learning environments such as MOOCs are not only considered
as consumers, but they are also generators of data [14]. Lately, the research part of
studying the behavior of online students in MOOCs becomes widely spread across jour‐
nals and conferences. A recent survey study done by Khalil and Ebner on Learning
Analytics showed that the ultimate number of citations using Google scholar
(scholar.google.com) were relevant to MOOC articles [15]. They listed the most
common techniques used by Learning Analytics in MOOCs, varying from machine
learning, statistics, information visualization, Natural Language Processing (NLP),

When Learning Analytics Meets MOOCs - a Review 5
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social network analysis, to gamification tools. Moissa and her colleagues mentioned that
Learning Analytics in MOOCs literature studies are still not deeply researched [24]. We
also found that valid in the next section.

3 Learning Analytics of MOOCs

In this section, we did a brief text analysis and mapped the screening of the abstracts
from the Scopus database (www.scopus.com), in order to:

1. Grasp what has been researched in Learning Analytics of MOOCs.
2. Realize the main research trends of the current literature of Learning Analytics and

MOOCs.

Scopus is a database powered by Elsevier Science. Our selection of this library is because
of the valuable indexing information it provides and the usability of performing search
queries. The conducted literature exploration was performed by searching for the
following keywords: “Learning Analytics” and “MOOC”, “MOOCs” or “Massive Open
Online Course”. The used query to retrieve the results was executed on 11- April- 2016
and is shown in Fig. 1. The language was refined to English only.

Fig. 1. Search query to conduct the literature mapping

The returned results equaled to 80 papers. Only one paper was retrieved in 2011,
none from 2012, 11 papers from 2013, 23 papers from 2014, 37 from 2015 and 8 papers
from 2016. Abstracts were then extracted and processed to a Comma-Separated Values
(CSV) file. After that, we created a word cloud in furtherance of representing text data
to identify the most prominent terms. Figure 2 depicts the word cloud of the extracted
abstracts. We looked at the single, bi-grams, tri-grams and quad-grams common terms.
The most repeated single words were “MOOCs”, “education”, and “engagement”. On
the other hand, “Learning Analytics”, “Online Courses” and “Higher Education” were
recorded as the prominent bi-grams. “Khan Academy platform” and “Massive Open
Online Courses” were listed on the top of the tri-grams and quad-grams respectively.
As long as massive open online courses are represented in different terms in the abstracts,
we abbreviated all the terms to “MOOCs” in the corpus.

Figure 3 shows the most frequent phrases fetched from the text. Figures 2 and 3 show
interesting observations of the researched topics of Learning Analytics in MOOCs. By
doing a simple grouping of the topics and disregarding the main phrases which are
“Learning Analytics” and “MOOCs”, we found that researchers were looking mostly at
the engagement and interactions.

6 M. Khalil and M. Ebner
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Fig. 3. The most frequent terms extracted from the abstracts

Fig. 2. Word cloud of the most prominent terms from the abstracts

When Learning Analytics Meets MOOCs - a Review 7



It was quite interesting that the dropout and the completion rate were not the major
topics as we believed. Design and framework principles as well as assessment were
ranked the second most cited terms. Social factors and learning as well as discussions
grabbed the afterward attention, while tools and methods were mentioned to show the
mechanism done in offering solutions and case studies.

4 Learning Analytics Prototype of iMooX

The analyses of this study are based on the different courses provided by the Austrian
MOOC provider (iMooX). The platform was first initiated in 2013 with the cooperation
of University of Graz and Graz University of Technology [20]. iMooX offers German
courses in different disciplines and proposes certificates for students who successfully
complete the courses for free.

A MOOC platform cannot be considered as a real modern technology enhanced
learning environment without a tracking approach for analysis purposes [16]. Tracking
students left traces on MOOC platforms with a Learning Analytics application is essen‐
tial to enhance the educational environment and understand students’ needs. iMooX
pursued the steps and applied an analytical approach called the “iMoox Learning
Analytics Approach” to track students for research purposes. It embodies the function‐
ality to interpret low-level data and present them to the administrators and researchers.
The tool is built based on the architecture of the early presented Learning Analytics
framework by the authors [14]. Several goals were anticipated, but mainly the intention
to use data from the iMooX enterprise and examine what is happening on the platform
as well as rendering useful decisions upon the interpretation.

4.1 Design Ontology

The design of the tool is to propose integration with the data generated from MOOCs.
The large amount of available courses and participants in MOOCs, create a huge amount
of low-level data related to students’ performance and behavior [1]. For instance, low-
level data like the number of students who watched a certain video can be used to inter‐
pret valuable actions regarding boring segments [30].

In order to fulfill our proposed framework, we divided the design architecture of
the prototype into four stages. Figure 4 depicts these main stages. Briefly summar‐
ized, the first stage is the generation part of the data. Generating log files start when
a student enrolls in a course, begins watching videos, discusses topics in forums, does
quizzes, and answering evaluations. The next stage is followed by a suitable data
management and administration into stamping a time-reference descriptions of every
interaction. Parsing log files and processing them such as filtering unstructured data
and mining keywords from bulk text occur in the third stage. Finally, the fourth stage
characterizes the visualization part, and the processed data are displayed to the
admins and researchers.

8 M. Khalil and M. Ebner



Fig. 4. The iMooX Learning Analytics Prototype design architecture [16]

4.2 Implementation Architecture and User Interface

The implementation framework adopts the design architecture with more detailed
processing steps for the visualization part. We aimed to develop an easy-to-read dash‐
board. The intended plan was to make visualizations for taking actions. They should not
only be connected with meaning and facts [6]. Thus, the data are presented in a statistical
text format and in charts like pie charts and bar plots as shown below in Fig. 5.

This user dashboard is only accessible by researchers and administrators. A teacher
version, however, is attainable in a static format which shows general statistics about
his/her teaching course. The detailed personal information of students is kept confiden‐
tial and is only available for research and administrative reasons. The Dashboard shows
various MOOC objects and indicators. These objects inherent pedagogical purposes and
require appropriate interpretation for proper actions [8]. The Dashboard offers searching
for any specific user in a particular period. The returned results cover:

• Quiz attempt, scores, and self-assessment
• Downloaded documents from the course
• Login frequency
• Forums reading frequency
• Forums posting frequency
• Watched videos

When Learning Analytics Meets MOOCs - a Review 9



Further, comprehensive details can be carried out of each indicator when required
by clicking on the learning object tab.

5 Analysis and Case Studies

This section shows some of detailed analyses done previously. This examination is
carried out using the log data fetched from the prototype. The awaited results are:
(a) evaluating the prototype efficiency in revealing patterns, (b) recognizing the poten‐
tiality of Learning Analytics in MOOCs.

Fig. 5. iMooX Learning Analytics Prototype user dashboard - admin view
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5.1 Building Activity Profiles

Building an activity profile using Learning Analytics becomes possible using the rich
available data provided by the prototype. We have analyzed a MOOC called “Mechanics
in Everyday life”. The course was ten weeks long, and the target group was secondary
school students from Austria. The MOOC, however, was also open to the public. There
were (N = 269) participants. The aim behind the activity profile is to deeply examine
the activity of participants and to distinguish between their activities. Figure 6 displays
the activity profile only for school pupils. The green represents the certified students
(N = 5), while the red represents the non-certified students (N = 27). It is obvious that
week-1, week-3, and week-4 were very active in discussion forums. Watching videos
were totally uninteresting in the last week. Thorough observations and differences
between pupils and other enrollees can be trailed from [13].

Fig. 6. The activity profile

5.2 Tracking Forums Activity

Various discussions about the role of social activity in MOOCs forums were regularly
debated. Recently, the study by Tseng et al., found out that the activity in forum discus‐
sion is strongly related to the course retention and performance [28]. We have done
several exploratory analyses to uncover diverse pedagogical relations and results
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[16, 17, 21, 22]. The analyses are based on different offered MOOCs. The following
outcomes were concluded:

– Defined drop-out point where students posting and reading in forums clearly dimin‐
ishes in week-4, as shown in Fig. 7. We found such patterns being recurred among
a collection of MOOCs.

– Figure 8 shows the relation between reading and writing in the discussion forums.
Different samples were tested randomly. The Pearson-moment correlation coefficient
of 0.52 and p-value < 0.01 was calculated. This indicates a moderate correlation of
students who write more are likely to read more. Further, the active instructor drives
a positive interaction into creating a dynamic social environment.

– Figure 9 depicts forum posts in two courses. Students usually write more often in the
first two weeks.

– Figure 10 shows the timing trends of learning happening during the whole day. Peaks
were detected between 6 p.m. and 10 p.m.

Fig. 7. Reading in forums leads to define drop-out peak points [16]
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Fig. 8. Positive relationship between reading and writing in forums [22]

Fig. 9. Participants discuss and ask more often in the first two weeks [16]
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Fig. 10. Time spent reading in forums [22]

5.3 Grouping and Clustering Participants

A recent systematic analysis done by Veletsianos and Shepherdson showed that limited
research was done into identifying learners and examining subpopulations of MOOCs
[29]. Defining dropping out from MOOCs can take a different way when categorizing
students. Students may register in a course and then never show up. Including them in
the total dropout share implies unjustified retention rate. Henceforth, a case study of two
offered MOOCs was examined to scrutinize this issue. We divided the participants and
investigated the dropout ratio of each category. New student types were defined based
on their activity, quizzes and successful completion of the course: registrants, active
learners, completers and certified learners. The total dropout gap between registrants
and active students was the highest. However, the new dropout ratio between active
students and certified learners was quite promising. The completion rate in the first
MOOC was 37 %, while 30 % in the second MOOC. This is considered a very high
completion rate compared to Jordan’s study [11]. Figure 11 shows the newly defined
student types.

On the other hand, explaining activity or engagement and their interaction with
MOOCs is needed to cluster students to subpopulations. Classifying students into
subpopulations improve decisions and interventions taken by lead managements [17,
18]. However, engagements vary and depend on the tested sample of students. In our
paper “Portraying MOOCs learners: a clustering experience using learning analytics”,
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we studied the engagement of university students using the k-means clustering algorithm
[17]. Table 1, shows the activities of each cluster (reading frequency, writing frequency,
watching videos, quiz attendance, and certification ratio).

Table 1. University students clustering results [17]

Cluster Read F. Write F. Watch Vid. Quiz Att. Cert. Ratio
C1 Low Low Low Low 10.53 %
C2 High Low High High 96.10 %
C3 Moderate Low Low High 94.36 %
C4 High High Low Moderate 50 %

Four sorts of students were detected using the algorithm. The “dropout” cluster
shown as C1 is clarified by students who have a low activity in all MOOC learning
activities. “On track” or excellent students displayed as C2 in the table and those who
are involved in most of the MOOC activities and have a certification rate of 96.1 %. The
“Gamblers” or students who play the system shown as C3, and these barely watch
learning videos, but they did every quiz seeking for the grade. “Social” students, shown
as C4 and these are more engaged in forums and their certification rate was around 50 %.

Fig. 11. New types of MOOC learners are defined using Learning Analytics [16]
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5.4 Quiz Attendance

In this part of the overview, we were concerned about the quiz attendance. The question
seeks to ascertain whether there is a relation between the dropout and the number of
quiz tries?

A student in iMooX has the option to attend a quiz up to five times. In Fig. 12, the
total number of quiz attendance is apparently decreasing in the first four weeks. Starting
from week-5 till the last week, the drop rate from quizzes was quite low. This emphasizes
our results in Fig. 7, in which a course of four weeks is critical from different points.
Our study in [13] has proven that the students who did more quiz trials apparently
retained and reached further weeks.

Fig. 12. Quiz attendance in one of the MOOCs (eight weeks long)

6 Discussion and Conclusion

This research study is mainly divided into three parts. The first part lists literature study
of the topics of Learning Analytics, MOOCs, and Learning Analytics in MOOCs. With
the 80 collected papers from the Elsevier Science library: Scopus, we did a word cloud
to remark the vital trends in these two prominent fields. Topics of engagement, inter‐
actions, social factors, as well as design and frameworks, were referred the most. Further,
Learning Analytics was employed more into improving interactions and engagements
of students in the MOOCs environment instead of the dropout matter. The second part
shows our experience in implementing the iMooX Learning Analytics prototype. It eases
collecting and tracking students of the examined MOOC platform. We discussed its
ontology, implementation architecture and user interface. The third part evaluated the
application. Different scenarios from iMooX were analyzed using advanced visualiza‐
tions, statistics, clustering and qualitative decisions.
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The potentiality of Learning Analytics in MOOCs crystallizes in the subsequent
interventions upon the evaluation results. We believe in designing shorter courses such
as four weeks MOOC instead of eight weeks [21]. As a result, the workload would be
cut in half, and students’ efficiency will be higher. Additionally, the concept of enhancing
social communications in the discussion forums, especially between the instructor and
the students would attract students into being connected which by all means would
decrease the dropout rate. We further discovered new types of students using categori‐
zation and clustering by depending on their activity. This will lead us into portraying
engagement and behavior of a subpopulation of learners in the platform.

We think learning analytics carries significant values to MOOCs from the pedagog‐
ical and technological perspectives. Proper interventions, predictions, and bench‐
marking learning environments are difficult to optimize on MOOCs without the assis‐
tance of Learning Analytics. In the end, the under development algorithm of designing
an assistant tool that sends a direct feedback to the student in order to improve the
completion rate is in our future plans. It will notify students directly in order to support
a live awareness and reflection system.
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Abstract. In this paper we present an efficient solution to the offline map
matching problem that occurs in the area of position measurements on a road
network: given a set of measured positions, what was the most probable trip that
led to these measurements? For this, we assume a user who moves according a
certain degree of optimality across a road network. A solution has to face certain
problems; most important: as a single measurement may be mapped to multiple
positions on the road network, the total number of combination exceeds any
reasonable limit.

Keywords: Route planning � Optimal paths � Map matching � Geo data

1 Introduction

For many applications and services it is useful to know where a user was in the past.
All positioning systems to track a user’s position have certain measurements error. If
we need to know a position very precisely, we have to introduce further mechanisms.
Certain approaches are useful for movements on a road network: if a position is
measured when driving on a road, we can perform a projection on the road network.
This approach is called map matching and incorporated into common car navigation
systems. As the mapping is performed immediately whenever a new measurement
appears, this is a typical online approach. However, we can take further advantage of a
road network, if we considered an entire trip afterwards: a reasonable projection on the
road network should produce a route that could have been driven by the driver
regarding her or his driving behaviour and degree of optimality. As we only can
provide such a mapping after the trip was finished, we call this problem the offline map
matching problem. A solution of this problem is useful for several applications:

• statistical analyses of drivers and flows of traffic;
• collecting street charges;
• automatically record a driver’s logbook;
• learn typical trips from users, to e.g. automatically generate traffic warnings.

The research about map matching was historically strongly related to the Global
Positioning System (GPS), where the major goal was to improve GPS measurements
with help of a road network [13]. As a first mechanism, a position is mapped to the
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geometrically nearest road position [11]. Further approaches took into account the road
network’s topology [2, 3, 9] also tries to address incomplete topologies. Based on the
multiple hypothesis technique they follow multiple possible tracks that may approxi-
mate a sequence of measurements. An abstract approach to iterate through possible
routes that approximate measurements was presented in [12], however, without solving
the problem of the combinatorial explosion of route variations. [4] suggests a genetic
algorithm to solve it.

Existing work relies on a high density of measurements (e.g. every 10 m), a
generally high precision of the positioning system and measurement errors with nearly
constant offset (of distance and direction) for longer time periods. The properties are
fulfilled by satellite navigation systems. However, our approach in contrast should also
work for sparse measurements (e.g. every 500 m) and for positioning systems based on
signal strength fingerprinting currently used in smart phones. As a consequence, our
approach has to fill gaps of unknown positions between measurements by a route
planning approach. We strongly believe, a reasonable approach has to base on
multi-routing capabilities to achieve a reasonable efficiency. I.e., we have to find
optimal routes from multiple starts to multiple targets in a single call.

In this paper we often refer to the car driving scenario, however our approach is
also suitable for other means of transportation (e.g. pedestrian, bicycle).

2 The Offline Map Matching Problem

2.1 Problem Statement

The basis of our considerations forms a road network: a topology of crossings and road
segments between crossings, in the following called links. A routing function computes
optimal paths (according to a cost function) between positions on the road network. In
addition to the road topology, we need link geometries in order to map measurements
to roads.

We can formulate the offline map matching as follows: given a sequence of
measured positions that can be mapped to multiple possible positions on the road
network; which combination of mapped positions represent the most probable driven
route, if we connect all mapped positions by optimal paths?

Figure 1 illustrates the problem. We have a sequence of measurements denoted by
1–6. Figure 1a shows a simple map matching approach where we map each position to
the nearest position that resides on the road network. If we now connect all mapped
positions by optimal paths, we get a rather long path between 3 and 4. Moreover, we
have U-turns at these positions. Figure 1b shows a more probable mapping: even
though the mapping distances are bigger on average, the resulting path is more
probable than in Fig. 1a as the overall route is shorter and avoids U-turns.

Note that we still talk about probabilities as we cannot definitely say, how a route
exactly was. The first variation is possible for a driver, who, e.g. looked for a certain
address, drove into a dead-end, turned and searched again. The lack of measurements
that represent the long part between 3 and 4 could be explained by temporary mea-
surement problems. However, we would consider Fig. 1b as a more appropriate
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assumption of the driven route, as it suits more to the measured positions and represents
typical driving. Later we want to formalize ‘typical’ driving by models.

We first want to describe the offline map matching problem more formally. Let
M be the set of possible measurements, P be the set of possible road positions and R be
the set of routes on the road network for any pairs of start and target. Let ℘(X) denote
the set of finite subsets of X and L Xð Þ the set of finite sequences of X. Further let

• map: M → ℘(P), mi 7! {pi1…pik} be the function that maps a measured position
to a finite set of possible route positions;

• route: P × P → R, (pa, pb) 7! rab be the function that maps two road positions to
the optimal route to connect them in the given order;

• be the function that evaluates a route and produces a value er
that is lower for ‘better’ routes;

• | : R × R → R, (ra, rb) 7! rab be the concatenation of routes that is only defined for
routes ra, rb, where the first position of rb is identical to the last position of ra.

Then, we can formulate the (offline) map matching function as follows:

mapmatching : LðMÞ ! LðPÞ;
ðm1; . . .;mnÞ 7! argmin

pivi2mapðmiÞ
evalðrouteðp1v1 ; p2v2ÞÞj

. . .

routeðPn�1;mn�1 ;PnvnÞÞ

ð1Þ

Note, we require the output of map to be finite. This contradicts characteristics of
real positioning systems as for each measurement an infinite number of possible
positions may be the origin for this measurement. However, we can identify a finite set
of representatives that are sufficient for our problem (see below).

Fig. 1. General problem of mapping measurements to positions
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Even though, we can easily denote the required function, its computation is diffi-
cult, if we have to consider execution time. A straight-forward approach would iterate
through all permutations vi to map a measurement mi to a position pivi . This, of course
is virtually impossible for even small input sequences as the number of variations gets
very large. Moreover, for every evaluation we have to call a time consuming route
multiple times that executes optimal path planning on the road network.

2.2 Modelling Positioning System and Driver

The formalism above allows us to tailor the following approach to different scenarios
that may differ in the used positioning system and characteristics of routes to detect.

Modelling the positioning system: Positioning systems are different according
precision and distribution of measurement errors. A general model can be
time-dependent; e.g. GPS errors depend on the satellite constellation. Usually a
Gaussian distribution of measurements is assumed. For our approach the actual posi-
tioning model can be simplified as follows:

• The measurements to a position are distributed with a higher density closer to the
actual position.

• There is a maximum error distance dmax.

The first point is obvious and is fulfilled by any Gaussian distributed positioning
system. The second point is crucial: even precise positioning systems cannot state a
maximum error – it is not intended to give a bound for any Gaussian distribution.
However, as we have to keep the amount of possible mapped positions for a certain
measurement finite, we have to state such a border. Even mathematically critical, this
rule is not a problem in reality.

In our formalism, the positioning system model is reflected by two functions:

• map: only mapped positions up to the maximum distance dmax are computed;
• eval: the evaluation of routes takes into account the distances of measured and

mapped positions.

Modelling the driver or driving goal: Drivers may have different opinions what a
‘good’ or ‘typical’ route is. Depending on the type of trip, the same driver can act
different. E.g. the daily route to the office has a certain degree of optimality. In contrast
the trip to watch some touristic sights or a travel to an unknown address may result in
lower optimality measures and some sub-optimal bypasses. We can model this with the
help of two functions:

• route: this function defines what generally is considered as ‘good’ or ‘optimal’. One
driver could consider the consumption of fuel as important, the other the driving
time.

• eval: this function asserts a value that reflects the probability (in a wider meaning)
that this route was actually driven. This function can reward certain attributes of the
route (e.g. local optimality) to reflect the expected driving behaviour.
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With these means we can model the system of roads and driver that affects the
assumed route for a set of measurements.

2.3 Requirements, Assumptions

We want to declare some assumptions that we require for our approach later.

Assumption 1: We ignore the time of measurement. When collecting measurements,
we could store the time stamp of the measured positions and we could consider these
time stamps to evaluate of a route. The absolute values of time stamps are not of
interest, but time differences of two subsequent measurements lead to the average speed
in the driven section. We then could discuss about ‘probable’ speeds (e.g. in our eval
function), however this is difficult. A speed can be arbitrarily low (e.g. red light or
traffic jam). Thus, we can only identify unrealistic high speeds. This however would
require to more carefully map a measurement to a position, in particular: an output of
map(mi) depends on map(mi-1) and map(mi+1). This leads to an entirely different class
of algorithms. As a starting point, in this paper we thus only discuss approaches that
purely rely on the measured positions without a time stamp.

Assumption 2: We consider a finite number of variations per measurement. Figure 2
provides a motivation why the output of map is finite. If we look at Fig. 2a, a mea-
surement can be mapped to an infinite number of positions that all reside on the same
link. For better clearness, we only show the projection to one side of the road – our
final implementation has to consider both driving directions.

Fig. 2. Motivation to map measurements to finite sets of positions
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In this example, the infinite set does not carry additional information: a route
starting from left can be continued to the right with any of these positions, thus all
positions can be represented by a single position, e.g., the closest to the measurement.
More formally: all positions that reside on a certain link form an equivalence relation,
and any representative is a useful mapping. In Fig. 2b we see that more than one
equivalence class may result from a mapping, if possible positions reside on different
links. However, we have to keep in mind:

• The considerations above do not apply for the very first and very last mapping of
our measurements.

• If sets of possible mappings of subsequent measurements overlap, we cannot
choose arbitrary representatives. If we chose positions inside the circle in Fig. 2c,
resulting routes may include two U-turns, thus get significantly different.

We called the latter problem the back-driving problem and discuss it in more detail
later. In simple words: if two measurements are too close, poorly selected represen-
tatives may result in routes of (partly) wrong direction.

Assumption 3: We use multi-routing as a building block. Even though our formalism
only requires a route function for a single route, we strongly believe an efficient
implementation requires a function

multiroute: ℘(P) × ℘(P) → ℘(R)

that computes all optimal routes between sets of start and target positions. Even tough
such a function could call route for every permutation, we assume a more efficient
approach as presented in [8].

Assumption 4: We expect a locality of the eval function. Until now, eval could have
any characteristics. To benefit from some mechanisms to reduce the overall compu-
tation time, we have to demand a locality of route evaluation. This means: a local
change of a route only affects input of the eval function that is nearby these changes.
More formally: if we have two routes ra | rx and rb | rx with the same trailing rx then

eval rajrxð Þ\eval rbjrxð Þ ) eval rajrxjry
� �

\eval rbjrxjry
� � ð2Þ

The corresponding rule for same leadings:

eval rwjrxjrað Þ\eval rwjrxjrbð Þ ) eval rxjrað Þ\eval rxjrbð Þ ð3Þ
We require these rules for ‘sufficiently long’ rx, whereas the minimum length

depends on the respective eval function.

Assumption 5: We expect pre-segmented routes. We expect a mechanism that seg-
ments all measurements according to trips. I.e. a set of measurements passed to our
algorithm represent, e.g. trip from home to office, another set represents from office to
shop etc. This is required as stopping a trip for e.g., parking invalidates all assumptions
about routes, e.g. regarding optimality. In particular, any new route goes to any
direction regardless from prior driving. The basis of a segmentation mechanism is to
detect halts of steady positions; however, such a mechanism in not part of this paper.
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Strongly related to this issue are U-turns. We define U-turns as a 180° turnaround
on the same road. If we expect finite mappings per measurements (assumption 2), we
have a certain exception for start and end of routes. As U-turns can be viewed as end of
route and start of a new route, we would thus produce this exception at every occur-
rence. Even though we could access minus points for U-turns in the eval function, we
decided to directly filter out variations with U-turns to reduce the overall number of
variations. To deal with U-turns in real routes, we have to rely on a segmentation
mechanism to cut the sequence of measurements. Note that more complex manoeuvres
to turn the direction (e.g. ‘three left turns around the block’) are not crucial.

2.4 Problems, Failures

The offline map matching problem turned out to be surprisingly hard to solve. The
actual research was executed over two years whereas several ideas were realized that
turned out not to be successful. We identified two major problems.

Problem 1: Combinatorial explosion of variations. If we mapped a single measure-
ment to multiple possible positions and connect them, the resulting set of variations get
huge very quickly. An established approach to deal with such a problem is Viterbi [10].
It tries to detect hidden states (real positions) from observed events (our measure-
ments). It implicitly deals with a huge number of variations as it only considers the
most probable last state for a new hidden state, thus the number of variations does not
increase. However, this is a significant problem, as a decision will not be revised later,
when we know about the subsequent states. Thus, the results were usually poor.

We also tried Simulated Annealing [1] – an approach to find a global optimum of a
function (here eval). This also was a failure. It expects for small changes in the input
also small changes in the output. However, changing a mapping of a measurement can
produce arbitrary big changes in the evaluation.

Another experiment was a Divide-and-Conquer approach: we first check optimal
routes from all start to target measurement mappings. If one of these routes approxi-
mate all intermediate measurements, we have a solution. If not, we look for an inter-
mediate measurement to split and recursively try to find an appropriate route. This
approach again was a failure, whenever the route was not driven according to opti-
mality measures assumed by our route function. As a result, the recursive segmentation
goes very deep and produces a combinatorial explosion we tried to avoid. Moreover,
the approach to independently search for appropriate routes failed as the route parts are
not actually independent – at the intermediate points, the values depend on both parts
of connected routes.

As a final direction to solve this problem we tried to directly check certain prop-
erties of possible routes. If not fulfilled, we exclude them without asking the eval
function. This significantly reduced the set of possible route variations. We conducted
experiments with the property of local target orientation [6]. This property means: for
a sufficiently small part of every trip we can find an optimal route, even if the overall
route is not optimal. This approach also was a failure due to two reasons: first, the
computation costs to check the local target orientation were considerable high. Second
and most important: the degree of locality depends on the current driving situation.
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If we used a fix value, very often the set of possible routes gets empty, as not any route
fulfils the given property.

Problem 2: The back-driving problem. This occurs as measurements can be very close
and suggest a ‘driving in the opposite direction’ (Fig. 3). In our example the route goes
from left to right (Fig. 3a). The route positions Pos10 and Pos11 were mapped to
measurements M10 and M11. Even though they are in range of the maximum error dmax,
they change their ordering according to the route direction. If we now map the mea-
surement to the nearest positions on the road network (p10j, p11k), a possible route
extension has to drive a ‘route around the block’ (Fig. 3b; the numbers ①, ② and ③
indicate the driving sequence of the assumed route). Obviously the assumed route
significantly differs from the real route, even though the mapped positions are very
close to the real positions.

2.5 An Efficient Solution

Considering the problems above, we finally developed a solution for the offline map
matching problem. It iterates through the measurements from trip start to termination.
For each iteration we extend all conceivable route variations by new variations that
result from possible mappings of a measurement.

Figure 4a shows the situation after three steps. We manage a set V that holds all
conceivable route variations through the mapped positions. If we take the next

Fig. 3. The back-driving problem
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measurement (Figs. 4b and c), we create all optimal routes (U) from current route
end-points to mapped positions of the new measurement. For the next iteration, we now
have to create a new set V, built from all extensions of old V extended with all routes
of U.

Due to the high number of route variations, we have to incorporate mechanisms to
reduce computing costs to a manageable level.

1. Mechanisms to reduce the number of mappings. According to assumption 2, we
map a measurement to the nearest position of all links in range. The easiest way to
reduce the number of route variations that result from different mappings is to reduce
the mappings themselves. Our mechanism (1a) is not to map all measurements but only
a reasonable subset. The motivation: the number of measurements is pre-defined by the
position measurement system, e.g. by the smart phone app that logs the trip positions.
This could, e.g., measure one position per second. This set up is not under control by
the map matching system, but given. Our algorithm should thus have the chance to take
into account a lower number of measurements to produce route variations. As we thus
can keep a certain minimum distance between measurements, this is an effective
mechanism against the back-driving problem. In our approach, we do not ignore the
other measurements but always evaluate all measurements in the eval function.

Our second mechanism (1b) is called the projection compression rule. Figure 5a
shows a scenario where a measurement produces 10 mapped positions. There exist 14

Fig. 4. Basic idea of our map matching approach
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routes to drive through the range of this measurement (2 through the upper left corner,
12 = 4�3 through the crossing). However, we could remove two of the 10 mappings
(marked with ‘X’) without loosing any of the 14 route variations.

Also dead ends and one way roads may reduce the mappings without loosing
variations (Fig. 5b and c). Figure 5d shows a complex situation with 24 variations to
drive through (without counting loops). Here, we can remove 8 of the 16 mappings
without loosing variations.

To identify removable mappings we proceed as follows:

• We remove all mappings in dead ends.
• For each remaining mapping, we assign the distance of measurement and mapping.

If for a mapping pi all links to drive to or drive from pi contain a nearer mapping pj,
we can remove mapping pi.

Note that the projection compression rule does not avoid all double variations. E.g.
in Fig. 5a, the routes through the 4-way-crossing from top to bottom are still presented
by two measurements.

As a last mechanism (1c) to reduce the number of mappings: we can remove all
mappings that are not endpoint of any currently considered route variation.

2. Mechanisms to reduce the number of route variations. This first mechanism (2a) is
to directly avoid U-turns and not to wait for a bad evaluation by the eval function later
(see assumption 5). Our approach iterates through measurements and tries to extend
existing route variations by a new part of the route. Thus, the only chance to produce a

Fig. 5. Idea of the projection compression rule
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U-turn is when an existing route is extended. As a simple mechanism, we only accept
extensions without U-turns.

A second mechanism (2b) ‘compresses’ the set of existing variations. The idea: if
an existing route variation is not able to be part of the final route with the best
evaluation, we can remove it. We apply assumption 4, formula (2) for this. In more
detail: if we identify two route variations with the same trailing rx, the one with the
worse evaluation cannot be the final ‘winner’ (rb | rx | ry according to formula (2)). We
thus only have to check all variations for same trailings, evaluate them and keep only
the best.

3. Mechanism to speed up the evaluation. For each iteration and variation, eval has to
be executed again. This is because old results of eval are not useful anymore as routes
are extended (by a route of U). Even though the number of variations stays constant
(due to mechanisms 2a and b), the length of each route gets longer as more mea-
surements have to be taken into account. As a result, for a naïve realization, the
execution time of eval would significantly increase for each iteration.

As our final mechanism we apply assumption 4 and formula (3). It turned out that
after a certain time, all route variations in V have a same leading route (rw | rx in
formula (3)). Whenever this happens, we can ignore rw for new evaluations as it does
not affect the ordering.

We now can put our considerations together to our map matching algorithm below
(references to the mechanisms are in brackets). It contains two main loops: one to
compute all mappings and one to subsequently extend route variations.

Note that in contrast to the formal definition (1), this algorithm returns a route, not a
list of mapped positions. However positions and a route that connects these positions
are equivalent information.
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2.6 Again the Back-Driving Problem

According to Figs. 2c and 3 the back-driving problem can occur, if two subsequent
measurements have overlapping circles (with radii dmax) and at least one link resides in
the overlapping area. With the selection of the subset μ we are able to control this: we
can either select measurements that have at least a distance of 2dmax (no overlapping
areas at all), or we can geometrically check for links in the overlapping areas. The latter
approach requests some complex geometric computations, but tolerates closer
measurements.

However, for positioning systems with large positioning errors, this selection
causes a low measurement density. The problem: if two selected subsequent mea-
surements are too far, the route in-between is not represented adequately.

To solve this, we introduced another approach that allows to select arbitrary close
measurements with the costs of additional computation. We modify the map function: a
position is not mapped to the nearest position on a link but on a fix relative position,
e.g. always on the centre of the link’s running length. As a result: even close mea-
surements do not produce back-driving, as subsequent mapped positions stay constant
on a link. This is possible due to assumptions 1 and 2. Two crucial points:

• The very first and very last measurement should additionally be mapped to nearest
route points.

• We have to deactivate the projection compression rule, otherwise we still may
produce the back-driving problem. This may occur, if nearby a crossing, the rule
removes projections in the wrong driving order.

If we consider more measurements, we have a longer runtime due to more multi-
route calls. In addition, the number of mappings per measurement is increased on
average, thus this modification may dramatically increase the overall runtime.

A last consideration: selecting two measurements that are closer than 2dmax would
allow us to detect small route changes between measurements that were otherwise
undiscovered. On the other hand, these route changes may be below the measurement
precision, thus remain undiscovered even though respective measurements are selected.
As a best practice, we thus suggest at least 2dmax distance between selected
measurements.

2.7 A Best-Practice Eval Function

We currently only request assumption 4 to be fulfilled by the eval function. In this
section we describe an eval function that turned out to be useful for a driving scenario.

Our function considers the following properties (Fig. 6):

• The total route length L in meters.
• The sum of squares of distances di between measurements and nearest route

positions scaled by 1
�
d2max.

• The square of first route point to first measurement ds and last route point to last
measurement dt scaled by 1

�
d2max.
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• The route meters not represented by any measurement Lunrep, and the number of
measurements not covering a route position cntunrep.

We build the weighted sum of these values (4).

eval rð Þ ¼

LP
d2i =d

2
max

ðd2s þ d2t Þ=d2max
Lunrep
cntunrep

0
BBBB@

1
CCCCA

�

wlen

wdist

wst

wlunrep

wcntunrep

0
BBBB@

1
CCCCA

ð4Þ

We achieved good results with the settings: wlen = 1/3, wdist = 50, wst = 100,
wlunrep = 1, wcntunrep = 10.

3 Evaluation

We fully implemented the presented offline map matching approach inside our routing
platform donavio [6] that is part of the HomeRun environment [5, 7]. We conducted a
number of experiments to show the efficiency of our computations and the quality of
the output. For all routes we set dmax = 200 m.

We selected measurements with a distance of 2dmax. For execution time mea-
surements we used a PC with i7-4790 CPU, 3.6 GHz. Table 1 summarizes the results;
some routes are illustrated in Fig. 7.

To assess the similarity of the assumed route by our algorithm and driven route, we
measured the amount of original positions that reside on the result route. As the result
route may also contain additional tracks, we also compared the route lengths. In
summary, in all our experiments, the result routes were always very similar to the
original driven route.

Fig. 6. Properties considered by the evaluation
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Table 1. Summarized Results of Conducted Experiments
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urban 2.3 0:07 69 13.7 510 23 108.7 8.7 40.1 100.0 105.9

urban 4.8 0:07 151 17.5 1891 90 315.2 4.8 81.8 95.4 97.7

urban 5.4 0:08 129 16.3 2306 105 445.1 3.4 86.5 96.9 99.8

urban 16.1 0:32 458 6.9 2229 294 78.7 2.2 54.1 97.2 100.5

urban 18.5 0:22 186 12.8 4335 290 177.4 5.5 73.7 98.4 99.7

suburban 11.2 0:14 240 10.1 2037 139 113.9 3.5 66.0 95.4 102.3

suburban 16.1 0:21 301 10.5 3108 238 272.9 2.3 84.6 99.7 99.1

suburban 19.2 0:22 457 6.9 1776 188 94.6 2.9 61.3 97.4 99.3

interurban 412.3 3:39 4124 9.5 38377 3492 454.7 2.0 76.8 98.0 100.0

interurban 977.8 8:42 9650 9.8 112458 8425 550.0 1.2 59.5 99.0 98.7

Fig. 7. Example measurements and result routes
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We also measured the execution time. Even though it is not primarily required for
an offline approach to perform execution in time, we got approx. 260 ms per mapped
measurement. Thus, this approach could in principle also process measurements in
realtime.

We tried to identify the component that needed most of the execution time. We thus
analysed the CPU usage for the multiroute and eval functions. The multiroute function
only requires 4 % on average. This supports assumption 3 to heavily rely on the
multi-routing function. We also conducted experiments where we replaced our
multi-routing approach by permutations with single routing (not shown in the table).
The result: our multi-routing is factor 1022 times faster (max. 2355 times) compared to
a single-routing approach.

The most time-consuming function in our implementation is the eval function. This
is due to complex geometric computations, in particular to identify the unrepresented
parts of the route. For time-critical execution scenarios we could consider to simplify
the eval function.

As a last set of experiments, we also checked the alternative mapping for mea-
surements closer than 2dmax (Sect. 2.6). We thus also select measurements with a
distance of dmax. However, disabling the projection compression rule increases the
number of mappings per measurement by factor 2.5 on average; as expected this
significantly affects the overall computation time: it increased by factor 4.2.

4 Conclusions

In this paper we presented an approach for offline map matching. The main idea was to
map a measurement to all potential road positions and to check, how a sequence of
mapped positions can be connected by a driven route. It heavily relies on a
multi-routing mechanism to immediate check connections between set of start and
target positions. To address the problem of combinatorial explosion, we suggest a
number of mechanisms. An evaluation shows the effectiveness of these mechanisms.
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Abstract. The prototype selection is a bottleneck for lot of data analy-
sis procedures. This paper proposes a new deterministic selection of pro-
totypes based on a pairwise comparison between data. Data is ranked
relative to each data. We use the paradigm of the observer situated on the
data. The ranks relative to this data gives the viewpoint of the observer
to the dataset. Two observers provide a link between them if they have
no data between them from their respective viewpoints. The links are
directed to obtain a directed graph where data is the set of vertices of
the graph. The observers move using the directed graph. They reach a
prototype when they arrive at a viewpoint with no outgoing connexion
of the directed graph. This method proposes both the prototype selec-
tion and the structuration of the dataset through the directed graph.
The paper also presents an assessment with three kinds of datasets. The
method seems particularly useful when the classes are hardly distinguish-
able with classical clustering methods.

Keywords: Prototype selection · Instance selection · Case-based rea-
soning · Dimension reduction

1 Introduction

The prototype selection (i.e. the instance selection) consists in selecting a subset
of data from a dataset in a way that the subset could represent the whole dataset.
It is a bottleneck for lot of data analysis procedures. The prototype selection is a
crucial step in big data classification [1], in machine learning [2], in data mining
[5], in nearest neighbour supervised classification [3,4], in medical case-based
reasoning [6], in social recommender system [7],... Also one can find a review of
different methods of instance selection in [8,9].

In the context of dataset exploration, each data is a case that we examine
to better understand the data sample. This approach is tedious and the user
must reduce the number of data he wishes to examine. For this purpose he
selects some prototypes. Most of methods of prototype selection are associated
with clusters. Except the random search, we do not know a method of selection
of prototypes without reference to a clustering of the dataset. Unfortunately
c© Springer International Publishing AG 2016
G. Fahrnberger et al. (Eds.): I4CS 2016, CCIS 648, pp. 39–46, 2016.
DOI: 10.1007/978-3-319-49466-1 3
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the clusters are unknown at the first step of data exploration and the classical
methods of clustering make implicit assumptions on the number or the statistical
properties of the eventual clusters. In this paper we propose a new deterministic
selection of prototypes without any clustering approach. The method is only
based on a pairwise comparison between data.

First we expose the paradigm of observer using a pairwise comparator. Then
we describe the design of the network linking data. The observers move to the
prototypes using this network. Second we assess the method of prototype selec-
tion with three kinds of datasets. Finally we conclude this paper by indicating
a specific usefulness of our method.

2 Dataset and Observers

2.1 Pairwise Comparisons and Rankings

Let Ω be a set of n data:

Ω = {X1,X2, ...Xn}
This set is provided with a similarity index which allows pairwise comparisons
between data.

The pairwise comparisons have been studied for a long time in the literature
[11,12]. Many similarity indices are directly based on these pairwise comparisons.
The similarity indices are often derived from distances or a pseudo-distances, and
many methods are developed to build such similarity indices based on pairwise
comparisons [10]. In this paper, we use only some basic properties of a similarity
index.

Let S be the similarity index. Let A be a data in Ω. The index should allow
all the comparisons relative to A. Thus we need to have the following properties:

– S(A,A) ≥ S(A,B),
– S(A,B) ≥ S(A,C) if B is more similar to A than C is,

where A ∈ Ω, B ∈ Ω, and C ∈ Ω.
These properties allow to define a total pre-order relation in Ω relative to

the data A. This relation is called ≤A and it is defined by:

B ≤A C iff S(A,B) ≥ S(A,C)

The dataset induces one ranking per data. Then we have n rankings. The ranking
induced by Xi in Ω is defined by:

rki = (rki,1, rki,2, rki,3, ...rki,n)

where rki,j is the rank of Xj with the relation ≤Xi
. Note that rki is a permutation

on 1, 2, 3, ...n and rki,i = 1.
In this paper, we use the paradigm of the observer. Each observer is situated

on a data which gives a viewpoint of Ω. Thus we consider that the ranking rki
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Fig. 1. Processing pipeline for selecting prototypes: A. Simulated dataset in dimension
2 (n = 20), B. Ranking relative to X1 using Euclidean distance as pairwise comparator,
C. Network with links between data, D. Directed graph from network, E. Selection of
four prototypes (black circles), F. Second run for selecting one prototype from four
previous ones.

is the viewpoint of Ω from Xi and data is ranked from the first to the last at
each viewpoint. Figure 1A displays an example of a two dimensional simulated
dataset with n = 20. Figure 1B shows the ranking relative to a data X1 using
Euclidean distance. This ranking gives the viewpoint on the dataset from X1.

2.2 Links and Network

In this section we select a subset of representatives of Ω using this paradigm of
observers. First we define links between data. Then we use these links to move
the observers to the optimal viewpoints.

A link between the viewpoints Xi and Xj is obtained when we have no step
to move between Xi and Xj . Let us define a step between Xi and Xj . Let us
consider the viewpoint from Xi and the viewpoint from Xj . The data Xk is a step
between Xi and Xj when it lies both between Xi and Xj using the viewpoint
Xi and between Xj and Xi using the viewpoint Xj . In other words Xk sets a
possible step to go between Xi and Xj when we have:

rki,i < rki,k < rki,j and rkj,j < rkj,k < rkj,i

If no step is possible between Xi and Xj , then we define a link between Xi

and Xj . Thus the observers Xi and Xj provide a link if they see no common
data from their respective viewpoints. Figure 1C displays an example of the
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links we obtain using the dataset of Fig. 1A and Euclidean distance as pairwise
comparator. These links define a network that we study in the following.

In order to direct the links of this network, we assign to each data a weight
that is defined by the number of links coming from the data itself. The more
attractive Xi, the higher the weight of Xi (i.e. the number of links going to Xi

or coming from Xi). The link between two data Xi and Xj is directed from Xi

to Xj if the weight of Xj is strictly greater than the weight of Xi. In the case
of equality, we consider the maximum of the weights of the neighbors for each
extremity of the link for defining the direction of this link. Thus we obtain a
directed connected graph we use to define prototypes of Ω. Figure 1D shows an
example of the directed graph that we obtain using the procedure we describe
above.

2.3 Set of Prototypes

Our goal is to define a subset of prototypes of Ω. Let us use the network we built
on Ω. We propose to move the observers using this network. The observers reach
a prototype of Ω when they arrive at a viewpoint with no outgoing connexion of
the network. The subset of prototypes is called Ψ . It gives the prototypes that
we propose for reducing the dimension of Ω. If the number of prototypes is too
large, then the procedure reducing the dimensionality of Ω can be iterated on the
subset of prototypes. Figure 1E displays the results of a first run of our prototypes
selection on a simulated dataset of Fig. 1A, we obtain four prototypes (black
circles). Figure 1F displays the results of a second run based on the previous
results. This second run gives only one prototype.

3 Experimental Study

This section is devoted to the study of our method of prototype selection. The
prototypes are typically associated with the classes that form a partition of the
dataset. Ideally the algorithm of prototype selection should give one and only
one prototype per class. Unfortunately the concept of classes has no meaning
in the framework of exploratory analysis when the classes and the number of
classes are unknown. Moreover the classes have no use for many applications. For
instance, the use of a priori clusters for the classification of users or information
could be against productive to give dynamic personalized recommendations in
the framework of recommender systems. In this context, the prototype selection
is connected with the structuration of the dataset using a network. The main
advantage of our method is to propose both the prototype selection and the
structuration of the dataset through a directed graph.

In this paper, we place ourselves resolutely in the context of the exploratory
analysis of data without any a priori assumption on eventual classes, we only use
an index of pairwise comparison. But the use of classes gives the most classical
way to evaluate a set of prototypes. So this paper uses classes to study and to
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Fig. 2. Selection of prototypes using a simulated dataset (n = 200) with three normal
distributions (100, 70, 30). Top: Iterative selections of prototypes with respectively 34,
6, and 1 prototypes (black circles). Bottom: Respective links between data and their
associated prototypes.

assess only the prototype selection, the detection of classes (i.e. the clustering)
is out of the scope of this paper.

First we present the assessment of our method of prototype selection using
distinguished classes for ease of understanding. Second we display the result we
obtain using the classical IRIS dataset. Then we propose an example when the
classes are hardly distinguishable with classical clustering methods.

3.1 Assessment of a Set of Prototypes

In the following we simulate a dataset with three classes to which we apply our
method of selection of prototypes. The set of prototypes is assessed using the
labels of the classes. Each data is assigned to the prototype which is the most
similar to itself with respect to the pairwise comparator. Thus each data Xi in
Ω is assigned to the prototype Pj in Ψ where Pj has the smallest rank of all the
prototypes of Ψ relative to Xi. Pj is the closest prototype from the viewpoint Xi.
Then we define δi which is equal to 1 if Xi and Pj have the same label (i.e. they
belong to the same class) and 0 otherwise. If δi is equal to 1, then we say that
Xi is well represented by the set of prototypes. Otherwise Xi is not represented
by the set of prototypes. The percentage of data in Ω that is well represented
by Ψ defines our criterion to assess Ψ . When the percentage is equal to 100 %,
the set of prototypes Ψ can represent the whole dataset.



44 M. Herbin et al.

Fig. 3. Display of Iris dataset (n = 150, three classes of 50 data, in dimension 4)
projected on two components: sepal length and the sepal width. Three iterations of
prototype selection using Euclidean distance in dimension 4: 27, 6 et 1 prototypes
are selected, 94.7%, 88%, 33.3% of data are respectively well represented by these
prototypes.

For understanding the criterion, we select Ψ using a dataset with three well
separated clusters. The clusters are simulated using Gaussian distributions in
dimension 2. Ω has 200 data. The clusters have 100, 70 and 30 data. Figure 2
displays three runs of our prototypes selection using Euclidean distance as pair-
wise comparator. We obtain 34, 6 and 1 prototypes (Fig. 2, first row) Each data
is associated with the most similar prototypes (Fig. 2, second row). The percent-
ages of well represented data by 36, 6, and 1 prototypes of the three iterative
runs are respectively 98.5 %, 99 %, and 50 %. We note that the percentage of
well represented data does not directly depend on the number of prototypes.

3.2 Prototype Selection with a Real Dataset

In the following we use the classical IRIS dataset of Machine Learning Repos-
itory of UCI [13]. The set has 150 data with three classes of 50 data each: Iris
Setosa, Iris Versicolour, Iris Virginica. Each data is given in dimension four with
sepal length in cm, sepal width in cm, petal length in cm, and petal width in cm.

Figure 3 displays the iris data using only two components: the sepal length
and the sepal width. Three iterations of our prototype selection are successively
applied in this dataset in dimension four. We obtain respectively 27, 6 and 1
prototypes that respectively represent 94.7 %, 88 %, and 33.3 % of data.
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3.3 Hardly Distinguishable Classes and Prototypes

In the following we simulated a dataset with two classes that are hardly dis-
tinguishable when using classical clutering methods. Indeed classical clustering
methods are often based on statistics such as means or medoids. They use these
statistics to determine the prototypes and they make the assumption that data
could be well represented by the selected prototypes. Unfortunately these sta-
tistical approaches are often unadapted.

Figure 4 presents a datset (n = 300) where two classes that are simulated
using an uniform distribution. The 300 data are simulated in dimension 2 within
two rectangular crowns. The two classes are hardly distinguishable when using
classical clustering methods without making any assumption about the shapes
of the clusters. The classical clustering methods (k-means, k-medoids) fail even
after a transform with Principal Component Analysis (PCA). Figure 4 displays
the results of three iterative selections of prototypes. We select first 58 prototypes
with 100 % of well represented data, second 12 prototypes with 87.6 % of well
represented data, and third 2 prototypes with 29.3 % of well represented data.

Fig. 4. Dataset (n = 300) with a uniform distribution in two rectangular crowns and
three iterative selection of prototypes with respectively 58, 12, and 2 prototypes and
100%, 87.6% and 29.3% of well represented data.

4 Discussion and Conclusion

The method we propose for selecting prototypes is deterministic. It does not
require to establish a number of prototypes. It does not assume any assumption
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on the shape and the number of eventual clusters. Moreover it gives a struc-
turation of the dataset through a directed graph. So we propose the use of this
method in a first approach of exploratory analysis when we have only a pairwise
comparator and no knowledge of the number and possible properties of eventual
clusters. This kind of dataset exploration through prototypes selection becomes
essential when the clusters are indistinguishable, such as when the clusters have
a strong overlap.

The method we propose is not optimized in the version presented in this
paper. It only gives a first approach to reduce the size of a dataset. Its use for
large datasets is to be developed in future work.

In this paper we use the assignment of a data to a prototype only for assess-
ment of our method. But the procedure for assigning a data to a prototype
should also be improved for studying how to update the network when a new
data is added to the dataset.
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Abstract. This paper focuses on developing methods to reconstruct the
physical path of underground infrastructure networks. These reconstruc-
tions are based on the structure of the network, start and endpoints and
the structure of an underlying network. This data is partly considered
unreliable or uncertain. Two methods are presented to realise the recon-
struction. The first method finds a path of given length in a directed
graph by applying a modified version of Yen’s algorithm for finding
K-shortest simple paths in a directed graph. A second, so-called Bottom-
up approach is developed which aims to take advantage of the structure
of the underlying network. The developed methods are applied on a series
of examples for comparison.

Keywords: Underground infrastructure · K-shortest path problem ·
Reconstruction

1 Introduction

Most underground networks to deliver services such as electricity, gas, tele-
communications and television were built during the 20th century. The admin-
istrations of these networks were done by hand resulting in a huge collection of
(paper) maps. In the last two decades of that century, network administrators
started to digitise the maps, first by scanning them, later by drawing the net-
works in CAD-like software. Unfortunately, a huge part, especially the dense last
parts of the networks, close to the houses, is still not digitised or only scanned.
However, in some of these cases, some of the nodes of the network, the structure
of the network and distances are known. In this paper is tried to reconstruct
the physical path of the network based on this information, where is included
that some of this information is unreliable or uncertain. The reason for this
unreliability and uncertainty are mistakes, caused by all the work by hand in
earlier processes, or estimations, e.g., the length of parts of the network that can
be based on measurements. As far as the authors know, this problem was not
described before.

In this paper the methodology for the reconstruction is demonstrated on an
actual network, namely the copper network used for telecommunication services.
c© Springer International Publishing AG 2016
G. Fahrnberger et al. (Eds.): I4CS 2016, CCIS 648, pp. 49–58, 2016.
DOI: 10.1007/978-3-319-49466-1 4
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In order to supply end users with higher bandwidth, the network is developed
into an Fibre to the Curb (FttCurb) network, where the, presumed, existing
fibre optic network of Fibre to the Cabinet (FttCab) is extended further into
the remaining copper network. The new active nodes for the FttCurb network
are logically placed on splicing points of the copper network (see, e.g., [12]).
Here is assumed that FttCab has been completely implemented and the focus
lies on the FttCurb roll-out. A problem, however, is that the precise location of
the splices is not known. Information is available on scanned maps (ergo, not
available for extensive automatic use) and the available digital information is
not 100 % reliable.

The structure of the paper is as follows. First, the problem description is
explained in more mathematical detail and some preliminary notation is intro-
duced. Then, some pre-processing is presented in order to prepare the data to
be used. Next the complete description and analysis of two different solution
approaches are presented. This is followed by the results of the two methods.

2 Problem Description

The problem of locating all the splices can formally be described as follows.
Consider the underlying (e.g., road or trench) network to be an undirected graph
G = (VG, EG) with non-negative edge weights. The vertices VG and edges EG

represent the intersections and streets, respectively. Each v ∈ VG has coordinates
(xv, yv) and dij denotes the weight (length) of an edge (i, j) ∈ EG. Let T =
(VT , ET ) with weights wkl for (k, l) ∈ ET be a weighted tree representing a
subset of the copper network.

From now on, T strictly refers to such a subset of the networks, starting
at the cabinet. Let the root of T , denoted by s, be a cabinet while the leaves,
ti, i = 1, . . . ,M , coincide with the end of cables. The splices that need to be
located are thus given by the inner nodes of T . Let XG and XT be defined as
the infinite set of all (x, y) coordinates pertaining to the geographical location of
the graph G and the copper network T , respectively. The aim is to find (xu, yu)
such that (xu, yu) ∈ XG for every u for u ∈ T\{s, t1, . . . , tM}. In other words, all
nodes in T need to be located such that their coordinates correspond with either
a node or a point on an edge in G. This is illustrated in Fig. 1. Here the goal
is to find the coordinates of splices 1 and 2, from the tree T on the road graph
G. Note that the copper lengths of the red lines on top of G, are of the same
length as in T . The splices are assumed to lie on the red edges at the appropriate
distance from the end cables and cabinet.

3 Pre-process

In this section some pre-processing and background work is covered to prepare
the data to be used by the two methodologies.

In the remainder of this paper it is assumed that the structure of the copper
network is known, which includes the following:
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Fig. 1. Top: Copper network (T ). Bottom left: Road network (G). Bottom right: Splice
locations on top of road network. (Color figure online)

– The topology of the network, i.e., which nodes are connected to one another
in the network;

– The network consists of a concentration point and then branches out (without
cycles) to the end points;

– The network follows some known underlying street or trench pattern;
– The (estimated) copper-lengths between each connected pair of nodes in the

network are available digitally;
– The (estimated) locations of the concentration point are available digitally,

and;
– The (estimated) locations of the end of the cables are available digitally.

After establishing the geographical structure of the underlying network,
known nodes of the copper network have to be added properly to G. For a
given node w ∈ VT (either a leaf or the root of T ) it is assumed to be connected
to the graph of the road network at the nearest edge, say ew ∈ EG, based on
their locations. For a more sophisticated approach, see [10].

Once the root of the copper tree is added to G, the size of the graph is
reduced. This is done for the benefit of memory that is needed the keep track
of the graph, as well as to improve the speed at which the remaining nodes are
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added to G, as there are now less edges that need to be evaluated. The reduction
of the graph is done by determining the shortest path to every node in G from
the root.

4 Path Based Approach

The first method aims to find the locations of the splices based on (s, ti)-paths
of given lengths on the graph G. This approach is based on the following idea.
If there is only one possible path between s and ti of the “correct” length, that
being the length corresponding with the lengths in T , then it has to be the case
that the splices between the cabinet and the end-cable lie on this path on the
road network. The problem of locating the splices can now be seen as a series of
path finding problems for paths of exact length. This search is limited to simple
paths. A path q is called simple if nodes are visited at most once in q.

Formally, given a weighted undirected graph G, we aim to find a simple
(s, ti)-path of a given length, under the assumption that at least one such path
exists. This is known as the Exact Path Length Problem (EPL). [11] gives a
solution for solving the EPL problem. However, since the data is uncertain, it
may very well be the case that the exact length is not always present in the
graph. Instead, we use here the K-Shortest (Loopless) Paths Problem. First an
overview is given of the literature on the K-Shortest Path problem. Next the
specific implementation issues of the K-Shortest Path problem, for the problem
under investigation, are elaborated.

4.1 Literature Review

Research regarding to the K-Shortest Path Problem in a network date back to
as early as 1959 [7] and 1960 [2] who were amongst the first to propose methods
for solving this problem. Yen [13] proposes an algorithm which, at the time of
publication, had the best worst case complexity of O(KN3) on the number of
operations, where N is the number of nodes in the network. Yen’s algorithm is
limited to finding simple paths but does allow weights to be negative.

In a paper published in 1997, Eppstein [3] introduces a method, Eppstein’s
Algorithm (EA), to determine the K-shortest paths in a directed graphs where
cycles are allowed. EA improves the worst case time complexity of Yen to
O(|E| + N logN + K). Jiménez and Marzal propose two separate variants on
EA, Recursive Enumeration Algorithm (REA) [8] and Lazy Variant of Epp-
stein’s Algorithm (LVEA) [9]. While only LVEA has the same worst case time
complexity as EA, the authors show that both methods perform better than EA
in practice. Next, [1] proposes another method based on the design of (LV)EA
as an on-the-fly directed search heuristic. The algorithm, known as K∗, makes
use of the so-called A∗ path finding algorithm. A∗ ([4]) is a directed search algo-
rithm for the K-Shortest Path Problem which operates in many ways similar to
that of Dijkstra. The difference arises when evaluating nodes. Where Dijkstra
simply computes the length of the path from the source to the node in question
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(say d(s, u)), A∗ uses a heuristic function, f(s, u) which also includes an estimate
for the remaining distance h(u) in the path (f(s, u) = d(s, u) + h(u)).

Furthermore, Hershberger et al. [5] propose an algorithm for the K-Shortest
Path Problem via a Path Replacement Problem [6]. This algorithm is particularly
interesting because it was tested on geographic information system (GIS) road
networks. This is particularly interesting as it is a similar application of the
K-Shortest Path problem. [5] is directly compared to Yen’s algorithm and is
shown to perform better. The improvement, however, seems to increase with the
size of the problem. They show that, for example, from Washington DC, to New
York City, the network contains 6,439 nodes and 15,350 edges. The performance
difference between the two algorithm, for generating 50 shortest paths, is not that
large. The size of that problem is much larger than the problem in this paper.
Yen’s Algorithm is more efficient for small (low number of edges) problems and
will be used as starting point in this paper.

4.2 Implementation

Since Yen’s algorithm does not look for the paths of exact length explicitly, an
adjustment is proposed here. Say there is an (s, ti)-path P ∗ in G of length equal
to the length of the copper cable between these two nodes. Given all possible
paths from ti to s there is some K ′ for which the K ′th shortest path is P ∗. Since
K ′ is not known beforehand, paths will be found in ascending order until all paths
of the length we are interested in are found. As Yen’s algorithm terminates once
all K shortest paths are found, the stop criteria in the implementation of the
algorithm is altered such that the algorithm continues looking for paths until
all paths smaller than some desired length are found. There are, however, some
issues that arise when implementing this method.

Exploiting the copper tree structure. Often, a copper path shares splices with
another path. Say that two paths share splices up to k, first the locations of the
nodes in the first path are found. Then then path to k is reused. This is done
by applying Yen’s algorithm to find the path(s) from k to the second path’s t of
the length corresponding to the copper length between the two nodes.

Dealing with uncertainty. Assuming there is uncertainty in the coordinates and
length, there may not be paths between nodes on the underlying network of a
length coinciding with the data. Instead of having Yen’s algorithm terminate
when all paths of the desired length are found, it is used to find all paths of a
length within a given interval, [Llower, Lupper]. This is achieved by setting the
stop criteria to be at the first path found with a length greater than Lupper.

Adding the missing splices. Once all the candidate paths between two nodes are
identified, the algorithm proceeds to determine the location of the remaining
splices on this path. The splices are placed based on their copper distances to a
previous node, either by starting at ti and working their way to s or the other
way around. Given the uncertainty, there are three situations possible. Namely
the path found is either longer than, shorter than, or equal to the path length
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the data implies. Issues arise at the first two scenarios. Now the nodes are placed
based on their relative distance between ti and s.

5 Bottom-Up Approach

As an alternative to the path based approach, an approach is presented that takes
advantage of the copper network’s tree structure more explicitly to construct a
bottom-up algorithm. The name “bottom-up” is used because the algorithm
starts at the leaf nodes of the copper tree and uses their locations and the
structure of the copper tree to iteratively determine the locations of the nodes
one level higher. When the locations of those nodes are determined, the process
is repeated until all levels of the copper tree are evaluated. Under the assumption
that the locations of the cabinet and end nodes, and copper lengths are indeed
correct, a splice should be located such that there exists paths to all to its
connected nodes of a length coinciding with the length of the copper cables
between them. In order to apply the bottom up approach to find the location of
common parents, a specific structure of the tree is assumed. Since T may have
inner nodes with only one child, a reduced tree T ′ needs to be created in which
these nodes are hidden.

Determining possible inner node locations. First possible splice locations are
found based on all children individually and then is seen if there are any over-
lapping locations. It is at these points that the splices would possibly be located
in reality. When estimating the splice locations, two methods are distinguished
for creating paths on G. For the first method, all possible paths from ti are enu-
merated of a desired length. This is done by starting at ti and finding all points
on G, for which there is a path between those point and ti with a length equal
to the length of the copper cables between ti and the splice that is searched for.
Secondly, paths are looked for in a method similar to a depth first search (DFS).
Starting at a selected node (ti) in G, the graph is explored until either a point
in G is reached, such that the length of the path is equal to the length of the
copper cable, or until the path can not be further extended. In the former case,
the location of the point where the path ends is denoted as a possible splice
location. All nodes along this path are marked as visited. Then, we proceed by
backtracking in G until a node is reached that has a neighbour which has not yet
been visited. From here, we attempt to find another path, which branches off at
this point in the graph. A node cannot be revisited by a path after a branching
point. This means that the DFS could potentially find fewer paths than when
enumerating all paths, but does also exhaust the possibilities more quickly. This
is the core difference between the DFS and enumerating all paths.

Choosing best splice location. Once all possible splice locations are determined,
one of these locations has to be selected to place the splice at. Under the assump-
tion that the data regarding the graph and locations are completely reliable, we
first determine which possible locations are shared: these locations are labelled
as parent by all the child nodes. In this case we need to pick the best one. This
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is done by taking the distance to the next node into consideration. The issue
of locating the possible locations is further complicated when taking the uncer-
tainty of the data into account. In this case, we do not have a guarantee that
possible splice locations share the same coordinates. One way to take this into
account is by redefining what we mean with overlapping locations. Instead of
looking for points on the graph that have the same coordinates, we will deter-
mine the shortest path between pairs of possible splice locations and see if they
are close enough together. If the distance is small enough, then we consider the
two nodes to overlap and place the splice midway between the two points.

Finding non-reduced splices. Once we determined the expected location of the
splice, we keep track of the paths that lead to the chosen solution. From here it
is checked whether there are any splices in the full copper tree (as opposed to
the reduced tree T ′) between ti and the splice we originally sought after. If so,
we follow the path and add the remaining splices based on the distances along
the copper network.

6 Numerical Results

In this section, both methods are applied on a number of cases. Their perfor-
mance on different scenarios is discussed.

Two sets of test cases were created. First two example cases of a copper
network, XY and AM are presented, both are based on the road network in
Amsterdam. These copper networks were created such that the locations of the
splices are known, but the copper distances are not entirely correct. Secondly,
we have a number of real world scenarios (CE, JE, GH and KF ), based on
scanned maps with the real information and estimated data from other sources.
Table 1 shows the properties of these cases.

Table 1. Properties of the copper- and road network for our cases.

XY AM CE JE GH KF

Number of splices 34 75 48 65 8 43

Total copper length 1828 987 1305 1096 620 1084

|VR| 246 133 208 63 30 85

|ER| 320 163 247 65 29 95

|VG| 416 358 238 316

|EG| 501 392 276 347

The algorithms were applied on these test cases. The algorithm’s perfor-
mance is evaluated by looking at its run time and accuracy. When testing their
accuracy, we look (1) at the number of splice locations that are determined and
(2) the accuracy of the locations of the found splices. In the case of a known
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network, we keep track of which ones have been found and compare the differ-
ent methods. We evaluate how many of the splices are found. In order to test
the influence of the order in which we search for paths in the K-Shortest Path
problem the paths are sorted based on their total length in ascending (KSPShort)
and descending (KSPLong) order. We apply both methods on all of the cases.
The mean squared error (MSE) is determined for each found splice location as
a metric to compare the different methods. For each splice found, we take the
squared distance between the coordinates found by the given algorithm and the
actually (or estimated, based on map information) location of the splices.

When looking at the two variations of the K-Shortest Path problem approach
for the cases XY and AM , we quickly notice that sorting the paths in descending
order of length, gives the best result in terms of running time. This is likely due
to the fact that the longer paths, more often than not also have more splices
along the path. This means that more intermediate splices are found earlier on
(Table 2).

Table 2. The results of cases XY and AM .

Case XY Case AM

Found MSE Time Found MSE Time

KSPShort 28/34 18.511 3.659 64/75 5.604 5.323

KSPLong 28/34 17.719 31.113 62/75 12.088 16.582

BUdfs - - - 62/75 300.170 4.404

As for the Bottom-up approach, we see that for the case XY , it was unable
to run appropriately. This is due to the nature in which it finds paths. Since
not all possible solutions are evaluated in this method, it may occur that the
possible paths created on the graph did not lead to any feasible splice locations.
For the case AM , however, it was successful in completely running as intended.
We see that it found nearly as many splices as the best performing K-Shortest
Path problem while having the lowest running time. However, the location of
the splices based on this method is clearly the least accurate.

Table 3. The results of cases GH and KF .

Case GH Case KF

Found MSE Time Found MSE Time

KSPShort 8/8 0.746 18.901 42/43 8.024 5.674

KSPLong 8/8 0.723 2.983 43/43 132.346 4.617

BUdfs 8/8 0.899 2.615 43/43 6044.500 7.485

We now look at how the methods perform on some real world cases. The first
case GH is a relatively small example. We see in Table 3 that both methods find
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all splices and that KSPLong is noticeably faster than KSPShort. For BUdfs we
see similar results to the two KSP methods when looking at the splice locations.

For the second data set KF in Table 3 the level of inaccuracy of BUdfs is
noticeable. This method is unable to handle the inconsistencies between the given
copper lengths and the actually path lengths found on the underlying network
between the cabinets and end of cables. In Table 3 we see that KSPLong finds
more splices than KSPShort but with a noticeably larger MSE. The higher mean
error is attributed to the extra splice found and the reliability of its coordinates.
This issue is one that lies beyond the algorithm, rather shows a clear example
on the difficulty of the problem presented in this paper as a whole.

Table 4. The results of the cases JE and CE.

Case JE Case CE

Found MSE Time Found MSE Time

KSPShort 65/65 7.496 7.252 48/48 9.090 22.008

KSPLong 60/65 10.679 6.989 46/48 13.934 36.619

BUdfs 65/65 838.866 8.141 46/48 66.557 17.851

Table 4 shows that KSPShort finds a few more splices with small differences
than KSPLong when looking at the accuracy and run time. Once more BUdfs

is the poorer performing method. While it is capable of finding an estimate for
more splice locations than KSPLong, these are clearly not as reliable as the MSE
indicates.

The results for the final case can be seen in Table 4. The consistency in the
difference in performance between BUdfs, KSPShort and KSPLong holds again.
While we did not test the Bottom-up approach with the variation of full enu-
meration nor on exact cases as we did with our modified Yen’s algorithm, it is
still clear that the Bottom-up approach has some difficulties with accuracy.

7 Summary and Conclusions

The goal of this paper was to develop two possible methods to reconstruct the
physical path of underground networks, illustrated by finding the locations of
splices in the copper network for telecommunication services. The first method
discussed was a path based approach based on finding paths of given length in a
network. Secondly, we introduced a so called bottom-up approach with the aim
of taking a more direct advantage of the structure of the copper network.

Testing on a series of cases shows that these methods can indeed find all
splices at their correct location when the input data contain no errors. However,
the same accuracy cannot be guaranteed when expanding the cases to be more
realistic and thus containing errors or uncertainty, but we can conclude that the
path based approach is much better in handling this uncertainty. The testing



58 M. de Koning and F. Phillipson

showed also that the use of found splices in further iterations can greatly improve
the algorithms performance.

In further research both methods could be improved by temporarily accepting
multiple splice locations and testing which one may lead to better solutions. A
variation of the problem presented in this paper, is the case where the paths do
form cycles on the underlying network.
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ments and discussion.
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Abstract. If as mobile devices are introduced and cutting-edge information and
communication technology (ICT) is developed, the need for mobile service at
environmental inspection and monitoring work task sites in environmental
contaminant discharging facilities is increasing. In this study, a hybrid app
combining the mobile application technology and the mobile web technology was
developed based on the environmental guidance and examination procedures, the
analysis of the relevant laws and systems, and the results of the interview and
questionnaire survey performed with relevant public officers. It uses Android and
iOS which are the operating systems widely used in Korea. Considering the char‐
acteristics of the environmental guidance and examination procedures, the devel‐
oped application provides information about the physical state or performance of
environmental contaminant discharging facilities and the relevant authorities. To
meet the required efficiency at the worksite and to provide optimized system
functions, an actual application and operation test was performed by establishing
a test-bed.

Keywords: Environmental inspection and monitoring · Mobile · Environmental
contaminant discharging facility · Real-time information · Tablet PC ·
Environmental compliance

1 Introduction

The distribution rate of smartphones is increasing worldwide. As of March 2015, the
average distribution rate of smartphones in 56 countries reached 60 %. The country with
the highest distribution rate was UAE with 90.8 %, followed by Singapore (87.7 %),
Saudi Arabia (86.1 %), South Korea (83.0 %), and Spain (82.8 %) [1]. Due to the wide
distribution of reliable wireless network environment and mobile devices with improved
mobility, the mobile office is drawing attention as an industrially competitive tech‐
nology. The mobile office system is a product of the information technology in which
‘smart’ elements (the enablement of easy installation and utilization of various appli‐
cations) are integrated with ‘mobile’ elements (rapid spatial change and speed of oper‐
ation) [2]. Since the mobile office system enables intra-company and inter-company
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communication as well as real-time information sharing and work process, the range of
utilization is gradually expanding within public institutions to major or minor enter‐
prises; expecting an increase in the efficiency of work [3]. The influence of this tech‐
nological trend on the environment of public institutions is represented by ‘smart work.’
Workers are able to do their task with mobile devices regardless of time and place,
breaking free from the conventional work pattern of using personal computers in desig‐
nated offices. To promote the ‘smart work,’ the Defense Information Systems Agency
(DISA) of the U.S. Department of Defense established a mobile working environment
using laptop computers and virtual private network so that about 70 % of the workers
in Washington D.C. may work away from offices. The British Police Office connects
regional police stations to a central server, and a PDA (Personal Digital Assistant) is
used to automatically upload or inquire criminal records as well as investigation, inspec‐
tion, and arrest records. This allows for the redundant and tedious document works to
be comprehensively done at the actual sites. Bearing Point Japan distributed smart‐
phones for business use to the executives and consultants to provide business mail server
connection. In Korea, smartphone-based mobile work environment is being established
by communication enterprises such as KT and SKT, and major enterprises such as
Samsung and Posco [4]. Recent investigation have been focused on using mobile tech‐
nology to reduce the efforts involved in generating inspection documentation and to
simplify the customer’s business model [e.g., 5–9]. To scientifically counteract the act
of environmental contaminant discharging, which is recently becoming more sophisti‐
cated and subtle, a comprehensive information system regarding facilities that discharge
environmental contaminant needs to be established. It will enhance the citizens’ acces‐
sibility to environmental information so that they may search the information about the
discharging facilities and immediately report the act of illegal environmental contami‐
nant discharging using smartphones, based on mobile positioning technology. The busi‐
nesses that discharge wastewater and air pollutants should obtain permission for the
installation of discharging facilities by undergoing strict preview and inspection.
However, in cases when the discharging facilities or pollution prevention facilities are
not operated normally by accident or on purpose in the operation process, contaminants
may be discharged to public water, air or soil, resulting in pollution of the environment
and damage to the public health. Therefore, the public officers of the state government
or local governments visit these places of business to guide and examine the discharging
facilities or pollution prevention facilities, inspecting whether the facilities are appro‐
priately operated or not [3]. In this study, an environment monitoring task supporter
system was established to use contaminant discharging information and measurement
data from business locations for environmental inspection and monitoring. In addition,
the position-based technology of mobile devices was used to improve procedures and
increase efficiency as means of further enhancement of the environmental inspection
and monitoring work.
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2 Background

The Ministry of Environment, the National Institute of Environmental Research, the
Korea Environment Corporation, and local governments are separately managing huge
amount of information and database related to the business places all over Korea, the
current status of contaminant discharge, and the environmental quality, including the
‘Korea Pollution Sources Data,’ the TMS (data of air quality and water quality related
business places), the real-time ‘Allbaro System’ (managing the generation and treatment
of designated waste including medical waste), and the air pollution measurement
network data. Currently, however, the data are not used effectively in the environmental
inspection and monitoring works. In this study, the current status of the works imple‐
mented by the Ministry of Environment and the local governments was investigated to
evaluate the environmental inspection and monitoring works for individual business
locations. In addition, to identify the current problems of the environmental inspection
and monitoring works related to contaminant discharging businesses, and to present
methods of improvement, a current status survey was performed through questionnaire
survey and interviews with the relevant public officers. On the basis of the current status
survey results, an environment monitoring task supporter system was developed for the
advancement of the environmental inspection and monitoring. A test bed was also
established and operated to test the system applicability on the sharing of contaminant
discharging information with relevant authorities, integration of geographical informa‐
tion function, and mobile environmental inspection and monitoring.

2.1 Current Status of Inspection and Monitoring Works

To increase the efficiency of the environmental contaminant discharging facility inspec‐
tion and monitoring works, and to promote the normal and appropriate operation of
discharging facilities and pollution prevention facilities, individual local governments
implement integrated inspection and monitoring works according to the Regulations on
Integrated Inspection and Monitoring and Examination of Environmental Contaminant
Discharging Facilities, Etc. The inspection and monitoring works include scheduled
inspection and monitoring, and nonscheduled inspection and monitoring. The Environ‐
mental Monitoring Groups of the Ministry of Environment and the River Environmental
Management Offices implement special guidance and planned clampdown. The planned
clampdown is supposed to be implemented by the collaboration of the local govern‐
ments, the Environmental Monitoring Group, and the Prosecutors.

The main works of the Environmental Monitoring Groups of the Ministry of Envi‐
ronment are planning and implementing of special monitoring against the act of environ‐
mental polluting, integration and coordination of monitoring and controlling works rele‐
vant to contaminant discharging facilities, the supervision and support of the contami‐
nant-discharging facilities-inspection and monitoring-works implemented by local
governments, auditing of local governments in collaboration with the state government,
the improvement and operation of environmental crime controlling and investigation
systems, and the operation of Environmental Special Judicial Police system. The organi‐
zations of local governments in charge of the environment manage the inspection and
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monitoring. The environmental works managed by the local governments include the
permission, report, inspection and monitoring, and administrative disposition with respect
to all the contaminant discharging businesses including air and water pollutant discharging
facilities, sewage and livestock wastewater discharging facilities, and toxic substance
registration companies. Two ways to approach monitoring environmental contaminant
discharging facilities are either by classified as medium-specific regulation or integrated,
cross media permitting. Korea has adopted the medium-specific regulation approach,
similar to the approach employed by the U.S., Japan, Russia, and China. Finland, France,
Netherlands, and U.K. have adopted the integrated, cross media permitting approach [10].
National enforcement databases like the U.S. Environmental Protection Agency (EPA)
enforcement and compliance history online database (ECHO) do suggest that monitoring
and enforcement intensity under any given statute at any given point in time varies quite
signification across states. However, recordkeeping, data management, industrial compo‐
sition, facility characteristics, and many other factor at least partially explain enforce‐
ment across states [11]. The targets of the inspection and monitoring are varied depending
on the opening and closing of business places or facilities. As the end of 2014, the number
of target business places was 64, 254 (Table 1). Amount of pollutants can be classified by
five types of discharging facility. Type 1 of business place is for annual amount of 80 tons
or more, Type 2 for 20 tons to 80 tons, Type 3 for 10 tons to 20 tons, Type 4 for 2 tons to
10 tons, and Type 5 for less than 2 tons.

Table 1. Current status of environmental emission facility (2014)

Classification Type of discharging facility
Type 1 Type 2 Type 3 Type 4 Type 5 SUM

Total emission 2,547 2,356 3,693 12,600 46,058 64,254
Air pollutants 567 444 596 3,115 5,417 10,139
Waste water 218 407 690 839 7,991 10,145

2.2 Current Status of Inspection and Monitoring Works

The violation rate found by the inspection and monitoring implemented by the Ministry
of Environment and local governments from 2012 to 2014 was compared, and the result
showed that the violation rate found by the Ministry of Environment was three times
higher than that of the local governments (Table 2). The reason why the violation rate
found by the local governments was significantly lower was because most of the heads
of local governments were more interest in stimulating local economy than in preventing
environmental pollution or conserving environment through environmental regulations.
Thus neglecting the inspection and monitoring works. In addition, since the public
officials in charge of the inspection and monitoring works participate in other types of
works as well, they do not have expert knowledge. Their enforcement is often perfunc‐
tory. Moreover, while the contaminant discharging done by the discharging companies
is becoming more sophisticated and subtle, the organization, human resources, and
equipment of the local governments for the inspection and monitoring are not sufficiently
aided to successfully carry out monitoring missions.
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Table 2. Comparison of the violation rate found by the environmental inspection and monitoring
between the ministry of environment and local government

Classification 2012 2013 2014
Ministry of Environment 26.5 % 28.9 % 28.0 %
Local Government 6.1 % 7.8 % 8.6 %

Violation rate: The ratio of the incidents of violating the environment-
related acts among the number of actual examination works with
respect to the business places in the relevant year

2.3 Current Status of Inspection and Monitoring Works

Interviews were carried out with the relevant public officials who were in charge of the
inspection and monitoring works for the contaminant discharging businesses in the
Ministry of Environment and local governments. The River Environmental Manage‐
ment Offices of the Ministry of Environment were visited two times on June 26 and 27,
2014, and the local governments were visited two times on August 7 and 8, 2014 for the
interviews [12]. During the interviews, questions were asked about the overall difficul‐
ties and requirements of the inspection and monitoring works and the discharging infor‐
mation management as well as establishment of a new system reflecting the solutions
to the problems (Table 3). A questionnaire was prepared based on the interview mate‐
rials; a survey was performed with the public officers who were in charge of the inspec‐
tion and monitoring works all over Korea. The survey was performed as an internet
survey (Google Docs) by sending an e-mail letter to the individual public officers who
were in charge of the inspection and monitoring works. The responses from 137 public
officers who sincerely responded to the questionnaire were used for the analysis.

Table 3. Content of the interviews performed with the relevant public officers of the ministry of
environment and local government

Interviews Content
Regional Government Without the use of the present information system, use

separate form
Data management through information system
Build a system for data share and communication
Licensing, inspection and guidance process will be
linked by information system
Basic data must be fully reflected in the system
Information provided through a information system
The need for integrated traceability

Local Government Utilizing its own system for traceability
Workload by new information system
Systems for information sharing and communication
Without the use of the present information system, use
separate form
The need for location information and statistics service
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Although the inspection and monitoring works require expertise knowledge, most
of the public officers in charge of the works had a career less than 5 years, 27 % of them
having a career less than 1 year, indicating that the human resources had a low level of
expertise and monitoring capability. A question was asked to investigate if just one
public officer managed the works for the air quality and water quality in an integrated
manner or different officers took charge of different media. The result showed that 50
public officers (36 %) managed the environmental management works in an integrated
manner and 87 public officers (64 %) managed the works in each media separately. Some
difficulties experienced by the officers were the complicated administrative procedure
caused by the complex systems and binary working systems, and the difficult data
management due to the separated information systems. As methods of resolving these
difficulties, the public officers required the establishment of an environmental moni‐
toring task supporter system and sharing of discharging information with relevant
authorities. This study was conducted by reflecting these requirements.

3 Approach

The results of the interviews, survey, and the work process of the environmental inspec‐
tion and monitoring works were analyzed. The analysis showed that a system enabling
to inquire and utilize the information about the current status of discharging facilities,
contaminant measurement results, and violation history should be prepared for the
inspection and monitoring works. Also, the work system should be improved to enhance
the expertise and efficiency of the environmental inspection and monitoring works. To
achieve this goal, in this study, an environmental monitoring task supporting service
platform was established by interconnecting information about the discharging busi‐
nesses and the relevant authority information. In addition, a system to apply this platform
to the actual works was prepared. Considering the characteristics of the environmental
inspection and monitoring works, which is focused on the actual work sites, a mobile
environmental monitoring task supporter system was developed. The actual application
and operation test of the system is currently performed by establishing a test-bed.

3.1 Establishment and Design of Mobile Environmental Inspection and
Monitoring Support System

The mobile environmental monitoring task support system was designed to enhance the
efficiency of the administrative works by rationalizing the means and standards of the
environmental policies, and also to interconnect the procedures of information input,
inquiry, and public opening according to the work process.

It is necessary to establish a database with regard to the contaminant discharging
business places in order to design and develop the mobile environmental inspection and
monitoring support system. Daejeon and Gwangju were chosen as the test-beds to eval‐
uate the system. The databases on air pollution and wastewater discharge were estab‐
lished by obtaining information about facility status, instruction, examination and
administrative disposition history from the local administrative systems. In addition, the
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information was shared databases of relevant authorities for the integrated environ‐
mental information management (Fig. 1).

Fig. 1. The workflow of structural environmental inspection and monitoring support system

3.2 Implementation of Mobile Environmental Inspection and Monitoring
Support System

The mobile environmental inspection and monitoring support system was developed
as a hybrid application including functions of a mobile application and web operated
under Android and iOS. The system was implemented after being analyzed and
designed in the Electronic Government Framework 2.0 based on HTML (Hyper Text
Markup Language). This enables the system with the utilization of flash files, video
clips, and multimedia files without the limitations of operating systems or platforms
(Table 4).

Table 4. Content of environmental inspection and monitoring information database

Content Android iOS
OS Android 4.0 iOS6.0.1
Language JAVA Object C
WAS RESIN RESIN
DB (Server) ORACLE ORACLE
Tool Eclipse X-CODE
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A hybrid application which has advantages of both mobile and web, is developed by
preparing a mobile web confirming to web standards and interworking with an appli‐
cation. This results in a mobile application format with web contents. Although a hybrid
application has an identical environment with a mobile application, it is partially
prepared by using HTML and CSS (Cascading Style Sheets). Hybrid applications have
been widely applied to recent mobile devices because they are flexible to the internet
environment. Also they have a faster loading speed than the mobile applications do, and
save development cost [13]. One of the reasons why the hybrid mobile application
framework is drawing attention is that it provides the function to access the mobile
resources that may not be accessed for security reasons, thus extending the function of
a web-application [14].

3.3 Function of Mobile Environmental Inspection and Monitoring Support
System

A relevant public officer may login by using a certificate or ID and password to view
the menus of business place inquiry, examination targets, map inquiry, and relevant legal
information. (1) Site search and bookmark: This function is used by a relevant public
officer to find out discharging business places quickly and easily. The function of “book‐
mark” enables to add, delete, and edit the discharging business place information. The

Fig. 2. Display screen and contents of location information inquiry and surrounding
environmental measurement inquiry of environmental inspection and monitoring support system
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main menus including the current status information, inspection history, confirmation
report, map, and bookmarks may be used by searching the discharging business places
(Fig. 1).

The current status menu of discharging business places provides general current
status information including general information, amount of major and minor material
used (each year), production goods, major contaminant generated, and self-measure‐
ment implementation information as well as the information about the discharging
facility and pollution prevention facility in each business place. The discharging facili‐
ties are classified in the menu as wastewater discharging facility and air pollutant
discharging facility according to the materials discharged from the discharging business
places (Fig. 2).

(2) Location information inquiry: This function enables to inquire the positional
information of the discharging business places which are the targets of the environmental
inspection and monitoring works. As an additional function, the system provides the
navigation function and enables to inquire the environmental measurement information
of the surrounding regions (Fig. 3).

Fig. 3. Display screen and contents of application for preparation of inspection and monitoring
table of environmental inspection and monitoring support system
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(3) Preparation of inspection and monitoring table: The discharging facility inspec‐
tion and monitoring table may be prepared through the mobile system. The system
provides the input format for brief examination results including the basic business
information, environmental technician information, and discharging facility information
as well as specific information for examination including the three-month operation
status of pollution prevention facility, discharging facility modification information, and
examination result information. The persons in charge of inspection and monitoring
works should verify the main examination information including the discharging facility
and pollution prevention facility information and report and administrative disposition
information. The input of examination and its result for the mobile system is classified
into permission and report of the discharging facility, operation and management, pollu‐
tion prevention facility, self-measurement status, environmental technician working
status, and report and administrative disposition status. The relevant officer may choose
and input whether ‘examination finished’ or ‘examination unfinished’ as a result of
inspection (Fig. 4).

Fig. 4. Display screen and contents of confirmation document application of the environmental
inspection and monitoring support system

(4) Preparation of confirmation document: The system enables the preparation of
confirmation documents including sampling confirmation document and violation
confirmation document. The sampling confirmation document is required when an
environmental inspection and monitoring officer takes samples from a business
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place, and entrusts the samples to an inspection agency for the pollutant test. The
violation confirmation document is required for violated items on the basis of the
environmental inspection and monitoring results. The violation confirmation docu‐
ment should be issued for the violation of the legal regulations on the basis of the
inspection and monitoring results according to Article 14 of the Regulation of the
Integrated Inspection and Monitoring for Environmental Contaminant Discharging
Facility, etc. The confirmation document should be written according to five W’s and
one H principle. When preparing either inspection and monitoring table, sampling
confirmation document or violation confirmation document, the officer in charge of
the inspection and monitoring should write the personal information of all those who
participated in the examination at the end of the document and issue a copy of the
document to business operators. The mobile environmental inspection and moni‐
toring support system also implemented the signature function because those who
examinate as well as those who receive the examination should sign on either inspec‐
tion and monitoring table, sampling confirmation document or violation confirma‐
tion document prepared by using the mobile system (Fig. 5).

Fig. 5. Display screen and contents of confirmation document application of the environmental
inspection and monitoring support system
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3.4 Test-Bed of Mobile Environmental Inspection and Monitoring System

The mobile environmental monitoring work supporting system developed in this study
is currently applied to the actual work sites to improve the system by collecting the
reviews from relevant public officers. The test-bed is used by ten relevant public officers
of Daejeon and Gwangju in their on-site works. The effect of the mobile environmental
monitoring work supporting system was analyzed by information technology effect
model suggested by Delone and McLean (2014), and its analytical result indicated that
the work productivity had been increased by 30 to 50 % in the aspects of the economic
effect, safety and operation effect, and organization and culture effect [15].

4 Conclusion and Future Work

4.1 Test-Bed of Mobile Environmental Inspection and Monitoring System

In this study, a mobile environmental monitoring work supporting system was developed
for characteristics of the environmental contaminant discharging facility inspection and
monitoring works. Also, a test-bed was established for the effective utilization of the
system. The opinions of the relevant public officers using the system were collected to
extend the application of the system to the works further. An amendment of the relevant
laws and systems, including the Regulation of the Integrated Inspection and Monitoring
for Environmental Contaminant Discharging Facility, etc., is required for the system to
be applied to actual works. More relevant workers may use and test the system to
comprehensively evaluate and to generalize through various analyses.

4.2 Test-Bed of Mobile Environmental Inspection and Monitoring System

For the advancement of environmental inspection and monitoring works for environ‐
mental contaminant discharging facility, an ICT-based convergence technology should
be developed to activate the monitoring system verifying the normal operation and
appropriate management of discharging and pollution prevention facilities as well as
environmental pollution monitoring and enforcement works. A real-time discharged
contaminant monitoring system may be prepared by attaching low-cost ‘internet of
things’-based devices to monitor normal operation and appropriate management. A
monitoring system using drones and sensor network may be applied as a method of
performing regulation enforcement of acts of environment pollution. In the future, an
environmental monitoring system service platform should be prepared and positively
applied so that various data may be collected and analyzed to select planned crackdown
targets including vulnerable regions or vulnerable business places, and to utilize the
pollution measurement data of individual business places.
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Institut Für verlässliche Embedded Systems und Kommunikationselektronik,
Hochschule Offenburg, Offenburg, Germany

{Maximilian.Zeiser,Dirk.Westhoff}@hs-offenburg.de
http://ivesk.hs-offenburg.de/

Abstract. Remote code attestation protocols are an essential build-
ing block to offer a reasonable system security for wireless embedded
devices. In the work at hand we investigate in detail the trustability of
a purely software-based remote code attestation based inference mecha-
nism over the wireless when e.g. running the prominent protocol derivate
SoftWare-based ATTestation for Embedded Devices (SWATT). Besides
the disclosure of pitfalls of such a protocol class we also point out good
parameter choices which allow at least a meaningful plausibility check
with a balanced false positive and false negative ratio.

Keywords: Remote code attestation · Wireless embedded devices ·
Time-bounded challenge response protocol

1 Introduction

For a trustworthy code execution on wireless embedded devices like sensor nodes,
smart meters or other embedded IoT devices (at least) three functionalities have
to be supported: a secured over-the-air (OTA) programming (Stecklina et al.
2015 [10]), a remote code attestation (RCA), as well as control flow integrity
(CFI) (Stecklina et al. 2015 [11]). Whereas OTA-programming allows to remotely
update respectively configure a node’s code image from time to time, RCA is
a protocol class to remotely verify or at least validate if the currently executed
code image is still the originally OTA-programmed one. It is the objective of a
CFI enriched executable to prevent code sequences from being re-shuffled such
that a trustworthy code gets re-arranged to a malicious one. We state that CFI
and RCA are both mandatory pre-requisites with respect to system security for
embedded wireless devices and emphasize that both concepts are complementary
to each other. CFI prevents the subversion of machine-code by integrating run-
time checks into a binary such that the code’s control flow fits to a given control
flow graph. On the contrary, RCA validates that at a given point in time the
code currently running on a node is still the one originally uploaded on it. Par-
ticularly this means that a challenge-response based RCA has to ensure that an
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attacker is not able to store the bogus code in addition to the originally uploaded
one and uses the originally uploaded code image solely for computing a challenge
e.g. from a base-station resp. verifier when requested. The pre-dominant way to
gain free memory space for its exploit is to compress the originally uploaded code
image and only decompress if needed for a routinely incoming challenge-response
run. Thus, whereas CFI aims that instructions from the originally uploaded code
image cannot be re-shuffled in a meaningful but bogus way to build an exploit
at runtime, RCA aims that free memory cannot be used in an undetected way
for uploading the exploit at a later point in time once the sensor nodes have
been deployed. Moreover, since RCA has never been designed to detect abnor-
mal control-flow-modifications, some form of CFI protection would always be
required in addition to the deployment of an RCA approach when aiming for
an enhanced level of system security. However, we argue that vice versa also
CFI benefits from RCA: Without RCA an attacker can e.g. upload besides the
CFI enriched code image the same code image again, this time however with-
out rewriting the code image’s compiled binary. Basically, in Kumar, Kohler,
and Srivastava (2007) CFI is preserved by maintaining a safe stack that stores
return addresses in a protected memory region. Thus, in the remainder of this
work we always assume a CFI enriched code image generated with the required
preprocessing steps. Surely, our subsequent RCA analysis of software-based RCA
also holds without a CFI enriched code image, but for the aforementioned rea-
sons we argue that one should always apply RCA and CFI at the same time.
The work at hand is structured as follows: Sect. 2 gives an overview of methods
for code attestation with trusted modules. Whereas an introduction to purely
software-based remote code attestation is given in Sect. 3. We illustrate and intro-
duce the threat model and attacker model in Sect. 4 as well as basic concepts of
time-bounded purely software-based RCA algorithms. A deeper explanation and
conditions derived from the domain parameters are given in Sect. 6. In Sect. 7
we present our test implementation and derive mandatory configuration as well
as set-up recommendations in Sect. 8. From our gained experiences we give rec-
ommendations in Sect. 9. Finally, we conclude our research in Sect. 10. Table 1
lists abbreviations which will be used in the remainder of this work.

2 Code Attestation with Trusted Modules

Hardware-based solutions like Trusted Platform Module (TPM) [6] based ones
suit as a trust anchor for an authentic reporting of a system’s software state.
For embedded devices like mobile phones a Mobile trusted Module (MTM) [5]
may serve as such trust anchor. However, since for more restricted embedded
devices like sensor nodes such hardware-based modules may still turn out to be
too costly for many application scenarios, purely software-based attestation is
still an active research field regarding such category of device classes. A ‘hybrid’
solution sketch has been proposed by Sadeghi and co-authors when introducing
to apply physically unclonable functions (PUF) [8]. Their approach combines
software attestation with device specific hardware functions with the objective to
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Table 1. Abbreviations used in this work.

Symbol Meaning

RCA remote code attestation

CI code image

C(x) compression of x

PRW pseudo random word

FTotal total size of the internal flash storage

FBogusCodeImage size of the bogus code image

P cycle count of the SWATT algorithm

t time threshold for a valid RCA response

tt roundtrip time between two nodes

tc time needed for the challenge computation of the RCA response

tΔ Extra time added to t, to reduce the false negative ratio

tif time overhead caused by the additional if statement

also detect hardware attacks. Although, considering PUFs is surely a promising
building block for code attestation approaches for sensor nodes, a more detailed
view on PUF systems shows that they require helper data adding time and area
overhead to the system [3]. Helper data again may open an attack vector to
reverse-engineer the PUF’s pseudorandom outcome. Moreover, and even more
important with respect to a practical and still secure RCA solution, in addition
to the hardware PUF at the embedded device, a PUF emulator based on a
mathematical model of the PUF (Arbiter PUF e.g. Ring Oscillator PUF) needs
to be available at the verifier side. Obviously, such a code is not trivial to build
by still reaching the envisioned security level of the hardware PUF. All these
aspects motivated us to re-visit purely software-based remote code attestation
protocols. The most prominent one from this class of protocols is SWATT which
we describe at next.

3 Software-Based Code Attestation

The difficulty in purely software-based code attestation protocols lies within the
fact, that the attacker has access to the same resources as the valid node, thus
traditional secret-based challenge-response will not work. Instead, the physical
constrains of the hardware and side-channel information are used. The main
idea of such a protocol class is that an attacker requires additional effort for the
response computation. As long as the additional time difference due to the addi-
tional effort and the limited resources of an embedded device are big enough,
an attack can be detected. A typical time-bounded challenge-response proto-
col consists of three main parts, (i) a pseudo-random address generator, (ii) a
read function and (iii) a checksum. At the prover and verifier side the generator
receives the nonce as input and generates addresses, which are read from the
flash and used as input to the checksum. This whole procedure is repeated P
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times. These three functions and environmental conditions derive the concrete
setting of parameter P (see Fig. 2). Moreover, compressed code images, like pro-
posed in [12], may be used to prevent compression attacks. But to preserve the
performance a purely hardware-based decompression would be necessary. How-
ever, compression attacks seem to have a lower impact than originally expected
(Castelluccia et al. 2009 [2]) and seem to even be ignored in other works [7].
Therefore, we focus our current work on the evaluation of purely software-based
remote code attestation, like proposed in Armknecht’13 [1]. We apply the frame-
work view of their work and focus on the practical impact as well as the setting
of the parameters, like the impact of the network based jitter or the practical
requirements of the cycle count P . Furthermore we try to minimize the false
negative rate, without allowing false positives. Soft Ware-based ATTestation by
Sehadri [9] et al. as the most prominent candidate of purely software-based RCA
is based on the timing of an embedded devices response to identify a compro-
mised node. The prover has to build a check-sum of memory addresses chosen
by the base station in a pseudo random manner. If a compromised embedded
device aims to compute a valid response, it has to check if the chosen address
contains malicious code. If this condition is true, the original bytes have to be
either guessed or calculated. Either way additional time Δt is needed to compute
a valid response (see Fig. 1). If Δt is big enough (we will later argue what this
means) a compromised node can be distinguished from a valid node. However, the
probability of a compromised node passing the code attestation without being
detected, is still Pr(FTotal−FBogusCodeImage

FTotal
)P . In this equation FBogusCodeImage

denotes the size of the bogus code image, FTotal denotes the size of the memory
and P is the number cycles of the SWATT-algorithm. For a proper configuration
of such remote code attestation protocol and depending on the assumed minimal
size of a possible bogus code image as well as the total size of the memory a
reasonable P has to be chosen by the administrator at configuration time.

Fig. 1. Optimal case for the distribution of t.
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Fig. 2. Basic SWATT Model with initialization phase and attestation phase.

4 Threat and Attacker Model

We assume an attacker to gain physical access to the embedded device such that
she can manipulate the content of the flash drive. Our definition of security is
met, as long as an attacker is not able to execute arbitrary code or manipulate the
CI without failing the next code attestation. Although the attacker gains physical
access to the device we stress that all attacker models for purely software-based
RCAs either implicitly or explicitly assume that the attacker will neither

(i) be able to tune the hardware clock,
(ii) equip the embedded device with a more powerful radio transceiver, nor
(iii) outsource computations to a more powerful external device.

All such approaches would allow the attacker to reduce the response time of the
challenge-response protocol potentially answering within a time frame which was
purely supposed to be possible for only uncompromised embedded devices. In
case (ii) the attacker saves time in a multi-hop scenario due to faster transmission
of the response whereas in cases (i) and (iii) the computation of the prover itself
is tuned.
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5 Security Objective and RCA Design Space

We want to investigate what we can at best expect from a purely software-
based challenge-response based RCA (CR-RCA) approach like e.g. SWATT. A
naive verifier-side inference with respect to the question whether the challenged
wireless embedded device is compromised could be:

Algorithm 1. Naive RCA inference at the verifier.
1: if response time < threshold then
2: if RCA response == true then
3: return CodeImage unmodified
4: return CodeImage modified

In practice however, with a CR-RCA like approach and the above inference
scheme we can not guarantee such easily whether the node has been compromised
or not. We will see that at best a CR-RCA like e.g. SWATT achieves a plausibility
check according to the above decision. Thus, with respect to a deeper discussion
of the design space for an CR-RCA we introduce some relevant time intervals.
With tt we do denote the arithmetic mean transmission duration for the challenge
as well as the response message over the radio in a single-hop and noiseless
(without jamming) CR-RCA setting. With tc we denote the arithmetic mean
for the computation time for the response at a challenged and uncompromised
node such that a reasonable approximation for the response time tuncompromised

is tuncompromised ≈ 2 · tt + tc. It is obvious that the confidence intervals for both
arithmetic mean values tt and tc are subject to variations whereas the variation
for the first value is typically larger. One can state that the overall magnitude
of the confidence interval for the arithmetic mean value tt mainly depends on
the single-hop radio distance between sender and receiver. However, once nodes
are deployed and their single-hop distance remains constant, the magnitude of
tt’s confidence interval is marginal (however not neglectable) as pointed out by
Elson and co-authors [4]. The magnitude of the confidence interval for tc also
tends to be small. In fact, tc itself largely varies with respect to the concretely
chosen percentage of addresses of the memory which are considered to be hashed
together with the nonce. However, once this configuration decision for the CR-
RCA is taken, one can argue that the confidence interval’s variation of tc is again
marginal. This may hold under the precondition that the task for computing
the response is always scheduled with the highest priority. Nevertheless, due to
the above uncertainties when calculating tuncompromised, a setting threshold :=
tuncompromised will always result in a considerable percentage of false positives
and false negatives. Moreover, when the size of the memory F and the number
of chosen addresses P are equal (resulting in a most probably too extensive
calculation duration tc) no additional attack possibility to feed in bogus code is
given. Vice versa, with a more practical calculation duration tc resulting from a
smaller ratio F

P , the risk for undetected bogus code is again increasing such that
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even when the response RCA response == true is calculated at the verifier
within the duration tuncompromised, there may still be a marginal probability
for a compromised node passing the CR-RCA run. One way to deal with false
negatives is to add some carefully balanced time tΔ such that threshold :=
tuncompromised + tΔ. This may avoid too many false negatives decisions with the
consequence to eventually initiate another required code image update process.

Remark: One could argue that an attacker could also jam the radio. This surely
increases tt. Be aware that such an attack would not have the same intention of an
adversary who yet uploaded a bogus code image on the node since with jamming
a CR-RCA run would definitively result in a verifier-side node compromised
inference eventually causing a news code image update with the bogus code
image. In the remainder of this work we are aiming to come up with more
concrete values for the above introduced parameters.

6 Trade-Off Discussion on Number of Addresses

In SWATT we face two constraining aspects for choosing a reasonable number
of adresses P . The first condition is, (i) P has to be big enough such that the
resulting tΔ is larger than the network jitter. The second condition is, (ii) since
the algorithm does not include the whole flash memory, there is always a chance,
that malicious code segments are not attested. Consequently, P has to be chosen
such that the chance for a still undetected malicious code reaches an acceptable
minor percentage.
Condition 1:

P ·
(

tif + tReconstruction · FBogusCodeImage

FTotal

)
� jitter

Condition 2:

1 −
(

FTotal − FBogusCodeImage

FTotal

)P

� λ%

whereas tif is the time overhead for the additional if-statement, tReconstruction

is the additional time overhead for the reconstruction of the original data and
λ is a threshold, which should be greater than 99%. Usually λ is represented as
a multiple of σ (Gaussian distribution). If the flash memory is, in comparison
to the bogus code segment, relatively big, it could be hard to fulfill the second
condition. Again, P has to be increased such that a threshold λ is met. This
could lead to an unpredictable large P , thus causing a large computation time
per code-attestation run. On the other hand if the flash memory is relatively
small, but the transport medium faces a high jitter, one could argue that P = F
could be the limit for P and P can not be further increased to achieve the
envisioned tΔ. However, we argue that, to allow P > F for relatively small flash
memory, the content of certain addresses will be hashed multiple times. Please
note that, the repetition is not a security risk due to its random order. We



82 M. Zeiser and D. Westhoff

believe that such an approach is an elegant way to allow devices with a small
flash memory, to fulfill the first condition. A decently big P initially seems to
be a good choice, since it increases the probability of weaving malicious code
sequences of the attacker into the response hash. However increasing P also
means, increasing the total amount of time which is needed to calculate the
response. The advantage we gain is that each additional round also increases
the overhead for the attacker. Recall that as long as the time overhead of an
attacker is recognizable bigger than the jitter resulting from tt + tc, attacks can
be discovered reliably at the verifier-side. Moreover, be aware that a compromised
node in any case has an additional investment of two operations! The first one,
the reconstruction of the data, always means considerable computational effort.
However, it is only executed in a small percentage of the cases. The overall
overhead of the reconstruction is compared to the overall overhead of the if-
clause insignificant and therefore can be discarded. The second one is the if-clause
overhead itself. The if-clause is always executed, but has a very small overhead
per cycle. The cycle count P influences both operations, therefore the overhead
can be calculated as follows: P · FBogusCodeImage

FTotal
·OReconstruction +P ·OIf , where

P is the cycle count, FBogusCodeImage is the size of the bogus code, FTotal is
the size of the flash drive, OReconstruction is the required time to reconstruct the
data and OIf is the overhead for the if-statement.

7 RCA-Reference Implementation and Evaluation

7.1 Tests on MSP430 with the langOS Project

To gain a deeper insight, we implemented the SWATT algorithm on an MSP430
with the IHP1 langOS operating system. Key features of such an embedded
device are, three radios, in which two are 2.4 GHz and one is below 1 GHz, an
MSP430F5438A processor with 256 kB internal flash storage and 4 MB external
flash storage. The MSP430 was run at 4 MHz clock rate for a low power consump-
tion. Our exemplary code image has a size of 59 KB and 215 KB programmable
memory are available on our platform. The remaining bytes are filled with pseudo
random words (PRW) generated by the method we describe in Sect. 8.3. In our
setup we chose a P of 2000 which translates to the probability of 4.6 ∗ 10−5 %
of not hitting an area the attacker occupies. According to λ of the Gaussian
Distribution in condition 2 (Sect. 6) this is more than 4σ. One code attestation
protocol run has a duration of about 1.9 s with a max. jitter of about 2000µs. On
average the code attestation hits 14 times a code piece loaded by the adversary.
The additional if-statement creates an average overhead of 1µs− 2µs per cycle.
Summing up the overhead, the attacker needs approximately 4000µs more than
an uncompromised node. To avoid false positives given our previous discussion,
we argue that a node should not require more than 1.9 s + 2000µs. The results
are shown in the Table 2. The cycle count P should be chosen, such that the
overhead of an attacker is always bigger than the jitter. Thus, the only way of

1 Innovations for High Performance Microelectronics.
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an attacker passing the code attestation is, not bothering with code attestation
and instead hoping that the RCA does not hit occupied areas. The above val-
ues do hold in a single hop scenario. Since a multi-hop scenario increases the
end-to-end jitter, the parameter P has to be adapted here.

7.2 Time Based SWATT with Different Distances

With respect to the distance (see Table 4) and depending on if an obstacle is
interfering the medium, the roundtrip time 2 · tt can differ. For example if one
node is relatively close to the verifier and the other node is relatively far away
located from the verifier, the first has to have a much lower threshold (calculated
on the formula 2·tt+tc+tΔ). We observe, that tc and tΔ, once set up are constant
(see Table 3) and tt differs for each node for its concrete deployment position. To
get the tt for each node, an initialization phase is definitely required. During this
phase the verifier-node determines the tt of the surrounding nodes. This phase
should take place during the setup of the nodes. In particular, this means, if nodes
migrate after the setup-phase, it could disturb the code attestation, leading to
a false result. The same could happen, if obstacles are added or removed in the
line-of-sight between the prover and the verifier-node. At this point we want to
stress that with a purely software-based code RCA an adversary should never be
such powerful to be able to reduce the distance between prover and verifier. This
will always result in running bogus code undetected. Also the attacker should
not be able to extend tt during the set-up-phase. Realistically this means that
the adversary should not be in physical proximity during this phase.

7.3 Effort for the If-Clause

With the help of an if-clause, an attacker needs to differentiate if the given
address accesses an occupied area. For this, the adversary needs to check its
lower and upper limit. The code on the MSP430 is as follows:

Table 2. Comparison between a compromised and a non-compromised node, with a
test sample of more than 70 measurements.

Valid node Compromised node

Computation (tc)

min. 1800572µs 1804891µs

max. 1800661µs 1804981µs

avg. 1800636µs 1804919µs

roundtrip + computation(2 · tt + tc)

min 1914860µs 1919288µs

max 1916712µs 1922073µs

avg. 1915877µs 1920281µs

standard deviation 406µs 411µs
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Table 3. Computation time depending on P-cycles.

computation (tc) 1024 2048 4096 8192 16384

avg. 9.37E5µs 1.80E6µs 3.65E6µs 7.91E6µs 1.45E7µs

standard deviation 43µs 53µs 59µs 41µs 41µs

Note that the condition contains an upper and a lower boundary. Since both
boundary conditions have to be met, it is appropriate to check whenever one
condition is false. If the sequence of the conditions is chosen correctly, in the
most cases just one condition has to be checked. Thus, from the adversary’s
perspective, if the first condition is false only the first three instructions have to
be executed. These three instructions consume six CPU cycles, which translates
to 1.5µs on our reference platform. Moreover, one can observer that the closer
the attacker is able to either place the malicious code at the bottom or at the
top of the flash memory, the more likely only one condition has to hold. In
the second case the first condition is true and the second condition is false, in
which at most seven instructions have to be executed (3.5µs). In the worst case
both conditions are true and five instructions plus the reconstruction of the data
have to be executed. In this case the five additional instructions do not matter,
because the reconstruction of the original data is marginal more expensive.

8 Impact of the System Architecture on a CR-RCA

8.1 State Machine

It is often the case, that embedded devices do not even support pseudo par-
allelism, instead tasks are executed in a sequential way. A state machine is
implemented, which handles interrupts and schedules tasks according to a pri-
ority system: low priority, medium priority and high priority. Idle should be the
default state and each task should be associated with a priority state. After a
task is finished the system always returns to the idle state. Whenever an inter-
rupt with a higher priority state task occurs, the lower priority task is either

Table 4. Roundtrip time depending on the distance, with a test sample of 100 mea-
surements. For an MSP430, run with 4 GHz clock rate and an 868 MHz radio.

roundtrip (2 · tt) 1m 50 m 130 m

min 114470µs 114168µs 114574µs

max 116882µs 115852µs 116568µs

avg. 115514µs 115168µs 115592µs

max. Jitter 2412µs 1684µs 1994µs

root mean square deviation 450µs 319µs 413µs
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Algorithm 2. Additional effort in assembler instructions for the adversary.

CMP.W #2,R8
JLO (C$L16)
JNE (C$L18)
TST.W R9
JHS (C$L18)
C$L16 :
CMP.W #1,R8
JLO (C$L18)
JNE (C$L17)
CMP.W #1,R9
JLO (C$L18)
C$L17
. . .
. . . r e c on s t ru c t data
. . .
C$L18

canceled or delayed and the new one should be started. By taking into account
the paradigm of priority scheduling an CR-RCA task should always be config-
ured with the highest priority and should ideally not be interruptible. Interrupts
during the CR-RCA algorithm could lead to delaying attacks resulting in false
positives.

8.2 Interrupt Handling

If an adversary is able to generate interrupts on the verifier node, he would be
able to artificially increase tc. This is true assuming that the interrupt handling
compares the current task priority with the task priority of the interrupt and
subsequently decides, which task to discard and which task to start/continue
(See naive interrupt handling approach in Algorithm 3). Appending new tasks
to a task list, could be useful from a system developer perspective, but surely
increases the attack vector of an adversary. Therefore, we recommend handling
incoming interrupts as simple as possible. Such an interrupt could be triggered
due to incoming data frames or sensor events like temperature, blood pressure,
etc. If the adversary is able to increase the verifier’s tc to a range close to the
adversary’s tc, he would be able to enforce false positives. Depending on the
hardware limitations, like the quantity of incoming frames per time interval the
network interface can handle, this influences the whole verification process for
the CA-RCA-task. Roughly speaking we can state that the more frames can
be received per time interval and the lower the CPU clock rate is, the more
vulnerable the embedded device will be to such type of attacks.
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Algorithm 3. Naive interrupt handling
1: if current task priority ≥ new task priority then
2: discard new task
3: continue current task
4: else
5: discard current task
6: start new task

8.3 Pseudo Random Words

Requirements of the PRW - Motivation. Our motivation for the introduc-
tion of pseudo random words (PRW) is, to fill up the remaining free space left
from the CI. To prevent compression attacks also on the PRW, the following
conditions have to be ideally fulfilled:

(i) There is no shorter representation of the PRW
(ii) The PRW should not be predictable within a reasonable effort of time

Structure of the PRW. The above two conditions are met, if (i) the PRW
is not compressible and (ii) the PRW contains still too much entropy for a
practical attack. To meet the condition (i) a block is defined by 256 bytes of all
representations of one byte in random order. The order is defined by a secret
predefined seed. Ideally the seed has to change with each software version. If
more than 256 bytes are needed, multiple blocks are concatenated. This method
reduces the complexity of one block from 2256 to 256! (see Algorithm 4). In a
practical environment this should still provide an appropriate level of system
security.

Algorithm 4. None Compressible Code-Algorithm
1: procedure CreateData
2: rand.seed ← secret seed
3: pool ← 0...255
4: while more Data needed do
5: randomElement ← pool.pop(randomElement)
6: data.append(randomElement)
7: if pool is empty then
8: pool ← 0...255
9: return data

9 Mandatory Recommendations for CR-RCA
Implementation and Deployment

It is our objective to give mandatory implementation requirements as well as
usage recommendations for a proper application of a purely software-based CR-
RCA-algorithm. We emphasize that, if our recommendations are not strictly met,
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the CR-RCA approach will surely provide only trappy security. More concretely,
it may be the case that, although the CR-RCA verifier’s inference mechanism
states that no bogus code is deployed on the prover’s node, indeed such malicious
code is yet running. However, and this is probably even more annoying, even
when fulfilling all our below listed requirements, the authors of the work at
hand can give no guarantee that an CR-RCA approach like e.g. SWATT provides
indeed the envisioned code verification. We subdivide our recommendations into
those for radio, storage, CPU and the operating system.

9.1 Recommendations for the Radio

Recommendation 1: It is mandatory to use the fastest radio during the initializa-
tion phase. In the initialization phase the tt is set by the verifier for each prover.
If an adversary is subsequently capable to use the faster radio, he could force
false positives Impact: The adversary could force false positives.

Recommendation 2: Prover and verifier should be located in line-of-sight.
Depending on the concretely chosen underlying radio technology jitter could
strongly vary within transmission range. If necessary P has to be adjusted.
Impact: An obstacle within the transmission range, could highly influence the
jitter whereas higher jitter leads to more false negatives.

Recommendation 3: The jitter on the shared medium is crucial for the choice of
P. Jitter heavily influences the false positive and false negative rates. Generally
speaking, the higher the jitter, the larger to choose P (see Sect. 6). Impact: The
boundaries of t (including both tc and tt) for a valid node and a corrupted node
could overlap, leading to a false positive.

Recommendation 4: tΔ should be chosen properly, such that the threshold does
not overlap with the min. time of the adversary. A false positive is in a security
sensitive scenario not acceptable, therefore the tΔ has to be small, at the expense
of the false negative rate. Impact: If tΔ is too small, it will not help to improve
the false negative rate. On the other hand, if tΔ is too big, it could lead to false
positive.

9.2 Recommendations for the Storage

Recommendation 5: The minimum requirements for P in a real-world environ-
ment have be ensured. In particular the conditions 1 and 2 pointed out in Sect. 6
have to be ensured.

Recommendation 6: Tertiary storage devices harmonize well with an CR-RCA
approach. Tertiary storage devices usually have an access time similar to the
reconstruction time; Recall that the security is based on the if-clause and not
on the reconstruction.

Recommendation 7: The PRW should not be easily compressible or recon-
structable. We thus recommend to use the proposed None Compressible Code-
Algorithm (see Sect. 8.3). Impact: Otherwise an undetected bogus code injection
might be easier for an adversary.
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9.3 Recommendations for the CPU

Recommendation 8: The CPU clock rate has to be mandatorily taken into account
in the calculation of P. Frequently, the CPU is underclocked to save energy. But
during each CR-RCA run it is mandatory that the system runs with the maximal
clock rate. That way it is guaranteed, that an attacker has the same resources
available as a valid node. Impact: Not running the CR-RCA at a maximum clock
rate could lead to a false positive.

Recommendation 9: The interrupt handling should be minimal. During the CR-
RCA process the interrupt handling should be minimal. That way an adversary
should not be able to influence the tc on the verifier beyond a certain degree.
(See Sect. 8.2).

9.4 Recommendations for the OS

Recommendation 10: The CR-RCA-task always requires the system’s highest pri-
ority. If an adversary is enabled to interfere a running CR-RCA with interrupts
or other input to be handled by the (honest) code running on the prover-side,
the adversary would be able to artificially increase tc and disguise the attack (see
Sects. 8.1 and 8.2). Impact: The adversary could use an interrupt for a higher
priorized task to artificially increase the verifiers tc and thus save time for its
response computation of ChkSum.

One may argue that the value of our recommendations is limited due to the
fact that basically no configuration setting provides neither a provable nor at least
a pragmatic security for CR-RCA implementation and usage. Nevertheless, we
argue that the worst-case scenario is to run trappy implemented and configured
CR-RCA code and at the same time believe that with such code the system
security can be monitored and detected properly. If we help mitigating this with
the work at hand, we feel that this is already a contribution in itself.

10 Conclusion

In the work at hand we re-visited available purely software-based remote code
attestation protocols for embedded devices. Particularly, we analyzed the most
prominent candidate SWATT from this class of time-bounded challenge-response
protocols. Due to our prototypical implementation on the IHP sensor node based
on an MSP430 microcontroller with radio interface from Texas Instruments we
could derive a set of practical configuration as well as set-up recommendations
which mandatorily have to be guaranteed. Otherwise SWATT (but also other
protocol derivatives from this class) can definitively not ensure a proper remote
code validation. On the contrary we want to stress that even with all our rec-
ommendations in place there may still be some way to bypass a purely software-
based remote code attestation protocol.
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Abstract. Nowadays, social networks (like Facebook) have not only
absorbed the function of abating pure IM (Instant Messaging) systems
(like ICQ) but also their dangers, such as cyberbullying and security vio-
lations. Existent safe IM blacklist sifters already conform to the security
objectives authenticity, integrity, privacy, and resilience, but simple tricks
of inventive bullies can evade filtering of their originated instant mes-
sages. Therefore, this treatise introduces a novel conception of a secure
IM sieve based on whitelisting. Beside a detailed view on the underlying
architecture, security and performance analyses adumbrate the feasibil-
ity of the approach.

Keywords: Authenticity · Blind computing · Censorship · Cloud ·
Cloud computing · Cyberbullying · Cyberharassment · Cyberstalking ·
Filter · Flaming · Instant Messaging · Instant messenger · Integrity ·
Privacy · Protection · Resilience · Safety · Screener · Secret sharing ·
Secure computing · Security · Sieve · Sifter

1 Introduction

These days, Internet users can swap information in subsecond timescale. IM
(Instant Messaging) represents the most prominent way to transact communica-
tion between two or more people. Luckily, on the one hand, chatters in democ-
racies can freely express their opinions in instant messages without needing to
fear political persecution and punishment. Unfortunately, on the other hand,
evildoers exploit this freedom to bully their victims through instant messaging.
Cyberbullying denotes deliberate repeated harm or harassment in online com-
munication media. It occurs in variously severe sorts. Already undesired online
contacting (via instant messengers) can be considered as cyberstalking. Flam-
ing, the use of assaultive or rude language in heated or intense instant messages,
implies hostile and insulting interaction among humans. Cyberharassment means
offensive instant messages targeted at one or several individuals. Cyberstalk-
ing, flaming, and cyberharassment exemplify just three kinds of cyberbullying.
Blocking the causing IM accounts seems to be the most obvious approach to
inhibit further affronts, but nothing can prevent the miscreants to spawn new
accounts, (re)inspire the mobbed sufferers with trust, and continue to afflict
them. A more promising resort would be a text filter that inspects all instant
messages addressed to cyberbullying-endangered IM receivers. The sifter either
c© Springer International Publishing AG 2016
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cleans objectionable messages or drops them before their consignees get hold of
them. Of course, adult addressees, respectively legal guardians of minor recip-
ients, must consciously agree with such a screening rather than being forced
to. If they have decided to employ a text sieve, then it shall always be on
duty irrespective of their location and used IM client application. Aside from
location-independence, they anticipate a sieve that also includes colloquialisms,
vogue terms, and cutting-edge swearwords in its decisions. These two require-
ments motivate a centralized, updatable screening solution (best directly coupled
with the IM core platform) with proper resilience rather than a trivial client-side
approach.

At this point, the first privacy problem arises. Public clouds usually shelter
IM core platforms due to their demand of scalability for the incalculable user
growth. Thus, affiliated screeners would also be located in public clouds. Cloud
providers, intelligence agencies, and even the IM operators themselves have a
field day retrieving private data out of instant messages for individual and big
data analyses, to modify, or to stash them away. If IM users knew the risk for
their confidential data in cloud services, then they would never opt for (online
filtering of their) instant messages. Hence, a prudent sifting design (abetting not
only privacy but also authenticity, integrity, and resilience) must do the trick.

Related work in Sect. 2 shows feasible secure blacklisting of instant mes-
sages. Blacklisting connotes the search and eradication of unsolicited terms.
Unfortunately, already explicit phrases in spaced form can circumvent any black-
list filters, not to mention resourceful fake character insertions and uppercase-
lowercase-combinations [32].

For this purpose, this paper comes along with a secure whitelisting tech-
nique that scans instant messages securely and forwards only those ones with
solely harmless words to their destinations. The novel creation amalgamates the
following principles:

– White- instead of Blacklisting to impede circumvention: Only instant
messages with merely approved words inclusive their declined or conjugated
variants become delivered to their intended targets.

– Secret sharing between IM relay and IM filter to maintain privacy:
An IM relay becomes only aware of the source and the destination accounts of
instant messages, but not of their plaintext content. An IM filter just processes
a huddle of addressless character strings encrypted symmetrically with the
secret key of the IM relay.

– PKI (Public Key Infrastructure) to sustain anonymity and authen-
ticity: A consigner device (hereinafter called Alice) encrypts an accrued whole
plaintext instant message and its bulk of individual words separately in a
hybrid ilk, i.e. it enciphers the instant message symmetrically with a random
secret key and the heap of its individual words with another secret key before
it veils the secret keys with the public keys of the addressees. Hybrid cryp-
tography joins the velocity and unlimited input length of symmetric ciphering
and the benefit of unequal keys for encryption and decryption through asym-
metric cryptographic functions. Moreover, Alice convinces the IM consignee
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terminal (thereinafter named Bob) of its authenticity by signing a hash value of
the ciphertext instant message with its private key. Altogether, Alice remains
anonymous for the sieve and can be sure at the same time that merely the
possessors of the appropriate private keys can confidently decrypt the cipher-
texts.

– Training mode to enforce resilience: Bob can recommend vocables
covertly to the IM filter which should be included in the whitelist in future or
excluded from there.

– One-time secret keys to assure privacy: Alice and Bob draw on a unique
arbitrary secret key for the symmetric encipherment of each instant message
respectively on another one for the symmetric scrambling of a batch of individ-
ual words to reach nondeterministic encryption and to avert collision attacks
which would be a consequence of ciphertext repetitions.

– Onionskin paradigm to warrant authenticity, integrity, and privacy:
A topical hybrid cryptosystem between all involved components ensures an
extra umbrella against menaces during data transport.

In respect to existing literature, Sect. 2 reviews technical contemporary instru-
ments and interdisciplinary nontechnical scientific stances referring regulation of
online safety especially for children and adolescents. Section 3 proposes an inno-
vative technical safeguard that satisfies the needs of stakeholders for IM security.
As Sect. 4 proves the invulnerability of the tool by dint of a stalwart security
analysis, Sect. 5 compares its performance with that a proposal mentioned in
Sect. 2. The upshot of this disquisition becomes summarized and discussed in
Sect. 6.

2 Related Work

Habitually, technical treatises purely cite other technical papers and articles.
This one rather chooses an interdisciplinary direction by bearing on nontechnical
viewpoints in Subsect. 2.1 and technical merits in Subsect. 2.2.

2.1 Nontechnical Related Work

The majority of scholars from a variety of research areas, but with fair literacy
and a common interest in online protection for underage people, shares the
position that society ought to vest user groups at risk with adequate skills to
cope online hazards rather than to enact restrictive provisions [2]. In compliance
with this prevailing attitude, the suggested whitelist checker poses a reasonable
implement for voluntary exertion by responsible-minded youngsters or parents
rather than by a lawful mandatory measure. It goes without saying that such an
idea can just become a successful story with the will of the leading IM offerers.

Thierer advocated resiliency and adaption as optimal response strategies to
counter online safety risks [29]. Specifically, education equips guardians with the
media to guide the mentoring process and their kids with a better preparation
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for inevitable surprises rather than prohibition or anticipatory regulation. The
recommended whitelist filter constitutes such a supportive medium.

Van den Berg criticized techno-regulatory appliances (inter alia parental con-
trol, filtering content, browsers for kids, using ports and zoning) as hindrances
for teenagers’ ability to explore and experiment with the (positive and negative)
potential of the Internet freely [1]. She called for a move away from them towards
persuasive technologies and nudging solutions as a worthwhile contribution to
improve child safety on the Internet. Persuasion of a higher risk-awareness does
not need to conflict with techno-regularization, e.g. simultaneously knowing the
facts of cyberthreats and exercising techno-regulative practices.

Sonck and de Haan took the same line by seeing the amelioration of digital
skills as a form of empowerment and a possible endeavor to online safeness for
youths [27]. Despite that, empirical studies had not found that capabilities mas-
tering challenges in the Internet significantly cause the impediment of unwanted
experiences.

Notten substantiated the impact of families and societies on juveniles’ risky
online behavior [25]. She propounded higher parents’ encouragement to confine
their offsprings’ Internet use, in particular in modern countries where parenting
styles appear often more permissive. The advised whitelist screener complies
with Notten’s request.

Due to the iron memory of the Internet, van der Hof as well as Ciavarella and
De Terwangne commemorated the important right to oblivion, also referred to
as the right to be forgotten [5,18]. It means that in different circumstances data
owners gain the possibility to obtain the deletion of their personal data (such
as instant messages and IM accounts), in sundry data protection directives,
mainly for young people who want to restart with a clean slate. The commended
whitelist sieve innately obeys these laws because saved ciphertext messages in
clouds secured by a strong cryptosystem should not be revealable for decades.

Amongst others, Lievens characterized four empowerment strategies to help
reducing peer-to-peer risks in social networks: enhancing media literacy, prof-
fering information, establishing efficient reporting mechanisms, and peer-to-peer
strategies [22]. The introduced whitelist system facilitates ad hoc reports about
passed and blocked instant messages for curious custodians.

Van der Zwaan et al. comparatively assessed the effectiveness of the suc-
cessional present Internet safety precautions against cyberbullying by means of
diverse criteria: content and behavior analysis, filtering, monitoring, blocking
of undesirable contacts, content reporting, age and identity verification, and
educational technology [32]. In spite of their preference of blocking unwanted
contacts, they claimed an amalgamation of social, legal, and technological mea-
sures to achieve optimum results. Their classification of (content) sieving as a
compulsive measure may be objectionable if it voluntarily happens.

Genner pleaded for protecting adolescents by fostering their resilience with
the aid of education rather than through legislation [17].
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Beside the periled age bracket, Vandebosch’s multi-stakeholder model urges
school staff, caregivers, the police, ISPs (Internet Service Providers), news media,
policymakers, and researchers to adopt proactive roles against cyberbullying [30].

Van der Knapp and Cuijpers demonstrated that merely a small proportion
of children becomes victimized by online sexual solicitation during their life-
time [20]. However, they asked for future research regarding the interrelationship
between grooming and psychosocial development to attain insights into risk and
protective factors.

2.2 Technical Related Work

At the outset of this subsection, it needs to be said that the current literature
contains less technical contributions about pure instant message purgers than one
might expect. One reason may be the favoritism of sensitization for jeopardies
in the Internet over regulations, another one the tendency to comprehensive
safeguarding. Anyway, this subsection chronologically describes some dedicated
instant message cleaners, followed by their shortcomings that make a seminal
resolution much-needed.

In 2004, Boss and McConnell have patented a system and method for filtering
instant messages [3]. An originator sees a list of the recipient’s contexts and
must match the outgoing message to one of them. This suggestion cannot detain
bullies to select nonrestrictive contexts at their own choice in order to resume
their harassments. That is why it induced ineffectiveness against cyberbullying.

One year later, in 2005, Liu et al. pitted themselves against spim (IM spam)
with a hierarchical detection and filtering architecture [23]. It defends receivers
against unsolicited junk messages and DoS (Denial of Service) assaults. Their
concept focuses on the suppression of automatically generated messages with
multiple filters and, thence, cannot guard bullied folk.

Landsman’s patent from 2007 pursued the thoughts of Liu et al. and addi-
tionally remarked the spimmer’s ease of becoming a trusted message source, e.g.
by stealing the IM account credentials of respectable users and impersonating
them [21]. On these grounds, Landsman concentrated on an obligatory verifica-
tion process for each sender to hamper automated spim. Nonetheless, his remedy
cannot inhibit cyberbullying.

Ganz and Borst discerned the porousness of blacklisting in 2012 and came
out with a patent-registered invention that merges white- with blacklisting [16].
Their contrivance indicates a good trend, but it purely screens plaintext messages
and, for this reason, allows IM hosts to take advantage of them easily.

In 2013, Fahrnberger overcame this deficit with his homomorphic cryptosys-
tem SecureString 1.0 that perpetuates the secrecy of encrypted character strings
even during modifications on them [7]. Already in the same year, he issued
his advanced successor SecureString 2.0 which resolved emerged functional and
security-relevant defects [8]. A continuing publication underpinned the grasp of
SecureString 2.0 with security and performance analyses [9]. SafeChat was pub-
lished as a blacklisting chat filter relying on SecureString 2.0 [14]. The timeline
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went on with SIMS (Secure Instant Messaging Sifter) as an improved blacklist-
based realization of SecureString 2.0 [10]. In 2015, Fahrnberger himself disqual-
ified SecureString 2.0 due to its discovered weakness against repetition pattern
offenses [11]. This finding led to the evolution of SecureString 3.0 that avoids
any ciphertext repetitions and, in addition, scores by bearing up authentic-
ity, integrity, and resilience as well [13]. A book chapter about implementation
details, security and performance issues supplemented the knowledge of Secure-
String 3.0 [12].

Even a draft for blacklisting based on SecureString 3.0 cannot preclude that
savvy culprits slightly alter blacklisted expressions just to keep them under-
standable for readers and to get them through to their victims’ eyes. For that
reason, a credo change towards whitelisting becomes inescapable.

The next section expatiates on the architecture of a plan for a homomorphic
IM scanner depending on whitelisting.

3 Architecture

This section sheds light on constructional subtleties with the help of two sub-
sections. While Subsect. 3.1 attends to a description for the basic components of
the proposed IM filter system, Subsect. 3.2 specifies the flows of instant messages
and for initialization.

3.1 Components

Figure 1 depicts a rudimentary graphical overview of the necessary constituents
for the secure whitelisting of instant messages. Attentive readers immediately
perceive the similarity of the architectural picture with that one of SIMS [10].
Notwithstanding the resemblance to SIMS, the whitelist construction names the
IM core platform as IM relay, and the IM filter replaces the TTPG (Trusted
Third Party Generator). In contrary to the separate high-speed WAN (Wide
Area Network) between the IM core platform and the TTPG in SIMS, the
whitelist method does not inclose such a special bus between the IM relay and
the IM filter, because it manages without the time- and bandwidth-consuming
generation and dissemination of a filter repository for each treated instant mes-
sage. Furthermore, the achievement of nondeterministic encipherment neces-
sitates an on-board RRNG (Real Random Number Generator) preferably, or
PRNG (Pseudo Random Number Generator), at least seeded with real random
data, in every IM client rather than merely in the IM relay.

Transmission. Transmission allegorizes the backbone of IM topology as a cloud
of noticeably opaque pathways to interconnect all the labeled items in Fig. 1.
This obscurity in coincidence with lack of control impairs the trustworthiness of
the transmission cloud. Due to the bad need of insecure communication paths
besides secure ones for global reachability of IM clients, applied cryptography
must obliterate this drawback.
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Fig. 1. Components for secure whitelisting of instant messages

IM Clients. The three illustrated IM clients in Fig. 1 act as representatives for
a multitude of miscellaneous devices in place all over the world with installed IM
software and online functionality. Logically, all clients operate bidirectionally, i.e.
they incorporate applicability as IM senders as well as IM receivers. Accordingly,
they have to encrypt leaving and to decipher arrived instant messages. As afore-
mentioned, safe emitting of instant messages demands the IM clients to produce
arbitrary data for nondeterministic ciphering. Receiving IM clients support two
mutually exclusive operational modes: real and training mode. While in real
mode addressees do not become aware of instant messages that were dropped in
the IM relay, the training mode permits them to even see the dubious ones in
order to propound terms to the IM filter that should be included to the whitelist
in future or excluded from there.

Certification Authority. The CA (Certification Authority) inspires confi-
dence in the identity of truthful sending IM clients to their addressed receiving
IM clients by building the heart of a common PKI (Public Key Infrastructure).
Thereby, it also makes IM recipients aware of spurious instant messages. Its
assignment comprises issuing certificates for IM clients by signing their certificate
requests, revoking compromised certificates, validating authentic and falsifying
void ones.

Plaintext Whitelist Dictionary. The plaintext whitelist dictionary appears
as a steadily available online database with the unencrypted unobjectionable
character collections of all supported languages. It must also embrace the digits
from zero to nine to let the IM filter permit instant messages with numeric parts,
like times, dates, and other numbers. Supplementarily, the database supplier
must promptly update the whitelist vocabulary with newly emerging, innocu-
ous expressions to shirk upset writers whose texts become wrongly repudiated.
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Surely, it needs convenient defense from DoS strikes and unauthorized manipu-
lations to serve as a reliable spring for dependent IM filters.

IM Relay. The semi-honest(-but-curious) [4,26] IM relay primarily takes the
responsibility to store and remit incoming instant messages to their designated
aims. In the presented constellation, it forms a heterogeneous secret-sharing
cluster together with the also semi-honest(-but-curious) IM filter. Apart from
the exchanged data within the defined flows in Subsect. 3.2, each of both cluster
entities must run in its own isolated environment to keep up privacy. In the
current setting, the IM relay confronts the associated IM filter with the pack
of delimited ciphertext words for each received instant message to let the IM
filter scrutinize their appearance in the ciphertext whitelist. Beyond that, the
IM relay periodically interrogates the plaintext whitelist dictionary for changes.
If applicable, it fetches an updated copy of the whitelist in order to symmetrically
encipher all dictionary items individually with its secret key and to convey the
ciphertexts to the IM filter for further processing.

IM Filter. The IM filter as counterpart of the IM relay in their formed secret-
sharing cluster can be denominated as a simple ciphertext comparator and may
be placed in a tamper proof microprocessor [31] of the IM relay.

Generally, its principal task consists of announcing the containedness of
ciphered character strings (gotten from the IM relay) in the also-enciphered
whitelist to the IM relay. More precisely, the IM filter solely throws positive
acknowledgments for instant messages that exclusively comprise of whitelist
words. Each time before the IM sifter can execute such comparisons, it must
release the hybrid encryption of a processed word packet with its private key,
which an Alice has imposed with the fitting public key.

As auxiliary job, the IM filter receives suggestions of IM clients in training
mode with expressions that ought to be added to its enciphered whitelist or
deleted from there. It adds a new buzzword to its (ciphertext) whitelist if the
number of trustworthy advocates exceeds a predefined threshold. In the same
way, it removes a whitelist entry in the event of sufficient opposers. Trustable are
those proponents and objectors whose rate of barred outbound instant messages
does not rise above a predetermined percentage.

3.2 Flows

This subsection bends to the conducted communication between the previously
explained units.

The initialization flow intentionally performs once prior to any transfers of
instant messages. It solely reruns for secret key updates of the IM relay.

By contrast, the instant message flow recurs for every transmitted instant
message. Over and above all alluded finesses in this subsection, both flows engage
up-to-date hybrid transport cryptography to shield the entire communication



98 G. Fahrnberger

Fig. 2. Initialization flow for secure whitelisting of instant messages

from security breaches. Otherwise, for example, a villain could secretly manip-
ulate plain- and ciphertext whitelist words during haulage or counterfeit IM
addressers by mounting replay raids.

Initialization Flow. The IM relay triggers the initialization flow shown in
Fig. 2 by querying the plaintext whitelist dictionary for an actual snapshot U .
Upon receipt, the IM relay randomly distills a fresh secret key kABR and applies
it by symmetrically enciphering every plaintext whitelist word u#b ∈ U |1 ≤
b ≤ |U | to E(u#b, kABR) = q#b individually. Because of randomized padding,
the encryption scheme scrambles all whitelist character strings to ciphertexts
with single or multiple block size. Eventually, the IM relay lexicographically
arranges them to obfuscate their original order and supplies the IM filter with
the reordered bunch Q = {q#b|1 ≤ b ≤ |U |}.

Instant Message Flow. Every IM client sparks off the sketched flow in Fig. 3
and turns into an Alice when it has to send an instant message to an IM addressee
Bob.

First of all, Alice retrieves the currently valid secret key kABR from the
IM relay and supplementarily creates two arbitrary secret keys kAB and kABF .
Then Alice splits the concerned plaintext instant message v into its unique words
v#1, · · · , v#b, · · · , v#c (viz. she eradicates occurring duplicates) on the basis of
their delimiters (exempli gratia blanks or tabulators) and separately encrypts
each v#b|1 ≤ b ≤ c with kABR and a fashionable symmetric cryptosystem to
w#1, · · · , w#b, · · · , w#c. Subsequent lexicographical sorting of the ciphertexts
w#1, · · · , w#b, · · · , w#c to {w#b|1 ≤ b ≤ c} hides their original order. On top of
that, Alice cryptographically secures the bundle of ciphertext words {w#b|1 ≤
b ≤ c} once more with kABF and a suitable symmetric encryption scheme to
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w′ = E({w#b|1 ≤ b ≤ c}, kABF ). While the first scrambling with kABR disguises
the character strings for the IM filter, the second one with kABF conceals them
for the IM relay. This legitimates the double encryption effort. The full instant
message v itself needs to be purely conveyed to Bob rather than to be queried
or edited. On that account, Alice symmetrically enciphers v with kAB to w =
E(v, kAB). Thereafter, Alice prepares kAB and kABF to such an extent that
exclusively the IM sieve can utilize kABF , and Bob can apply both kAB and
kABF . On account of this, Alice asymmetrically encrypts kAB respectively kABF

with Bob’s public key Bpub to X(kAB , Bpub) respectively X(kABF , Bpub), and
again kABF with the public key of the IM sifter Fpub to X(kABF , Fpub). Addi-
tively, Alice attests the genuineness of w by including a corresponding digital
fingerprint H(w)′ = X(H(w), Apriv) which enfolds the hash value of the ciphered
instant message H(w) signed with her private key Apriv. Alice concludes her mis-
sion by conveying w,w′,X(kAB , Bpub),X(kABF , Fpub),X(kABF , Bpub),H(w)′,
and Acert to the IM relay.

The IM relay refers w′ and X(kABF , Fpub) to the IM filter. The IM filter
restores kABF = X−1(X(kABF , Fpub), Fpriv), i.e. by deciphering X(kABF , Fpub)
with its private key Fpriv and releases the outer protective layer of w′ with
kABF to {w#b|1 ≤ b ≤ c} = D(w′, kABF ). Afterwards, the IM filter seeks each
yet symmetrically ciphered word w#b in its ciphertext whitelist dictionary Q and
notifies the IM relay whether all pieces of an instant message implicate a hit or
not. Regardless of the notification output, the IM relay fires an acknowledgment
back to Alice.

Solely in the event of a 100 % whitelist hit rate in real mode, the
IM relay routes w,w′,X(kAB , Bpub),X(kABF , Bpub), kABR,H(w)′, and Acert to
Bob accordant Fig. 4. Else, the IM relay terminates the suspicious instant mes-
sage.

Bob first needs to verify the originality of w. On this account, Bob lets the
CA confirm/reject Alice’s certificate Acert. In case of a positive answer, Bob deci-
phers the digital fingerprint H(w)′ with Alice’s public key Apub (that is part of
Alice’s certificate Acert) and opposes the outcome X−1(H(w)′, Apub) to the self-
deduced hash value H(w) of w. Even if X−1(H(w)′, Apub) and H(w) accord, Bob
still does not have the guarantee of a gotten inoffensive instant message because
Alice could have embezzled words of v in w′. On account of that, Bob double-
checks whether the IM screener obtained all individual character strings of v in
w′ for audit. Thereto, Bob reconstructs kAB = X−1(X(kAB , Bpub), Bpriv) and
kABF = X−1(X(kABF , Bpub), Bpriv) through asymmetric decipherment with
his private key Bpriv. Utilizing kAB for the symmetrical decryption of w leads
to v = D(w, kAB). In the same manner as Alice did, Bob fragments v into
its constituent words and erases all appearing duplicates in oder to come by
{v#b|1 ≤ b ≤ c}. Subsequently, Bob derives {v′

#b|1 ≤ b ≤ c} by double sym-
metric decryption D(D(w′, kABF ), kABR). Only if {v′

#b|1 ≤ b ≤ c} embodies all
elements of {v#b|1 ≤ b ≤ c}, Bob acquires the guaranty that the IM sieve vetted
the total instant message and displays v.

Finally at any rate, Bob pushes a notice of receipt to the IM relay.
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Fig. 3. Instant message flow for secure whitelisting

Once Bob has informed the IM relay of being in training mode, the IM
relay also delivers every suspect ciphertext instant message w to Bob conjointly
with w′,X(kAB , Bpub),X(kABF , Bpub), kABR,H(w)′, and Acert. Bob executes
the same steps as in real mode according to Fig. 4, but it proceeds with the
additional ones in Fig. 5 in lieu of a frugal acknowledgment backwards to the
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Fig. 4. Instant message flow after secure whitelisting in real mode

IM relay. Firstly, the human user behind Bob can suggest a set of expressions
{vW#b|1 ≤ b ≤ cW } to be whitelisted in future and another set {vB#b|1 ≤
b ≤ cB} not to be whitelisted anymore. The successive action entails a fresh
secret key kBF . After this, Bob symmetrically scrambles expression by expres-
sion with kABR and creates {wW#b|1 ≤ b ≤ cW } out of {vW#b|1 ≤ b ≤ cW }
and {wB#b|1 ≤ b ≤ cB} out of {vB#b|1 ≤ b ≤ cB}. After that, Bob safely
packages both ciphertext sets with symmetrical encipherment by the use of kBF

to wWB = E({{wW#b|1 ≤ b ≤ cW }, {wB#b|1 ≤ b ≤ cB}}, kBF ). Beyond Bob,
merely the IM filter may restore {wW#b|1 ≤ b ≤ cW } and {wB#b|1 ≤ b ≤ cB}
out of wWB . As a consequence, Bob wraps kBF up in X(kBF , Fpub) through
asymmetrical ciphering with the public key of the IM filter Fpub. Ultimately,
Bob adduces evidence for the realness of wWB by signing the hash value
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H(wWB) with his private key Bpriv to H(wWB)′ = X(H(wWB), Bpriv) and
sends wWB ,X(kBF , Fpub),H(wWB)′, and Bcert to the IM filter via the IM relay.

The IM filter assures itself of the veritableness of wWB by letting the
CA endorse/refuse Bob’s certificate Bcert. An endorsement lets the IM filter
descramble the signature H(wWB)′ with Bob’s public key Bpub (that is part of
Bob’s certificate Bcert) and juxtapose the output X−1(H(wWB)′, Bpub) with the
self-inferred hash value H(wWB) of wWB . Only if both X−1(H(wWB)′, Bpub)
and H(wWB) completely coincide, the IM filter recovers kBF = X−1(X(kBF ,
Fpub), Fpriv), i.e. through asymmetric descrambling of X(kBF , Fpub) with the
private key of the IM filter Fpriv. The achieved recovery of kBF affords the IM
filter unscrambling and processing {wW#b|1 ≤ b ≤ cW } and {wB#b|1 ≤ b ≤ cB}.

The next section evidences the security of all explicated flows.

4 Security Analysis

It makes sense to divide the security analysis into subsections for the security
goals authenticity (Subsect. 4.1), integrity (Subsect. 4.2), privacy (Subsect. 4.3),
and resilience (Subsect. 4.4).

4.1 Authenticity

Each pair of logically adjacent components (for instance Alice – IM relay, IM
relay – IM filter, IM relay – Bob) inherits mutual authenticity when they nego-
tiate a common connection through hybrid transport cryptography. In contrast,
Alice makes sure that the IM filter cannot learn her identity by neither exerting
her private nor her public key for the safety encapsulation to w′. What is left to
do is to circumstantiate how to assure Bob of Alice’s authenticity.

After Alice has derived the hash value H(w) of a ciphertext instant message
w, she signs this value with her private key Apriv to H(w)′ = X(H(w), Apriv).
No other IM client terminal can access and apply this private key. As soon
as Bob gathers the signature H(w)′, he lets the CA affirm Alice’s certificate
Acert validity and unleashes the hash value H(w) with Alice’s public key Apub

enclosed in her certificate. In the last step, Bob computes the hash value H(w)
of the gained ciphertext instant message w as well in order to check its equality
with the unleashed one. If both hash values resemble, then Bob can feel confident
of Alice’s authenticity. The computation of the hash value of w in lieu of that of
v shall designedly not comply to the Horton principle Authenticate what is being
meant, not what is being said! [15] because a distinct secret key kAB for the
scrambling of v to w dodges recurring signatures even in the case of repetitive
plaintext instant messages.

The identical mechanism comes into operation to persuade the IM filter of
Bob’s authenticity if Bob suggests any terms in training mode.

4.2 Integrity

End-to-end block encryption with the arbitrary secret key kAB and Bob’s pub-
lic key Bpub protects the integrity of an instant message on its complete path.
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Fig. 5. Instant message flow after secure whitelisting in training mode
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Such hybrid cryptography also clings together a number of objects during their
common conveyance, by way of example w,w′,X(kAB , Bpub),X(kABF , Fpub),
X(kABF , Bpub),H(w)′, and Acert between Alice and the IM relay, or wWB ,
X(kBF , Fpub),H(wWB)′, and Bcert between Bob and the IM filter via the IM
relay.

Bob’s examination for completeness of the ciphertext word parcel w′ pre-
serves the integrity of w′ because it would even debunk malicious omittance of
parcel words in w′, e.g. if Alice wants to thwart sifting.

4.3 Privacy

The below-mentioned privacy considerations assume that the utilized asymmet-
rical encryption scheme pads its input blocks (secret keys and hash values) with
haphazard data to baffle effectual collision offensives. By the same token, the
exercised symmetrical block cipher must perform en- and decipherments with
any safe mode of operation. Eminently, the ECB mode [19] does not belong to
the group of safe modes. Ancillary, all en- and decryptions with the secret key
kABR have to rely on the same initialization vector to compass filterability with
fix plaintext-ciphertext-pairs.

Each ciphertext instant message w can merely be disclosed by a holder of the
appendant secret key kAB . Since Alice just attaches the asymmetrically ciphered
version X(kAB , Bpub) to w, only Bob possesses the apt private key Bpriv to
regain kAB by asymmetrically descrambling X(kAB , Bpub). On those grounds, w
endures all illegal exposure attempts during transmission and detention in the
IM relay.

The IM relay ascertains that the IM filter not at all descries the meaning
and the order of the plaintext whitelist elements in the dictionary snapshot U
by symmetrically enciphering each of them with an arbitrary secret key kAB and
sorting the resultant ciphertext words to Q before it intimates Q to the IM filter.

Alice likewise deals with the separate character strings v1, · · · , v#c of a
plaintext instant message v by symmetrically encrypting them with kAB to
{w#b|1 ≤ b ≤ c}. Further, Alice obscures {w#b|1 ≤ b ≤ c} for the IM
relay by converting {w#b|1 ≤ b ≤ c} to w′ with a virgin secret key kABF .
To obviate the falling of kABF into the wrong hands, Alice transforms kABF

with the public key of the IM filter Fpub to X(kABF , Fpub) and with Bob’s
public key Bpub to X(kABF , Bpub). Correspondingly, merely the IM filter and
Bob can recover kABF and, thereby, also {w#b|1 ≤ b ≤ c} with their pri-
vate keys Fpriv and Bpriv. In opposition to Bob, the IM filter cannot unveil
{v#b|1 ≤ b ≤ c} because it misses kABR. The sole theoretical possibility of con-
ducting a ciphertext frequency analysis in the IM filter also fails as long as a
tamper proof surrounding [31] guards the IM filter. This isolation additionally
forecloses collusions between deceitful IM clients with the IM filter.

Bob similarly safeguards his recommendations {vW#b|1 ≤ b ≤ cW } and
{vB#b| 1 ≤ b ≤ cB} by symmetrically encrypting them word by word with
kABR to {wW#b|1 ≤ b ≤ cW } respectively to {wB#b|1 ≤ b ≤ cB}. He symmet-
rically enciphers the conglomerate of both sets with an unexploited secret key
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kBF to wWB and commutes kBF into X(kBF , Fpub) (with the public key of the
IM filter Fpub). The consequence is that solely the IM filter can recapture kBF

and, therewith, the ciphertext sets {wW#b|1 ≤ b ≤ cW } and {wB#b|1 ≤ b ≤ cB},
but not the plaintext sets {vW#b|1 ≤ b ≤ cW } and {vB#b|1 ≤ b ≤ cB}.

4.4 Resilience

All core systems (CA, IM relay, IM filter, and plaintext whitelist dictionary) work
load-independently as long as the selected cloud provides scalability concern-
ing tamper proof microprocessors. Advisably, their resilience can be increased
through site mirroring.

Right-minded transmission operators also pay attention to provide their cus-
tomers with failsafe routing via an amount of redundant links.

Solely, the selective replication of specific IM client devices would be prepos-
terous because all users with broken terminals can just as well return to their
IM accounts with any functioning replacement.

The next section complements the security analysis of the advocated whitelist
sifter with a proof of its viability through a prudential performance analysis.

5 Performance Analysis

Due to the deficiency of the described safe whitelist searcher in live opera-
tion, measurements during a correspondent experiment had to give conformable
performance insights. While Subsect. 5.1 outlines the deployed experimental
buildup, Subsect. 5.2 exposes the yield of the experiment.

5.1 Experimental Setup

The employed experimental setup resembles that one of SecureString 2.0 [9],
viz. an IM relay communicates with Alice, Bob, and an IM filter via Java
RMI (Remote Method Invocation) in accordance with the needed flows for
real mode in the Figs. 2, 3, and 4. Bob analogously invokes a CA via RMI
for the investigation of Alice’s submitted certificate Acert (see Fig. 4). Each of
the above-mentioned six parties (plus a Java remote object registry) became
simulated through a separate Java 8 process on an HP DL380 G5 server with
eight 2.5 GHz cores and 32 GB main memory that operates Fedora Core 64 bit
Linux. The simulation deliberately happened on a lonesome computer because
it did not intend the measurement of volatile network latencies. Each Linux
process for the trial ran with the lowest nice level and, therefore, with the
highest priority to eliminate perturbing effects caused by concurrently launched
processes. Alice, Bob, the IM relay, and the IM filter availed themselves of AES-
128/CBC/PKCS5Padding [6,19] as symmetrical cryptosystem and ECC (Ellip-
tic Curve Cryptography) [28] with the three differing key sizes 192, 224, and 256
bits as asymmetrical one.

Which role has each unit to take on during the test phase?
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Plaintext Whitelist Dictionary. The plaintext whitelist dictionary bases
upon a MariaDB with a primary table of 128,804 genuine English vocables from
WordNet [24] and a secondary one with a proper subset of 128,656 nonhazardous
elements. As a result, the larger table as well encloses 148 questionable words
mostly applied by bullies to annoy their victims.

Java Remote Object Registry. The execution of the shell command rmireg-
istry sparks an instance of the Java remote object registry that accepts registra-
tions and inquiries of Alice, of Bob, of the CA, of the IM relay, and of the IM
filter.

Certification Authority. The CA inscribes itself in the Java remote object
registry in the beginning and stands by for Bob’s queries.

IM Receiver Bob. Upon instantiation, Bob enrolls as an ordinary subscriber
in the Java remote object registry and waits for feed from the IM relay in order
to exert the real mode flow in Fig. 4.

IM Filter. The IM filter instance enlists in the Java remote object registry after
its start and offers the IM relay procedures to assimilate and browse ciphertext
whitelists.

IM Relay. The created IM relay signs on in the Java remote object registry
and initializes the IM filter and itself pursuant to the initialization flow in Fig. 2.

IM Sender Alice. Alice takes off as the last component, just as with the
inscription in the Java remote object registry. Afterward, she evaluates the mean
cycle time of single-word-containing instant messages by iterating the submission
flow in Fig. 3 1,000,000 times with arbitrarily picked vocables from the primary
table of the plaintext whitelist dictionary U . Alice repeats this measuring for
instant messages comprising 2 ≤ c ≤ 7 delimited words with a sample size
of 1,000,000 per word count as well. The probability of having at least one
obnoxious item in an instant message with c words equals

P (c) = 1 −
c∏

b=1

1 − |{bad words in U}|
|U |

= 1 −
(

1 − |{bad words in U}|
|U |

)c

= 1 −
(

1 − 148
128, 804

)c

≈ 1 − 0.9989c

Table 1 itemizes the resultant average percentage of illicit instant messages that
must be spotted by the IM filter and effaced by the IM relay. Consequently, the
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IM relay on average expunges 0.8 % of instant messages with seven comprised
character strings. The percentage rates of eradicable instant messages in Table 1
do not necessarily chime with those ones in real scenarios, but these percent-
ages do not observably affect any clocked run durations and, due to this, lend
themselves to a passable indication.

Table 1. Likelihood of instant messages with at least one obnoxious word

c (words per message) 1 2 3 4 5 6 7

P(c) (likelihood of obnoxiousness) 0.0011 0.0022 0.0034 0.0046 0.0057 0.0069 0.0080

5.2 Experimental Result

This subsection shall not merely reflect the measured data of the whitelisting-
experiment but also compare them with the (querying) performance of Secure-
String 3.0 [13], a safe sieve based on blacklisting. Because the experiment with
SecureString 3.0 educed metered values as a function of the plaintext message
length |v|, but the whitelisting-experiment extracted data as a function of the
word count c, Table 2 lists the mean length of plaintext messages |v| as a function
of their word count c to enable a contrasting juxtaposition of both techniques.

Table 2. Average plaintext instant message lengths

c (words per message) 1 2 3 4 5 6 7

|v| (mean characters per message) 8 16 25 34 43 51 60

Figure 6 visualizes for five methods the mean running time in nanoseconds
of an instant message (inclusive its acknowledgment) between Alice and Bob as
a function of its contained words c.

The red-colored data series emanates from whitelisting of plaintext instant
messages. The renunciation of any encryption features the best performance, but
it is strongly inadvisable due to too many security risks.

The obtainment of computational security by applying the safe whitelist
screener based on ECC-192 [28] (light green-colored data series) slows the mean
lead time down by factors between 22.46 (c = 1) and 10.80 (c = 7) in comparison
to plaintext whitelisting.

If ECC-224 (green-colored data series) becomes exerted in place of plaintext
whitelisting, the average processing time rises by factors between 24.79 (c = 1)
and 11.95 (c = 7).

The highest deceleration with factors between 30.05 (c = 1) and 14.41 (c = 7)
takes place if ECC-256 (dark green-colored data series) gets practiced instead of
plaintext whitelisting.
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Fig. 6. Comparative experimental results (Color figure online)

The mean runtime of an instant message between Alice and Bob during the
blacklisting-experiment with SecureString 3.0 (orange-colored data series) ranges
between the red-colored values of plaintext whitelisting and the light green-
colored ones of ciphertext whitelisting based on ECC-192. For an instant message
with just one word (c = 1), the average transportation time of SecureString 3.0
(0.66 ms) resides nearby that one of plaintext whitelisting (0.47 ms), but it grows
much faster with a rising word count than all other data series. With 4.09 ms
for word count c = 7, SecureString 3.0 already expends approximately half as
much time as the whitelisting based on ECC-192 with 10.61 ms. For still higher
word counts, extrapolation of the orange-colored data series might show worse
performance for SecureString 3.0 than for whitelisting based on ECC.

Avowedly, SecureString 3.0 can effectuate superior performance than safe
whitelisting in case of short instant messages because of much fewer executed
asymmetric cryptographic operations. Anyhow, the nearly impossible bypass-
ing of whitelisting compared to the loopholes of blacklisting justifies all longer
durations of safe whitelisting. Already Ferguson and Schneier taught that secure
design philosophy forbids to cut a security corner in the name of efficiency,
because there exist too many fast, insecure systems [15].

6 Conclusion

This disquisition walks the line to reconcile divergent expectations of IM lobbies.
While the research community presses for enhancement of minors’ media literacy
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and risk-awareness, parents often appreciate some censorship because of their too
modest knowledge of online media and lack of time to trace their kids’ activities.
What is more, an IM architecture must be acceptably safe.

For that purpose, this disquisition manifests a whitelist-based IM screener for
optional employment that particularly forfends IM consignees from being taken
in by other IM lobbyists. Predominantly, this means the elimination of instant
messages with inappropriate content before they can come through to their IM
addressees. The contemplated recommendation rests upon the cooperation of
state-of-the-art symmetrical and asymmetrical cryptosystems to evenhandedly
accomplish the security objectives authenticity, integrity, privacy, and resilience.
A decent security analysis corroborates the attainment of each security objective.
In face of the developmental stage of the IM checker, an experiment with a
condign prototype harvested valuable clues to its practicability.

Meaningful prospective continuations might refine the offered RMI-based IM
sifter with a private ciphertext whitelist for each user as addition to the elab-
orated global one, because various users could interpret the same term either
derogatorily or neutrally. Accessorily, future publications could take over or
adapt the sifter utility at hand for manifold applications that need to screen
ciphertext.

Acknowledgments. Many thanks to Bettina Baumgartner from the University of
Vienna for proofreading this paper!
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Abstract. Scientific projects are dynamic processes, and possibilities to
determine their structure beforehand is matter of great practical impor-
tance. Some communities that work on the same project can join scien-
tists from various countries and research centers. The approaches related
to BPM (Business Process Management) are rigid and are “process–
centric”, therefore they provide limited flexibility for some of process
handling requirements. ACM (Advanced Case Management), in contrary,
provides the necessary degree of flexibility. Moreover its synthesis with
the BPM suggested attractive advantages for process configuration and
control.

In this paper we propose a concept of adaptive workflow system for
scientific project collaboration and introduce the description of each part
in detail. A user describes a project in terms of cases. Then system sug-
gests suitable possible process models, that the user is free to follow or
not. At further steps the system specifies its suggestions. This approach
combines the flexibility of ACM with clearness of BPM.

Keywords: Workflow management systems · Collaboration systems ·
Scientific project collaboration · Adaptive case management

1 Introduction

Nowadays the internet and the development of other communication facilities
have led the rise of great scientific collaborations. Unlike “Big Science” these
collaborations have much more flexible structure and are being characterized
by possible geographical diversity of collaborators [3]. Some communities that
work on the same project can join scientists from various countries and research
centres. In this case there is a need in tools to lighten a team-work and to make
collaboration more clear. However, it should not be understood as another sci-
entific workflow system such as Kepler, Taverna or FireWorks which help to
control research project from the task concurrency point of view. This system
should configure, support and optimize collaborative work of a group of individ-
ual scientists. Therefore, a high degree of adaptivity is required for handling and
structuring the processes beforehand. One of the practical necessities for devel-
oping such systems is their use in settling the workflow of the scientific projects
which are known to be highly dynamic and long–term processes.
c© Springer International Publishing AG 2016
G. Fahrnberger et al. (Eds.): I4CS 2016, CCIS 648, pp. 115–128, 2016.
DOI: 10.1007/978-3-319-49466-1 8
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For a long time there is a discussion about lack of proper degree of adaptivity
in workflow systems. Rigid Business Process Management (rigid BPM) does
not provide necessary process evolution and/or exception handling mechanisms.
If one takes into consideration all possible changes in the process, it makes
process presentation unreadable and sophisticated which eliminates almost all
advantages of such an approach [2].

Some researchers propose to use high-level change operations to provide
structural adaptivity such as “Insert Process Fragment” [17] or with change
primitives higher degree of granularity like “Add Node” and “Add Arc” in
recovery nets [9]. These approaches require the use of change correctness and
change control systems (e.g. Opera [8]). Despite several advantages, these con-
cepts require complex process support.

In our opinion the problem lies in the basic concept of BPM, which is too
restrictive and has problems dealing with change [2]. Complex projects, not only
limited to scientific projects, require collaboration of knowledge workers, whose
work may not fit predefined process model due to changing circumstances (new
information, feedback from already done steps, exceptions, etc.). The BPM, more
suitable for short routine operations, does not provide possibilities to handle this,
because it is too much “process–centric”.

Advanced (or adaptive) case management (ACM) is relatively new concept
to configure knowledge work processes. It is more “goal–centric” and defines the
approach as “what could be done”, rather than “how should it be done” [16]. This
concept provides more flexible process description, however it has almost lost the
connection with BPM and acts completely separate. Therefore, we propose that
the ACM together with the BMP could make a great contribution to adaptive
workflow systems. In this paper we will mainly address to this problem, filling
the gap between the flexibility of the ACM and the accuracy of the BPM. The
article is organized as follows: in the second section the original concept of ACM
is described. The third section proposes an idea about the concept of adaptive
workflow system for scientific project collaboration, its subsections describe each
part of the system in detail. In fourth section we will show the operation of the
proposed system on the example project. In last section we will make conclusions
and present further directions of the research.

2 Advanced Case Management

Case management was used to support decision-making processes such as patient
predictors of improvement [13] in 1990s. First significant attempts to leave
“process–centric” ideology in favour of “case–centric” were made in the mid-
dle 2000s [2,7]. In 2010 the term Advanced Case Management was introduced in
the field of process management by Workflow Management Coalition. However,
for a long time there was no accurate notation for ACM till Object Management
Group (OMG) proposed Case Management Model and Notation v1.0 in 2014 [6].

ACM considers processes from the point of view of cases. A case describes a
goal of processing and is a set of information (as documents, accepted production
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practices and decisions) that leads to this goal. Each case can be resolved in ad-
hoc manner completely. For some similar cases it is possible to figure out a set of
common practices following to optimal solution. ACM helps knowledge workers
to undertake these practices for tasks, that lack high degree of adaptivity. Unlike
rigid BPM the ACM allows case workers to plan and change a set of tasks for
a case, to change task order and to collaborate with other knowledge workers
during task execution.

Case management presumes two phases of the process modeling: design-time
and run-time. In the design-time phase the designer (usually with expertise in
business analytics) predetermines a set of tasks that is necessary to achieve the
case goal and possibly some non-mandatory (in the CMMN standard it is called
discretionary [6]) tasks that are available to a knowledge worker. During the
run-time phase case workers execute tasks as planned and possibly add some
new discretionary tasks that were not supposed initially.

Case itself consists of a Plan Model and a set of Case Roles that is needed
for executor assignment. The Plan Model describes case behaviour during its
execution and is depicted as a folder shape. The Plan Model is used as a container
for Plan Items and Case Files that are representing useful information for Case
resolution. CMMN predetermines four types of Plan Items: Task, Stage and
Milestone. Description of these Plan Items is as follows:

2.1 Task

Task represents a unit of work. Tasks are depicted by rectangle shapes with
rounded corners. There are four types of Tasks:

Blocking Human Task is a type of task, that is performed by a knowledge
worker and waits until a piece of work associated with it completes (e.g.
Decision). This type is represented with human icon in the upper left corner
of a task shape.
Non-Blocking Human Task is a type of task, that is performed by a
knowledge worker and is considered as completed immediately when it is
opened (e.g. Review). This type is represented with hand icon in the upper
left corner of a task shape.
Process Task is a type of task, that is performed by a script or business
process. It performs without human interaction. This type is represented with
chevron icon in the upper left corner of a task shape.
Case Task is a type of task, that is linked with another Case. It helps to
organize Case hierarchy. This type is represented with folder icon in the upper
left corner of a task shape.

Tasks could be both mandatory and discretionary. Discretionary tasks are
represented by rectangle shapes with dashed lines and rounded corners.

2.2 Stage

A Stage is a container for Tasks that constitute a separate episode of the case.
Stages can be regarded as sub-cases in analogy with sub-processes in BPM,
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similar to sub-processes they make models clearer by hiding complex behaviour
behind abstract steps. Stage is depicted as a rectangle shape with angled corners
and a marker ‘+’ or ‘-’ at bottom centre, which shows its expended or collapsed
state. In expended state all tasks in stage are shown, while in collapse state
all are hidden. Stages also could be both mandatory and discretionary. When
discretionary stages are represented by rectangle shapes with dashed lines and
angled corners.

2.3 Milestone

A Milestone is a sub-target of the Case, defined to enable evolution of Case
resolution progress. Milestone is associated with no specific piece of work, but
it is considered as achieved when associated tasks are completed or a Case
File becomes available. Milestone is represented by a rectangle shape with half-
rounded ends.

There are two more essentials that help to organize semantic dependencies
between Plan Items: Entry and Exit Criteria (in CMMN they are called Sentries
[6]) and Connector that helps to link Plan Items together.

2.4 Sentries and Connectors

Sentries define criteria by which Plan Items become enabled (entry criterion) or
terminate (exit criterion). Sentry with entry criterion is represented as an empty
diamond, and Sentry with exit criterion – as a solid diamond.

A criterion in a Sentry is a combination of an event (trigger, On-Part) and/or
a condition (if-expression). If each existing criterion part evaluates to “true”,
then Sentry is satisfied. Satisfaction of a Sentry with entry criterion will follow
to either enabling of a Task or a Stage or to an achievement of a Milestone,
depending on what it was associated with. By triggering a Sentry with exit
criterion associated Task or Stage will be terminated.

Connectors are used to visualize dependencies among Plan Items, e.g. On-
Part of a Sentry. Connectors are graphically represented in notation as dotted
lines.

3 Concept of System

In this section we propose the concept of adaptive workflow system for scien-
tific project collaboration. Since, scientific projects are knowledge works, so it
is hard to determine exact process flow and even harder to follow all its con-
straints. During execution the model of process will define itself more accurately
and can be extended by exception handling, if there occurs any exception. The
architecture of proposed system looks as follows (Fig. 1), at first we describe the
concept from the point of view of different user roles and system parts.

Manager (Process Owner). A Manager is the main actor in the system. This
actor is responsible for determination of scientific project primary goal, setting



System Concept for Scientific Project Collaboration 119

Fig. 1. Architecture of adaptive workflow system

the initial project schedule and budget. Manager also approves important deci-
sions as the transition between design-time and run-time stages or primary goal
changes.

Designer. As the name implies, a Designer plays a crucial role at the design-
time phase. The main task of the designer is to determine a set of Plan Items
and dependencies among them required to achieve the project primary goal. The
project’s plan in the form of CMMN diagram should be approved by a Manager
and then present itself as instructions for project execution. When major changes
in the project accrue, the designer could be called to review the project plan.
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Principal Investigator. This role represents “mid–level manager” of the
project. Its mission is to distribute tasks among scientific groups, to monitor
compliance with the schedule, to manage provided resources in the project and
to take operational decisions (e.g. inclusion of new additional sub-goals and
defining of their priorities).

Resource Manager. The role of Resource Manager is optional (in sense that
it can be automated) and may be associated with multiple projects. Its main
responsibilities are: coordination of utilization schedules of material resources
(such as experimental facilities) and human resources (scientific groups and/or
single scientists) among several projects.

Scientific Group. This role is a main working unit of the project. Scientific
groups report to the system on the work done, so these data form an operation
log required for further analysis. Users in this group decide themselves about the
order in which tasks are solved, the necessity of predefined discretionary tasks
execution and adding new tasks (this possibility can be ruled out by policy
adopted on the project).

Process discovery subsystem. After the operation log is obtained it is neces-
sary to construct a process model that corresponds to it. Process Discovery is
used very often for such tasks. The simplest method to obtain process model from
the operational log is α–algorithm [1]. In the original α–algorithm the model is a
WorkFlow-net, but it can easily be translated to YAWL (Yet Another Workflow
Language) or BPMN (Business Process Model and Notation) nets.

The basic idea of the α–algorithm is to define a footprint of the business
process based on ordering strict relationship:

Let a and b be activities from set of activities A. a ≺ b if there is a trace
σ = t1, t2, · · · , tn and i ∈ [1, · · · , n] such that σ is in the operation log and
ti = a, ti+1 = b.

Based on this ordering relationship among activities it is possible to introduce
the concept of the footprint that is based on the following log–order relationships:

– Strict order. a → b if and only if a ≺ b and b ⊀ a
– Exclusiveness. a#b if and only if a ⊀ b and b ⊀ a
– Interleaving order. a‖b if and only if a ≺ b and b ≺ a

But the α–algorithm is suitable for repeating processes otherwise it is impos-
sible to determine parallel activities. In the case of scientific project the process
executes only once.

In order to bypass this restriction it is necessary to report about one activity
twice: at the beginning of execution (it could be automated, e.g. assigned and
active task means the beginning of its execution) and at the end. After that
the log determines extended set of activities A∗ : (a

′
1, · · · , a

′
n) ∪ (a∗

1, · · · , a∗
n),

where a
′
1 is the beginning of the activity a1 and a∗

1 — its end. So order log–order
relations can be overwritten:

– Strict order. a → b if and only if a∗ ≺ b
′

– Interleaving order. a‖b if and only if a
′ ≺ b

′
and b

′ ≺ a∗
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The simple α-algorithm is defined as follows (instead of WorkFlow net seman-
tics we use YAWL semantics) [1]:

Let L be an event log over some subset T of a set of activities A. Activities
from T define the activities in a generated YAWL net. TI is the start activity,
that appears first in the log L. TO is the end activity, that appears last in the
log L. Next two steps are required to discover a control flow F that defines an
order of activities:

X = {(I,O) | I ⊆ T ∩ I 	= ∅ ∩ O ⊆ T ∩ O 	= ∅ ∩ ∀i∈I∀o∈O i →
o ∩ ∀i1,i2∈I i1 ‖ i2 ∩ ∀o1,o2∈O o1 ‖ o2}

F = {(i, o) | i ∈ I ∩ o ∈ O}
The resulting YAWL net is a tuple α(L) = (T, F ). It is worth noting that the

resulting net has a representational bias it supports cycles only in their unrolled
form.

But until the research project is ended this model is not sound, it defines
only the part of the process. The control flow for future activities cannot be
exactly predicted, moreover future activities themselves may be unknown. But
the system can assume the rest of the process, this is the function of the next
subsystem.

Simulation and analytics subsystem. CMMN model predetermine not a single
process, but a set of business processes that do not break semantic dependencies
of the plan. In other words the CMMN model defines a partially ordered set T of
tasks. It is also worth noting that a task in CMMN model does not correspond
to a single action in BPM notations such as BPMN or YAWL, but it can be
also whole process fragments. Nevertheless such information may be useful if
not for current project, then in the next or in analysing the difficulties during
the project.

By opening the notion of each task, one can obtain a partially ordered set of
activities A. It is possible, when some activities to solve it are done or business
process for it is defined. Tasks those do not have yet corresponding activities
may be considered as subprocesses. This is consistent with the statement that
“...the control structure a business process can be seen as a partially ordered set
of activities...” [12]. So a set of all possible business processes B obtained from
this model is a set of linear extensions Ω of partially ordered set A.

A binary relation ϕ defined on set M by certain set Rϕ is called partial order,
if it possesses following properties [15]:

1. Reflexivity: ∀a(aϕa)
2. Transitivity: ∀a, b, c(aϕb) ∧ (bϕc) ⇒ (aϕc)
3. Antisymmetry: ∀a, b(aϕb) ∧ (bϕa) ⇒ a = c

And the set M (or rather the pair (M, ϕ)) is called the partially ordered set
or poset. Usually the partial order relation is denoted by � symbol.

It is worth noting that activities in business process do not always satisfy
the partial order: activity b follows activity a and activity a follows activity
b do not mean that activities a and b are equal, but they are parallel, it is so
called interleaving order relation [11]. In this case, for simplicity, one can consider
during generation that between these activities there is no order relation at all.
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Under the permutation we mean the act of arranging the set A. Thus a linear
extension δ of the poset A is a permutation of the elements where δ(i) � δ(j)
implies i � j in the original set A [10].

For the solution of this problem one can find several methods in literature,
e.g. [10,14].

In [14] authors generated all possible linear extensions of partially ordered
set of positive numbers (but this approach works on any set with a given partial
order) through family tree traversal. Family tree is a special type of tree, where
node and leaves are permutation of a given partially ordered set, the connections
represent parent-child relations between two permutations.

After obtaining a set of possible business processes, it is possible to count
for each some useful parameters as consistency with the project schedule, costs,
etc. and choose an optimal business process model at this step. It should be
noted that till there are corresponding activities for all tasks defined in CMMN
model, business process model has an approximate character. Because of that
the optimal business process model should be recalculated after every process
step and in general results may vary. Also note that the activities among which
the partial order is not defined can be executed in parallel.

Process Data Warehouse. Some processes or their parts can follow to the
same results, create similar repeating pattern. Because of that it is worth to save
successful processes, also the processes, which ended with fault. It is required
for analysis as well as to avoid such situations in the future. The corresponding
system module provides a report to principal investigator.

One must specify a measure of similarity between two business processes.
Under the measure of similarity between two business processes we mean a real-
valued function dist defined on the set of business processes B that quantifies
the similarity between these processes. This function should meet the following
requirements [4]:

1. Nonnegativity: ∀B0, B1 ∈ B dist(B0, B1) ≥ 0
2. Symmetry: ∀B0, B1 ∈ B dist(B0, B1) = dist(B1, B0)
3. Equality: ∀B0, B1 ∈ B dist(B0, B1) = 0 ⇔ B0 ≡ B1

4. Triangle inequality: ∀B0, B1, B2 ∈ B dist(B0, B2) ≤ dist(B0, B1) +
dist(B1, B2)

This topic has been well studied. In literature four specific classes of such
measures are identified [4]:

1. Measures based on the correspondence between nodes and edges in the process
model.
These metrics are calculated using syntactic or/and semantic similarity
among activities, labels, etc. in two models.

2. Measures based on the edit distance between graphs.
These approaches determine the similarity of model structures.

3. Approaches based on the sets of traces.
These metrics compare the behaviour of models experimentally by simulating
its operation.
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4. Measures based on causal dependencies between activities.
These metrics compare the behaviour of models analytically.

The first class of measures helps to find related models with same com-
ponents. The second metric type analyses model structure, while it is defined
clearly only at the end of functioning. Approaches in the third class generate
possible traces of the process model, which can cause rapid increase in the num-
ber of sequences that require analysis as well as potential occurrence of infinite
sequences in the case of cycles. The fourth class of metrics is suitable for use in
this case.

One measure from the fourth class is m3 similarity measure [11] that uses
behavioural profile of the process for analysis. The process discovery subsystem
defines footprint that is similar to behavioural profile of the process during its
execution (See p. 6), but the behavioural profile is based on the other concept
of ordering relationship:

Let a and b be activities from set of activities A. a � b if there is a trace
delta = t1, t2, · · · , tn and i ∈ [1, · · · , n], j ∈ [1, · · · , n], i < j such that delta is in
the operation log and ti = a, tj = b.

The log–order relationships are as follows:

– Strict order. a → b if and only if a � b and b � a
– Exclusiveness. a#b if and only if a � b and b � a
– Interleaving order. a‖b if and only if a � b and b � a

To determine the degree of similarity it is necessary to calculate three simi-
larity metrics [11]:

Exclusiveness Similarity.

s+(B0, B1) = |+B0∩+B1 |
|+B0∪+B1 |

Strict Order Similarity.

s→(B0, B1) = |→B0∩→B1 |
|→B0∪→B1 |

Interleaving Order Similarity.

s‖(B0, B1) = 1
2 · |(→B0∪‖B0 )∩→B1 |

|→B0∪‖B0∪→B1 | + |→B0∩(→B1∪‖B1 )|
|→B0∪→B1∪‖B1 |

Then the m3 similarity measure is defined as a remainder of subtracting the
weighted sum of the previous three metrics from one [11]:

m3(B0, B1) = 1 − ∑
i

wi · si(B0, B1)

with i ∈ {+,→, ‖} and weighting factors wisuch that
∑
i

wi = 1.

While the m3 measure satisfies the property of triangle inequality, it is possi-
ble to bound the similarity of two models with already computed distances [11]:

dist(B0, B2) ≤ |dist(B0, B1) + dist(B1, B2)|
dist(B0, B2) ≥ |dist(B0, B1) − dist(B1, B2)|
This reduces the computation by rejecting in advance not prospective models.
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4 Example

In this section the operation of the process discovery subsystem and the subsys-
tem of simulation and analytics on the example of speaker clustering implemen-
tation project is discussed [5]. Speaker clustering is a task of division of voice
recordings into classes so that in each class there were only records owned by one
user. Each record contains the voice of a single user. Most often, the clustering
process takes place without direct supervision, a priori knowledge of the number
of classes or their structure. This process is often an integral part of speaker
recognition or speech recognition tasks.

The CMMN model shows the plan of the project that was approved (Fig. 2).

Fig. 2. CMMN model of speaker clustering implementation project

The scientific group should select a clustering algorithm (“Select a clustering
algorithm” task). The pure voice signal is difficult to analyse, because it contains
a large amount of information noise. But it is possible to extract some specific
features from it and use them as input vector for clustering (“Select a set of
features” task). Also the test data should be selected, it should be marked to
simplify the algorithm testing (“Select test data” task). All these three tasks can
be executed in parallel, because there is no data dependence among them. Once
“Select a set of features” and “Select test data” task are accomplished a set of
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features can be extracted from the test data (“Extract features from the test
data” task) it immediately follows to the achievement of “Test data is prepared”
milestone that describes the sub-goal of the project. After this the task “Test
on existing data” is enabled. After its executing the decision should be taken: is
the resulting accuracy acceptable or not. If it is acceptable the case closes, else
some tasks or all of them can be repeated. The primary plan also contains two
optional discretionary tasks: “Implement a GUI” and “Propose a modification
of an algorithm”.

For example, at some project phase the log contains following recordings
(Table 1). The column “Activity” shows the name of activity, an apostrophe
after the activity name means the beginning of its execution, two apostrophes
mean the end. The column “Case task” present the name of the corresponding
task in CMMN model (Fig. 2), “None” means that this task was not planned
beforehand. The column “Timestamp” shows the time, when the event connected
with activity happened in format “yyyy-mm-ddThh:mm”.

Table 1. Log of speaker clustering project

Activity Case task Timestamp

AHC study’ Select a clustering algorithm 2014-10-27T09:32+03:00

Lyon model study’ Select a set of features 2014-10-28T10:07+03:00

Search for test data’ Select test data 2014-10-28T12:14+03:00

Lyon model study” Select a set of features 2014-10-30T15:24+03:00

Search for test data” Select test data 2014-11-03T16:21+03:00

PLPC study’ Select a set of features 2014-11-04T08:19+03:00

PLPC study” Select a set of features 2014-11-07T11:47+03:00

LFCC study’ Select a set of features 2014-11-07T13:55+03:00

LFCC study” Select a set of features 2014-11-11T12:03+03:00

MFCC study’ Select a set of features 2014-11-17T08:44+03:00

MFCC study” Select a set of features 2014-11-21T19:42+03:00

MFCC extraction’ Extract features from the test data 2014-12-03T15:14+03:00

AHC study” Select a clustering algorithm 2014-12-05T10:15+03:00

AHC implementation’ Select a clustering algorithm 2014-12-12T12:35+03:00

MFCC extraction” Extract features from the test data 2014-12-22T17:03+03:00

AHC implementation” Select a clustering algorithm 2015-01-07T12:27+03:00

Test1’ Test on existing data 2015-01-07T12:32+03:00

Test1” Test on existing data 2015-01-07T16:20+03:00

Calculate accuracy’ Decide on the acceptability of the clustering 2015-01-07T16:31+03:00

Calculate accuracy” Decide on the acceptability of the clustering 2015-01-07T16:35+03:00

Unacceptable accuracy” Unacceptable accuracy 2015-01-07T16:37+03:00

ALIZE study’ None 2015-01-14T12:07+03:00

ALIZE study” None 2015-01-20T11:27+03:00

SOINN study’ Select a clustering algorithm 2015-01-20T13:03+03:00
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Fig. 3. YAWL net built on the log

Fig. 4. One of generated YAWL nets

The process discovery subsystem translates the log into the table presented
in Table 2, describing partial order among activities. According to the results
given in the table the resulting YAWL net can be represented in Fig. 3.

Table 2. Partial order among activities

Name
Name

AHC
study

Lyon model
study

Search for
test data

PLPC
study

LFCC
study

MFCC
study

MFCC
extraction

AHC
implementation

Test1
Calculate
accuracy

Unacceptable
accuracy

ALIZE
study

SOINN
study

AHC
study

‖ ‖ ‖ ‖ ‖ ‖ →
Lyon model

study
‖ ‖ →

Search for
test data

‖ ‖ →
PLPC study ‖ ← ← →
LFCC study ‖ ← →
MFCC study ‖ ← →

MFCC
extraction

‖ ← ‖ →
AHC

implementation
← ‖ →

Test1 ← ← →
Calculate
accuracy

← →
Unacceptable

accuracy
← →

ALIZE study ← →
SOINN study ←



System Concept for Scientific Project Collaboration 127

The resulting net is not sound, because there is no output condition, which
means that the project is still in progress.

The subsystem of simulation and analytics will extend the set of activities
from log with active tasks from CMMN model. All tasks are now active except
“Select a clustering algorithm”, because it is executed second time and its con-
dition of repetition is not met. After that all possible linear extensions will be
generated, such as given in Fig. 4.

After the project ends its YAWL model is saved in process data warehouse
and is used in the next project, if the same patterns in the whole process or its
parts are discovered.

5 Summary and Conclusion

Complex long–term scientific projects require more flexibility than it is offered
by Business Process Management tools. The concept of Advanced Case Man-
agement make it possible to introduce the project in the form of an imprecise
plan. However, without introduction of clarity at every stage, it is impractical
to manage or improve the executable process. That is why ACM together with
BPM can give more advantages to process configuration and control.

In this paper the system concept for scientific project collaboration is pro-
posed. It supports the scientific project execution, helps to identify the best
practices or avoid faults that occurred in the past. This involves the separation
of actors or participants by roles. By proposed separation some roles can be
combined in smaller scientific groups.

The operation of the two subsystems was shown on the example of speaker
clustering project.

The analytical part of the system consists of three modules:

1. Process discovery subsystem allows to convert the log of activities to the
business process model, which is required for further analysis.

2. Subsystem of simulation and analytics generates possible execution scenarios
and analyses them according to certain criteria.

3. Process data warehouse is necessary to keep the information about previous
projects and analyse similarity of current project to them. This can be useful
to avoid previous faults as well as adhere to established practices.

In future work we will address the mechanism of obtaining a log of work
as well as criteria for selecting the most appropriate process of the generated
ones. Also further investigations in the consideration of human resources perfor-
mance with fuzzy logic or the use of defeasible logic in describing the semantic
relationships among tasks in the CMMN model are planned.
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Abstract. The ability to appropriately prepare for, and respond to, information
security incidents, is of paramount importance, as it is impossible to prevent all
possible incidents from occurring. Current trends show that the power and auto‐
mation industry is an attractive target for hackers. A main challenge for this
industry to overcome is the differences regarding culture and traditions, knowl‐
edge and communication, between Information and Communication Technology
(ICT) staff and industrial control system staff. Communication is necessary for
knowledge transfer, which in turn is necessary to learn from previous incidents
in order to improve the incident handling process. This article reports on inter‐
views with representatives from large electricity distribution service operators,
and highlights challenges and opportunities for computer security incident
handling in the industrial control system space.

Keywords: Information security · Incident response

1 Introduction

In the power and automation industry, there has long been a trend towards more use of
Information and Communication Technology (ICT), including Commercial-Off-The-
Shelf (COTS) components. At the same time, the threats towards information and the
ICT systems that are used to process information are steadily increasing, with Advanced
Persistent Threats (APTs) receiving growing attention in the information security
community. Organizations face attackers with skills to perform advanced attacks
towards their ICT infrastructure, with resources to perform long-term attacks, and with
goals of achieving long-term access to the target. In such an environment, organizations
must expect that, eventually, their systems will be compromised.

Far from being science fiction, ICT security incidents targeting industrial control
systems are already happening. During the last ten years, there have been several exam‐
ples of power outages or other types of damage to automation and control systems caused
by hackers, malicious insiders or software failures. The most famous attack up till now
is Stuxnet1, which appeared during the summer of 2010 as an advanced piece of malware

1 see http://www.symantec.com/connect/blogs/w32stuxnet-dossier.

© Springer International Publishing AG 2016
G. Fahrnberger et al. (Eds.): I4CS 2016, CCIS 648, pp. 129–139, 2016.
DOI: 10.1007/978-3-319-49466-1_9

http://www.symantec.com/connect/blogs/w32stuxnet-dossier


created to cause physical harm to advanced equipment connected to industrial control
systems. However, more recent malware such as Dragonfly, Duqu, Flame and the Night
Dragon attack, demonstrate that threats related to reconnaissance and espionage also are
relevant for industrial control systems. The underlying threats of these recent attacks are
well known to ICT security experts. Such attacks have been around for a long time, and
several technical and organizational security measures exist that contribute to reducing
the risks. However, there should always be a balance between the accepted level of risk
and the amount of investment in security measures. It is impossible to prevent all types
of incidents, and thus the ability to appropriately prepare for, and respond to, information
security incidents is therefore essential for companies in critical industries that need to
ensure and maintain continuous operation of their systems.

This article reports on specific aspects of a larger study on information security inci‐
dent response management in power distribution service operators (DSOs) [1–3]. Based
on a number of semi-structured interviews, we venture to shed light on how communi‐
cation and cooperation influence how information security incidents are being handled
and responded to. We look at responses in terms of both technical measures and human
actions, and we pay particular attention to how the follow-up activities are performed;
information sharing, lessons learnt, and how experiences in the process control domain
are transferred into the overall information security work in the organization. This is
studied with respect to both ICT systems and the power automation systems in order to
identify possible synergy effects from improved cooperation and communication.

The informants represent three different roles in a set of large DSOs; Chief Infor‐
mation Officer (CIO), Chief Information Security Officer (CISO), and Head of control
room/power automation systems. The choice of informants was made based on the
intention of identifying current cooperation patterns and possible synergy effects from
future cooperation, and viewing the overall management system in general.

2 Background

Incident management is the process of detecting and responding to incidents, including
supplementary work such as learning from the incidents, using lessons learnt as input
in overall risk assessments, and identifying improvements to the implemented incident
management scheme. ISO/IEC 27035 Information security incident management [4]
describes the complete incident management process. The process comprises five
phases; (1) Plan and prepare, (2) Detection and reporting, (3) Assessment and decision,
(4) Responses, and (5) Lessons learnt (see Fig. 1, where the phases have been abbreviated
as Plan – Detect – Assess – Respond – Learn). The guideline is quite extensive and
would be costly to adopt to the letter, but it is a collection of practical advice, key
activities and examples, and is useful for companies establishing their own security
incident organization. The ISO/IEC standard addresses corporate systems in general,
and does not contain any considerations specifically related to industrial systems. In
addition to the ISO/IEC standard, several other guidelines and best practice documents
are available.
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Fig. 1. The Incident Handling Cycle

As indicated by the circular arrow around the Plan phase in Fig. 1, this is where the
average organization will spend most of its time, waiting and (hopefully) preparing for
the next incident. It is in the planning phase that the groundwork for successful incident
management is laid, including establishment of communication channels and an infor‐
mation sharing culture, both between the different disciplines within an organization,
and between organizations. Although not the focus of this article, it is also here that
other general improvements of the information security controls and mechanisms are
performed, guided by evolving best practices and industry standards.

Whereas standards and recommendations exist in the area of incident management,
also with respect to critical infrastructures, limited research is available related to
managing incidents in an operating environment where automation systems and ICT
systems are closely integrated [5]. An efficient incident management process is just as
important as technical information security measures when continuous operation is a
governing requirement.

3 Stumbling Blocks for Process Control Incident Response

There are usually many obstacles to overcome in order to implement a successful scheme
for incident management in an organization. However, the power industry, as well as
other process industries, faces one in particular that is not shared by all other industries:
the integration of ICT systems and power automation systems; which implies that ICT
staff and power automation staff or process control engineers need to cooperate exten‐
sively during both daily operations and crisis situations. These two groups differ in
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several ways, to the extent that some industry observers have referred to them as “zebras
and lions”. They usually have different backgrounds; information technology or
computer science on one side, electrical or process engineering on the other side. They
are used to operate different systems with quite different requirements; as an example,
confidentiality is quite commonly the most important security concern in ICT systems,
while availability is first priority for automation systems. Wei et al. [6] exemplify this
further by pointing out four main differences between these types of systems, regarding
security objectives, security architecture, technology base and quality-of-service
requirements.

Power automation staff are used to their proprietary systems not being connected to
any external network2, and hence not used to think about the outside world as a possible
threat towards their systems. They do not even necessarily recognize their systems as
actually being ICT. ICT staff are used to computers failing from time to time, needing
a re-boot before they work all right again. Downtime is unfortunate, but sometimes
necessary, and does not always have large financial consequences, especially not if it is
planned. Testing and installing patches is thus business as usual in most ICT systems.
In power automation, however, testing and installing patches is extremely difficult, as
this most probably leads to some downtime. Downtime can be extremely costly in many
industrial control environments, and engineers go to great lengths to avoid it. If it works,
don’t touch it is thus a tacit rule of thumb, which results in large parts of such industrial
control systems being outdated and unpatched, and hence vulnerable to a great number
of known attacks.

Another difference between ICT personnel and process control engineers is that the
former tend to be concerned with security (e.g., preventing unauthorized access to
information), while the latter are more concerned with safety (e.g., preventing a gener‐
ator from overheating and exploding). Interestingly, availability may be an element of
both safety and security, but is likely to be interpreted differently by the two camps. The
fields of safety and security have different terminologies. As an example, a safety breach
may be denoted as a fault or an accident. Security breaches, on the other hand, may
exploit what are denoted as bugs or flaws3. A safety hazard may loosely correspond to
a security threat, but there are substantial differences when it comes to methods and
methodologies between the two fields of safety and security.

Recognizing an information security incident is difficult if one is not trained for it.
Experiences from the oil and gas industry show that a computer may be unstable for
days and weeks without anyone recognizing it as a possible virus infection [7]. Ensuring
that the organization detects and handles such an incident is a cultural challenge just as
much as a technical one.

Facilitating and achieving understanding and well-functioning collaboration in this
intersection between ICT staff and power automation staff will be the most important
task on the way to successful information security incident management for process
control environments.

2 Although this is generally no longer the case.
3 A bug is a programming error, while a flaw is a more high-level architecture or design error.
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4 Collaboration and Communication in Incident Management

From the literature, we are aware of three main interview studies with the aim of iden‐
tifying practices regarding incident response. Werlinger et al. [8] studied the practices
related to diagnostic works during incident response in a variety of organizations.
Ahmad et al. [9] studied incident management in a large financial institution, and Jaatun
et al. [7] studied incident response in the petroleum industry. In the following, we
summarize the main findings from these studies when it comes to collaboration and
communication related to incident management.

Planning of incident management can include a large number of diverse of activities,
including getting management commitment, establishing policies, plans and procedures,
putting together an incident response team, establishing technical and other support, and
performing awareness briefings and training. Studies in the petroleum industry [7]
revealed that the organizations usually had several plans covering different aspects of
the incident management process, and that there was a need for a short and common
plan. It was also found that suppliers were not adequately involved in planning for inci‐
dents, although the operator would in many cases depend on them during incident
management. Individual information security awareness was also not at a satisfactory
level. Scenario training that could have improved this was not performed for ICT inci‐
dents as it was done for HSE incidents. Finally, and maybe most disturbing, the study
revealed a “deep sense of mistrust” between process control engineers and ICT network
administrators.

The identified issues can be interpreted as symptoms of unsatisfactory collaboration
and communication when it comes to information security, and incident management
in particular. This is disturbing since incident management is collaborative in nature.
This is exemplified by Werlinger et al. [8], who found that:

• configuration of monitoring tools for incident response require extensive knowledge
of issues that are rarely explicitly documented and obtaining this knowledge may
involve also external stakeholders

• the complexity of the IT systems, and also the lack of resources for monitoring, means
that incident detection relies on notifications from various stakeholders – including
end-users

• verification that there actually is an incident – not a false alarm – may require collab‐
oration with external organizations

• managers often need to be involved in decision making.

The importance of collaboration and communication is also reflected in the proce‐
dures for responding to high-impact incidents at the financial organization studied by
Ahmad et al. [9]. Technical and business conference calls are set up in order to gather
knowledge and communicate progress; in general, the management of the incident relies
heavily on communication via teleconferencing, phone, e-mail and the helpdesk system.
It is not without reason that Werlinger et al. [8] list ‘communication’ as one of the five
key skills required for diagnosis work.

The challenges related to collaboration and communication are often revealed when
studying the learning process that take place after an incident. In the financial institution
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studied by Ahmad et al. [9] incidents were handled differently depending on their impact
ranking. This also influenced the learning process afterwards. For high-impact incidents,
the post incident learning process was formalized, and involved at least three meetings.
The first two meetings however only included the members of the incident response
team. Thus, members from the risk area and the business in general were involved only
to a limited extent. For low-impact incidents, the only formal practice was to write a log
entry in the incident tracking system. The team involved however still attempted to learn
and identify how they could improve based on the experiences from the incident.

The study of the petroleum industry [7] revealed that information security was
viewed merely as a technical issue. This technical focus was also found in the study of
the financial organization [9]. Especially for low-impact incidents, the emphasis was on
technical information, over policy and risk. For high-impact incidents, there was an
understanding that it was important to identify root causes that goes beyond the technical
issues (e.g. underlying gaps in the processes). However, the learning process also for
high-impact incidents involved only technical personnel in the first phases. Reporting
from incidents was also technical. Based on the low-impact incidents, several reports
were produced for management. This was typically statistical information with a focus
on the technical aspects. From the high-impact incidents, the reports were more detailed
and a bit broader in scope, but dissemination also to non-technical personnel was not
performed satisfactorily. There was a lack of formal policy on how information should
be disseminated. In addition, the silo structure of the organization was a hindrance for
effective sharing of experiences. The practice can probably be summarized by a finding
by Werlinger et al. [8] where the representative from one of the organizations studied
explained that security incidents were discussed weekly so that security practitioners
could learn about new threats and assist in solving challenging incidents.

Despite the obvious weaknesses in the learning process used at the financial organ‐
ization studied [9], the organization found that the introduction of the formalized
learning process for high-impact incidents had resulted in an enormous reduction in the
number of high-impact incidents. The importance of learning was also stressed in the
study of the petroleum industry [7]. Learning was however considered to be difficult,
and the representatives from the industry knew that they did not perform learning at a
satisfactory manner. One of the problems highlighted was that they had several reporting
systems, of which none was tailored to information security. In addition, the study
revealed a lack of openness about incidents. Suppliers were not adequately involved in
learning from incidents – although they could play a crucial role. There was also a lack
of willingness to share information about incidents to the industry as a whole.

5 Incident Management at Large DSOs - Results from Interview
Study

We have performed a large study of information security incident management at several
large DSOs [1, 2, 10]. The current introduction of Advanced Metering Infrastructure
(AMI) results in – from the point of DSOs – more ICT, and more distributed ICT, and
more pathways into their core systems. This has implications for their work on
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information security, including incident management. In order to know more about the
level of maturity in this industry when it comes to management of information security
incidents, and also the main challenges faced in this respect, we are performing inter‐
views with key personnel at large DSOs; both personnel from the ICT side and the power
automation side. We will in the following highlight the input from the informants that
relate to cooperation and communication aspects of incident handling. The results
concern practices and experiences in the incident management phases Lessons learnt,
Plan and prepare, and Detection and reporting.

5.1 Lessons Learnt

There are large differences between the DSOs when it comes to the post-incident activ‐
ities. Some report on having routines for regular meetings, or at least evaluation meetings
after certain incidents, in order to go through what happened, how they responded, which
changes need to be implemented in the near future, and for mutual information exchange.
Others do not perform regular reporting or evaluations, neither in the team, nor with the
top management. In general, the DSOs do not perform learning activities in connection
with incidents with low impact.

Self-experienced incidents form an excellent foundation for internal raising of
awareness. Some DSOs seem to do this, whereas others have a rather unstructured
approach to these sorts of activities. The respondents state that there are few information
security incidents directly related to their industrial control systems, which may influ‐
ence the experienced level of urgency when it comes to learning activities related to
incidents.

The use of indicators or metrics related to information security does not seem to be
established. For some specific incidents the interviewees are able to estimate a cost for
the work of fixing the problems and reestablishing regular operations. Again, the low
frequency of events may contribute to a sentiment that “there is nothing to measure”.

5.2 Plan and Prepare

The DSOs do not seem to have established their own Computer Security Incident
Response Team (CSIRT) within the organization. They are however required to have
an emergency preparedness organization for incidents described in the national regula‐
tions for preparedness and contingency. Such incidents are typically those that may have
consequences for the power generation and distribution. Some information security
incidents can be considered a subset of these.

Plans for incident management are not established in all DSOs. Some are currently
working on this, others have not identified the need for such plans. Testing preparedness
plans and training on information security incident management routines does not seem
to be common practice. This may come as a natural consequence of the lack of plans.
Also, this type of exercise does not get high priority compared to other pressing tasks
that are needed to ensure daily operations. Some DSOs report that they perform frequent
training on emergency preparedness in general, where information security incidents
may be part of the problem.
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The DSOs confirm that there is insufficient cooperation between ICT and ICS staff,
but there are notable exceptions where different respondents from the same company
offer dissenting views on this issue. This needs to be studied further, but one possible
explanation may be that there are differing views on what constitutes “good coopera‐
tion”. In general, they agree that the evolving Smart Grid landscape with introduce new
challenges that will require improved cooperation in the future.

5.3 Detection and Reporting

The respondents all have technical detection systems like IDS/IPS, antivirus, firewalls
and similar in place for their administrative ICT systems. For the power automation
systems this is a bit more unclear. This lack of clarity may be due to our respondents
lacking detailed knowledge; it does not necessarily mean that such detection mecha‐
nisms are not in place. However, failures, or irregular events, in these systems are just
as often detected by the personnel operating them. Also, incidents to the administrative
ICT systems are sometimes detected by employees. All respondents report of a culture
where reporting is accepted and appreciated, such that the employees are not reluctant
to report in the fear of being suspected for doing something wrong.

6 Discussion

Our study of incident management practices and experiences among DSOs reveals much
of the same challenges as have been pointed out in other studies. Lack of plans and lack
of training was also pointed out as challenges in the petroleum industry [7]. Limited
learning activities was also a problem in that industry, and in the study of the financial
organization [9]. The reliance on users when it comes to detection of incidents was also
reported in the studies by Werlinger et al. [8]. The level of preparedness and the amount
of learning activities performed however varies a lot from DSO to DSO. We have seen
examples of organizations who are diligent in their application of good incident response
practices, but there are also other organizations that are less aware of (or concerned with)
incident response in particular, or information security in general.

Our interviews confirm that information security activities often are not considered
part of “core business” for the DSOs, but rather more or less implicitly subsumed under
the broader category of “ensuring electricity delivery”. This also implies that commu‐
nication between ICT personnel and process control still leaves something to be desired.
A naïve cause-and-effect analysis might seem to indicate that the current incident
management processes work as intended, and that there thus is no need for improved
communication and coordination in this sector. However, we think it is just as likely
that the low number of incidents simply means that the would-be attackers at the moment
are just having too much fun elsewhere. Just as the malware industry has moved from
more or less malicious pranks fueled by idle curiosity to for-profit botnets and extortion,
we believe that we have so far seen only the tip of the iceberg when it comes to computer
security incidents in the process control industry.
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Learning from others’ mistakes is generally accepted as being less expensive than
learning from your own, and thus there has long been a culture for full-disclosure infor‐
mation sharing4 among accredited information security incident handling professionals
in (particularly academic) Internet Service Providers. The lack of a coordinating
Computer Security Incident Response Team in many process control industry segments
is also an obstacle to improved information sharing. In Norway, there has been talk of
an “Oil CERT” and an “Energy CERT” for years, but the latter was only formally
established at the end of 20145, and it is still not entirely clear how it will interact with
other players. There are commercial alternatives that purportedly document security
incidents in the process control industry, such as the RISI database6, but since these
require a quite costly membership to access, it is difficult for independent research groups
to assess their content and usefulness.

Despite the interviews giving a clear impression of a practice that seems to work
satisfactory, we are hesitant to conclude that the “fire-fighting approach” is something
that would work in general. If there are few occurring incidents with high impact, they
are likely handled by a single person or a small group, which could imply that tacit
knowledge covers who to contact and who does what. It could be argued that introducing
a more rigid process with more documentation, reporting, and just “paper work” is not
an efficient use of resources if current practice covers the need, but this ignores the perils
of relying on the tacit knowledge of a few key individuals. Increasing incident frequency
or unplanned absences can require sudden adding of emergency manpower, which will
not work well if there is no documentation.

7 Conclusion

The interviews reveal a lack of systematic approaches to information security incident
management. They also show that there is not a close cooperation between ICT staff and
power automation staff, but rather quite clear definitions of responsibilities, although
some respondents from the same DSO have given quite opposite opinions on this matter.

Even though the interviews portray a current practice that seems to work in a satis‐
factory manner, we advise against relying on this for the future, also because most of
the respondents see future challenges for information security incident management in
smart grid (and, by extension, industrial control system) environments. They confirm
our initial concerns regarding the need for much closer cooperation between ICT staff
and power automation staff, and the challenges related to this cooperation.

8 Further Work

In general, there is a need for additional empirical research in the area of incident
response management [5, 11]. Although we get the impression that the informants

4 http://www.first.org/.
5 https://www.kraftcert.no/.
6 http://www.securityincidents.org/.
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describe current practice, not only an ideal picture, we would like to do some further
investigations on this matter. One way to approach this would be to run a retrospective
group interview after a DSO has experienced an ICT security incident, i.e., a meeting
with the persons and/or parties involved in solving the incident, where the complete
course of events would be analyzed in order to understand how the organization
responded to that specific incident. Interesting aspects for further exploration include
how the incident was detected, reported and resolved, in which ways they followed their
plans, and if not, how and why the plans were abandoned, and so on. This could be done
as part of the organization’s own evaluation process, if such exists.

There are usually quite a few differences between theory and practice. Observations
are therefore also important. While the interviews give much insight in how incident
management is planned and performed, observing the work in practice will give invalu‐
able additional knowledge. Having knowledge of both theory and practice will make it
possible to compare theory and practice, suggest realistic improvements, and hence
actually make a contribution to the industry. Ideally, researchers should be present
during a certain period of time in locations where incidents are detected and responded
to. Observing meetings and other interactions, and having informal talks with the
involved personnel by the coffee machine can also be important sources of information.
The intersection between ICT and power automation competence, culture, language,
incidents, and tools will be especially interesting to observe.

Regular emergency preparedness exercises have long been required in many critical
infrastructure sectors, but these have until recently not considered cyber security a
necessary component. There is a need to perform more empirical research on how
preparedness exercises can incorporate cyber security, and to evaluate how this contrib‐
utes to better cyber security for an organization [11].
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Université Mohamed Bachir El Ibrahimi de Bordj Bou Arreridj,

34031 Bordj Bou Arréridj, Algeria
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51687 Reims Cedex 2, France

{hacene.fouchal,marwane.ayaida}@univ-reims.fr

Abstract. Experimental deployment of Cooperative Intelligent Trans-
port Systems have been undertaken these last years. But a real deploy-
ment is lower than expected. One of the main reasons is the high cost
of investments of Road Side Units on roads. Road operators need a lot
of money in order to achieve this deployment. We suggest to reduce
this investment by the deployment In this paper, we propose a combi-
nation of GPSR (Greedy Perimeter Stateless Routing) and an extension
of Reactive Location Service denoted eRLS. They used to be combined,
i.e. GPRS takes care of routing packets from a source to a destination
and eRLS is called to get the destination position when the target node
position is unknown or is not fresh enough. When a destination is not in
the area of the sender, the exact position of the target is first looked for.
An extra overhead is generated from the sender to the receiver since t is
quite complicated to have an efficient Location System service as RLS.
In the meantime, in deployed Cooperative Intelligent Transport Systems
(C-ITS), fixed components are usually installed and denoted road side
units (RSUs). In this paper we suggest to use these fixed RSUs to achieve
the location service.

When a sender needs to send a packet, it first looks for the next RSU
and sends the packet to it This RSU is connected to all other RSUs using
a wired network. The aim is to find the nearest RSU to the destination.
It is done thanks to a request on all RSUs Then the packet is forwarded
to it. The last step is to look for the target node in the area of this last
RSU. Even if the node has moved, we will have more chances to reach
the node in this area.

Experimentations of our proposes solution have been done over the
NS-3 simulator where an extension of RLS is developed and included on
the simulator. The obtained results have shown a better accuracy vehicle
locations and better performances in terms of delay.

Keywords: VANETs · Location-based services · Geographic routing
protocols
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1 Introduction

VANETs (Vehicular Ad-hoc NETworks) are studied by many teams since amore
than a decade, they are the most practical case of MANETs (Mobile Ad-hoc
NETworks). Topology-based routing protocols are recognized as less efficient in
such networks due to the high network dynamics. Geographic routing protocols
are used since they offer better results for such networks. Each node knows its
actual geographic position and the target node position as well. We badly need a
location-based service in order to get the geographical position of the destination.
The practical use of VANET is C-ITS (Cooperative-Intelligent Transport Sys-
tems) where Road Side Units (RSU) are deployed along roads. These units are
not deployed as massively as we could expect, they are quite expensive. They
are considered as fixed nodes in a VANET. They built somehow the network
infrastructure.

In this paper, we intend to use these units to built a location-based service. In
fact these units are all connected to the internet with a wired connections. They
are also connected to a main server able to maintain nodes positions. When a
node s needs to reach a destination d, it has to look for its position. The node s
needs to send a packet, we first look for the next RSU and send to it the packet.
This RSU is connected to all other RSU using a wired network. The aim is to
find the nearest RSU to the destination d. Then the packet is forwarded to it.
The last step is to look for the target node in the area of this last RSU. Even if
the node has moved, we will have more chances to reach the node d in this area.

For this purpose, we have proposed a patch over the NS-3 simulator which
mixes both GPSR and an extended version of RLS (eRLS) according to our
proposal. We have undertaken experimentations and we have considered the
freshness of the destination location data. On one hand, we have proved that the
proposed scheme provides promising results in terms of latency, packet delivery
rate and overhead and on the other hand the freshness of the location data has
a real impact on the network performances. We have also proposed a solution
de to deploy a location service.

The paper is organized as follows. Section 2 is dedicated to related works.
Section 3.3 details our combination algorithm about GPSR and HLS. Section 4
explains experimentations and the obtained results. Finally, Sect. 5 gives a con-
clusion and some hints about future works.

2 Related Works

In this section, we will describe some related works, published in this last decade.
All these works focused on routing problem in VANETs, and response to the
targeted problem using V2V communication and/or V2I communication with
more or less effective manner. They do not consider the changed position during
the dissemination. Both the source node and destination are vehicles in general
case. To deal with to the high moving speed and dynamic changes of topology,
Road Side Units, can provide a lot of benefits to the routing task. In order to get



Routing over VANET in Urban Environments 145

more realistic solution, it is not necessary to deploy at each intersection an RSU.
For more details about routing among mobile and vehicular ad hoc networks,
the reader may refer to [2].

In [3], authors propose an improved version of DGRP (Directional Greedy
Routing Protocol). In addition to the information used by DGPR (position,
speed, direction) provided by GPS, they consider and evaluate link stability. As
result, they reduce links breakage, enhance reliability of a used path and ensure
a high packet delivery ratio.

Another proposed work which assist routing in VANETs using base station
was presented in [4]. Roads are organized in segments, each of them is governed
by a base station, this end response to a route request packet by choosing the
shortest path using IVC, otherwise (no available path) it (RSU) checks if there
is enough free bandwidth to grant the request. They employed two mechanism,
using Fast Learning Neural Networks, to prevent link failure and predict band-
width consumption during handoffs. An alternative path will be established,
before that a broken link occur.

Authors in [5] have proposed an infrastructure-assisted routing protocol. The
main benefits behind this approach, was to reduce the routing overhead and
improve the end-to-end performance. A backbone network connects using Road
Side Units, an enhancing search of the shortest path to reach the destination is
made by this infrastructure. Authors present an extended protocol to the known
topology-aware GRS routing protocol. At the intersection, Anchor nodes in GRS
compute the shortest path to reach the destination using Djikstra algorithm
without taking any consideration to the density of roads or any other parame-
ter which can ensure connectivity aware these roads. Roadside-Aided Routing
(RAR) was proposed in [6].

2.1 Location-Based Services

Location-based services can be classified into two classes: “Flooding-based” and
“Rendez-vous-based”. The first class is composed of reactive and proactive ser-
vices. In the proactive flooding-based location-based service, every node floods
its geographic information through all the network periodically. Thus, all the
nodes are able to update their location tables. Since this approach uses flooding
and may surcharge the network by location update messages, several techniques
to reduce the congestion were used. One of them is to tune the update frequency
with the node mobility (the more node is moving fast, the higher update location
frequency is used).

Therefore, the update frequency decreases with the distance to the node. The
second idea is, a node with high mobility sends more update location packets. As
a result, there are less packets than a simple flooding scheme without affecting
the network performances. For the second group (i.e. the reactive flooding-based
location-based service), the location response is sent when receiving a location
request. This avoids the overhead of useless location information of some nodes
updated and never used. But, it adds high latencies not suitable in VANETs.
One of these known services is Reactive Location Service (RLS) [7].
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In the second class (rendez-vous-based location service), all the nodes agree
on a unique mapping of a node to other specific nodes. The geographic informa-
tion are disseminated through the elected nodes called the “location servers”.

Thus, the location-based services consists of two components:

1. Location Update: A node has to recruit location servers (chosen from other
nodes) and needs to update its location through theses servers. The location
servers are responsible of storing the geographic data of the relating nodes.

2. Location Request: When a node needs to know the location of another node,
it broadcasts a location request. The location server will replay as soon as it
receives this request.

2.2 Geographic Routing Protocols

Routing protocols algorithms must choose some criteria to make routing deci-
sions, for instance the number of hops, latency, transmission power, band-
width, etc. The topology-based routing protocols suffer from heavy discovery and
maintenance phases, lack of scalability and high mobility effects (short links).
Although, geographic routing are suitable for large scale dynamic networks. The
first routing protocol using the geographic information is the Location-Aided
Routing (LAR) [8]. This protocol used the geographic information in the route
discovery. This latter is initiated in a Request Zone. If the request doesn’t suc-
ceed, it initiates another request with a larger Request Zone and the decision is
made on a routing table. The first real geographic routing protocol is the Greedy
Perimeter Stateless Routing (GPSR) [1]. It is a reactive protocol which forwards
the packet to the target’s nearest neighbor (Greedy Forwarding approach) until
reaching the destination. Therefore, it scales better than the topology-based pro-
tocols, but it does still not consider the urban streets topology and the existence
of obstacles to radio transmissions. Another geographic routing protocol is the
Geographic Source Routing (GSR) [9]. It combines geographical information and
urban topology (street awareness). The sender calculates the shorter path (using
Djikstra algorithm) to the destination from a map location information. Then,
it selects a sequence of intersections (anchor-based) by which the data packet
has to travel, thus forming the shortest path routing. To send messages from one
intersection to another, it uses the greedy forwarding approach. The choice of
intersections is fixed and does not consider the spatial and temporal traffic vari-
ations. Therefore, it increases the risk of choosing streets where the connectivity
is not guaranteed and losing packets.

In [10], authors propose an improved version of DGRP (Directional Greedy
Routing Protocol). In addition to the information used by DGPR (position,
speed, direction) provided by GPS, they consider and evaluate link stability. As
a result, they reduce links breakage, enhance reliability of a used path and ensure
a high packet delivery ratio.
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3 Adapted Location-Based Service

3.1 eRLS General Description

In order to understand our proposed location service eRLS, we introduce the
Fig. 1. This figure represents an example of a communication scenario in an
urban scenario. We assume that the source vehicle V0 needs to send data to
the vehicle V10 .

In the background, when a node passes close to a Road Side Unit (RSU), the
node sends a Hello messages in order to inform the RSU of its position. Each
time slot, every RSU sends last vehicles’ positions to the Location Server .
The latter stores these locations after processing it. Then, it waits for a location
request from a RSU and will replies with the new position of the vehicle if it can
find it.

Fig. 1. An example of a scenario with eRLS
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The communication between V0 and V10 could be divided into some steps:

1. The source node V0 starts to broadcast a request for the V10 ’s position
using eRLS through its neighbors (V1 and V2 ) to find the nearest RSU.

2. The nearest RSU, the RSU1 receives the request through the nodes V2
and V3 .

3. The RSU1 forwards this request to the Location Server .
4. The Location Server searches in its databases for the last RSU that notifies

the V10 ’s presence (RSU9 ).
5. The Location Server sends then a location request for the node V10 to

the RSU9 .
6. The location request reaches V10 through the node V9 using RLS .
7. The node V10 replies to RSU9 through the node V9 with its new position.
8. The new V10 ’s position is then sent to the RSU1 via the Location

Server .
9. The RSU1 forwards the V10 ’s position to the node V0 .

10. The source node V0 starts to send data to the destination node V10 using
the GPSR protocol through V2 , V3 , V4 , V5 , V6 , B1 , RSU6 , V7 and
V9 .

11. The destination node V10 sends an acknowledgment backward to the source
node V0 .

12. The communication is now established between V0 and V10 .

3.2 eRLS Algorithms Details

In our study, we need two kinds of location based-services requests:

– When a node needs to know the closest RSU, it will send a recursive broadcast
requests until reaching the next RSU.

– When an RSU needs to reach a node which was in its neighborhood some time
earlier.

In order to have such requests, we propose to adapt the RLS protocol with
two requests: LookForRSU and LookForNode. The pseudo-code of these two
requests are described in the Algorithms 1 and 2.

Algorithm 1. LookForRSU
1: get NeighbourList
2: send broadcast request LookForRSU
3: while(not found and j < Size(NeighbourList))
4: if (Ni == RSU) then
5: Adr = LookForNodeOverRSU (destination)
6: found = TRUE
7: else
8: i + +
9: end if

10: end while
11: return (adresse)
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Algorithm 2. LookForNode
1: get NeighbourList
2: send broadcast request LookForNode
3: if (found == TRUE) then
4: send(Result of RLS(destination)) to source
5: else
6: continue broadcasting
7: end if

In order to use the location based-device, we should maintain location infor-
mation over RSU and a main location server. In order to do so, we run the
maintainLocations continuously.

3.3 Combining Routing with eRLS

The combination of the eRLS with GPSR is described in the Algorithm 3.

Algorithm 3. Combined eRLS-GPSR
1: Intialization: Source s, Destination d, Data D
2: RSUd <– eRLS(d)
3: if d is in neighborhood of RSUd then
4: nextHop <– RSUd
5: GPSR(s, d, nextHop, D)
6: else
7: nextHop <– Closest RSU to s
8: GPSR(s, d, nextHop, D)
9: Send D to RSUd from nextHop using RSU backbone

10: wihle (d not reached)
11: nextHop <– RLS(d)
12: GPSR(s, d, nextHop, D)
13: end while
14: end if
15: GPSR(d,s, nextHop−1, Ackdata)
16: Location update
17: wihle (TRUE)
18: update RSU tables
19: In each slot get all location tables and gather all of them
20: send(RLS(destination)) to source s
21: end while

First, if a node s has a data D to send to the destination d, it used the
algorithm eRLS presented in the Algorithm 1 to obtain the RSUd, which is the
closest RSU to the destination. If s is in the same area than RSUd, s forward
the data packet to RSUd. Otherwise, it sends the data packet to the closet RSU.
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The latter transmit using wired connection the data packet to RSUd. Knowing
that d passed close to RSUd recently, it sends a RLS request to know how to
get to d. After that, the data packet is transmitted in multi-hop until d. Then,
d will send a location update to s if it has more data to send in order to use
directly the V2V links.

In the background, all RSUs collect the vehicles’ positions when they pass
through. Moreover, a server collects all the neighbors location tables from RSUs.
It also replies to the eRLS requests with the closest RSU when another RSU
asks for a node.

4 Simulations

4.1 Working Environment

The simulations were performed using the Ns-3 simulator 2.33 [11]. The
geographic routing protocol used is the Greedy Perimeter Stateless Routing
(GPSR). The chosen area is a 2× 2 km2 of a real map representing part of
the French city Reims. This area is extracted from Open Street Map [12]. The
MAC layer used is 802.11p [13]. The parameters used in the simulation are sum-
marized in the Table 1.

Table 1. The simulation parameters

Parameters Value

Channel type Channel/WirelessChannel

Propagation model Propagation/TwoRayGround

Network interface Phy/WirelessPhyExt

MAC layer 802.11p [13]

Interface queue type Queue/DropTail/PriQueue

Link layer LL

Antenna model Antenna/OmniAntenna

Interface queue length 512 packets

Ad-hoc routing protocol GPSR

Location-based service HLS/HHLS

Location cache maximum age 4, 8, 12, 16, and 22 s

Area 2× 2 km2

Number of nodes 50

Simulation time 150 s

GPSR beacon interval 0, 5 s

CBR traffic 4× 100 packets/node

CBR packet size 128 KB

CBR sent interval 1 s
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At each simulation, every node initiates 4 CBR traffics of 100 packets with a
size of 128 KB to 4 random destination nodes with a second of interval between
each sent. The CBR traffic simulates for example an audio or a video streaming.
It may be used in security applications, such as viewing the video stream from a
camera located on a bus by the police car or the security agent vehicle. Also, this
traffic could be used in entertainment applications to connect to the Internet or
to play online video games.

4.2 Experimentation Results

Our experimentations have provided the following figures. On each figure, we
show the network behavior with usual RLS (denoted RLS curve) and the behav-
ior of our proposed solution (denoted eRLS curve for enhanced RLS). The fol-
lowing Fig. 2 shows the delay to send a message depending on the size of the
network from 10 nodes to 100 nodes. we observe that the delay to send a message
from a node s to d decreases with eRLS even if the number of nodes is higher.
The gain is around 10 %.

Fig. 2. The mean delay to send a packet

5 Conclusion and Future Works

We have proposed an extension of the RLS service using fixed nodes (RSUs).
We have proposed a complete algorithm able to transmit a packet from a mobile
node to another one traversing a network composed of mobile nodes and fixed
nodes. The fixed nodes are the core system of our location service. They have
been very useful to ensure the localization of nodes. The delay for a packet to
traverse the network is decreased with eRLS. We have implemented over NS-3 a
path of extended RLS (eRLS) which have shown a very interesting enhancements
in terms of delay, lost packets.
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Abstract. Universities and other educational institutions are sometimes accused
of not being involved in real world problems, focusing more on the scientifically
value of the work produced and not on the humanitarian value. A way of encap‐
sulating the second with the first is the main goal of the Tech4SocialChange that
is described here. An innovative database/repository of challenges with real
impact in the world is created and given access to people with skills and knowl‐
edge to tackle them. Also the work made by researches can be stored and used in
a project and the researcher gets recognition for it by becoming referenced in that
project. A web application has been built as a prototype for this process and can
be accessed in www.tech4socialchange.org. It has been planned and developed
by a team of students and researchers of the Department of Informatics Engi‐
neering of the University of Coimbra and is currently being constantly altered
according to feedback received by the testers in the same team. This paper
presents an application that aims to help people that face certain challenges every
day and motivate those that have the skillset, to tackle these challenges, into doing
so.

Keywords: Social problems · University-society relation · Innovation ·
Entrepreneurs · Problem solving

1 Introduction

By taking advantage of the academic world, which is sometimes accused of not taking
into account real world situations, and providing a database/repository of problems that
have a real and direct impact in the lives of people someplace in the world, the means
and/or knowledge to tackle these problems are provided.

Tech4SocialChange’s goal is to be this bridge that links universities to the problems
affecting people around the world.

Researchers that sometimes struggle to find interesting subjects for their work get a
database where they can consult and start building solutions to be applied in the real
world. After publishing their work, they can also share it with the community, so it can
be used in projects that have an impact.
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Students are also an important part of this process. Typically, they have assignments
in their courses that have a purely academic value. By letting students work on real world
problems, the assignments would gain an increased value with real impact in the world,
which also gives the student an increased value and knowledge for their professional
career.

The problems can be submitted by anyone that faces or has knowledge of some kind
of challenge or difficulty, in either their own or someone else’s life, and that would like
to see it solved/tackled by people with the skills to do so.

The process that leads to the solving of a problem is incremental. First it needs to be
clear and well defined to let the solvers understand the context and needs of the problem.
Next, based on the information provided about it, the solvers need to come up with ideas
and develop a project that answers all or most of the problem’s needs.

After this, a project must be chosen to be developed and applied in the real world.
This choice must be made by the ones that are closer to the problem. In this case, they
are the ones who submitted it in the first place. However, some people might not have
the skills or knowledge to verify if a project actually responds to all of the requirements
in the problem’s description. For this situation, specialists are needed; they are people
with experience in analyzing and verifying the requirements of a project and validating
these in respect to the problem.

In this process, three types of users have been identified:

• Problem Makers create/submit problems.
• Problem Solvers come up with ideas and create projects with the intent of solving

the problems.
• Problem Specialists have experience in matching a problem’s needs and a project’s

requirements.

Also, all three types of users can help in the first phase (definition of a problem) by
asking questions about the problem to the Problem Makers. In the second phase, the
Problem Solvers use the information gathered to think up solutions and create projects.
In the third phase, with the help of Problem Specialists that recommend projects to the
Problem Makers, a decision has to be made about which of the proposed projects will
be developed in the next phase to, ultimately, solve the problem.

The fourth phase is the actual development of the project. In this phase, a simple
tracking method is provided with a task list. This list is updated every time a new step
in the project planning is created or concluded. This way, the Problem Solvers can give
feedback on the project’s progress.

The fifth and final phase corresponds to the project in its final state: ready to be
implemented and used in the real world. It is the responsibility of the project’s team to
evaluate if its final state has been reached.

The five phases can be better observed in Fig. 1 where each one is named respectively.

Fig. 1. Phases of a problem
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To submit, and to help with the definition of the problem, some questions are
provided in the beginning to the Problem Makers. These questions act as guidelines and
must be answered before presenting the problem to the community:

• What problem do you want to solve? Or what do you want to change?
• Why does this problem exist?
• What is going to change in the world after the problem is solved?
• What product could be invented? What impact it should have?
• Is there a complete or partial solution to this problem? What is its limitation?
• Do you have something that might support a solution?

The first two guidelines aim to gather information about the environment in which
the problem occurs. The next two are about what to expect of the solution to build and
the impact that it will cause in response to the problem. The last two guidelines are
optional and refer to the existing alternatives or solutions to the problem: why they don’t
apply to this problem in specific and if there are resources available that can be used in
the final solution.

2 State of the Art

There are already projects with the goal of tackling social problems and developing
solutions to them. Tech4SocialChange innovates over these through a novel process of
processing problems, which is described in Sect. 3.

2.1 HeroX

HeroX [1] is a profitable platform that allows anyone to create a competition and define
the conditions for its completion. These competitions are funded by whoever launches
them and are based on unsolved problems that are to be solved by combining crowd‐
sourcing, competition and collaboration.

A challenge is an online competition where people all over the world have the
opportunity to solve or build a solution. The winner gets prize money, awarded by the
entity that created the competition. To help turn a problem into a challenge, some guide‐
lines [2] are provided by HeroX:

• What problem do you want solved?
• Why does this problem exist?
• What breakthrough are you committed to creating?
• What is the “finish line” or bullseye?
• How long will this challenge last from day 1 to day “won”?

These competitions are managed by an HeroX team that takes care of team selection
(they choose who enters the competition or not; the criteria for this choosing depends
on the requirements initially set for the competition), management and judging.
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To participate in a competition, the users must pay a fee; this ensures that the
competitors are committed to finding a solution to the problem being tackled. It also
creates a sense of assurance to the entities or groups funding these competitions.

A competition’s winning conditions are set on the beginning and are used by the
HeroX team to determine the end victor.

The rights to the final solution can differ from challenge to challenge. They can be
attributed to the developers, the creators of the competition, HeroX or put under some
specific license.

2.2 OpenIDEO

It is a platform that allows for the splitting of the innovation process into phases and
building on the ideas of people.

Challenges and programs are created, using crowdsourcing, as a means to tackle
problems around the world.

A challenge can last from three to five months and is focused on a single issue that
the community can work on and find and develop a solution. A program is a long-term
partnership where a specific grand issue (climate change, for example) is tackled and
numerous challenges, events or other activities are released [3].

All challenges require financial sponsorship to cover their own costs associated with
managing and providing tech and community support. This approach is based on IDEOs
design thinking. Tim Brown, CEO of IDEO, states that:

“Design thinking is a human-centered approach to innovation that draws from the
designer’s toolkit to integrate the needs of people, the possibilities of technology, and
the requirements for business success” [4].

This methodology uses skills people have but get overlooked by the standard/popular
problem-solving methods. This concept allows for the final solution to be emotionally
meaningful and also functional as it integrates feeling, intuition and inspiration with
rational and analytical. There are three concepts to keep in mind: inspiration (is the
problem or opportunity that motivates the search for solutions), ideation (process of
generating, developing and testing ideas) and implementation (path that leads the project
to the real world).

In the end, there is a selection of winners, chosen by the sponsor of the challenge
and the OpenIDEO team. This selection is based on the challenge criteria and on the
OpenIDEO team’s skills to implement it. All other ideas can be developed further and
used/adapted on other challenges that meet their purpose.

2.3 Others

A. Innocentive
Innocentive uses crowdsourcing solutions that are built for business, social, policy,
scientific and technical challenges. These challenges are competitions where the objec‐
tive is to find a solution to a problem that a client (group or company) has submitted into
Innocentive. This submission is based on some criteria, relevant information about the
problem (Innocentive helps determining what is important or not) [5]. Also, the winner
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is determined by the entity that created the challenge and also the award. Innocentive
can help with the winner selection but ultimately the decision is of who submitted the
problem.

After a challenge ends, the whole solution is given to the entity, including the rights.
The problem solving network and tools that Innocentive already has presents a big

motivation for groups, companies and other entities to submit their problems and have
them being solved by other people. To the solvers (single individuals or teams), the
prizes that are awarded are the main motivation to use Innocentive to work on the solving
of problems presented in the platform.

B. CodeForAmerica
CodeForAmerica partners with local governments to build open-source technology and
train groups of people to improve government services. It focuses on four key govern‐
ment services:

• Health and human services
• Economic development
• Safety and justice
• Communication and engagement

The way CodeForAmerica gets people and governments to participate is through a
fellowship program. This program joins technologists and local governments across
America for a year, while working full-time. During this period, the technologists
become a part of the community, researching user needs, meeting with stakeholders and
proposing solutions. This way, with collaboration from the government, it is possible to
build technology that is user-centered and data-driven [6].

The final product of this fellowship is, generally, an early stage application that
improves a government service or function. The period of fellowship is a way to
encourage innovation and improve risk tolerance inside the government.

Every year, eight to ten governments are selected and twenty-four to thirty people
are chosen to the fellowship program through a competitive selection. The government
selected has to be in the United States and has to want to work on projects involving
health, economic development, safety and justice. They also have to provide support to
the technologists that are helping and also be able to support the work that these leave
by the end of the fellowship.

To enlist in the fellowship as a fellow/technologist, an application has to be submitted
through the page in the website of CodeForAmerica.

Usually a fellowship costs 440.000 dollars. Of this investment, 50 % is covered by
the local government, to cover for expenses of the team (benefits, travel, training, salary).
The other half of the investment is raised by the government with the help of corpora‐
tions, foundations and individuals, which helps cover the costs of management of the
fellowship.

C. Hack4Good
Hack4Good [7] is an event where any technology enthusiast can participate.
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Each event has problem as its main theme. The goal is to find a way to solve or
change people’s actions towards this problem. The event is global; in a single day, groups
of people around the world gather to build prototypes that address different challenges
inside the problem.

The problem is divided into challenges to let people focus on more specific issues
instead of trying to find a solution to a broader one, like climate change. These challenges
and the problem itself are set by NGOs, government organizations and experts in fields
related to the problem.

Teams of solvers have one days to find a solution, create a prototype that tackles the
problem and make a deep impact in the world. Judges, in each location, are made up of
technological experts and are from fields related to the problem being addressed at the
event.

The judging is based on the potential of impact that a solution might cause. After a
first selection, a solution will move on to a judging at the global scale, competing with
the best selected from other locations with different judges.

There is no specific prize for the winners. At 12 of September of 2014, where the
theme was climate change, the solutions selected at the global scale were presented as
a part of New York City Climate Change Event alongside with the United Nations
Climate summit.

3 Tech4SocialChange

Students often have assignments with mere academic value. If these assignments could
be directed to real world problems then not only it would serve as an increase in the
assignment’s value, but also as a real world work experience.

Teachers sometimes struggle to find exciting work subjects that incorporate all of
the essential class material. Having a place where they could find projects or subjects
that allow the students to come up with ideas to work on during the course would be a
major help. This also works for researchers that have difficulties finding exciting subjects
to apply their work, or even share their results with people involved in projects with a
real or big impact in the world.

As such, all these people would be making the world a better place while improving
the value of their own work. This is Tech4SocialChange’s audience and goal: to bring
the academics’ technical knowledge closer to solving the world’s problems.

In this section we present a prototype (1) that implements the process presented in
Sect. 1. This prototype consists on a web application that has the following main objectives:

• Create a user
• Create problems
• Create projects associated with problems
• Correctly manage the phases in which a problem is presently in
• Allow researchers to submit their work
• Reference researches in projects
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3.1 User Perspective

There are three roles already mentioned before: Problem Maker, Problem Solver and
Specialist. In addition to these, there is the researcher. This last one is not a role but a
type of user, as any user can submit research and thus be recognized as a researcher in
the application.

A. Create User
To register a user, it is requested the input of the name of the user, an email to use in the
login and a password.

After the registration, an email is sent to the address provided, asking the user to
verify its account. This helps in identifying the active users in the application. If, after
two days, the user doesn’t activate his account, it is deleted.

When the activation is done, the user can login into the application with the email
and passwords provided.

The first time the user logs in, it is prompted to choose whether it wants to become
a Problem Maker or a Problem Solver, and if he wants to become a candidate to Problem
Specialist. This choice can be viewed in Fig. 2.

Fig. 2. Choosing the type of user

B. Create Problem
If the user chooses to become a Problem Maker, he can create a problem in the platform.
To create the problem, only a title is asked initially. Problems have three states:

• Public, every user in the application has access to the problem
• Private, only the Problem Makers in the problem’s team and the Problem Solvers in

the solution’s team can see the problem
• Draft, only the Problem Makers in the problem’s team can see it

After submitting the title of the problem, its state is set to private and its phase to the
first, with no deadline set.
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The problem can be edited in the page shown in Fig. 3. This page asks for the title
of the problem, a brief description (or pitch), keywords (which are used when searching
for the problem and that represent the fields or subjects where the problem is inserted)
and the deadlines for the Questions and Requirements phases. The first deadline must
be set before the second and none of the two can be set before the present date.

The guidelines used to define the problem can also be set in the page of Fig. 4. All
the obligatory guidelines (the last two are optional) must be filled to set the problem
public and be accessible by other users.

Fig. 4. Editing a problem

Files can be shared with team members and new members can be added to a problem.
Another component that can be managed in the problem edit page, are the questions that

Fig. 3. Editing a problem
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are posted by users. In Fig. 5 questions are shown to be divided into answered and
unanswered. A comment in an unanswered question can be marked as an answer and
the question is moved to the corresponding list. The only users that can mark a comment
as an answer are the Problem Makers in the problem’s team.

When all the obligatory information is set, the problem can be set to public in the
settings or editing pages.

The problem profile can now be seen by every user in the platform as it shown in
Fig. 6. At the top of the page, the problem’s current phase is indicated.

Fig. 5. Questions on problem edititng

Fig. 6. Problem profile
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C. Create Project
A Problem Solver can only create a project if it is associated with a problem. This means
that he first needs to access a problem profile in order to create an associated project.

Just like a problem, a project only needs the title to be created, being immediately
set to private after its creation.

Following the creation is the editing page, in Fig. 7. This page allows the Problem
Solver to edit the title and type a brief description (or pitch), keywords representing the
subjects/fields where the project is inserted, a full description of the project and an esti‐
mated deadline for the completion of the development.

Fig. 7. Editing project

In the editing zone it is also possible to add the project’s requirements, as seen in
Fig. 8. These requirements are then shown in the project’s public profile and can include
images, video and text.

Fig. 8. Project requirements
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The Problem Solvers working on the project can also manage the tasks involved in
its development, like it is represented in Fig. 9. These tasks have three states: to-do,
ongoing and completed. They can also be dragged from one of these lists to the other.

Fig. 9. Project tasks

A task needs a title. In fact, it is the only obligatory field; it also possible to add a
description, assign one or more persons from the team to complete the task and define
a due date.

Like a problem, files and new team members (Problem Solvers) can be added to the
project. Also, the problems that the project is associated with (trying to solve) can be
listed in the editing. Another component that can be listed are the researches being
referenced by the project.

The project’s state can be changed in the settings, although to make it public, the
project needs a deadline (estimate) for its completion. Also in the settings it is possible
to delete or leave the project.

If the project is public, then everyone can access its profile (Fig. 10). Here, the proj‐
ect’s profile image (which can be set in the files area in the editing page), title, descrip‐
tion, keywords, team and requirements are presented to the other users of the application.

A Problem Specialist not belonging to the project’s team can recommend the project
as a solution, through the project’s profile.

D. Create a Research
Any user can create a research by only typing the title of the research. After a research
is submitted, its editing area (shown in Fig. 11) is made available, allowing the change
and input of new information. Title, description and keywords to use in the search for
this article can also be changed in this page. The research has two states, public and
private. By default, the latter is enabled.
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Fig. 11. Editing research

Files can also be uploaded to a research, although, contrary to problems and projects,
these files are shared with the community and are considered attachments to the real
research developed by the user.

Similarly, to problems and projects, new users can be added to the team of the
research. Projects that referenced this research are also listed in the editing area.

When a project is set to public, its profile is provided and shown to other registered
users. If the user accessing it is a Problem Solver, then an option to reference a particular

Fig. 10. Project profile
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research is enabled. Comments by other users can be left in the research’s profile
(Fig. 12).

3.2 Comparison

Table 1 shows how similar aspects of two different platforms work in comparison to
Tech4SocialChange. Even though others were studied, only two were included due to
being the ones closest to the context of Tech4SocialChange.

HeroX allows for any sponsored entity to create a challenge/competition, which is
normally based on a problem that the entity is currently facing. It provides management
and counselling along the way for a certain fee. Also, to participate or access a challenge
the user needs to pay, this ensures commitment and also helps in covering the costs of
the competition.

OpenIDEO lets anyone submit a challenge or a social problem, to be evaluated and
defined more clearly, ensuring that only problems that are sure to become projects are
released to the community. Moreover, the selection process of solutions is based on
OpenIDEO team’s skills. This might result in a great solution being discarded.

Tech4SocialChange is aimed at a different audience, which is interested in the prob‐
lem’s context and the experience and recognition to be gained. Anyone can participate
in submitting, defining and solving a problem. Even though prizes aren’t awarded when
a problem is solved, the Problem Solvers are given full recognition from Tech4Social‐
Change’s side.

Fig. 12. Research profile
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Table 1. Comparison with state of the art

Tech4SocialChange HeroX OpenIDEO
Audience Students, teachers,

geeks and researchers
Anyone with
sponsorship

Anyone

Motivation of use Have problems
tackled by
experienced people in
various areas
Work on problems
that have a real impact
in the world
Have research work be
applied in projects that
impact people’s lives

Monetary prizes
Sharing of
competition-based
know-how, for a fee

Solutions need to be
sponsored
Work on problems
that affect the real
world

Problem/Project
selection and support

Anyone can submit a
problem
Problem criteria is
defined by community
and submitters
Submitters choose the
final solution; they can
ask for help that is
provided by Problem
Specialists
Projects only advance
to development after
they have been
chosen. This prevents
wasting time and
resources building a
solution that is not
used after

Only accepts
challenges that are
sponsored
Provides guidelines to
define the problem
An HeroX team
manages the
competition
HeroX team helps in
the choosing of a
solution. along with
the creator of the
competition

Only problems that are
sure to become
projects
A team from
OpenIDEO defines the
criteria for the
problem
The submitter and the
team of OpenIDEO
choose the solution
according to the
challenge criteria and
the skills needed to
build the solution

What happens when a
solution is chosen?

Delivered to the NGO
or other entity that
submitted the problem
Projects can be further
developed and used on
other problems

Prizes are awarded to
the winner and project
stays idle

Solutions are
delivered to the
OpenIDEO team that
builds it and delivers it
to the problem
submitter. The solvers
stay idle as well as the
project

Some additional features are also provided based on the audience:

• All problems and projects are stored in the system and are accessible at all times.
Projects can be re-used in different problems.

• Projects that have not been chosen do not stay idle; Problem Solvers can further
develop them and present them on other problems.
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• A research repository is also provided, letting researchers and scholars submit their
work where it can be used and referred in projects and receive comments or ideas
that may contribute towards its further development.

However, there are some concepts from problem solving that were adapted from
other platforms into Tech4SocialChange.

For example, OpenIDEO’s methodology of using skills people have that would
otherwise get overlooked by the standard/popular problem-solving methods was taken
advantage of. This concept allows for the final solution to be emotionally meaningful
and also functional as it integrates feeling, intuition and inspiration with rational and
analytical support. There are three concepts to keep in mind: inspiration (is the problem
or opportunity that motivates the search for solutions), ideation (process of generating,
developing and testing ideas) and implementation (path that leads the project to the real
world). The three concepts motivated the creation of the different phases that a problem
undergoes until a solution is found.

Also, HeroX’s understanding of problem criteria was used to learn the key guidelines
on how to better define/explain a problem, previously mentioned in Sect. 1.

4 Innovative Research Issues

As it is important to make a link between the researcher’s work and real-world problems,
the same link may also be applied a company’s projects. As such, a search engine that
makes a matching between research, companies and problems is necessary. A first
version of this function is being developed using ElasticSearch - an open-source, scal‐
able, full-text search and analytics engine. It allows to store, search and analyze big
volumes of data and is highly used in applications that have complex search require‐
ments.

At a structural level, the matching is done with simple text, matching the titles and
keywords that represent the areas or subjects that a certain project/research/problem is
inserted on.

Another important research venue is that of the intellectual property of the projects
developed. Currently, the projects that are submitted to Tech4SocialChange are
completely open-source and anyone can make use of the information and the products
made available by the Problem Solvers. Those that do not wish for others to access their
work can do so by setting a project as either “private” or “draft” (the first option shares
it only with other teams that work on target problem, the second shares it exclusively
with the team of the project itself). However, this might not be ideal for companies that
wish to participate in Tech4SocialChange. As such, improved models of intellectual
property will be object of future study and applied to the prototype.

A related research objective is understanding the language that both companies,
entrepreneurs and NGO’s have and create a bridge between them: what terms and visual
aids can be used to minimize the gap between these three?

There is an interesting approach, presented in [8], concerning web-based collective
design platforms. These platforms make use of their community to design and build
solutions. OpenIDEO and another platform, Quirky, are studied to determine the main
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values that such a platform needs in order to motivate users and enhance the quality and
diversity of solutions that are built. Tech4SocialChange is such a platform and since the
study used, as case study, one of the platforms in the state of the art, it is interesting to
determine how these values apply in Tech4SocialChange, which focuses on the
academia and social problems, and perhaps further improve these values and/or set new
ones.

Another objective is creating a model of specialization in different areas. What this
means is that Problem Specialists are not only people specialized in problem definition
but can also be specialized in different areas, or subjects, and be recognized as such.
This way, projects can receive support from users that have knowledge about their
specific subjects. It is a way of introducing help to inexperienced people (students for
example) from others with greater experience on the field. This results in both better
project results and greater learning experiences for students.

To determine and select the experienced people (Problem Specialists), a points
system is currently being developed, and refined, based on the events, actions and
achievements of the users (e.g. having a project chosen as a solution).

Nowadays people’s interests and lifestyle are increasingly more integrated into the
Internet: the Internet Of Things (IoT) uses low-cost technology that has a high potential
of solving people’s everyday issues in an non-intrusive way. Using this information to
better match Solvers and Specialists to problems and researches that have a bigger
connection with them is another research objective. Motivate people to work on subjects
that interest them more. This would obviously be a major asset to problem solving and
help tackling the challenges presented by Problem Makers.

5 Conclusions

There is already a prototype of the application that can be accessed in www.tech4social‐
change.org. It was developed by a team of students and researchers of the Department
of Informatics Engineering of the University of Coimbra.

By allowing social problems to reach the academic world, we intend to not only
solve them but also to approximate universities and institutions to real world situations
and create many opportunities and cases of big impact in people’s lives, in various parts
of the world.

The next steps involve changes according to feedback being received by people that
are helping in testing the prototype and also better support to tracking the contribution
of people involved in problems, projects and researches.

An important link that it is hoped to be established is with entrepreneurship. How
can Tech4SocialChange help the growth and establishment of entrepreneurs by finding
situations in which their ideas and projects can be applied?
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Abstract. The increasing number of published news articles and mes-
sages in social media make it hard for users to find the relevant informa-
tion and to track interesting topics. Relevant news is hidden in a haystack
of irrelevant data. Text-mining techniques have been developed to extract
implicit, hidden information. These techniques analyze big datasets and
compute “latent” features based on implicit correlations between docu-
ments and events. In this paper we develop a system that applies latent
factor models on data streams. Our method allows us detecting the dom-
inant topics and tracking the changes in the relevant topics. In addition,
we explain how the extracted knowledge is used for computing recom-
mendations based on trending topics and terms. We evaluate our system
on a stream of news messages published on the micro-blogging service
Twitter. The evaluation shows that our system efficiently extracts top-
ics and provides valuable insights into the continuously changing news
stream helping users quickly identifying the most relevant information
as well as current trends.

1 Motivation

With the fast growing volume of data available online, it becomes difficult for
users to find and track the relevant information. The problem is very important
in the news domain due to the huge number of published news articles and
messages in social networks. Traditional newspapers printed once per day are
replaced by news portals and blogs continuously releasing new articles. Social
media also gains importance as it allows normal users to publish news articles
and to give feedback on publications. Hence, the number of relevant sources as
well as the frequency of published data increases.

The overload of data makes it hard for users to retain an overview of the rele-
vant information, because relevant information is often hidden by irrelevant data.
This intuition was confirmed by a survey conducted on young news consumers by
Associated Press in 2007 [1]. The study shows that although more information is
available, users do not gain deeper insights into political subjects: “Participants
in this study showed signs of news fatigue; that is, they appeared debilitated by
information overload and unsatisfying news experiences” [2]. Carpini et al. stated
that, “As choice goes up, people who are motivated to be politically informed take
advantage of these choices, but people who are not move away from politics” [2].
c© Springer International Publishing AG 2016
G. Fahrnberger et al. (Eds.): I4CS 2016, CCIS 648, pp. 173–191, 2016.
DOI: 10.1007/978-3-319-49466-1 12



174 J. Meiners and A. Lommatzsch

The overall conclusion is that readers need more context and coherence to handle
the oversupply of information.

1.1 The Analyzed Problem

In order to overcome the data overload problem, tools are needed supporting
users in finding the relevant information in streams. Important subtasks are the
identification of relevant topics and the tracking of these topics.

Most of the existing solutions for the analysis of news data are built using
static datasets. These approaches do neither support the tracking of topics nor
the detection of trends. The efficient processing of streams is a challenge because
with continuous change and the large amount of new data in streams, an efficient
scaling with the volume and the velocity of the analyzed streams is required.

1.2 Our Contribution

In this paper we present an approach optimized for the continuous extraction
of the dominant topics from a stream of documents. We develop an algorithm
for tracking the topics and computing trending topics and terms. The identified
trends help users finding relevant content and understanding the evolution of
topics. The tracking of topics and the visualization of correlations between them
leads to a better understanding of news. Hence, the overall information presented
to the user is reduced to the most descriptive minimum. In order to ensure a
real-time processing of large news streams, our approach addresses the scalability
of the text-mining task by applying the Map-Reduce paradigm enabling the
efficient execution in distributed environments.

1.3 Structure of the Paper

The remaining paper is structured as follows. Section 2 describes the scenario
and explains the requirements. In Sect. 3 we discuss state-of-the-art approaches
related to the analyzed problem. Based on existing techniques, we develop our
approach in Sect. 4. We present the system’s architecture and explain the com-
ponents in detail. Section 5 describes the evaluation of our system. We discuss
the strengths and weaknesses of the algorithms with respect to the analyzed
scenario. Finally a conclusion and an outlook to future work are given in Sect. 6.

2 Problem Description and Dataset

Driven by the ubiquity of internet connectivity and the growing importance of
social media and blogs, the amount of news published each minute increases.
In addition, users always want to be up-to-date; new topics and new trends are
highly relevant for most users. Due to the huge amount of data it is difficult for
users to extract the relevant information from the large volume of continuously
released news.
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2.1 The News Recommendation Scenario

In this work we focus on the analysis of news articles published on Twitter.
Twitter is a popular micro-blogging service allowing users to post text mes-
sages (so called “tweets”) that have a maximum length of 140 characters. Evan
Williams (CEO of Twitter) defines the service as follows: “What we have to do
is delivering to people the best and freshest most relevant information possible.
We think of Twitter as it’s not a social network, but it’s an information network.
It tells people what they care about as it is happening in the world” [3].

The messages published on Twitter are very diverse, but there is a strong
bias towards news. Kwak et al. [4] state that 85 % of all tweets are based on
current news headlines, hence Twitter is a very prominent source for collecting
the most recent news data.

For our analysis we created a dataset consisting of news tweets from the most
important German newspapers, such as FAZ, SZ and Zeit. The messages have
been collected using the twitter streaming API1. This approach ensures that we
get a large stream with the most recent news published by trustful authors. A
special filter for spam or meaningless status messages is not needed. The diversity
and the reasonable number of considered newspapers ensure that we cover all
relevant news domains and get enough messages for a deep analysis.

News Stream. In contrast to static datasets, data streams inherently have a
dynamic nature. Characteristic properties of streams are its volume, velocity
and veracity. The stream dynamics can be observed with respect to content
aspects as well technical aspects.

Regarding the content of streams, changes in the set of entities and the
related properties are especially important. In the analyzed news scenario, this
means the occurrence of fresh articles and the removal of outdated articles as well
as changes in the set of occurring terms and the evolution of topics over time.
Furthermore, the number of retweets may change over time. On the technical
side, alternating volume and velocity of streams are the key aspects that the
stream-based recommender system must take into account. In our news scenario,
unexpected highly engaging events often result in load peaks created by news
updates on the topic and huge number of user interactions (e.g. retweets).

We address these issues by applying two approaches: (1) Heuristics are used
for estimating the total number of retweets based on the retweet count for a
tweet in the first 60 min. The time range was chosen based on statistics on the
dataset and the lifespan of tweets [5]. Thus, our tweet collection strategy does
not only collect new tweets, but also updates the meta-data for already known
tweets. (2) The challenge that arises from the significant change in data volume
per time frame is addressed by a map reduce paradigm that can be distributed
across a reasonable number of nodes. Our component enables us collecting up to
half a million characters per minute (not including additional meta-data). All
tweets are processed as a stream that is generated continuously.

1 Twitter streaming API: https://dev.twitter.com/streaming/overview.

https://dev.twitter.com/streaming/overview
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Table 1. The table shows the top 5 publishers (based on the total tweet count) and the
key figures describing the volume of published data between June 1st, 2015 to March
1st, 2016. The publisher’s names are the so called Twitter short names.

Publisher (short user-name) Tweet count Max retweets Average retweets Sum retweets

welt 33,435 305 9.45 315,941

faz net 27,796 68 1.06 29,538

sz 17,034 224 7.61 129,576

spiegelonline 14,629 462 13.49 197,269

tagesspiegel 14,605 2,991 6.48 94,702

Others 132,751 1,150 6.87 911,422

Dataset. The dataset of collected tweets is based on the tweet stream of several
popular German news publishers. It contains approximately 240,000 documents
(from the June 1st, 2015 to the March 1st, 2016). Table 1 lists the top 5 publishers
with most tweets in the analyzed time frame. Note the large differences in the
average retweet counts and outliers in the maximum retweet counts. Table 2 lists
the top 10 hashtags and the number of retweets of the tweets containing these
hashtags. The table shows that the average retweet count differs a lot from the
total tweet count. Based on the number of retweets, the Twitter messages
containing the hashtags #flüchtlinge and #türkei are much more relevant than
tweets relating to #berlin or #polizei. This shows that considering retweets
gives an alternative view on reported news.

Table 2. Top 10 hashtags regarding total tweet count with respective maximum and
average retweet count from the June 1st, 2015 to March 1st, 2016.

Hashtags Tweet count Max retweet count Average retweet count

#berlin 13, 151 348 1.85

#flüchtlinge 4, 160 1, 396 13.41

#griechenland 3, 384 415 6.55

#polizei 2, 997 155 1.69

#stuttgart 2, 110 35 2.06

#syrien 1, 555 162 8.84

#merkel 1, 274 243 9.71

#is 1, 197 162 9.55

#eu 1, 156 165 7.22

#türkei 1, 128 165 13.38

Others 212, 056 2, 991 7.18
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2.2 Requirements and Challenges

In order to support users in finding the most relevant topics in the news stream,
a set of content-based requirements and technical demands must be fulfilled. In
this section we discuss the requirements and explain the related challenges.

Identifying Topics. The system should extract the most important topics from
the document stream. The analysis should consider implicit synonyms and co-
occurring terms. A latent factor analysis is a promising approach for a deep
analysis enabling the identification of the most important topics and extraction
of hidden characteristics for the detected topics.

Analysis of Continuous News Streams. The system must be able to process
continuous streams. In contrast to existing systems handling static sets, our
focus is on the processing of streams characterized by high velocity and steadily
changing volume. The algorithms used for the latent factor analysis as well as
the tracking of the most relevant topics must be adapted accordingly.

Topic Tracking and Trending Detection. The system should be able to track
identified topics in streams over time. This means that the system should com-
pute trending topics as well as trending terms helping the user to find new
relevant aspects.

Compute Predictions and Recommendations. Recommendations help users in
finding relevant items. News streams provide a huge amount of data that tends
to surpass the users consumption capacities. Our system should be able to extract
relevant information from the stream and compute recommendations supporting
users in discovering interesting terms and subjects.

Openness and Support of Heterogeneous Sources. The system should focus on
the efficient processing of news streams. In order to ensure the openness and
extensibility of the system, the approach should use a flexible, abstract data
representation. News documents are processed using large matrices describing
the relation between two entity types. This model can be adapted by integrating
additional relationships that can be represented in matrices. This ensures that
the developed approach can also be applied in other domains, e.g. for tracking
trends in social networks.

Scalability. The fast processing of complex data requires an approach that scales
well with the amount of input data. The approach should be executable in dis-
tributed environments (e.g. cloud-based computing environments). This allows
the operator adding nodes and resources with respect to the data volume and
the time constraints.

Systems developed for extracting and tracking topics in news streams must
fulfill complex requirements. Before we present our approach, we review related
algorithms and systems in the next Section.
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3 Related Work

The clustering of documents and the detection of “topics” in static document sets
are well-known tasks in Information Retrieval [6]. Several different approaches for
these tasks exist, such as dimensionality reduction [7], probabilistic clustering [8],
and graph-based methods [9]. In this Section, we review current topic detection
algorithms. We focus on algorithms enabling the handling of massive amounts
of data and the tracking of topics in streams. In addition, we analyze existing
systems for topic tracking in news streams and discuss the addressed use cases
as well as the applied algorithms.

3.1 Topic Detection Models

Topic detection approaches typically incorporate latent feature models [10,11].
Documents are tokenized and treated as a bag of terms. The basis for the
latent feature analysis is a document-term matrix handling the term distribution
within as the features describing the characteristics of the documents. The use of
matrix representations allows the efficient processing of large document collec-
tions taking into account the sparsity of the term-document matrices. However,
the processing of large document collections is computationally expensive. This
means that the processing is still slow and cannot be done on the fly. In order to
overcome this issue, several incremental analysis algorithms have been developed
applying latent feature models on streamed data in an online fashion [12–14].
In the following paragraphs, we discuss different approaches for detecting latent
factor models with a focus on stream-based scenarios.

Non-negative Matrix Factorization: Cao et al. [12] modified an dimensionality
reduction model (NMF) for an online scenario such that single documents can
be incorporated into the final results without revising old data. They evalu-
ated the algorithm on nearly 8,000 news articles in a timeframe of one month.
A supervised set of terms has been applied for describing the observed topics.
Therefore, the online capabilities of topic detection are not depicted in the eval-
uation. Another problem is that the dimensionality reduction was transposed
into a minimization problem that may get stuck in local minima. Hence, these
approaches do not necessarily find the optimal solution. Vaca et al. [13] also use
a NMF approach but focus explicitly on topics and how they evolve over time.

Latent Dirichlet Allocation: The most popular approach to latent factor analysis
is LDA [15]. Alsumait et al. [16] modified the model to be applicable in online
scenarios. The advantage of this approach is that correlations and dependencies
of topics are handled. A weakness of LDA is that a probability distribution is
assumed might not suitable for the fast changes when analyzing news. Wang et
al. [17] leverage the model to learn the relationships or transitions among topics.
While previous algorithms learn word distributions for a topic, their approach
tries to model probabilities of topic transitions. The suggested models work in
an online fashion making it hard to determine the number of relevant topics as



Topic Tracking in News Streams Using Latent Factor Models 179

well as optimizing the required hyper parameters [13]. Batch-based models are
designed to overcome this problem.

3.2 News Recommender Systems

Recommender systems help users finding interesting items in huge collections
of data. With the growing popularity of online news in the last decades several
recommender systems for the news domain have been developed. Balanović et al.
[18] developed a system combining collaborative and content-based algorithms
for recommending interesting web pages. Liu et al. [19], Morales et al. [5], and
Li et al. [20] present recommender systems optimized for the news domain. These
systems compute the recommendations based on user profiles that contain key-
words describing the user preferences. The disadvantage of this approach is that
recommendations are limited to topics the user is already familiar with. The user
is caught in a “filter bubble”; new trends and topics are often not provided in
the recommendation results. In addition, it is often difficult for users to find the
optimal keywords precisely describing the individual user preferences.

3.3 Identifying and Tracking Topics

Recommending news is a hard task due to the heterogeneity of news sources and
the continuous changes in the world. An approach for aggregating news from dif-
ferent sources is the detection of topics using latent factor models. Saha et al. [21]
use a NMF model for extracting topics from a news stream and analyzing term-
document matrices. Hennig et al. [22] present a system that identifies topics by
clustering Named Entities in multi-lingual news. The tracking of the evolution of
topics is implemented based on the Vector Space-based similarity measure. New
news article having a similarity to an existing topic below a threshold are added
to an existing cluster; otherwise a new cluster is created. The disadvantage of the
incremental creation and adaptation is that these approaches only slowly adapt
to new topic distributions. This makes it difficult to identify trending topics and
computing recommendations.

3.4 Discussion

Latent Factor models implemented using LDA and NMF have been successfully
applied for clustering document collections and for mining dominant topics. Most
of the systems focus on static datasets (e.g. [7]) or use a controlled vocabulary
for mapping documents on popular clusters (e.g. [12]). These systems show that
latent factor models are an appropriate method for static collections.

News recommender systems focus on computing the similarity of news articles
with user profiles. The disadvantages of this approach are that articles belonging
to new trending topics are not considered as relevant. In addition, users must
maintain the user profile ensuring that only relevant terms and their synonyms
are kept in the profile.
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Systems designed for topic detection are mostly built on clustering algorithms
developed for static sets. The handling of streams is not supported. Systems
for tracking news are usually based on explicit user profiles or implicit profiles
computed based on cluster algorithms. The extension of latent topic models to
be capable of handling streams seems to be a promising approach. The addi-
tional complexity arising from the processing of streams instead of static sets is
manageable when applying distributed algorithms and modern machine learning
frameworks.

4 Approach

In this section we present the architecture of our system and describe the devel-
oped components in detail. We explain the implemented algorithms and discuss
how the approach addresses the identified challenges.

4.1 The System Architecture

One of the key requirements of the designed system is the efficient processing
and analysis of heavy data streams. In order to enable the distributed crawling
of data and the scalable data analysis we implement a 3-layer architecture. The
crawling and the data analysis are decoupled.

The data is cached using an Elasticsearch
2 index created by the crawler

components. The crawled data is the input for the analysis layer. The analysis
results are stored in data cubes persisted in a database. For the visualization of
the results we implement a web GUI and a component periodically generating
newsletters aggregating the relevant information (Fig. 1).

Fig. 1. The figure visualizes the 3-layer architecture. The processing nodes are decou-
pled by data stores implemented using Elasticsearch and databases.

2 https://www.elastic.co/products/elasticsearch/.

https://www.elastic.co/products/elasticsearch/
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In order to ensure the scalability of the processing and analysis compo-
nents, our architecture supports the use of powerful distributed frameworks such
as Apache Spark or Apache Flink. These frameworks simplify the use of
advanced machine learning algorithms in distributed environments and allow us
adding new computational resources if needed.

4.2 Crawling and Preprocessing

The crawlers fetch the data provided by the Twitter API. The API gives
access to all new tweets starting after a given tweetID or all tweets matching a
set of identifiers. While the first approach is used for continuously tracking the
stream of news, the second method is used for updating the retweet count for
already collected tweets. New tweets are preprocessed before persisting them in
the index. We use the Elasticsearch framework supporting the distribution of
the index on distributed nodes. The preprocessing transforms the raw data into
a representation optimized for the later analysis. We apply the natural language
processing methods, such as encoding detection, language detection, stop word
removal, and stemming.

4.3 Topic Tracking and Predictions

We discuss approaches for detecting topics, tracking trends, and computing pre-
dictions.

Fig. 2. The figure visualizes the map-reduce paradigm applied to the generation and
analysis of timeframes (TF). Latent factor models are used for detecting the topics
(TD). Data is assembled from different, separated data nodes (1, 2, . . . , n).

As basis method for analyzing the news stream we apply a latent factor model
for topic detection. We segment the news stream into timeframes and represent
each timeframe as a term-document matrix containing the tf-idf scores of the
documents. As a result of the latent factor analysis, we obtain term vectors
describing the identified topics based on a set of weighted terms and a score
describing the dominance of the topic in the timeframe. The size of the frames
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has a strong influence on the results and must be chosen dependent on the
specific source. In the analyzed scenario we focus on timeframes having a size of
6 to 24 h. This seems reasonable in order to catch trends of the relevant phases
of the day and ensuring that there are enough documents in each timeframe for
a reliable analysis.

The document-term matrices created for a timeframe are analyzed by apply-
ing a Singular-Value-Decomposition (SVD). Since we make use of the Map-
Reduce paradigm, the analysis is done in the Map-phase. In order to track the
changes in identified topics, we use a sliding window approach. We shift the
window so that the new window overlaps with the already analyzed windows
by 80 % ensuring that we can re-detect the “old” topics enabling us studying
the changes in the topics. For matching the “old” topics with the “new” topics,
we use the cosine similarity. Since the term-vectors describing the latent topics
are normalized, this metric is defined by the dot product of the term vectors
enabling the efficient calculation of the metric. The result of this phase is a
mapping of topics based on the topic vectors of the different timeframes. This
allows us detecting and tracking topics as well as analyzing the shifts inside the
topics. The data of the analysis are stored in a database giving us flexible access
for a deeper analysis and the possibility of later visualization of the information.

4.4 Visualization and Recommendation

Based on the extracted latent topics and the related term vectors different visu-
alization approaches can be used for guiding users in finding useful information.
The singular values (“σ scores”) describing the dominance of a topic must be
interpreted in comparison with the σ scores of the other topics. The visualiza-
tion of the σ scores shows whether a topic gets more or less popular compared
with other topics. Based on an extrapolation of observed trends, predictions are
computed. In addition, the topic tracking provides the basis for the detection
of trending topics and trending terms. These data are used for recommending
freshly published news articles still unknown to most users but tending to be
relevant in the near future. Trending topics can also be identified by comparing
the slope of topic impact from the last timeframes.

4.5 Scalability

The architecture is designed for supporting data sources providing a huge volume
of data. For ensuring scalability, data streams can be split in time windows that
can be processed concurrently. The (Elasticsearch) index used for decoupling
the information sources and the processing supports the distribution on several
machines.

Caching the documents in the index enables the concurrent distributed
processing of data. To scale with a fast growing index, the map reduce para-
digm is applied (Fig. 2). The map tasks aggregate the timeframes from the index
nodes (might running distributed on different machines). Within the cluster, all
nodes are queried in order to assemble a specific timeframe, but only the ones
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relevant retrieve the data from their hard drives. In the reduce phase, coherent
timeframes are gathered for the topic tracking to be applied to. The results of
this task are persisted in a database for further analysis and visualization tasks.

5 Evaluation

In this Section, we discuss the evaluation of the developed system. We analyze
the precision as well as the scalability of the topic detection and tracking models.

5.1 Latent Factor Models

We evaluate the detection of topics from June 1st till August 31st, 2015. Figure 3
visualizes the three most dominant topics per day. The graph shows that topics
stay in the top 3 topics list for one to four days. Typically there is one topic per
week listed for 3–4 days. Most of the topics have a short life cycle; these topics
stay only one day in the top 3 list.

Fig. 3. The diagram shows the changes in the top three topic distribution over time if
re-tweets are not considered.

Figure 4 visualizes the topics on the same timeframe. In contrast to the pre-
viously discussed dataset, the documents are weighted based on the number of
retweets. The document weight is assigned linear with the number of retweets.
The figure shows that the detected topics have a much shorter lifecycle. This
underlines that users focus on retweeting new topics. Long-livings topics still fill
the newspapers, but the user engagement, measured by number of retweets, is
only high for new topics.

The differences in the dominance of latent topics are also visible when ana-
lyzing the weights of the top 15 topics. Figure 5 shows the σ scores for 14 days.
The graph shows that considering retweets results in significantly higher weights
for the most dominant topics. The σ scores follow a power law distribution.
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Fig. 4. The diagram shows the changes in the top three topic distribution over time if
retweets are taken into account.

Fig. 5. The graphs show that considering retweets result in a greater variance in the
σ scores describing the dominance of topics.

We showed that the continuous latent factor analysis provides the basis for
the detection of topics based on a stream of news articles. The details of the
topics, approaches for tracking topics, and detecting trending terms are discussed
in the next paragraphs.

5.2 Tracking Topics

We study how the topics (identified based on latent factor analysis) develop over
time. For this purpose we investigate for one selected topic how the term vector
describing the topics changes.

How Fast Does a Topic Change. In order to analyze the evolution of a topic, we
measure the changes of the term vector describing the centroid of each topic. The
degree of change is measured by the cosine similarity between the term vector at
timeframe i and the term vector at timeframe i + 1: sim (vi, vi+1) = vi·vi+1

‖vi‖·‖vi+1‖ .
A similarity score of 0 indicates that both vectors do not have common terms
and the topic centroid changes strongly. A similarity score close to 1 indicates
that both vectors are similar and the topic does not change.
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Figure 6 visualizes the similarity scores computed for one selected topic for
the first 2 weeks in June 2015. The graphs show, that there are no regular pat-
terns. At several days the similarity score is below 0.2 indicating strong changes
in the topic.

Fig. 6. The graphs visualize the singular value and the changes of a selected topic for
the first two weeks of June 2015.

Comparing the two graphs, the first computed without considering retweets
and the second considering retweets, we find that the graph changes much
stronger if retweets are taken into account. A trend enforced by retweets lasts
only one day on average. At the following day, the topics adapt to a new news
event. Analyzing the topics without retweets it can be observed that the changes
are more smoothly.

In order to get deeper insights in the evolution of a topic, we analyze the
dominant terms and the changes in the term vector over one week. Table 3 shows
the terms having the highest impact on the topic. In addition, we compute the
most important terms added to the topic. The presented evolution of the topic
shows, that trending terms tend to be the most dominant terms for a topic. This
means that previously unobserved terms receive a lot of attention in the first
days. There is no obvious pattern describing how long a term is highly relevant
for a topic.

5.3 Visualization of the Evolution of Topics

Our recommender extracts topics from the stream of news articles. A slightly
adapted version of the implemented approach can also be used for visualizing the
evolution of topics. We compare two approaches. (1) We compute how dominant
selected topics are present in the news stream. The dominance is measured by
projecting the news stream in a one-dimensional space spanned by the topic
term vector. (2) We define a two dimensional space spanned by the two selected
topics. We project the stream of documents into this space. Figure 7 visualizes
both methods for the topics refugees and greece. The left part of the figure shows
the dominance depending on the date. Both topics are highly relevant over the
complete analyzed period, but the correlation is not visible in the graph.

The right part of Fig. 7 shows the news stream projected into a space defined
by the two dominant latent topics. We extracted the topics in the latent factor
analysis on June 1st, 2015. These topic term vectors define the axis of the space
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Table 3. The table shows the evolution of a topic in the year 2015. For each time
frame the most dominant terms and the trending terms are shown (sorted descending
by their weight). The tables shows the words reduced to their stem.

Date Dominant terms Trending terms

06 Jun, 02:00 griechenland, tsipras, merkel, stuttgart tsipras, turkei, schaubl

06 Jun, 08:00 griechenland, merkel, tsipras, kirchentag garmisch, elmau, stopg7elmau

06 Jun, 14:00 griechenland, tsipras, leipzig, asylbewerb leipzig, asylbewerb, deutschland

06 Jun, 20:00 griechenland, tsipras, asylbewerb, leipzig deutschland, asylbewerb, elmau

07 Jun, 02:00 griechenland, tsipras, junck, deutschland junck, telefoni, kris

07 Jun, 08:00 griechenland, tsipras, junck, telefoni, kris griechenland, tsipras, schuldenkris

07 Jun, 14:00 griechenland, tsipras, junck, telefoni, kris garmisch, elmau, obama

07 Jun, 20:00 fluchtling, mittelme, gerettet, kust fluchtling, mittelme, gerettet

08 Jun, 02:00 turkei, turkei, akp, fluchtling erdogan, akp, mehrheit

08 Jun, 08:00 turkei, erdogan, akp, wahl akp, mehrheit, g7

08 Jun, 14:00 g7, turkei, gipfel, erdogan g7, gipfel, merkel

08 Jun, 20:00 g7, gipfel, elmau, g7gipfel g7, gipfel, klimaschutz
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Fig. 7. The graphs visualize the evolution of two selected topics.

used for visualizing the evolution of the topics. For the visualization of trends
we aggregate all documents published in a specific time window (having a size of
one hour) and compute how this collection correlates with the topics (used as the
basis of our sub-space). The correlation is measured using the cosine similarity
with the selected base topics. Figure 7 visualizes the evolution of the topic. At
the start point (Sat, June 6th) the news stream contains a lot of documents
relevant to the topic Greece; the topic Refugees is also present but has only a
small impact in the news stream. The graph shows, that at Monday, June 8th
topic Refugees becomes dominant.

Both approaches visualize the dominance of the two topics over time. In the
example we used a sliding-window step size of six hours. The use of a smaller
step size smoothens the graph.
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5.4 Recommendations

The analysis of the topics evolving over time helps us understanding the topics
discussed on Twitter. We use the detected patterns for generating recom-
mendations by computing the terms freshly occurring in the term statistics.
The applied latent factor analysis allows us extracting hidden information and
detecting current trends. Recommendations created based on latent factors as
well as on new, trending terms support users in finding fresh, potentially still
unknown information.

Our analysis shows that the prediction what topics will be most dominant
the next day works well. The detailed investigation of the lifecycle of topics
(extracted when considering retweets) indicates that these topics have a very
short time to live. The analysis of the news stream (without considering retweets)
shows that the dominant topics are discussed over several days. In order to
support users in tracking topics, we compute the terms newly added to the
relevant topic. Recommendations based on these terms help users understanding
current changes in the topics and identifying the new aspects relevant for a topic.

The investigation of trends is a powerful strategy for computing recommen-
dations. Trends allow us suggesting new information (still unknown to the user).
Since the recommendations are computed based on topics familiar to the user,
there is a high chance that the recommendations are also relevant. In order to
recommend previously unknown topics, the recommendations should be com-
puted based on the trending topics (and the related terms).

5.5 Scalability

The presented system is designed to processes data streams in real time. For
proving the scalability of our system we analyze the required processing time
depending on the volume of analyzed data. All experiments have been run on a
single machine having an Intel R© Xeon R© CPU (X7550) with 2.00 GHz and 4 GB
of RAM.

Figure 8 shows that the processing time grows linearly with the number of
analyzed days. The window size (visualized by the different blue lines) has only a
small influence. Bigger windows result in a higher offset that can be explained by
the fact that more tokens must be analyzed before starting with the processing
of the first window. The deviation of the processing time from the expected
linear correlation is induced by the variations in the number of published tweets.
Analyzing the influence of the number of unique tokens on the processing time
(right part of Fig. 8), we find that the processing time grows linearly with the
number of unique tokens. On the machine used for the analysis the processing
took ≈0.3 ms per token. This allows us to process the data of one day in ≈0.6 s.

For a deeper analysis of the scalability we used Twitter Firehose as data
source. This source provides a stream of ≈350,000 tweets per minute. Analyz-
ing the run time of our system while processing that stream, we find that our
approximation explained the previous paragraph holds true not only for tweets
from German news-portals, but also for streams having a much larger volume.
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Fig. 8. The figure visualizes the processing time dependent on the volume of the data
stream. Different shades of blue in the left subfigure indicate time window sizes of one
to six days. For both plots, blue relates to the processing time while red relates to the
second vertical axis. (Color figure online)

It takes about 5.8 min to process a single time frame on a single core machine.
Therefore, six mapper tasks should suffice to keep up with the stream of data.
In a production environment, the number of available mappers should be rea-
sonably higher to keep up with radical changes in the volume of the stream. A
higher number of mappers however cannot change the fact that it takes more
time to finish a single window if the stream increases in volume. More mappers,
each on its own computational unit, guarantee that computational power is still
available for new time windows. As more data is streamed into the system, sev-
eral mappers will take more time to process available windows and hence, will
not finish as soon as new windows can be fetched. Therefore, the system needs
to provide a reasonable amount of mappers that can take over new jobs. To
conclude, the map reduce paradigm does not help in delivering results faster,
but makes it possible for the system to keep up with the increasing amount of
data while not falling back with more time windows becoming available. Also,
since an increasing stream volume triggers an increasing use of computational
power this system does indeed scale with the stream while the delay of available
results may increase. To provide results even faster, there are three possibilities.
(1) A more powerful CPU could help to overcome the limiting hardware. (2) We
could optimize the latent factor model. Since the limiting factor is the matrix
size describing the document term relation of each time window, another model
may yield faster results in exchange for a reduced accuracy. (3) A third app-
roach is the use of smaller time frames. Smaller time frames allow the mappers
working on smaller data and finishing tasks faster. The main problem about this
approach is that the topic detection may yield in a reduced precision if there
are not enough diverse documents in a time frame to reconstruct the discussed
topics. For this approach, a well-balanced topic distribution among the tweets
is needed to guarantee stable results.
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5.6 Discussion

The evaluation shows that the developed system fulfils the identified require-
ments. The continuous analysis of the news stream gives us interesting insights.
In the news dominant topics change frequently. This makes it hard to predict
trends and to compute recommendations. The analysis shows that the identifi-
cation of trending topics and terms works and supports users in finding relevant
information. We presented different approaches for visualizing the evolution of
topics focusing on specific aspects of the news stream.

6 Conclusion and Future Work

In this paper we presented a novel approach for continuously detecting and
tracking latent factors in news streams. In contrast to approaches based on term
vector clustering, we compute the dominant topics based on the latent factors for
each time window in the dataset. Our approach allows us efficiently identifying
the topics and the most relevant terms.

The temporal analysis of clusters over time provides us with the trending
terms from each topic and the terms relevant over a longer period of time. We
showed that considering retweets typically results in short peaks indicating a
high interest in topics. Since the peaks are short, retweets do not support the
tracking of topics. The information about the lifecycle of the terms allows us
computing recommendations based on trending topics and terms.

We showed that our approach scales linearly with the number of unique terms
considered in an analyzed time window. The use of the map reduce paradigm
enables the distributed processing on different cores or machines and therefore
the scalability of our system.

Future Work. The current system extracts latent factors and trends from the
news stream. The recommendations do not take into account individual prefer-
ences. As future work we plan to personalize the recommendations by assigning
document weights based on user profiles.

Furthermore, we plan to apply our approach to additional domains. Our
approach is based on matrices describing the relation between two entity types.
These entity types can be easily adapted. E.g., the relationship between users
and items in online shops or ratings for media could be modeled in the matrices.
In this scenario the evolution of latent factors and the extraction of trends are
relevant topics when developing services to support the user or when computing
recommendations.
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Abstract. The purpose of this paper is twofold. First, we describe a user-centered
design process for finding functional requirements for holistic control panels
supporting better collaboration and coordination between transport operations
and supply chain processes affected by or affecting the transport of goods.
Secondly, we present the resulting functionality as seen from the perspective of
different actors in the supply chain, from producer to shop. One of the largest
retailers in Norway is used as a case.

The case study and the user-centered approach are performed with several
elicitation methods such as observations, interviews, innovation games and paper
prototyping. The suggested solutions are expressed by means of paper prototypes
which have been co-created and validated by the stakeholders in the supply chain
during an iterative incremental process.

Currently, solely central experts in the organisations involved are able to solve
problems by combining information from many sources and by taking the right
actions. Due to the identified need for more robust and automated solutions, the
paper prototypes suggest unified solutions that (1) provide easy and automated
access to the right information at the right time for all actors in the supply chain;
(2) supports easy detection of deviations; and (3) supports decisions that can
improve efficiency and deviation handling.

Keywords: Retail supply chain · Collaboration · Coordination · User centered
design · Transport · Information technology · Paper prototype

1 Introduction

Retail supply chains involve many actors, and they handle large volumes of cargo with
short lead times and different requirements with respect to handling and temperature.
The actors are typically producers, wholesalers, transport service providers, truck drivers
and retailers with different profiles. In addition the wholesalers have central and distrib‐
uted warehouses and departments working together, assisted by internal information
technology (IT) systems. These systems also communicate with external systems to
support efficient coordination and communication for purchasing, order management,
replenishment, invoicing, etc. The retail supply chain eco system is getting more
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advanced as new technology is deployed. ASR (Automatic Store Replenishment) does
for example simplify the replenishment process, GPS and temperature sensors are
commonly used in trucks to enable continuous tracking of the distribution process, and
RFID tags on pallets and other load units facilitate automated registration of shipped
and received goods. The solutions also support data collection that can support prognosis
and decisions.

IT support to transport operations has to a large extent focused on single actors, e.g.
transport management systems used by actors responsible for the transport. [1] addresses
the role of IT in collaborative decision making in supply chains and shows positive
effects on customer service performance, but states that further research on this issue
and dyadic relationships in supply chains are requested, among others between shipping
and transport service providers. The use of tracking technology is studied by [2]. Such
technology is so far mainly motivated by the needs of the wholesalers. Suppliers have
in general adopted tracking technology to strengthen the relationship towards their main
customers and not for the sake of their own production process. The importance of an
actor perspective is highlighted since there are different needs and motivations among
the parties in the supply chain, and more research with such an actor perspective is
requested, among others the perspective of transport service providers.

This paper incorporates the perspectives of the different actors in the supply chain,
and provides a holistic view upon the transport operations where coordination and
collaboration among all parties involved is emphasized. The aim has been to identify
requirements for IT support enabling more optimal coordination of tasks and processes
directly and indirectly related to transport operations. An iterative approach with user-
centered design is carried out in close collaboration with actors in the supply chains of
one of the largest wholesalers in the retail sector in Norway. Personnel employed in
different positions in the wholesaler’s organisation, producers, shops, transport service
providers and truck drivers have been involved.

The next sections provide an overview of the method used, the current situation, and
the results which are a conceptual view upon a unified collaboration console for transport
and associated paper prototypes. The results are discussed from the perspective of
different stakeholders and conclusions are made.

2 Method

The coordination between the transport operations and the various operations of the
stakeholders in the supply chain is currently done by verbal communication (face-to-
face or by phone), communication through documents (such as freight papers) and
communication through various IT systems. The aim is to improve this coordination and
collaboration by providing information that is not currently easily available to support
situational awareness and to assist decision making. Our hypothesis is that better IT tools
for information sharing in the transport chain will lead to (1) more efficient access to
just in time and just enough information; (2) better handling of deviations; and (3) more
informed decisions by all parties involved.

Collaboration Support for Transport in the Retail Supply Chain 193



Our proposed solution is to merge information from various channels into holistic
views specific for the different stakeholders. The suggested artifact is a design of a
system that takes the different needs of the stakeholders into consideration and offers
holistic and up-to-date views.

The aim of this work is to answer the research questions: RQ1: What are the infor‐
mation needs of the parties involved in the transport chain in order to enable better
handling of and adaption to deviations? RQ2: What are the information needs of the
parties involved in the transport chain in order to take more informed decisions?

2.1 Research Method

The design science research method is used according to [3], as depicted in Fig. 1. The
research environment consists of all stakeholders involved in the retail supply chain,
starting from the producer, to a wholesaler with different departments and warehouses
and further to the final selling point, all by means of transportation delivered by transport
service providers. The research is driven by the need to better coordinate and share
information in this environment, with the assumed outcome a more optimal operation
and therewith cost reductions. The knowledge base is based on the existing literature on
the use of technology in retail supply chains as well our own findings.

Fig. 1. Conceptual framework for IS research [3]

The information system (IS) research refine and assessment process, as depicted in
Fig. 1, is carried out according to a design methodology inspired by the Lean Startup
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product design approach [4]. The product we build is however a paper prototype artefact,
not actual software. The detailed approach is illustrated by Fig. 2 and focuses on quick
cycles through three distinct activities (learn, build and measure). Each activity aims at
creating a result (ideas, products and data) where the fidelity of the results improves
gradually towards an artefact as we iterate through the whole process.

Fig. 2. The Lean Startup [4]

The first ideas were based on initial studies of the current situation, and the build
activity designed a set of products, in our case paper prototypes of software solutions.
These paper prototypes were evaluated (measure) in evaluation activities, resulting in
data about the validity of the initial hypothesis. During the learn activity, data are
analysed, new insights and new ideas gained that is input to a new build activity.

2.2 User-Centered Iterative Design

User-centered design is conducted prior to the development of complex systems to
ensure deep understanding of user and stakeholder roles. The aim is to ensure that system
designed support the daily work of end users and the role of stakeholders [5, 6].

User-centered design is applied in all activities in the iterative cyclic process
described above. The activities are carried out in close cooperation with real stakeholders
by means of various methods for data collection, as described in the sections below.

2.3 Data Collection

Table 1 summarises the steps taken to collect data on user needs and to elaborate the
solution, which stakeholders have been involved, which methods have been used for
data collection and what the results were.
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Table 1. Steps taken to collect data

Steps taken Stakeholders involved Method Results
Learn – 1st iteration:
As is situation
mapping

– Wholesaler (misc.
           roles)
– Fleet operator
– Shops
– Producers

Case study
– Observation
– Semi structured
interviews

– As-is situation
            mapping
– Awareness of
           challenges
– User needs

Build: Transport
collaboration console
concept definition

– Wholesaler (misc.
           roles)
– Fleet operator
– Shop
– Producers
– Technology
           provider
– Scientists

Workshop with
innovation games:
– World cafe
– Cover story
– Product box

– Common
           understanding of
           concept
– Concept definition
– New/refined user
           needs requirements

Measure: Evaluation
of previous trials

– Driver
– Fleet operator

– Semi structured
           interviews

– Evaluation of trials
– Evaluation of
           concept/paper
           prototype
– New/refined user
           needs requirement

Measure, learn,
build: Evaluation,
reflection and further
elaboration of the
transport
collaboration console

– Fleet operator
– Wholesaler (misc.
           roles)
– Technology
           provider

Paper prototyping
– 4 workshops

– Evaluation of
           concept/paper
           prototypes
– Improvement
           suggestions
– New/refined user
           needs/requirements
– New/refined paper
           prototypes adapted
           to user needs and
           requirements

– The above
– Shop
– Producers

– World cafe
– Semi structured
           interviews

The as is situation was mapped by a case study where semi-structured interviews
and observations were used to collect data. This provided an overview of the current
situation and the specific needs and challenges of the different stakeholders. We catered
for an open dialogue to understand user expectation from the sought after solution.
Questions therefore primarily start with how, what and why, e.g. “How do you do your
work today?” followed up with trigger questions such as “what irritates you during a
working day?”

To define the overall concept of and expectations for a transport collaboration
console we played innovation games [7] such as world café, cover story and product
box to gather input from the stakeholders involved in the transport chain. The World
Café [8], game was used to identify challenges faced in the transport chain. This game
facilitates a structured conversational process with an open discussion. Groups of partic‐
ipants, representing different stakeholder groups, visited the “café table” where they
continued to discuss partly based on the results from the previous group.

196 M.K. Natvig and L.W.M. Wienhofen



After the World Café we used the Cover Story game to identify and elaborate on the
long term vision of the work on a transport collaboration console. The participants wrote
the headlines that they would like to see in the newspaper after a successful implemen‐
tation of the console.

In the Product Box game the participants were asked to present and “sell” the trans‐
port collaboration console as a product by creating a physical cardboard box with printed
slogans about the features of the product. In this way, the main features that are of
importance for the participants get highlighted, which again gives insight in the desired
outcome.

We also carried out evaluations of trials carried out by the wholesaler in collaboration
with a transport services provider and shops such as use of RFID to support automatic
registration of pallets received by the warehouse and automatic registration of pallets in
trucks; and also notifications of shops 30 min in advance of the arrival of the truck. The
data collection was carried out by means of semi-structured interview.

The elaboration of the actual functionality provided by the transport collaboration
console was facilitated by paper prototyping [9] together with the different stake‐
holders. Layout and visual effects were not emphasized, just the functionality and the
information to be presented and shared. This was an iterative process starting with initial
prototypes based on the above. We also used the World Café and semi-structured inter‐
views process at a later stage to verify and to get further input on the paper prototypes
from stakeholders other than those participating in the initial work.

3 Case Study: As-Is Situation

A case study was carried out to capture information about the current processes and
information flows. The overall findings are depicted in the BPML (Business Process
Modeling Language) diagram. The diagram for outgoing transport is depicted in Fig. 3.
Each actor involved is represented by a pool which contains the processes involved. The
processes directly involved in the transport tasks are green, and information flows (black
dotted lines) and status information (red dotted lines) to and from these processes are
shown. The others processes show the context in which the transport tasks are executed.
The solid arrows are control flows between processes.

The actors directly and indirectly involved in transport are the retailer, the transport
service providers, the truck drivers, the wholesaler’s local distribution centre, the whole‐
saler’s central warehouse and producers delivering products to the wholesaler. The focal
point is the wholesaler’s distribution centre which is represented by two of its main units
– the customer service centre and the warehouse.

3.1 Outbound Transport

Outbound transport from the wholesaler’s local distribution centre to the shops is based
on orders coming from the retailers. Information on the volumes to be provided to each
shop is transferred to the transport service provider to initiate the transport planning,
which use route plan templates optimized based on prognosis as the starting point. The
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route plan templates (previously received from the wholesaler) are adapted to the actual
volumes ordered by each shop, and finalized orders assigned to drivers, routes and trucks
are generated. The shops will get access to information which confirms or disapproves
(e.g. in case of out of stock) the delivery of the products listed in the orders.

The transport will be controlled by the wholesaler’s transport preparation and follow
up process. On arrival to the warehouse, the trucks will be assigned a loading gate.
Outgoing transport is composed of (1) pallets picked from the warehouse at the local
distribution centre and (2) pallets delivered for cross-docking from the wholesaler’s
central warehouse or from large producers of fresh food. Information about the latter is
received from the shippers. The first is established by the picking process of the local
warehouse according to received picking information. The picking is monitored so that
the transport preparation and follow up process is aware of the status with respect to the
picking for each shop and each outgoing truck.

The goods expedition process in the warehouse has for each truck access to infor‐
mation about all the pallets to be delivered to each shop and the associated temperature
requirements. This includes pallets picked at the local warehouse as well as cross-docked
pallets, and the loading information is provided to the respective truck drivers, who are
responsible for the loading. The loading status is monitored. It may happen that pallets
cannot be loaded due to space limitations. In such cases the customer service centre is
informed, and the customer must approve that the delivery of some of the pallets is
postponed. If there is space available in the truck, the shop will be asked to approve that
the wholesaler pushes goods to fill up the truck. In case of changes (postponed deliveries

Fig. 3. As is situation - outgoing transport processes and information flows (Color figure online)
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or pushed goods), the delivery plan is amended, and the final delivery information is
made available to the retailer. An invoice will also be sent to the retailer based on this
information.

The truck is tracked during the transport, and the transport service provider can
follow the progress. On arrival to the shop, the truck driver will present the waybill to
the retailer and collect a signature.

Several challenges were discovered during the work on the process description. The
trucks may arrive to the shops in a 3 h time slot, and shops do not know the exact arrival
time in advance. Similarly, the local distribution centre do not get the exact arrival time
of inbound trucks, which for example may carrying pallets for cross-docking. Most of
the coordination, status reporting and deviations are handled manually. This means that
actors communicate by phone. Usually this works well, but it is resource demanding,
and in some cases the procedures fails. The shops may for example not get information
about delays and cargo that cannot be delivered due to space limitations in the vehicles.
It also takes time to detect that pallets are delivered to other shops than planned.

3.2 Incoming and Intermediate Transport

The wholesaler orders deliveries from producers and the deliveries are produced and
delivered according to agreed time slots. The inbound transport to the wholesaler is in
this study booked by the producers to facilitate the best possible coordination with the
production process. However, all transport service providers used have contracts with
the wholesaler. As for the shops in the study of the outbound transport, the producers
do not know the exact time of arrival for the trucks.

The inbound transport is whenever possible organized as return load. The trucks used
on outbound transport will when they return pick up deliveries from producers on their
way back to the wholesaler’s warehouses. The warehouses expect the deliveries within
a time frame, but do not know the exact time of arrival in advance.

The warehouse of the wholesaler’s local distributions centre will in addition to
inbound transport from producers also get deliveries from the wholesaler’s central
warehouse. The latter may be pallets for cross-docking as well as deliveries that are to
be stored. As in the above case, they do not know the exact time of arrival in advance.

3.3 Existing IT Solutions

The wholesaler and the shops use advanced IT systems comprising functionality such
as forecasting and replenishment, warehouse management, vendor managed inven‐
tory and order management. It is possible to get access to information about almost
everything if you know how to use the system. The wholesaler also has expert users
who look up and manually combine information from many different sources to get
an overview over situations and to manually take decision on how to handle devia‐
tions. It is however quite common for other users to ask for information via manual
communication.

The wholesaler provides information to transport service providers, producers and
retailers via dedicated portals. The information is however not complete, and they
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frequently contact each other by phone. The producers and retailers also communicate
with the transport service providers and their truck drivers to handle deviations and to
coordinate their activities.

The trucks are equipped with temperature sensors and GPS tracking equipment so
the transport service providers are able to locate the trucks and check the temperature
for the different temperature zones in real time. Previous trials have used GPS tracking
to implemented SMS notifications to retailers 30 min in advance of the actual arrival of
the trucks. Previous trials have also tested the use of RFID in inbound and outbound
transport. Pallets equipped with RFID and RFID readers in warehouse gates and in trucks
enable automated registration of receipts of goods in warehouse and goods loaded onto
trucks.

4 Results

This section summarizes the results from the user-centered design approach which
include a definition of a unified transport collaboration concept and paper prototypes.

4.1 Unified Transport Control Concept

The case study and the innovation games carried out with the stakeholders in the initial
phase of the work provided input to a conceptual view upon the desired result – i.e.
control console for transport related tasks providing (1) a holistic view on the transport
operations; (2) support for information access related to all types of transport; (3) support
for coordination between actors and processes involved in and affected by the transport;
and (4) decision support in case of deviations.

Figure 4 provides an overview of the concept. The different stakeholder types will
have access to the desired functions via tailor-made views. When realised, these views
will be user interfaces adapted to the needs of each stakeholder type. The views present
information to support the users in a way that fulfils their needs. The wholesaler already
has advanced legacy systems with relevant data sources and data elements. In addition
there may be other data sources, e.g. real-time tracking and temperature data from trucks.
The functions will access, combine and process the data to provide the required func‐
tionality to the stakeholders.

User needs with respect to the transport collaboration console were collected through
interviews, evaluations of trials and also during the paper prototyping as listed in
Table 1. Several needs addressed easy access to information in an overview picture or
just a click away from such a picture. The use of a map with clickable objects repre‐
senting warehouses, shops and routes as well as the real-time position of trucks were
suggested. Other needs concerned notification about statuses and deviations as well as
functionality. An important observation was that many of the different stakeholders
requested the same information or functionality, which confirmed the overall concept
depicted in Fig. 4. In an iterative process, requirements to the information sharing and
functionality were derived from the user needs and expressed by means of paper
prototypes.
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4.2 Paper Prototypes

The iterative approach has led to the establishment of several paper prototypes. As
described above, layout and visual effects are not emphasized. The paper prototypes
address information and functionality needed by different stakeholders in different
situations by means of a set of views as listed in Table 2.

Table 2. Views elaborated in paper prototypes

View Description
Map Provides overview with clickable routes, trucks,

shops, warehouses
Routes Provides statuses for all routes/ trucks (foreseen

delays, available capacities, etc.)
Truck – in/out Supports follow up of transport operations by

providing truck status (foreseen arrivals, delays,
faulty deliveries, temperature, etc.)

Warehouse – in Supports cargo reception and cross-docking
Warehouse – out Supports goods expeditions from warehouse
Shop Supports goods reception in shops
Producer Supports the producer’s goods expedition

5 Discussion and Lessons Learned

The user-centered approach and a selection of the resulting paper prototypes are
discussed below.

Fig. 4. The transport collaboration console concept
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5.1 The User-Centered Approach

A user-centered approach is often viewed as ‘something nice to do but too expensive’,
however, when keeping the end-user in the loop in an iterative approach, in the end one
can be certain that the artefact indeed suits the needs of the involved stakeholders [5].

As pointed out by [2], there is an asymmetry in the needs of the actors in the supply
chain, and it is not obvious that solutions that are beneficial to the wholesaler also will
be useful to the other actors in the supply chain. The user-centered approach ensures
that the perspectives and needs of the different actors are emphasised. Through close
cooperation with all involved stakeholders we also uncovered sub-optimal information
sharing practises, information that was not available at all and information that it was
inconvenient to get hold of.

5.2 The Route View Paper Prototype

The wholesaler and the transport service provider must have access to details on the
progress on all routes in one single view with indications on statuses and foreseen delays.
The route view is depicted in Fig. 5. The view provided to the transport service providers
will be limited to the routes they operate. For each truck it provides the registration
number, planned and actual departure from warehouse and a list of shops with planned,
expected and actual arrivals and deviation. It also provides the number of pallets on
board for each cargo category (dry, cold, frozen and fruit & vegetables (F&V)).

Fig. 5. Overview of routes

Truck should always be as full as possible (within the volume and weight limits
imposed) in order to use the resources in an optimal manner and to contribute to fewer
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vehicles on the road and reduced fuel consumption. To address such issues, the view
supports information exchange and decisions on space utilisation. The amount of return
load from each shop can be entered, and the total availability of empty space after the
visit to each shop is presented to support the planning of return load.

5.3 The Truck In/Out View Paper Prototypes

The wholesaler and the transport service provider must be able to follow the progress
of individual trucks. The information needed for incoming, intermediate and outgoing
trucks are more or less the same, so we are just showing one of the views in Fig. 6.

Fig. 6. Overview of outgoing trucks

The locations to be visited on the route are listed. This may be warehouses, shops,
producers and waypoints. For each location the planned, expected and actual arrival and
the actual departure are provided. If relevant, deviations are also included. The number
of pallets in cargo categories (dry, cold, frozen, F&V) is also provided as well as statuses
with respect to faulty deliveries and remaining pallets for each l.

5.4 The Warehouse In/Out View Paper Prototypes

The wholesaler needs an overview on incoming truck to each warehouse to be able to
plan and prioritize the reception of the cargo. Figure 7 provides a list of all incoming
trucks, the planned arrivals to the warehouse, the departure time and location (from),
the expected and actual arrival time and also the amount of cargo of different categories,
including cargo for cross-docking. By means of data from the central systems of the
wholesaler it is possible to identify trucks with goods that is to be transhipped within a
short timeframe and prioritize based on this information.
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Fig. 7. Overview of incoming trucks to warehouse

The wholesaler’s warehouse goods expedition needs an overview of the status with
respect to the picking and loading of pallets for outgoing trucks. Figure 8 provides such
an overview of trucks and planned and actual departures and deviations. The sequence
of the shops should match the desired loading sequence, and the field in which the cargo
for the different shops is placed is also provided. It is easy to follow the status of the
picking of goods in each goods category for each truck. In case of delays, decisions that
facilitate more efficient picking can be taken. The overview also facilitates that trucks
can be assigned gates according to the picking status, and the time the trucks spend by
the loading gates can be minimized.

Fig. 8. Overview of outgoing trucks from warehouse

5.5 The Shop View Paper Prototype

When working with the view for the shops we discovered that in some cases an infor‐
mation demand from one part of the supply chain can cause dissatisfaction in other parts.
In this case, the shop wanted to know the exact location of the truck which is going to
deliver the goods, though the drivers consider this a breach of privacy. The provision of
such information to the shop may also cause misinterpretations since the shop neither
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know the driving and traffic conditions nor the status with respect to the obliged resting
hours of the driver. Also a GPS location close to the shop might be misleading as the
shop does not know the delivery route, and the shop may not be the first stop on the
route. In order to cater for the needs of both parties, we agreed on a notification with the
expected arrival time 30-minute in advance, which is confirmed by the driver before it
is sent to the shop. This maintains the drivers’ privacy and the shop manager has suffi‐
cient time to prepare the reception area.

The shop’s view in Fig. 9 supports the coordination of deliveries between the trans‐
port service provider and the shop, and also the deliveries of extra goods pushed by the
wholesaler to the shop based on foreseen campaigns. In case of the latter, the shop may
accept or refuse the extra goods. The number of pallets to be provided within each goods
category will be presented to support the planning of the cargo reception, space alloca‐
tion, etc.

Fig. 9. Overview of incoming trucks to shop

5.6 The Producer View Paper Prototype

The producer’s view in Fig. 10 supports the coordination between the producer and the
transport service provider. One truck may pick up pallets linked to one or more orders.
For each truck the view will present the planned time slots for pick-ups and the associated
number of pallets. Planned pick-ups after the normal opening hours are highlighted since
they will require special preparations. 30 min ahead of the actual arrivals, the expected
arrival time will be announced.

The producer may request deviations from the suggested plan. They can indicate
when the goods can be ready for pickup and suggest changes in the number of pallets if
the requested quantum cannot be produces or if more goods can be provided. In case of
the latter, information on the free capacity in the trucks is used when the number of extra
pallets is suggested. The suggested changes must however be accepted by the transport
service provider.
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6 Conclusion

The asymmetric needs of the actors in the retail supply chain are a challenge when new
technology is to be introduced. The actor perspective and user-centered approach used
in the work described by this paper is one of the measures that have ensured that the
views of all actors involved have been considered. These views are defined in paper
prototypes. Due to the identified need for better collaboration and coordination support,
the paper prototypes show unified solutions that (1) provide easy and automated access
to the right information at the right time for all actors in the supply chain; (2) supports
easy detection of deviations; and (3) supports decisions that can improve efficiency and
deviation handling.

The involvement of the relevant actors in the user-centered design has provided
answers to our research questions. RQ1 and RQ2 are answered by the paper prototypes.
They define the information needs of the parties involved in the transport chain in order
to enable better handling of and adaption to deviations and with that information they
are enabled to take better informed decisions.

6.1 IT Solutions

The case study showed that the IT solutions required to enable the desired functionality
are partly in use or partly in the stage of being adopted. The data collection from GPS
sensors in transport means is crucial for situational awareness and detection. By
comparing positions with distribution plans and time schedules it is possible to detect
delays and to announce arrivals to shops and producers. Temperature sensors support
detection of deviations in cargo condition during transport and transshipments. Cargo

Fig. 10. Overview of pick-ups at producer’s location
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units labelled with RFID tags and RFID readers in warehouses, shops and transport
means arrange for automated and reliable tracking of cargo units and thus also detection
of deviations.

The internal IT system of the wholesaler is the nave in the coordination of cargo
handling processes, but currently the dedicated portals provided to transport service
providers, shops and produces do not include sufficient information on statuses and
deviations. The systems must be extended to support the views defined by the paper
prototypes. Events and deviations can be detected or predicted based data collection
from the sensors and RFID readers described above.

The views defined by the paper prototypes can be realised as extensions of the IT
systems of the wholesaler, but may also be independent applications, for example apps
running on mobile phones. Such applications must have open interfaces for information
exchange with suppliers and customers. The integration with the IT systems of the
wholesaler should also be implemented via these interfaces.

6.2 Decision Support

The current IT systems provide useful information and functionality, but there is a need
for expert users who know how to find and combine the relevant information elements
in order to establish an overview that supports decisions. Other users are to a large extent
informed by the expert users via manual communication (mainly phone). More easy
access to information and better decision support can make the expert user even more
efficient and also lower the pressure on these users by supporting other users.

The functionality defined by the paper prototypes supports situational awareness and
detection of deviations. The outgoing truck view will for example indicate foreseen
deviations to inform shops and to support decisions on how to handle the situation. The
view also arranges for coordination. The producer may for example indicate when prod‐
ucts are ready for pick-up and the quantity that will be ready.

Better situational awareness and information on deviation arrange for better self-
coordination. Shop managers and producers who are notified about the time for arrival
of the truck can schedule preparations and do resource allocations that are better adapted
other activities. The wholesaler warehouse can use information on foreseen arrival of
trucks when the use of resources is planned, and trucks with goods for cross docking
can be prioritized. The goods expedition can allocate gates to trucks according to picking
updated statuses.

6.3 Further Work

It remains to implement and test the functionality defined by the paper prototypes and
to evaluate the effects for the different actors in the retail supply chain. According to [2]
it is important that the wholesaler lowers the implementation barriers of other actors in
the supply chain since the wholesaler is the actor with the most power and also the actor
who probably will benefit most from better IT solutions. Hinkka states that this can be
done by alignment of roadmaps; by understanding the challenges of the other actors; by
taking the main responsibility for the implementation; by using the wholesaler’s
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negotiation power in discussions with system providers; and by purchasing equipment
for the other actors to get discounts. In the case addressed by this paper the wholesaler
controls most of the information as well at the systems that can control the information
flows in the supply chain. Thus, the wholesaler should take the leading role and imple‐
ment IT support for the functionality required by the other stakeholders. The paper
prototypes define the requirements for such an implementation.
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Abstract. Within our society, individuality, comfort and mobility play an impor‐
tant role for working, travelling and living environments. Especially with the
connectivity of a car to its environment, e.g. sensors, the communication to
another car, to infrastructure communication and provisioning of relevant infor‐
mation to driver, can be considered as valuable technology of the future. An inte‐
grated solution for a connected car can be used for a safe, intelligent and comfort‐
able mobility. Although there are significant results from research projects
concerning car-to-x, e.g. simTD, and other infotainment and entertainment projects
available, an integrated concept that covers general technical requirements, the
drivers’ needs and business aspects is hard to find on the market. Significant
requirements derived from technical and market insights are evaluated. These
findings reflect the introduction of an integrated architecture that covers car-to-x
communication, info- and entertainment and IT-security aspects.

Keywords: Car-to-x · Integrated architecture · Communication infrastructure ·
Technical requirements · Market insights

1 Current Situation and Motivation

Cars are considered as autonomous systems that have their own infrastructure. In many
cases driving assistant systems, relying on CAN bus, the navigation system, based on
GPS and TMC and infotainment systems with radio, music, TV or gaming options as
well as communication to mobile networks are still working independently. Looking at
a scenario from the users’ point of view, Fig. 1 shows a typical week day, assuming the
user relies on personal electro-mobility for travelling between home and work. Re-active
handling needs to be transferred into pro-active guidance for information providing to
the user´s needs.

The key device for information and communication remains the personal smartphone
of the driver, which is often low compatible with the car control and infotainment system.
Seamless smartphone integration can enhance the machine-to-driver interface (M2D)
in terms of comfort and driving pleasure.
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A recent study in Germany (Fig. 2a) pointed out that Internet access (100 %) is the
most significant feature of connection functions for purchasing a car. Compatibility with
smartphone (96 %) and online entertainment (93 %) becomes essential for more and
more people. Currently, driving assistance systems (88 %) and car-to-x communication
(84 %) are essential but seems not important as other functionalities. Respectively, with
the growing diffusion rate of these features in the near future, they will become very
relevant by purchasing a new car.

Fig. 2. (a) Car connection functions, market survey (n = 100) [11]; (b) Data security, market
survey (n = 1500) [12]

As soon as integrated systems are discussed, the key question “How secure are
personal data of using connected car services?” arises. The Generation Y (18–30 years)
considered to be the generation of digital natives and is much more familiar with personal
data provisioning to connected services. In contrast, the older generation (>30 years) is

Fig. 1. Information assisted week day scenario from users’ point of view
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more restrictive when providing personal data to Web services, see Fig. 2b. Conse‐
quently, data is important and should be considered for an integrated solution.

2 Integrated Solution for Car-to-X Communication

The term “Car-to-X” covers a wide spectrum of interaction targets (Fig. 3), where the
car serves the role of central intelligence. Probably, the car-to-car aspect covers the most
interesting area, as multiple cars form a Mobile Ad-hoc Network (MANET). As most
modern cars carrying their own SIM card, the master-slave-relation between the car
communication system and user smart phone needs so be resolved smoothly.

Fig. 3. Car-to-X source and target systems

On the other hand, a car-to-car MANET can be deployed as a multi-sensor meshed
network, offering completely new features regarding traffic control strategies, energy
savings and autonomous driving. In general, it can be distinguished between machine
to machine (M2M) and machine to driver (M2D) relationships. Whereas the M2M (e.g.
car-to-car) interface is examined in many projects, M2D (e.g. car-to-driver and car-to-
entertainment) will become much more important [1–3].

3 Requirements Derived from Market Insights

For an integrated solution, market insights and technology drive should be considered
for the development. A recent study in Germany showed the following trends seen from
market (see Fig. 4(a)):

• Better enrichment of navigation information with real time information
• Fast transmission of information in case of an accident
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• Improvement of a better traffic flow
• Autonomous driving functions in special traffic situations, e.g. rush hour
• Crosslinking with cloud and to social networks are still not in the in-car-focus

Market studies take especially care of the potential revenues worldwide, reachable
by Internet functions resulting of both, machine to driver (M2D) and machine to machine
(M2M) interaction. A factor of three in total for revenue growth is seen for the next five
years (Fig. 4(b)). Especially safe driving, autonomous driving and entertainment func‐
tions are estimated to have the highest market potential.

4 Requirements Derived from Technical Aspects

The technical aspects can be bundled into several groups, according to the variety of the
x value (see Fig. 5). Having an extension of established car bus systems in mind, security

Fig. 4. (a) Necessary functions, market survey (n = 1000) [10]; (b) Market potential of connected
car functions till 2021 [9]
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and persistence layers, as known from airplanes, need to be added as well as wireless
communication features with QoS to be improved.

Fig. 6. Revised basic architecture for car-to-x

Fig. 5. General technical requirements for an integrated solution

Potentials and Requirements of an Integrated Solution 215



5 Architectural Concept

Bringing the market and technology aspects together, a car-to-x architecture can be
designed, extending the simTD testbed [1, 8, 14] and improving the car CAN bus (Fig. 6).
Stored data needs to be classified according the privacy level.
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Abstract. The current living standard of industrial nations causes increasing
CO2 emissions, particulate matter, and noise pollution. An essential amount of
these environmental issues is induced by stop-and-go traffic within cities which
is seriously characterized by short-distance freight transport trips with inner-city
and suburban distances. The project Smart City Logistik (SCL) strives for a prac‐
tical and short-term solution to this problem by ICT-Systems for electric vehicles
(EVs). But planning, monitoring and analyzing for urban area logistics can
become complicated and challenging to use. Evaluating them within acceptance
tests requires a lot of experiments as well as a lot of equipment. The following
approach within the SCL project, funded by the German Federal Ministry for
Economic Affairs and Energy (BMWi), tries to use the ICT-system as it is and
connects that system through a dynamically and procedurally generated simula‐
tion environment, based on real terrain and community data.

Keywords: Smart city logistic · Electric vehicle · Community study · Simulation

1 Introduction

Fully electrically powered vehicles help to get urban areas clean, silent and more attrac‐
tive. The launch of the German national development plan for electro mobility [1] has
spawned some activities and projects, ranging from research to industrial development,
and sporting goals with short-term as well as long-term lifelines. In most cases the
obvious shortcomings of currently available, fully electric vehicles (EVs) are addressed
and tackled with a particular mix of various technologies. Unfortunately, the launch of
EVs in Germany is challenging. Only 18.948 EVs were moving on German roads at the
beginning of 2015 [2]. Concerning the plan of the German government about getting
one million EVs at the end of 2020, a lot more of them have to be placed on our roads.
Thus, the German BMWi funds multiple projects within the research program “Infor‐
mation and Communication Technologies for Electric Mobility II (ICT II)”. This
program is focusing on research about information and communication technology
(ICT)-system architectures for EVs (Smart Car), EV integration in energy supply infra‐
structure (Smart Grid) and intelligent traffic infrastructure (Smart Traffic). One great
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enabler within this domain could be the commercial usage of EVs in modern cities
(Smart City). More than 60 % of newly registered vehicles in Germany belong to purely
commercial used fleets in 2014 [3].

The Smart City Logistik (SCL) project [4] targets the application domain of inner
city merchandise traffic. The concept is to unload cargo from heavy trucks on the cities
perimeter and to run the last miles with small and medium sized EVs. In most cases the
logistics partners also utilize storage facilities outside the city to provide additional
buffer capabilities and to decouple long-range from short-range traffic in this way. The
challenge is to support mixed fleets with EVs. This can be done with an ICT-system that
provides interfaces to existing logistic systems, an intelligent route planning system with
dynamic range prediction and supporting capabilities for dispatchers and drivers with
real-time feedback, optimizing the driving style and providing alternatives for successful
ends of planned tours.

Field tests and acceptance studies, as used in SCL, can be found in many other
projects related to EVs. For example sMobility, a project about a cloud-based system-
and service platform to combine street, EVs and grid operators, wants to evaluate their
system within an acceptance test by using 200 EVs [5]. Unfortunately, just 76 vehicles
were available. Another one, eTelematik, a project about a solution for municipality
using a special prototype of Multicar as an EV with different extensions like a road
sweeper or a snow plough, has to evaluate the ICT-system in combination with their
newly developed telematics unit [6]. iZEUS, a project about complex standards for
managed charging using decentral storage in EVs with an energetic recovery system for
B2B car fleets, evaluates their system with 90 private and 30 business customers in
combination with their provided 600 charging points [7]. Lastly, EWald, a collaborative
research project with new developed and intelligent charging devices and communica‐
tion concepts for EVs, evaluates their solutions within 7,000 km of rural area by using
230 EVs [8]. Each of them has one in common: testing the system solution requires a
lot of experiments, mostly a lot more than available.

Thinking about ICT-system evaluation and the required amount of experiments, the
question about how to support these studies with much more practicable approaches
rises. How could these approaches reach more experiments without punishing the
budget? The presented solution tries to support a community-based evaluation process
(CBEP) by using a simulator, with highly procedurally generated landscapes based on
real map data, which can be used in combination with the finally available SCL ICT-
system, without modifying them.

2 CBEP Simulator

CBEP is a cabin based on a former multi-purpose vehicle Multicar, which is famous in
city and pedestrian areas. The cabin is fully featured with all equipment for the everyday
work in courier, express and parcel area but is not able to move. The cabin contains a
simulation environment and a SCL ICT-system in which a driver can process several
orders. So in the background the SCL system is working. In the foreground the driver
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interacts only with a driver assistant client (DAC) by driving in a simulated city
generated from true roads with real-time position data.

Figure 1 presents the cabin schema. In front of the driver, a huge flat screen is the
new virtual glass windshield. Besides the steering wheel, there are two additional small
screens which form the cockpit. The cockpit touch screen allows switching cabin equip‐
ment like radio, air condition, lights et cetera on or off. On the second screen, a navigation
system and the cabin state like velocity is accessible. The DAC is placed on top of the
cockpit.

Fig. 1. CBEP cabin schema

Entering the cabin the considered test drive is an express order from a suburb to the
city center delivering ice cream. Time for the order is around 5 min. In the beginning,
there is an area to be familiar with the EV. All the time a virtual assistant driver is helping
per voice. In the test drive, there is an average working day and no rush hour. On midway,
the weather pattern is changing. At the end of the trip, the driver gets a report how to
improve the next tour.

3 CBEP Data

Two cabin simulators were in parallel running around 6 months in European exhibitions.
Test driver ages range from young to old. But all data sets have no personal items. Every
500 ms CBEP simulator’s data logger writes a record of position, energy consumption
and four additional parameters. Overall there are 10,822 trips with about 500 trip
segments. So the entire data set contains 5,338,084 segments. Processing the data set all
segments with velocity zero are removed, and trip segment’s energy consumption is
normalized by distance. So the distance parameter could be eliminated in the range
estimation model. Therefore, it is necessary to remove all items with a distance less than
0.001. Otherwise, energy consumption scores absurd high. As a result, 5,097,588
segments remain. The next data processing step is to eliminate high performance shifts
in negative acceleration and energy consumption. Such shifts are produced by high

ICT-Systems for Electric Vehicles 219



velocity crashes hitting a snag. This step is done by boxplot. That means for energy
consumption items 89.4 % are inside the interval [–19, 3, 32, 1] and for acceleration
items 90.1 % are inside the interval [–4, 5, 6, 9]. Thereby 564,198 segments are inap‐
plicable, and a data set of 4,533,390 items remains. Now the adjusted data set is analyzed
for parameter loading and range estimation model parameter mix dependency. There‐
fore, 200 trips are selected randomly. The trip segments range between 113 and 645. So
on average a trip has 450 segments (overall trip average 420 segments). For the analysis,
a Leave-One-Out cross validation with k = n = 200 was applied. Altogether, ten runs
are processed split into two test series (3 and 17 intervals). Each run-series starts with
all parameter for learn and test stage. Remaining runs are done by one parameter missing.
Table 1 presents the parameter loading results.

Table 2. Relative error on average in percentage

Tour Segments Relative error on average
All param. w/o acc. w/o ac w/o ac + velocity

10 4,586 9.08 29.31 19.28 27.44
20 7,970 8.42 26.52 18.83 25.32
50 19,657 7.56 26.92 18.56 25.04
100 42,087 7.87 26.86 16.40 24.47
200 81,443 7.49 26.27 15.80 23.97
500 205,909 7.66 26.92 15.22 24.01
1,000 418,344 7.52 26.61 15.26 24.07
2,000 830,729 7.63 26.95 15.35 24.17
5,000 2,086,953 7.51 26.40 15.26 23.99

That gets the following order of importance: (1) acceleration, (2) air conditioning, (3)
velocity and (4) weather. For both runs, a missing weather parameter is not significant for
epsilon and maximum relative error. In contrast, the remaining parameter (1)–(3) have a
strong influence on the overall result. Hence, the weather parameter could be unattended
for a better calculation performance. That is crucial for the second test series which
provides good results. Unfortunately, the learning process takes 65 % longer than the first
test series. So it is to deliberate about whether the increased computing time is worth it.
Therefore, the quantity of the learning data set is crucial. To study the variation 10, 20, 50,
100,.., 5000 trips were selected randomly for learning data sets. Thereby, it should be noted
that a data set is a trip mix. In a data set of 20 items, there are 10 trips from the previous
set and 10 additional trips (for 50 items 20 previous and 30 additional trips and so on).
Furthermore, there is no overlapping between learning and test data sets. So starting the
test runs the model has to be constructed by a learning data set. Then the relative error was
detected for each test run. Table 2 presents the relative error on average.

Table 1. Relative error in parameter loading in percentage

Parameter All acc. ac Velocity Weather
3 intervals 10.3 25.4 17.4 11.9 10.4
17 intervals 6.4 25.4 15.8 12.4 6.4
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As a result, the range estimation model converges quickly even for small data sets.
For the proposed test drive the relative error with all parameters remains around 7.5 %.
Additional data sets only have a minor improvement for better quality. Without the loss
of generality, the range estimation model enters the target corridor with 200 trips for
any parameter combination. Furthermore, the range estimation model provides a reliable
prediction of a learning data set of 200 trips. Figure 2 presents the energy consumption
forecast during a drive based on a learning data set of 200 items. For eight tours with
different routes, the figure shows the off between the prediction and the real energy
consumption per trip segment. So for the whole trip the real energy tightly follows the
predictive consumption (2(a)). But at tour starting prediction for single trip segments is
really off (2(b)) which is not significant because at the starting point there only is minor
total consumption. After a high fluctuation phase, the relative error converges straight
to minor values.

(a) (b)

Fig. 2. Prediction vs real energy consumption

4 Conclusions

The SCL project has implemented and installed the system. Measure the correctness of
system as well as the range prediction model was demonstrated by this community-based
simulation environment and embedded consumptions behaves. Tests within the CBEP
cabin produces data as required and can be modified to match any logistic scenario. The
realistic visualization and handling within this cabin helps participants navigate those
scenarios and proceed as normal. Those tests don’t compensate the real test beds but
simulated environment help to integrate a larger amount of participants than the test bed
could yield. Furthermore data and results generated by simulation in statistic significant
manner with real subjects were very helpful to find a way to deal with the challenges
for improving the whole ICT-system. As a result the simulated system acts in similar
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way to the real system along with the behavior and correlated errors but the setting is
much cheaper to reach statistic relevant results.
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