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Abstract. Traffic control is one of the biggest problems faced by the
surveillance department in every country. Manual surveillance supported
by well-defined rules and effective equipment is a common solution to
this problem. But, often traffic personnel fail to isolate and recognize the
number plate and hence to penalize the owner of the vehicle who violated
the traffic rules due to the speeding vehicle and mounting of number
plates at arbitrary parts of the vehicle. Hence, his inability renders the
traffic surveillance a challenging research area. The automatic vehicle
number plate recognition system provides one of the solutions to this
problem but constrained by various limitations. The most challenging
aspect is to detect the number plates itself present in an image. The
presence of multiple vehicle number plates and cluttered background
makes our work different from earlier approaches. A single step process
may not be able to detect all the number plates in an image, hence
we propose Hierarchical Filtering (HF) approach which employs several
transformation functions on the input image. The proposed HF models
the characteristics of vehicle number plates and label them by fitting
the Logistic Regression model. The proposed method is able to detect
all the number plates present in an image but at the expense of some
non-number plate regions in the form of a minimum bounding rectangle.
The proposed model is tested on a wide range of inputs, and the results
are profiled in terms of precision and recall measures.

1 Introduction

Population growth, the rise in living standard, an increase in the number of cars
in a family, the cheaper rate of investment or loans on cars, etc., increases the
number of vehicles and its users. Thus, managing traffic and tracking of vehicles
is a troublesome task and utmost important to deal with. The image-processing
technique is used to identify vehicles by their vehicle number plate. Number plate
detection is considered as the most crucial stage in the number plate recognition
system. For detecting different shapes under cluttered background [1], the black
and white image is considered. There are many algorithms for detecting num-
ber plates, such as edge detection [2], corner detection, template matching [3],
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histogram analysis, morphological operations, threshold based techniques [4],
wavelet transformation method [5], coarse-to-fine strategy [6] and color based
approaches [5]. But, all these approaches are constrained by various factors.
This paper proposes a method of detecting multiple number plates from clut-
tered scenes in various environmental conditions.

Automatic Vehicle Identification (AVI) system has a camera monitoring the
roads and captures video. The study confines to segmentation process, region
discovery, and region labeling in a hierarchical manner. Since the objective of this
study is to detect multiple vehicle number plate from an image having cluttered
background so, the domain knowledge pertains to vehicle number plate and its
characteristics which are provided in Sect.2. The captured frames i.e. image is
subjected to image analysis for identifying particular rectangles which represent
the number plate. The process of hierarchical filtering of rectangles is discussed
in Sect. 3. Identified rectangles are then labeled using Logistic Regression (LR)
modeling. This LR classifier is built based on a training & testing set which is
discussed in Sect. 4. Section 5 discusses the results of experimentation on several
images in traffic prone area. Observations are provided in Sect.6, and it also
concludes the study.

2 Vehicle Number Plate Characteristics

There are two types of standard vehicle number plates available, as shown in
Fig.1(a), (b), (c) and (d). The format of the standard number plate is described
in Fig. 2.
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(a) Single Line Black Background (b)Single Line Yellow Background

(¢) Double Line Black Background (d) Double Line Yellow Background

Fig. 1. Types of number plates (Color figure online)
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Fig. 2. Standard vehicle plate format
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Country Code

State Code

District code

Type of Vehicle (Two wheeler, four wheeler, commercial etc.)
Actual Registration Number

FLi o=

According to Central Motor Vehicle rules, 1989, and Central Motor Vehicles
(Amendment) Rules, 1993, various standards for size of number plate are as listed
below-

— For two and three wheelers: Front: 285 x 45 mm, Rear: 200 x 100 mm.

— For light motor vehicles/passenger car: 340 x 200 mm or 500 x 120 mm.

— For  medium/heavy  commercial vehicles and trailer/combination:
340 x 200 mm

For agricultural tractors: Front: 285 x 45 mm, Rear: 200 x 100 mm.

The size of letters and numerals of the number plate have also been standard-
ized. The dimension of letters and figures of the registration mark and the space
between different letters and numerals and edges of the plain surface shall not
be less than indicated dimensions as shown in Table1 (Substituted by G.S.R.
338(E), dated 26-3-1993 (w.e.f. 26-3-1993)):

Table 1. Size of letters and numerals for the standard number plate

S.No Letters \ numerals Height | Thickness | Space between
Class of vehicles (mm) | (mm) (mm)

1 All motor cycles and three | Rear-letters 35 7 5
wheeled invalid carriages

2 All motor cycles and three | Rear-numerals 40 7 5
wheeled invalid carriages

3 Motor cycles with engine | Front letters & numerals | 15 2.5 2.5
capacity less then 70cc

4 Other motor cycles Front letters & numerals | 30

5 Three wheeler of engine | Rear & front letters 35
capacity not exceeding | & numerals
500cc

6 Three wheeler of engine | Rear & front letters 40 7 5
capacity exceeding 500cc | & numerals

7 All other motor vehicles | Rear & front letters 65 10 10

& numerals

Several variations such as environmental effects, illumination change, blur-

ring, and reflection, make single feature unable to detect multiple number plate
in an image. We can get high success rate for number plate detection by con-
sidering multiple characteristic features of the number plate. These features of
number plate can be given as:
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Aspect ratio, i.e. width to height ratio which is ranges from [1, 3.5].

Black to white pixel density and black to yellow pixel density.

Location of a number plate should not be more than 1 m above the ground.
Area of standard vehicle number plate.

Number of connected objects in a number plate.

Fr o=

3 Image Analysis and Filtering

The suggested method is a hierarchical solution containing three main stages,
(1) extraction of the possible region of interest i.e. number plate by various
filtering techniques, (2) collection of statistical information of extracted compo-
nents, and (3) fitting of the logistic regression model for labeling of extracting
candidate components. The proposed technique can also detect multiple number
plates with different orientations and sizes (front and rear), present in an image.
Figure 3 shows the proposed architecture of hierarchical filtering approach.

Connected Filtering of Rectangles

InputRGB | | Conversion into Minimum Bounding Based on Black to White
Image BW Image ] Ccmpon'ent [ Rectangle Process ] Pixel Density & Aspect

Analysis !
Ratio
Extracted Logistic Conversion of Filtering of Filtering of Rectangles
Multiple Number[€—| Regression [€—| Rectanglesinto [€—|Rectangles Based on[$—| Based on Number of
Plates Labelling Grayscale Images Area Connected Objects

Fig. 3. Proposed architecture

3.1 Filtering Based on Characteristic Properties of a Vehicle
Number Plate

The proposed method used characteristic features of a vehicle number plate,
as discussed in Sect. 2 for detecting multiple vehicle number plate in an image.
We performed filtering based on different characteristics of a number plate such
as black to white pixel density, aspect ratio, the number of connected objects
and area.

Initially, Connected Component Analysis (CCA) is performed on input
images. CCA is a flood fill algorithm to label all the pixels of the image into
connected components. Then Minimum Bounding Rectangle (MBR) is applied
on each connected component of the image. This process is able to form rectan-
gles on each connected components which further can be filtered, based on the
presence of number plate or non-number plate. The output of an input image
after performing CCA and applying MBR is shown in Fig. 4.
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(a) Input RGB Image (b)Converted BW Image (C)Processed MBR Image

Fig. 4. Input image (Color figure online)

Filtering techniques are applied after getting MBRs. The process is described
below:

Filtering Based on Black to White Pixel Density and Aspect Ratio.
The range is given for applying filtering based on black to white pixel density
(bw_den), and aspect ratio (asp_ratio) is bw_den >= 0.25 and asp_ratio is [1,
3.5]. The minimum rectangles are stored in variable min_rect. N’ is the size of
the total number of input images. The algorithm for applying filtering based on
black to white pixel density and aspect ratio [7] is given by Algorithm 1.

Algorithm 1. Algorithm for Applying Filtering Based on Black to White
Pixel Density & Aspect Ratio

Require: Input RGB Image I
Ensure: Extracted rectangles P
fori=1:N do
Convert I into BW image
Do CCA
For each component, apply MBR

if bw_density(min_rect) >= 0.25 &&1 <= asp_ratio <= 3.5 then
P=Extract min_rect

else
delete min_rect
end

end

Further filtering is required as some charts or stickers containing alphabets,
adhere on vehicles or signboards, in the images that taken at traffic signals makes
the above range of values fit for them. So, some non-number plate rectangles are
still present in extracted rectangles from filtering. We put number of connected
objects in extracted rectangle from the previous filtering, as our next filter.

Filtering Based on Number of Connected Objects. Since every number
plate possess a format given in Fig. 2. By this format, every number plate should
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have ten connected components as they have total ten alphanumeric characters.
The algorithm for applying this filtering technique is as follows:

Algorithm 2. Algorithm for Applying Filtering Based on Number of Con-
nected Objects

Require: P (Extracted rectangles from Algorithm 1), P=1,2,3,...m
Ensure: Extracted Rectangles R
fori=1:Pdo
Convert P into BW image
Do CCA
if 6 <= Num_objects(P) <= 25 then
R=Extract min_rect
else
delete min_rect
end

end

But this number varies due to various reasons such as: (1) blurring, (2)
varying distance of the image from a camera, (3) more than one character can
be taken as a single component when the distance between vehicle and camera
increases, (4) auxiliary characters are written on the number plate and, (5)
orientation of number plate. Still, some extracted rectangles containing non-
number plate lies within this range. So further analysis is required.

Filtering Based on Area. Further, the extracted rectangles from Algorithm 2
are filtered by area of number plate, as standard number plate has prede-
fined area as discussed above. Area based filtering technique is described by
Algorithm 3.

Algorithm 3. Algorithm for Applying Filtering Based on Area

Require: R (Extracted rectangles from Algorithm 2), R=1,2,3,...1
Ensure: Extracted Rectangles S
fori=1: R do
Convert R into BW image

if 600 <= Area(R) <= 10000 then
S=Extract min_rect

else
delete min_rect

end

end

This filter drastically reduces the number of extracted rectangles containing
the non-number plates. After using this filter, some non-number plate rectangles
remain that fit into the given range of area due to different orientations, noise, the
variation of the distance between vehicle number plate and camera, and blurring
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in the image. For further refining our search result of detecting vehicle plate, LR
based predictor is used. This LR model predicts the candidate regions from the
extracted rectangular components that remain after above filtering techniques.

4 LR Modeling

LR is one of the popular statistical regression models and is often used as super-
vised Machine Learning approach for classification. Mathematically, LR can be
given by Eq. 1: .

EY 1 X) 1+ exp(—G(X)) (1)
where Y is the dichotomous dependent variable and X is a vector of independent
variables. We are given training data of size N, [X;Y;] for i=1, 2, 3, ... N. Y/s
will be 0 or 1 while X/s are p-dimensional real vector.

One can build the model by considering different structures for G(X). The
following are the two instances of G(X) by considering p =3, which is known as
linear and quadratic and are given by Eqgs. 2 and 3 respectively.

G(X) =a+biz1 + biz1 + baxa + b33 (2)

G(X) =a+biz1 + baxa + nggcle + chS + c;;x% + cax1T2 + C5T123 + CT2T3 (3)

Here a, b and c are the parameter of G(X). The values of parameter a and
bis in the case of linear and a, bs and ¢s in case of quadratic are estimated
using the training dataset.

4.1 Dataset Creation

A training dataset is created for providing training to LR model, and then testing
dataset is created for labeling of extracted rectangles into a number plate or a
non-number plate. We collected statistical properties of extracted rectangles that
include mean, standard deviation and mixed proportions.

Calculation of Mixed Proportions, Mean and Standard Deviation. All
input images, each of size (mxn) are compiled as input data and is used to train
Expectation Maximization (EM) algorithm [8]. It is an unsupervised learning
approach and of maximal likelihood nature, whereas LR is supervised learning
and uses the least square method. It is applied to grayscale images. There are
two steps in EM algorithm i.e. Estimation step and Maximising Likelihood step.
These steps are performed iteratively for finding values of statistical properties.
EM algorithm use empirical distribution of the histogram of an image (number
of peaks in image’s histogram) for deciding the number of iteration of EM algo-
rithm. Here mean and sigma is distribution parameter and mixed proportions
are the mixed parameter and represented by mu, sigma, and alpha respectively.
After knowing the value of mixed proportions, we can analyze following property
of an image:
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1. with alpha factor = 0.5; the image is mixed equally in foreground and back-
ground pixels.

2. with alpha factor < 0.5; the background pixels are contributing more to the
image.

3. with factor > 0.5; the foreground pixels are contributing more to the image.

Statistical parameter values of standard number plate, as shown in Fig.5 are,
mixed proportions is 0.5952, mean = 217, and standard deviation = 98.1688.

KA 19P 8488 *KA 19P 8488

(a) RGB Color Image (b) GrayScale Image

Fig. 5. Standard number plate (“Image Source: http://www.plateshack.com/y2k/
India/indiapl8.jpg)” (Color figure online)

The steps taken for creating training and testing dataset are given by
Algorithms 4 and 5, and generated sample datasets are given in Tables2 and 3
respectively, where D_mu, D_alpha, and D_sigma are euclidean distance between
standard number plate statistical properties values and the extracted rectangles
statistical properties values.

Algorithm 4. Steps for Training Dataset Creation

Require: Extracted Rectangles S, where S=1,2,.....g
Ensure: Training Dataset.
for:=1:5do
Calculate mu, alpha, sigma;
D_mu=std_-mu - mu;
D_alpha=std_alpha - alpha;
D_sigma=std_sigma - sigma;
if FEx_rect == Num_plate then
Set Flag=1;
else
Set Flag=0;
end
end

Fitting of LR Model. After creating the training and testing dataset, we fit
LR model on the extracted set of rectangles from area filtering. This model label
the rectangles into number plate or non number plate based on the training set
provided to it. The result of the labeled rectangles after fitting logistic regression
model on provided training set is shown in Table4.


http://www.plateshack.com/y2k/India/indiapl8.jpg
http://www.plateshack.com/y2k/India/indiapl8.jpg
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Table 2. Sample training dataset of extracted rectangles

D_ alpha

D_MU

D_ sigma

FLAG |Extracted Rectangle

0.7965012705

7744

357555.013428493| 0

0.8053971877

3136

94476.2525981768| 1

el U

=N

0.8053249689

3844

330665.613725272| 0

0.7955967311

4489

1204.5077071723 0

L

T
-
3 . o
§ .
f |

-

0.8159570339| 9409 | 322540.9387098 0
0.7771706676| 3844 | 59.9804198516 1
0.7888001965| 400 (211834.530954226| 1
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Algorithm 5. Steps for Testing Dataset Creation

Require: Extracted Rectangles S for labelling, where S=1,2,....h
Ensure: Testing Dataset

fori=1:5do

Calculate mu, alpha, sigma;

D_mu=std_mu

- mu;

D_alpha=std_alpha - alpha;
D_sigma=std_sigma - sigma;

end

Table 3. Sample testing dataset of extracted rectangles

D_alpha

D_mu

D_sigma

0.8053249689

3844

330665.613725272

0.885320435

2601

5436160.96920542

0.7771706676

3844

59.9804198516

0.7955967311

4489

1204.5077071723

0.7987699866

3844

1223.5068472127

0.7911521241

1764

163602.492412574
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Table 4. Results of labeling using logistic regression model

D_alpha D_mu | D_sigma Flag | Expected Flag
0.8053249689 | 3844 | 330665.613725272 | 1
0.885320435 | 2601 | 5436160.96920542 | 0
0.7771706676 | 3844 | 59.9804198516 1
0.7955967311 | 4489 | 1204.5077071723 |0

0

1

0.7987699866 | 3844 | 1223.5068472127
0.7911521241 | 1764 | 163602.492412574

— o= lrkR|lo|~

The overall algorithm for the proposed approach can be given by Algorithm 6.
The experimental results after applying this algorithm are shown in next section.

Algorithm 6. Algorithm for Proposed Method
Require: Input RGB Image I, I=1,2,3...N
Ensure: Extracted Rectangles

fort:=1:N do
Convert i into BW image
Do CCA
DO MBR for each connected component
Apply Algorithm 1
Apply Algorithm 2
Apply Algorithm 3
Apply Algorithm 4
Apply Algorithm 5
Fit LR Model

end

5 Experimental Result and Analysis

Several images were taken from immediate traffic area and were analyzed thor-
oughly. The proposed method is applied on 50 images and found that all the
number plates present in the images with cluttered background are detected in
the extracted rectangles with the expense of few non-number plates which later
can be identified by doing the structural analysis on images. Figure 6 presents the
process flow of hierarchical learning approach and a sample of resulting images
at every stage. Figure 6, shows that proposed method is able to detect all the
three number plates, which are present in the given input image with some non-
number plate regions.
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Fig. 6. Results of hierarchical filtering (Color figure online)

6 Observations and Conclusions

The proposed approach follows hierarchical method to solve the problem of
detection of multiple number plates as single process may not be able to achieve
this purpose.

One should pay particular attention while creating training dataset for mod-
eling of logistic regression. Training dataset should be a good representative set
so that it can properly label the testing dataset.

The experimental results show that our approach has a significant effect in
application. So, no matter how the environment change, all the vehicle number
plates present in an image are always detected. The calculated average precision
of the proposed method for 50 input images is 36.5 % and the average recall is
100 %. The reason of moderate precision in some cases can be broadly classified
into three major categories.
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— The distance of camera and moving vehicle is more so that taken image is not
clear enough.

— Fast moving vehicles.

— Multiple sizes & shape of number plate within one image.
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