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Abstract. In this paper, we investigate the knowledge acquisition and
the learning ability of an agent in a three-dimensional (3D) environment
using data mining techniques. We apply three data mining techniques:
näıve Bayes, decision tree and apriori; to a human-controlled navigation
and then investigate the characteristic of knowledge discovered from each
of these techniques. The results shows that the agent is able to learn to
navigate automatically in the environment but with different outcomes
and limitations.
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Näıve bayes

1 Introduction

Our work is motivated by the goal of building a machine capable of learning to
automatically navigate in an unknown environment. A self-navigating machine,
can be useful, especially in a hazardous situation for example. This paper inves-
tigates the knowledge acquisition and learning abilities of a goal-directed agent
using data mining techniques. We model an agent that is able to automatically
navigate its way in a 3D environment using knowledge discovered by mining
human-controlled navigation dataset.

Initially, humans are responsible in teaching the agent on how to navigate
through the environment by controlling and selecting the best action for the
agent in respect to the state of the environment. The players actions that navi-
gates the agent to the goal are recorded over 4090 runs. This forms a substantial
dataset that we apply data mining (DM) techniques (näıve Bayes [1], decision
tree [2], apriori [3]) and examine emerging patterns which will formulate the
knowledge for the agent. This paper investigates (i) whether the agent can nav-
igate in a new environment using knowledge learned from the human-controlled
navigation dataset, and (ii) the nature of the agents performance based on these
three knowledge discovery techniques.

The rest of the paper is organized as follows. In Sect. 2, we present the related
works. Section 3 defines and formulates the problem and provides an overview
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of the environment and agent. Section 4 outlines the experimental design. Our
experimental results and discussions are reported in Sect. 5. Finally, we conclude
our findings and propose our future work in Sect. 6.

2 Related Works

A self-navigated agent must be able to learn from their experiences; how to
avoid obstacles and to find the optimal path to its destination. Many intelligent
computing techniques have been investigated e.g., reinforcement learning [4],
Dempster-Shafers theory of evidence [5], fuzzy logic rules [5], etc.

There are many types of techniques and approaches involved in machine
learning that have been studied by researchers in the field of Artificial Intel-
ligence (AI). Inclusively, many of these works have shown that knowledge can
be learned from observed data. A previous work used history replays of Real-
Time Strategy (RTS) games as the dataset to learn the gamers behavior [6]. In
addition to learning behavior, Derezynski et al. [7] identified future actions as
well as simulate their possible future actions and/or identified novel strategies
based on the dataset obtained from logs of past games. The study [8] that built
a probabilistic model that uses the historic behavior of gamers in a commercial
social videogame as their dataset and provides a real-time estimation of next
action expected. Although these works offer useful information to the research
fields, few others modeled this knowledge into an automated agent capable of
proficiency gaming. Such study is made by Weber et al. [9] where he developed
an autonomous agent using a Goal-Driven Autonomy (GDA) model that can
learn to perform tasks based on the demonstration in a RTS game. Similarly,
Gemine et al. [10] used set of recorded games and applied supervised learning to
teach an agent to learn building-production strategies. More recently, the appli-
cation of Artificial Neural Network (ANN) in learning to play a Tetris game is
investigated [11]. The ANN is also exploited in [12] to create an autonomous and
adaptive first person shooter agent that uses reinforcement learning based on an
observed environment.

One method of extracting knowledge is DM [13]. Knowledge can be described
as a relationship between stimuli and response, e.g., a proposition describing
antecedent and consequence. Many data mining techniques can find patterns in
this shape. For example, a study is made where the state of filled and unfilled
Tetris board was used as the condition to decide the actions of where to place
the next tetromino in a Tetris gameplay [14]. Through several gameplays, and
once enough data is collected, apriori algorithm is applied to mine stimuli and
response patterns. While this technique has been shown to work extremely well
in applications, the resulting predicted outcome relies entirely on the knowledge
discovered based on previous selected actions performed which in turn yields
a single outcome. The resulting outcome in [6,7], however, uses probabilistic
models which varies based on the possibility of occurrences and provides a variety
of selections which in turn might give a better performance to the application.
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In this work, we consider the agent to learn to navigate based on
knowledge and probabilistic approaches and to investigate the differences of these
approaches in a new environment.

3 Problem Formulation

In this section, we discuss the components used to formulate the problem
described. The environment used in this study is formulated first. This is followed
by an explanation of the agent used to navigate the environment.

3.1 3D Virtual Environment

The environment setup for this experiment is a real world human setting modeled
in a 3D virtual world representation using a Unity3D application. The environ-
ment is a virtual 3D space, populated with m game objects Om. An object may
be an agent A, a goal G, or obstacle such as wall W. The agent would navigate
its way to the goal while avoiding obstacles. For every state, the agent is able
to perform k actions, which in this case is a movement of one unit in any of the
eight directions (N, NE, E, SE, S, SW, W, NW ) in the environment but cannot
pass through obstacles. The game ends when the agent reaches the goal.

3.2 Agent

The agent is modeled similarly to a human, that can perceive its environment
through sensors and react accordingly through actions [15]. In this experiment,
the agent is assumed to be able to: (i) analyse the environment through percep-
tors; (ii) acquire knowledge through learning (iii) perform actions based on the
agent’s knowledge.

4 Experimental Design

Two experiments will be carried out for this study as outlined in the systems
architecture (see Fig. 1). In the first experiment, we (human) manually choose
the actions and control the agent based on the current state of the environment.
During this experiment, data is being collected for analysis. The collected data
is analysed using DM techniques to obtain the knowledge for the agent. The

Fig. 1. Learning to navigate in a 3D environment system architecture
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Fig. 2. (a) The outline of the environment: An environment, an agent, a goal and
obstacles (exterior and interior walls); (b) Recording the environment as a data, taken
from the agents north direction. The data reads: 2W, 1W, 1W, 2W, 1W, 1W, 1W, 2W;

result based on the first experiment should provide the basic knowledge for
the agent. In the second experiment, the agent applies the knowledge learned
through interacting with the environment. Figure 2(a) shows the outline of the
environment (top view). The area of the environment is a 3D space with a size
of 10× 10× 2. For every new gameplay, the exterior 20 walls are positioned
stationery to form a squared-shaped room with five walls each side. One goal,
one agent and 15 interior walls are randomly positioned in the environment are
randomly positioned within the squared room. If a goal is reached, the position
of the walls remains and while the agent and the goal is relocated randomly.
This state can be repeated number of times until the player decides to end or
play a new game. This parameter setup is shown in Table 1.

Table 1. Parameter settings for the experiment

Parameter settings Values Remarks

Grid size 10× 10× 2 Default Unity3D unit

Number of agent, A 1

Number of goal, G 1

Number of walls, W 35 20 Walls surrounding the environment 15
randomly generated walls

Number of actions, k 8 Each action is a movement to one of the eight
directions (N, NE, E, SE, S, SW, W, NW)

Below are summary of the process involved in the knowledge acquisition stage
which focuses on obtaining the knowledge to train the agent outlined in Fig. 3(a):

i Agent percepts the environment using its sensors.
ii Human selects and controls the actions performed by the agent using one of

the directional buttons (up, left or right) based on the state of the environ-
ment. For example, if the right key is pressed once, the agent will face the
NE direction, twice E direction, thrice SE direction, etc. But data will only
be captured when the forward (up) button is pressed.

iii The selected actions are recorded along with the state of the environment.
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Fig. 3. (a) A Human Control Agent. It performs actions according to human control.
State of environment and Human/user control information is recorded to be analysed
for knowledge discovery; (b) A Knowledge-based Agent. Agent uses state of environ-
ment matched with policies to select which action to perform in environment.

The recorded data is analysed using DM techniques. This experiment is done
separately. Patterns emerging from the analysis is extracted as a knowledge for
the agent to perform in a new environment.

The knowledge application experiment (outlined in Fig. 3(b)) requires the
agent to use the knowledge learned in a new environment without human inter-
vention. This experiment was repeated three times, one for each of the three
different DM techniques. Below summarizes the processes in the experiment:

i Agent percepts the environment using its sensors.
ii The agent matches the percepted environment to the knowledge, and uses

the given projected outcome to perform its actions.

4.1 Recorded Data

We decided to record (i) the environment as viewed by the agent in 360 degrees
around him with division analysis according to the cardinal and ordinal direc-
tions of a compass (i.e. eight basic directions in a compass), that consist of one
of the following data: 1W, 2W, 1G, 2G (where 1 = near, 2 = far, W = wall and
G = goal); and (ii) the k action taken by the agent.

4.2 Association and Classification Rule Mining

The following DM techniques were applied to the collected data for analysis:

i Association: Apriori
ii Classification: J48 C4.5 decision tree and näıve Bayes

Weka [13] explorer toolkit is implemented to perform these DM analysis.
A ten-fold cross validation is used in our classification techniques and the con-
fidence level of 0.75 is set for our association technique while all other options
are set to default settings. The algorithms were conducted at different times
throughout the study. The Weka simulation is conducted separately and all the
three DM techniques are generated using the same dataset.
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4.3 Evaluation Criteria

The evaluation was conducted by observing the agents performance based on
two parameters: (i) the number of times the agent avoids an obstacle W; and
(ii) The number of times the agent A approaches goal G if it is visible.

5 Results and Discussions

A reasonable pattern emerged from all the three DM techniques from a total of
4090 recorded training instances from 40 game sessions. In order to apply each
of these knowledge to the agent, it requires an interpretation of the results. Some
of the raw results as well as the translated results are summarized in Table 2.

Table 2. Sample of analysed raw and interpreted rule for apriori, decision tree and
naive bayes

Technique Analysis Result Interpreted Result

Apriori

• angle N = 2G 518 ==>
action = N 518 conf : (1)

• angle N = 1G angle S = 2W
513 ==> action = N 513
conf : (1)

• IF angle N == 2G THEN
action = N

• IF angle N == 1G AND
angle S = 2W THEN
action = N

Decision
Tree

angle N = 1W
| angle NE = 1W
| | angle NW = 1W
| | | angle E = 1W
| | | | angle SE = 1W
| | | | | angle W = 1W
: S(13.0/1.0)
| | | | | angle W = 2W
| | | | | | angle S = 1W
: W (9.0)

IF angle N == 1W
IF angle NE == 1W

IF angle NW == 1W
IF angle E == 1W

IF angle SE == 1W
IF angle W == 1W

THEN action = S
ELSE IF angle W == 2W

IF angle S == 1W
THEN action = 2W

Naive
Bayes

angle N
1W 12.0 64.0 91.0 1.0 109.0 55.0 16.0 29.0
2W 27.0 84.0 298.0 644.0 243.0 62.0 28.0 48.0
1G 1.0 1.0 1.0 213.0 1.0 1.0 1.0 1.0
2G 1.0 1.0 1.0 283.0 1.0 1.0 1.0 1.0
[total] 41.0 150.0 391.0 1141.0 354.0 119.0 46.0 79.0

Apriori and decision tree algorithms directly translate the results into knowl-
edge. Näıve Bayes, however provides a more probabilistic approach, which
requires us to use a random variable R to determine the actions to be performed
for the agent. For example, suppose the analysed environment for N, NE, E,
SE, S, SW, W, NW are 2W, 1W, 2W, 1W, 1W, 1W, 1W, 1W, respectively. The
calculated probability and cumulative probability for each of the possible out-
come is sampled as illustrated in Table 3 and we decide that the order of these
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Table 3. Sample probability computed for the agent to select an action

Action N NE E SE S SW W NW

Probability 0.525 0.000 0.431 0.005 0.031 0.001 0.006 0.001

Cumulative probability 0.525 0.526 0.957 0.962 0.993 0.993 0.999 1

Table 4. Summary of experimental results

Technique Criteria Correctly performed Incorrectly performed

Tree diagram (i) 654 (100%) 0 (0 %)

(ii) 7 (100%) 0 (0 %)

Nave Bayes (i) 611 (98.5 %) 9 (1.5 %)

(ii) 66 (93%) 5 (7 %)

actions are stationary. If R, lets assume, equals to 0.61, based on the cumulative
probability, then an action k = E is selected.

Although the results given by apriori algorithm shows a reasonable knowledge
to the agent, the limitation to this is that the knowledge is incomplete. Some of
the environment percepted by the agent are unknown which results in action k
to be null. Because of this, experiment to run the simulator is impracticable.

Table 4 shows summary of experiments. In a sample of 661 instances that
has been recorded to run the interpreted result of decision tree, 654 (100 %)
actions are performed as expected with 0 % or no incorrect performed action
made. Although it shows an excellent result, the problem with this technique
is that the agent will only perform the action stated repeatedly when logically,
there are multiple choices. This behavior sometimes lead the agent into going
in circles and end up in a loop. The seven actions stated in criteria (ii) where
it found the goal most likely happened because the goal is already nearby when
the game started.

The agent also performed rather well (>90 %) by using näıve Bayes technique
with a collected sample of 691 instances. The 1.5 % and 7 % incorrect action is,
by any chance, selected because although the probability of that action is close to
0, there is still a possibility for that action to be selected. The advantage of using
this technique is that it gives more flexibility on the action chosen compared to
that of apriori and decision tree but the drawback is that some of the actions
are performed incorrectly.

6 Conclusions and Future Work

In this paper, we demonstrated a DM approach to study the learning ability of
an agent to navigate in a 3D Environment. We collected a total of 4090 data and
implemented apriori, decision tree and näıve Bayes by using Weka toolkit as the
techniques used to acquire knowledge for the agent based on human controlling
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navigation dataset. Our result shows the agent can learn to navigate in the 3D
Environment through this knowledge but with a few limitations.

As DM techniques allows knowledge discovery from dataset, possible future
work is to include more actions to improve the immersion of the 3D environment
and knowledge obtained by the agent can be further improvised, either by incor-
porating two or three techniques or by inserting extra knowledge to the learned
knowledge.
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