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Abstract. The paper is aimed at automatic metrics for translation quality
assessment (TQA), specifically at machine translation (MT) output and the
metrics for the evaluation of MT output (Precision, Recall, F-measure, BLEU,
PER, WER and CDER). We examine their reliability and we determine the
metrics which show decreasing reliability of the automatic evaluation of MT
output. Besides the traditional measures (Cronbach’s alpha and standardized
alpha) we use entropy for assessing the reliability of the automatic metrics of
MT output. The results were obtained on a dataset covering translation from a
low resource language (SK) into English (EN). The main contribution consists
of the identification of the redundant automatic MT evaluation metrics.
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1 Introduction

Machine translation (MT), its specifics and function are still relatively under researched
fields, not only in Translation Studies, but also in Natural Language Processing. As its
tools are still in their infancy and need a lot of adjustments and improvements to
achieve better translation quality in target languages, MT theory itself is in its early
stages in the context of low resource languages. This is caused not only by the short
and recent development time of MT tools and MT systems, but also because machine
translation is an interdisciplinary field comprising various research areas such as
Translation studies, Computer engineering or Computational linguistics. Translation
studies is focused on the evaluation of machine translation output from the point of
view of linguistic phenomena, whereas Computer engineering or Computational lin-
guistics are focused on the determination of the effectiveness of existing MT systems
and on the optimization of algorithms implemented in MT systems as well as on the
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performance of MT systems. Progress relies on translation quality assessment through
systematic effective evaluation approaches. Better evaluation metrics lead to better
machine translation [1]. There are many evaluation approaches used in MT evaluation.
Babych et al. [2] examined the effectiveness of the performance of MT system
translating from low-resource languages into English via closely-related and
well-developed translation resources. Adly and Al Ansary [3] evaluated the effec-
tiveness of MT system based on the Interlingua approach. Vandeghinste et al. [4]
evaluated the METIS-II system, Machine Translation System for Low Resource
Languages, based on the automatic metrics BLEU, NIST and TER.

In general, there are two main approaches to MT evaluation: Glass box and Black
box. We focus on a black box approach to MT evaluation, measuring the performance
of a system upon a same test set and within the black box on intrinsic metrics.
Intrinsic metrics – manual and automatic - are used to assess the accuracy of MT
output. They focus on the quality of MT output and they compare MT output with one
or more references (high quality translation, usually done by a human translator).
Manual (human) intrinsic metrics assess the quality of Mt output as fluency and
adequacy by human, which is not only subjective, but expensive, slow and difficult to
standardize. Vilar et al. [5] remarked that the subjectivity of manual evaluation causes
a problem in terms of the lack of clear guidelines as to how to assign values to
translations. Automatic intrinsic metrics correlate well with human judgements [6–10]
using quantitative scores of adequacy and fluency [11]. They compute sentence
similarity -matches based on comparisons between a set of references (fixed transla-
tions) and the corresponding MT output. Automatic evaluation offers easy, low cost
and high speed of evaluation compared to human translation, which is regarded as the
most reliable.

Statistical machine translation systems have been the most widely used for many
recent surveys and events. Since 2006 the evaluation campaigns, during the Annual
workshop on Statistical machine translation (WMT), have been organized by the
special interest group of machine translation (SIGMT) focusing on European languages
[12–21]. The tested language pairs are divided into two directions from English into
other (French, German, Spanish, Czech, Hungarian, Haitian Creole and Russian) and
vice versa, i.e. from other languages into English. These campaigns do not cover other
European language – Slovak, which is the subject of this paper.

We demonstrate how the analysis of reliability of automatic intrinsic metrics using
Cronbach’s or Standardized alpha or entropy can help by the identification of the
relevant and redundant intrinsic metrics of automatic MT evaluation. Moreover, it can
be used as a starting point for the automatic identification of errors and the classifi-
cation of MT output.

Issues of MT and MT evaluation are more topical since there are not many studies
concerning the less resource languages, such as the inflectional Slovak language.

This paper is constructed as follow: Sect. 2 introduces seven automatic intrinsic
metrics for MT evaluation, Sect. 3 describes experiment setting, Sect. 4 presents the
results of the analyses and finally Sect. 5 consists of conclusions.
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2 Intrinsic Automatic Metrics for MT Evaluation

Due to problems which manual/human intrinsic metrics deal with, automatic metrics
have been widely used during MT evaluation campaigns. They compare MT output
with human reference, which can comprise one single reference or multiple references
for a single source sentence [22, 23].

Automatic evaluation of MT output can be conducted based on statistical principles
(n-grams or edit distance), which means based on lexical similarities or on the use of
deep linguistic structures (morphological, syntactic or semantic information), which
means based on linguistic features.

In this paper we will focus only on automatic intrinsic metrics based on lexical
similarity (n-grams which measure the overlap in word sequences and partial word
order and also edit distance).

Precision, Recall and F-measure belong to standard and easy measures. Precision
(P) and Recall (R) are based on the concordance of words in MT sentence (hypothesis)
with the words in the reference, regardless of the position of the word in a sentence.
They have a mutually inverse relationship, i.e. the higher precision, the lower recall and
vice versa Precision ¼ correct words

length hypothesis and Recall ¼ correct words
length reference.

F-measure is a combination of both, Precision and Recall. It originates in information
retrieval and was adapted to machine translation. It is a weighted harmonic mean of

precision and recall, F � measurea ¼ 1þ b2ð Þ�P�R
Rþb2�P , where a; b 2 Rþ are parameters for

the weights, whereby a ¼ 1
1þ b2

.

Bilingual Evaluation Understudy (BLEU) is a current standard and widely used
metric for MT evaluation. It is a precision oriented metric, it is a geometric mean of n-
gram i.e. it computes the number of n-grams in the MT output (hypothesis) which also
occur in a reference (for n-gram of size 1-4 with the coefficient of brevity penalty).

BLEU nð Þ ¼ BP� exp
XN

n¼1

wn � log pn;

where

BP ¼ brevity penalty ¼ 1; if hypothesis [ reference

e1�
reference
hypothesis; if hypothesis � reference

�

and

pn ¼ precisionn ¼
P

S2C
P

n�gram2S countmatchedðn�gramÞP
S2C

P
n�gram2S countðn�gramÞ .

Remark 1. S means hypothesis sentence in the complete corpus C.

The BLEU metric reflects two linguistic phenomena of manual evaluation metrics-
adequacy and fluency, i.e. to semantically correct words and to word order. Lin and
Och [22] or Papineni et al. [6] proved that shorter n-grams correlates better with
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adequacy with 1-gram being the best predictor, while longer n-grams has better fluency
correlation.

Precision, Recall, F-measure and BLEU metrics are measures of accuracy based on
lexical similarity. The other category of automatic intrinsic metrics of MT evaluation is
a category based on edit distance. Metrics in this category are called metrics of error
rates. They do not measure the concordance but they compute the minimum number of
editing steps needed to transform MT output to reference.

Word Error Rate (WER) is based on the edit distance and takes into account the
word order. Edit distance is the minimum number of edit operations like word inser-
tions, substitutions and deletions necessary to transform the MT output into the ref-
erence. The number of edit operations is divided by the number of words in the
reference. When multiple reference translations are given, the reported error for a
translation hypothesis is the minimum error over all references

WERðh; rÞ ¼ mine2E h;rð Þðinsertion eð Þþ deletion eð Þþ substitutionðeÞÞ
rj j , where insertion (e) – number

of adding words, deletion (e) – number of dropping words, substitution (e) – number of
replacements (in sequence or path e), r is a reference of MT output h and mine2E h;rð Þ is a
minimal sequence of adding, dropping and replaced words necessary to transform the
MT output (h) into the reference r.

Diversity of language expressions causes the existence of many correct translations
even though they are marked as “wrong” order or “wrong” word choice by WER to the
references.

Position-independent Error Rate (PER) is a solution for this problem. It does not
take into account word order when matching MT output and reference [24]. It is similar
to the recall measure. They use the same denominator. It computes the matches
between words appearing in MT output (hypothesis) and in reference regardless of the
word order in both sentences. It considers the reference and hypothesis as bags of
words.

It takes into account excess words that are considered defective and should be
removed for translations which are too long

PER ¼ 1� correct�maxð0;length hypothesis�length referenceÞ
length reference .

Cover Disjoint Error Rate (CDER) is based on the Levenshtein distance. It uses the
fact that the number of blocks in a sentence is the same as the number of gaps between
them plus one. It does not add blocks movement to its calculation, it expresses that as a
long jump operation (jump over the gaps between two blocks) and it does not penalize
the transfer of entire blocks. Long jump is combined with the other steps of editing
(insertion, substitution or deletion) and with the null operation in case of identity. In
other words, it permits reordering of the whole blocks without penalization. Single
words in the reference must be covered only once, while in the hypothesis they can be
covered zero, one or more times

CDERðh; rÞ ¼ mine2E h;rð Þðinsertion eð Þþ deletion eð Þþ substitution eð Þþ longjumpðeÞÞ
rj j , where insertion

(e) – number of adding words, deletion (e) – number of dropping words, substitution
(e) – number of replacements (in sequence or path e) and long jump (e) – number of
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long jumps, r is reference translation of hypothesis h and mine2Eðh;rÞ is minimal
sequence of adding, dropping and replaced words necessary to transform the MT
output (h) into the reference r.

3 Method

In this experiment we examined the performance of the MT system – Google trans-
lation Api (GT), which is a free web translation service offering translation from/to
Slovak. We used automatic intrinsic metrics of MT evaluation, namely- metrics of
accuracy (precision, recall, F-measure and Bleu-n) and metrics of error rate (WER,
PER and CDER), which are described in depth in the previous section. We assessed the
translation quality from morphologically complex language into analytical. In other
words, we evaluated the translation quality from European language- Slovak into
English. Primarily Slovak language is very rich in inflectional and derivational forms
contrary to English with its limited morphological system. Also Slovak has a loose
word order compared to English which has a fixed word order. We chose this trans-
lation direction for better scores from the metrics WER and BLEU.

We developed a dataset consisting of 360 sentences derived from an original text
written without using a control language. Sentences were translated using the above
mentioned MT system. We chose only 360 sentences, because the experiment was
limited by time (it was a part of another experiment focusing on human translation and
post-editing of MT output). Human translators had only 90 min to translate the text into
English and to provide a reference translation for MT evaluation. By the text repre-
sentation we arose from the transaction-sequence model which is further described in
[25–27]. We used our system of automatic MT evaluation, in which all algorithms
representing the measures were implemented, to obtain scores of the examined metrics.
As explained above, all metrics calculate the scores based on the comparison of MT
output with one human reference. For sentence alignment the algorithm and software
Hunalign was used [28]. Hunalign is an algorithm combining length-based [29, 30] and
dictionary (translation) based [31–34] approaches for corpus alignment at the sentence
level. For better performance, the algorithm does not take into account the possibility of
more than two sentences matching into one sentence.

The first objective of the research was to determine the reliability of automatic
intrinsic metrics for MT evaluation using the analysis of reliability and entropy. These
metrics can be divided into metrics of error rate (the higher values of these metrics, the
lower the translation quality) and metrics of accuracy. The second research objective
targeted the identification of relevant and reductant automatic intrinsic metrics for MT
evaluation. We tried to identify which metrics decrease the total score of reliability of
automatic MT evaluation of machine translation from Slovak to English.

Entropy can be described as a measure of the expected content of the information or
uncertainty probability distribution. It is also described as the degree of disorder or
randomness in a system. Based on Shannon’s definition [35, 36], given a class random

variable C with a discrete probability distribution pi ¼ Pr C ¼ ci½ �f gki¼1;
Pk

i¼1
pi ¼ 1
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where ci is the ith class. Then the entropy HðCÞ is defined as H Cð Þ ¼ �Pk

i¼1
pi log pi,

while the function decreases from infinity to zero and pi takes values from interval 0–1
[35, 36].

4 Results

The analysis results showed that the examined automatic intrinsic metrics of error rate
are considered highly reliable based on the direct estimation of reliability. As it is
shown in Table 1, each metric correlates with the total score of the evaluation (Avg
inter-metrics correlation: 0.885) and after their elimination the coefficient of reliability
has not increased (Cronbach’s alpha: 0.950; Standardized alpha: 0.953) except for the
metric referring to word order (WER). After elimination of the metric WER, the
coefficient of reliability- Cronbach’s alpha increased from 0.947 to 0.964, which is
insignificant. However, the metric WER is the most deviated from the others in the
translation quality assessment.

For the entropy calculation (Table 1), in the case of the analysis of automatic
metrics characterizing the error rate of MT evaluation, individual metrics in comparison
over accuracy metrics were used. Entropy was calculated for each sentence analysed
using the specific metrics and for the comparison the average entropy of all sentences
was used. From the definition [35] if the entropy is closer to 1, then the system is more
irregular. The results of the entropy for each of the error rate metric correspond with the
coefficient of reliability- Cronbach’s alpha.

The same was shown by the metrics of accuracy. Based on the direct estimation of
reliability, metrics precision, recall, F-measure and Bleu-n are considered highly
reliable.

Each metric (Table 2) correlates (Avg inter-metrics correlation: 0.882) with the
total score of evaluation and after their elimination, the coefficient of reliability has not
increased (Cronbach’s alpha: 0.975; Standardized alpha: 0.975) except for the metric
BLEU-4. After the elimination of metric BLEU-4, the coefficient of reliability- Cron-
bach’s alpha increased from 0.974 to 0.976, which is also insignificant (metric BLEU-4
measures a score of sequence of four words including articles and prepositions).

After the first analysis concerning the reliability of metrics representing the error
rate of MT output, we assumed, that the metrics Bleu-n would copy or behave like the

Table 1. Statistics of automatic intrinsic metrics of error rate.

Metrics-total correlation Alpha if deleted Metrics-total accuracy entropy

PER 0.878 0.934 0.934
WER 0.845 0.964 0.852
CDER 0.958 0.869 0.895
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metric WER. This resulted from the fact (as we mentioned in the Sect. 2), that both
measures refer to the syntactical structure of the sentence, namely to word order.

The estimations of the entropy of automatic metrics of accuracy (Table 2) were
similarly calculated as in the case of the metrics of error rate. Also in this case, the
average entropy of all sentences for each metric were used and the results relate with
the coefficient of reliability- Cronbach’s alpha with negligible variations. In case of
entropy, it also showed that the metric BLEU-4 deviates the most from the other
metrics.

Based on the adjusted univariate test for repeated measures, the zero hypothesis
reasoning that the score of automatic intrinsic measures of MT evaluation (PER, WER
and CDER) does not depend on individual metrics of the error rate, is rejected at the
1 % significance level (G-G Epsilon = 0.6788, G-G Adj. p = 0.0000). The strictest
metric of error rate was identified WER (approximately 63 %) and the loosest PER
(approximately 47 %).

Based on the results of multiple comparisons- Tukey test (Table 3) three
homogenous groups (PER), (CDER) and (WER) were identified in terms of the score of
the automatic evaluation of MT. Statistically significant differences in the score
between PER/CDER/WER and others were proved at the 5 % significance level.

Plot (Fig. 1) visualizes the differences between examined metrics. The means with
error plot depicts the means and confidence intervals of metrics of error rate.

The metrics of error rate have a significant impact on the quality of MT evaluation,
as well as that metrics PER, WER and CDER are relevant for automatic evaluation of
MT output.

The second part of the analysis is similar to the previous, and differs only in the
metrics. Based on the results of the adjusted univariate test for repeated measure

Table 2. Statistics of automatic intrinsic metrics of accuracy.

Metrics-total correlation Alpha if deleted Metrics-total error rates entropy

Precision 0.854 0.973 0.832
Recall 0.939 0.967 0.859
F-measure 0.949 0.966 0.852
BLEU_1 0.933 0.967 0.855
BLEU_2 0.943 0.967 0.852
BLEU_3 0.900 0.970 0.763
BLEU_4 0.807 0.976 0.675

Table 3. Homogeneous groups for automatic intrinsic metrics of error rate.

Metrics of error rate Mean 1 2 3

PER 47.10 ****
CDER 56.98 ****
WER 63.06 ****
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(G-G Epsilon = 0.3426, G-G Adj. p = 0.0000) the zero hypothesis reasoning that the
score of automatic evaluation of MT does not depend on individual metrics of accuracy,
is rejected at the 1 % significance level. The strictest metrics of accuracy (Table 4) were
identified BLEU-4, BLEU-3 and BLEU-2 (approximately 14 %–32 %), and the loosest
Recall, BLEU-1, F-measure and Precision (approximately 57 %–61 %).

From multiple comparisons- Tukey test (Table 4) five homogenous groups (Recall,
BLEU-1, F-measure), (BLEU-4), (BLEU-3), (BLEU-2) and (Precision) were identified
in terms of the score of automatic evaluation of MT. Statistically significant differences
were proved at the 5 % significance level in the score of automatic evaluation of MT
between BLEU-1/BLEU-2/BLEU-3 and others as well as between Precision and others.

The means that the error plot (Fig. 2) depicts means and confidence intervals of
metrics of accuracy. The plot visualizes homogeneous groups as well as differences
between examined metrics.

Fig. 1. The means with error plot for intrinsic metrics of error rates.

Table 4. Homogeneous groups for automatic intrinsic metrics of accuracy.

Metrics of accuracy Mean 1 2 3 4 5

BLEU-4 14.03 ****
BLEU-3 20.64 ****
BLEU-2 31.93 ****
Recall 56.86 ****
BLEU-1 57.50 ****
F-measure 58.25 ****
Precision 60.92 ****
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Similarly to the metrics of error rate, metrics of accuracy have a significant impact
on the quality of MT evaluation, except for metrics BLEU-1 and F-measure. The
metrics BLEU-1 and F-measure were identified as redundant metrics of accuracy for
MT evaluation.

5 Conclusion and Future Direction

Williams [37] claimed that the techniques and methods for translation quality assess-
ment (TQA) must pass validity and reliability tests if we want TQA procedures to be as
objective as possible.

For this reason, we carried out the evaluation of automatic intrinsic metrics for MT
evaluation. Evaluation was realized over the textual data obtained from machine
translation. Translation was done by MT system (free online machine translation ser-
vice) and the translation direction was from Slovak (morphologically complex lan-
guage and low resource) into English.

We showed a way how to identify relevant and redundant automatic metrics for MT
evaluation. We presented two approaches to the identification, using the analysis of
reliability and using entropy. We used three coefficients of reliability – Cronbach’s
alpha, Standardized alpha and entropy – to estimate reliability. All estimations were
very similar, i.e. individual automatic metrics for MT evaluation have the same vari-
ability. The metrics of automatic evaluation have a significant impact on the quality
evaluation of MT, except BLEU-1 and F-measure (it was showed that both metrics are
redundant in comparison to others).

Fig. 2. The means with error plot for intrinsic metrics of accuracy.
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In future work, we would apply automatic intrinsic metrics for the evaluation of
MT output into our translation quality assessment model from Slovak to English and
vice versa. In addition, for automatic errors identification and classification of MT
output using these metrics which are interconnected to specific morphological and
syntactical errors, as well as for the MT evaluation based on POS tagging and for the
development of a tool for automatic error detection based on these metrics and mor-
phological annotation of the reference, hypothesis and post-edited MT output.

Above that, MT systems and evaluation of their performance in the context of the
inflectional Slovak language has not yet been investigated, which makes the research
purposeful and innovative.
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