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Preface

This volume contains papers selected for presentation at the 10th Multi-Disciplinary
International Workshop on Artificial Intelligence (MIWAI) held during December 7–9,
2016 at Chiang Mai, Thailand.

The MIWAI workshop series started in 2007 in Thailand as the Mahasarakham
International Workshop on Artificial Intelligence and is held every year. It has emerged
as an international workshop with participants from around the world. From 2011 to
2015, MIWAI was held in Hyderabad (India), Ho Chi Minh City (Vietnam), Krabi
(Thailand), Bangalore (India), and Fuzhou (China), respectively.

The MIWAI series of workshops serves as a forum for Artificial Intelligence
(AI) researchers and practitioners to discuss and deliberate cutting-edge AI research. It
also aims to elevate the standards of AI research by providing researchers and students
with feedback from an internationally renowned Program Committee.

The workshop solicits papers from all areas of AI including cognitive science,
computational intelligence, computational philosophy, game theory, machine learning,
multi-agent systems, natural language, representation and reasoning, speech, vision and
the Web, as well as applications of AI in big data, bioinformatics, biometrics, decision
support, e-commerce, image processing, analysis and retrieval, industrial applications,
knowledge management, privacy, recommender systems, security, software engineer-
ing, spam filtering, surveillance, telecommunications, and Web services. Submissions
received by MIWAI 2016 were wide ranging and covered both theory and applications.

MIWAI 2016 received 50 papers from 23 countries and regions including Australia,
Austria, Brunei Darussalam, Chile, China, Colombia, Germany, India, Italy, Japan,
Korea, Malaysia, Serbia, Singapore, Slovakia, Sri Lanka, Sweden, Taiwan, Thailand,
Turkey, UK, USA, and Vietnam. Following the success of previous MIWAI work-
shops, MIWAI 2016 continued the tradition of a rigorous review process. Every
submission was reviewed by at least two Program Committee members and domain
experts. Additional reviews were sought when necessary. Papers with conditional
acceptances were reviewed by the program and general chairs before acceptance.

A total of 22 papers were accepted as regular papers with an acceptance rate of
44 %. In addition, five short papers were accepted representing work in progress,
providing an opportunity for sharing valuable ideas, eliciting useful feedback on work
at an early-stage, and fostering discussions and collaborations among researchers
interested in the broad area of AI. Many of the papers that were excluded from the
proceedings were promising, but had to be rejected to maintain the quality of the
proceedings. We would like to thank all authors for their submissions. Without their
contribution, this workshop would not have been possible.

We are grateful to Rina Dechter and Michael Thielscher for accepting our invitation
to deliver invited talks. Special thanks are due to Antonis Bikakis for organizing a
tutorial on “Semantic Web/Linked Data.” We wish to thank the members of the
Steering Committee for their support, and are indebted to the Program Committee



members and external reviewers for their effort in ensuring a rich scientific program.
We also thank the local organizing team from Faculty of Informatics, Mahasarakham
University for their arrangement of the event.

We acknowledge the use of the EasyChair Conference System for paper submission,
review, and compilation of the proceedings. We are thankful to Alfred Hofmann, Anna
Kramer, and the excellent LNCS team at Springer for their support and co-operation in
publishing the proceedings as a volume of the Lecture Notes in Computer Science.

October 2016 Chattrakul Sombattheera
Frieder Stolzenburg

Fangzhen Lin
Abhaya Nayak

Sujin Butdisuwan
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Probabilistic Reasoning Meets
Heuristic Search

Rina Dechter

Donald Bren School of Information and Computer Sciences,
University of California, Irvine, USA

dechter@ics.uci.edu

Abstract. Graphical models, including constraint networks, Bayesian networks,
Markov random fields and influence diagrams, have become a central paradigm
for knowledge representation and reasoning in Artificial Intelligence, and pro-
vide powerful tools for solving problems in a variety of application domains,
including coding and information theory, signal and image processing, data
mining, learning, computational biology, and computer vision. Although past
decades have seen considerable progress in algorithms in graphical models,
many real-world problems are of such size and complexity that they remain out
of reach. Advances in exact and approximate inference methods are thus crucial
to address these important problems with potential impact across many com-
putational disciplines. Exact inference is typically NP-hard, motivating the
development of approximate and anytime techniques.

Existing algorithms typically take one of two approaches: Inference,
expressed as message-passing schemes, or search and conditioning methods. In
the past decade, my research group has developed several very successful
algorithms for reasoning in graphical models based on combining heuristic
search with message passing approximations. These algorithms are state-of-the-
art. For example, in the past two approximate inference competitions (The
Probabilistic Inference Challenge in UAI, 2012 and 2014) our algorithms were
evaluated as leading at either first or second place. My plan is to describe the
main principles underlying these developments.

In this talk I will describe the unifying framework of AND/OR search
spaces for graphical models and show how they can facilitate problem
decomposition and allow avoiding redundant specification (and computation) by
exploiting the conditional independencies of the graphical model. The AND/OR
search space size is bounded exponentially by the graphical models treewidth,
making them comparable to inference algorithms such as variable-elimination or
join/junction-tree decompositions. Yet, as search schemes they can facilitate
many of the ideas developed within Heuristic Search and Operations Research
communities, for all queries (e.g., satisfiability, optimization, weighted counting
and their combinations) while enjoying the treewidth bound, automatically.
Most significantly, they can allow trading off memory for time and time for
accuracy, leading to anytime solvers.

I will subsequently show how approximate inference can be used for gen-
erating heuristic information for guiding the AND/OR search. This can be
accomplished using the two ideas of mini-bucket partitioning schemes which
relaxes the input problem by node duplication only, combined with linear



programming relaxations ideas which optimize cost-shifting re-parameteriza-
tion, to yield tight bounding heuristic information within systematic, anytime
search.

AND/OR search guided by such inference-based heuristics has yielded
some of the best state-of-the-art solvers for combinatorial optimization. Current
research centers on extending these ideas beyond pure optimization, to weighted
counting and to hybrid queries (i.e., max-product or min-sum queries such as
marginal map and maximizing expected utilities in influence diagrams), aiming
for anytime behavior that generates not only an approximation, but also upper
and lower bounds which become tighter with more time.

XVIII R. Dechter



Knowledge Representation for General
Problem-Solving Robots

Michael Thielscher

University of New South Wales, Sydney, Australia
mit@cse.unsw.edu.au

Abstract. A general problem-solving robot is able to understand the represen-
tation of a new task and to successfully tackle it without human intervention. This
requires architectures for cognitive robotics that integrate symbolic and sub-
symbolic representations. We present a formal framework for the design of
control hierarchies along with an instantiation for a real Baxter robot that com-
bines high-level reasoning and planning with a physics simulator to provide
spatial knowledge and low-level control nodes for motors and sensor processing.

As an example of a general problem representation technique, we present and
discuss a formal language for describing to a general problem-solving robot so-
called epistemic games. These are characterised by rules that depend on what
players can and cannot deduce from the information they get during gameplay.

Acknowledgements. This research has been supported by the Australian
Research Council (ARC) under the Discovery Projects funding scheme (project
DP 150103035). The author is also affiliated with the University of Western
Sydney.
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BOWT: A Hybrid Text Representation Model
for Improving Text Categorization

Based on ADABOOST.MH

Bassam Al-Salemi(&), Mohd. Juzaiddin Ab Aziz,
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Abstract. Text representation is the fundamental task in text categorization
system. The BAG-OF-WORDS (BOW) is a typical model for representing the texts
into vectors of single words. Even though it is a simple representation model,
BOW has been criticized for its disregard of the relationships between the words.
Alternatively, the Latent Dirichlet Allocation (LDA) topic model has been
proposed to represent the texts into a BAG-OF-TopICS (BOT). In LDA, the words
in the corpus are statistically grouped into a small number of themes called
“latent topics” in which the topics capture the semantic relationships between
the words. Thus, representing the documents using BOT will dramatically
accelerate the training time; as well improve the classification performance.
However, BOT has been proven to not be effective for imbalanced datasets.
Accordingly, this paper presents a hybrid text representation model as a com-
bination of BOW and BOT, namely BOWT. In BOWT, the high weighted BOW’s
features are merged with the BOT’s features to produce a new feature space. The
proposed representation model BOWT is evaluated for multi-label text catego-
rization based on the well-known boosting algorithm ADABOOST.MH. The
experimental results on four benchmarks demonstrated that the BOWT repre-
sentation model notably outperforms both BOW and BOT and dramatically
improves the classification performance of ADABOOST.MH for text
categorization.

Keywords: Text representation � BOwt � Text categorization � ADAbOOST.MH �
Topic modeling

1 Introduction

Text representation is an essential part of any text categorization system in which the
text documents are converted into a compact representation in order to be recognized
by the classification algorithms. The BOW model is a standard technique of repre-
senting the documents as vectors of single words that they contain and using them as
elements in the feature space. The advantage of BOW is its simplicity, as it ignores the
text logical structure and layout. However, BOW has been criticized for its disregard of
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the relationships between the words and their order among the texts. Many studies had
been conducted to improve on this model to capturing the word dependency and
considering the words order. Instead of considering the frequencies of the features as
weights in the traditional BOW model, some weighting schemes had been proposed to
tackle the features correlation problem of BOW, such as Inverse-Document-Frequency
(IDF) and TFIDF [8, 12]. However, for the classification algorithms that use the binary
features for inducing the classification models, e.g. ADABOOST.MH [13], the feature
weighting does not make any sense.

In addition to the disregard of the words’ dependencies, BOW representation model
generates a vast number of features (Liu et al. 2005) and using all the extracted features
for inducing the weak hypotheses of ADABOOST.MH may entail a high degree of
computational time complexity, especially for large-scale datasets. That is because
ADABOOST.MH produces at each boosting round a set of weak hypotheses equivalent in
size to the number of the training features, refer to [4] for more details.

The high dimensionality of BOW feature space can be managed by eliminating the
redundant features using an appropriate feature selection technique, such as Mutual
Information, Information Gain, Chi Square-statistic, Odds Ratio, GSS Coefficient
[1, 5, 6, 9–11, 14, 15]. However, feature selection may eliminate some informative
features and cause information loss.

Instead of using the single words for representing the texts and training ADABOOST.
MH, as BOW does, an alternative text representation model using topic modeling is
proposed [3] for this task. Hence, the latent Dirichlet allocation model (LDA) [7] is
used to discover the latent topics among the texts. The general outputs of LDA are;
topic-word index, which contains the distribution of the words over the topics, and
document-topic index, which contains the distribution of the topics over the docu-
ments. Therefore, to represent the documents into BAG-OF-TOPICS (BOT), the
document-topic index is used. This topics-based representation model has been
extended to involve the most well-known multi-label boosting algorithms for
multi-label text categorization [2].

Even though BOT representation model has proved to be efficient in improving text
categorization based on ADABOOST.MH in general, its classification performance is
poor comparing to BOW for imbalanced datasets [7]. That is because the number of
topics assigned to the infrequent categories is much smaller than those assigned to the
frequent categories.

Getting the advantage of feature selection for reducing the high dimensionality of
BOW and selecting the high weighted features, and the advantage of BOT of capturing
the semantic relationship between the words, this paper proposes a hybrid represen-
tation model as a combination of BOW and BOT. The hybrid model, which it called
“BAG OF WORDS AND TOPICS” (BOWT) is proposed to tackle the limitations of both
models, and to ensure increasing the number of features of the documents in the
infrequent categories, as well the small texts, and give a chance to be classified cor-
rectly using ADABOOST.MH.
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2 The Proposed Representation Model

The BOW is a simple model for the text representation in which the single words are
used as elements to represent the texts in the feature space. However, BOW disregards
the relationships between the words among the texts. Instead of using the single words in
the feature space, the latent topics among the texts, which are estimated using LDA topic
model, can be used. Thus, each document in the corpus is represented as a vector of
topics. The advantage of using the topics as features is that the latent topic statistically
clusters the words with similar meaning as one feature in the feature space. However, the
BOT are not suitable for the imbalanced datasets [3]. That is because the number of
topics assigned to the infrequent categories are very small in size, and that will nega-
tively results in the classification performance. Accordingly, in this paper we proposed a
hybrid representation model, namely BOWT, as a combination of BOW with BOT.

For a document d in a given corpus, d is represented using BOW as a set of words,
d ¼ ðw1;w2. . .wnÞ, and by using BOT, d is represented as a set of latent topics,
d ¼ ðt1; t2; . . .tmÞ. Thus by combining both representations, d will be represented as
d ¼ ðw1;w2; . . .;wn; t1; t2; . . .; tmÞ. Because the weights of both BOW and BOT are
totally different; therefore, the binary weights are used for both models. As a result, the
weighting of BOWT is also binary. While ADABOOST.MH uses binary features for
inducing the classification model, the proposed representation model BOWT is an
appropriate for this task.

To avoid the computational complexity of ADABOOST.MH training, not all the
extracted features using BOW will be merged with the BOT features. Accordingly, the
feature selection will be applied to reduce the size of BOW features. Thus, only the high
weighted features of BOW will be combined with the latent topics in the new feature
space.

3 Experiments and Results

3.1 Datasets and Experimental Settings

The datasets for multi-label text categorization which used for the evaluation purpose
are: Reuters-21578 “ModApte”, 20-Newsgroups (20NG) and OHSUMED. For more
information about these datasets and their statistics, refer to [2]. For the Reuters-21578,
the subset of 90 categories (R90) and the top 10 frequent categories (R10) are used. For
each dataset the typical text preprocessing is performed: tokenization, stemming and
feature selection. For feature selection, the label latent Dirichlet allocation (LLDA) is
used [4]. The idea of using LLDA for feature selection is that, the features are selected
based on the maximal conditional probabilities of the words across the labels, refer to
[4] for more details. For LDA estimation and prediction, we followed the same settings
used in [3]. However, in this paper the performance is evaluated for different numbers
of topics, and the impact of using features selection before estimating the topics is also
analysed. The evaluation measures used for evaluating the classification performance
are: Macro-averaged F1 (MacroF1) and Micro-averaged F1 (MicroF1).
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The representation models to be evaluated are:

• BOW with feature selection, dubbed (BOW|FS).
• BOT without feature selection (BOT), in which the whole extracted words from the

dataset are used for LDA estimation.
• BOT after feature selection, dubbed (BOT|FS).
• BOWT, the proposed model as a combination of BOW and BOT with feature

selection.

.
The BOW is evaluated on different sizes of selected features; (10, 20, 30, 50 and 80)

% of the top weighted features and also 100 %, the case that all features are used
without any reduction. Also BOT, BOT|FS and BOWT are evaluated with different
numbers of topics: 100, 200, 300, 500, 800 and 1000 topics.

(a) R10 (b) R90

(c) OHSUMED (d) 20NG
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Fig. 1. The MacroF1 results of ADABOOST.MH using different text representation models
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Fig. 2. The MicroF1 results of ADABOOST.MH using different text representation models

Table 1. The best MacroF1 results

Dataset Representation # topics Features size MacroF1 Rank

R10 BOT 1000 100 % 0.8717 4
BOT|FS 800 30 % 0.8930 2
BOWT 100 30 % 0.9315 1
BOW|FS – 30 % 0.8822 3

R90 BOT 1000 100 % 0.3524 4
BOT|FS 800 10 % 0.3941 3
BOWT 100 10 % 0.5005 1
BOW|FS – 10 % 0.4176 2

OHSUMED BOT 1000 100 % 0.4686 4
BOT|FS 800 10 % 0.5267 2

(continued)
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The classification algorithm used is the multi-label boosting algorithm ADABOOST.
MH. The maximum number of iterations of ADABOOST.MH’s weak learning is set to
2000 iterations.

The experiments are performed in two stages. In the first stage the BOW with
feature selection and BoT are evaluated individually on all datasets. Then the best
subset of BOW’s features that yield the best performance is used for both BOT|FS and
BOWT.

3.2 Results and Discussion

The experimental results of ADABOOST.MH classification performance measured by
MacroF1 using the text representation models are illustrated in Fig. 1 for all datasets. It
is clear that the proposed representation model BOWT yields the best classification

Table 1. (continued)

Dataset Representation # topics Features size MacroF1 Rank

BOWT 300 10 % 0.5896 1

BOW|FS – 10 % 0.5214 3
20NG BOT 300 100 % 0.7841 3

BOT|FS 800 10 % 0.7987 2
BOWT 200 10 % 0.8299 1
BOW|FS – 10 % 0.7146 4

Table 2. The best MicroF1 results

Dataset Representation # topics Features size MacroF1 Rank

R10 BOT 800 100 % 0.9486 3
BOT|FS 800 30 % 0.9610 2
BOWT 100 30 % 0.9728 1
BOW|FS – 30 % 0.9377 4

R90 BOT 800 100 % 0.8212 4
BOT|FS 800 10 % 0.8274 3
BOWT 300 10 % 0.8747 1
BOW|FS – 10 % 0.8295 2

OHSUMED BOT 500 100 % 0.6021 3
BOT|FS 800 10 % 0.610 2
BOWT 200 10 % 0.6644 1
BOW|FS – 10 % 0.5834 4

20NG BOT 300 100 % 0.7937 3
BOT|FS 800 10 % 0.8056 2
BOWT 200 10 % 0.8345 1
BOW|FS – 10 % 0.7178 4
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performance overall on all datasets. The BOW representation outperforms BOT|FS on
average on both R10 and R90, while the best MacroF1 result using BOT|FS (0.8930)
exceeds the finest MacroF1 of BOW on the R10 (0.8822). Except for R90 dataset, BOT|
FS leads to the best MacroF1 overall compared to BOW. Using the BOT leads to the
worst performance except for the 20NG where it exceeds BOW.

In terms of the MicroF1 results (Fig. 2), the combined representation model BOWT
dramatically outperforms all other representation models on all datasets. The BOT
exceeds the performance that achieved using BOW representation for all datasets except
for the R90 where BOW representation obtained the best performance. Whereas, using
feature selection to reduce the training features of LDA (BOT|FS) enhances the per-
formance of topics-based representation.

The reason of the poor performance of BOT on the imbalanced dataset R90 is that
the unsupervised topic model LDA takes all the documents under the training set
without taking into account their categorical structure. Therefore, the documents under
the infrequent categories will be represented into a few numbers of topics and that will
result in ADABOOST.MH performance. The high impact of using BOT representation
went to the balanced dataset, which the number of documents under each category is
not varying in size, such as the 20NG. To tackle this matter both BOT and BOW
representation are combined in the proposed representation BOWT. Therefore, merging
the top most frequent features of BOW with the features of BOT will increase the
number of informative features of the texts, particularly for the categories with small
number of examples that gained small number of topics. While ADABOOST.MH uses the
binary features, which the weights of the features among the texts are not considered;
therefore, combining the latent topics with the word tokens will increase the classifi-
cation performance.

Tables 1 and 2 summarize the best results of MacroF1 and MicroF1, respectively
that obtained using different text representation models. The best MicroF1 results
overall, on all datasets, are obtained when the BOWT representation model is used to
represent the texts. The best MacroF1 results using BOW exceeds the results obtained
using BOT on R10 and R90 datasets, while BOT leads to the best MacroF1 on
OHSUMED and 20NG datasets. However, using feature selection before estimating the
topics, the BOT yields the best results comparing with BOW, except for the R90 where
BOW outperformed.

Regarding the best MicroF1 results (Table 2), ADABOOST.MH with the BOWT
achieves the best results overall on all datasets. The BOT representation exceeds the
performance of BOW on all datasets, except for the R90 where BOW yields a better
performance. Moreover, reducing the features space dimension of LDA model by
employing feature selection (BOT|FS), leads AdaBoost.MH to perform better than
using LDA without reducing the training feature of LDA topic model (BOT).

4 Conclusion

The BOW is a typical representation model for most real-life classification problems.
However, in text categorization, BOW does not capture the relationship between the
words among the texts. In fact, this is the reason behind BOW simplicity. Nevertheless,
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ignoring the relevance between the words may effect negatively in the classification
performance, particularly for the classification algorithms that do not consider the
features’ weights, such as ADABOOST.MH. An alternative method to represent the text is
by using the latent topics among the texts as features for inducing the classification
models. Latent topics, which estimated from the text using topic modeling, are capable
of capturing the semantic similarity between the words. Thus, representing the texts as
a BAG-OF-TOPICS (BOT) will improve the classification performance. However, the
experimental results proved that BOT yielded a poor performance in the case of
imbalanced datasets. That is because the categories with rare examples are represented
into a very small number of latent topics comparing with the frequent categories. In this
paper we describe a method to tackle this problem by combining the BOT’S features
with the high weighted features of BOW as a hybrid representation model, namely
BOWT.

The experimental results demonstrate that the proposed model, BOWT, dramati-
cally improves the classification performance of ADABOOST.MH comparing with the
other models for the all datasets. The results also proved that reducing the training
features of LDA topic model using feature selection increases the performance of BOT
model.
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Abstract. Performance enhancement of a teaching-learning basedz optimizer
(TLBO) for strip flatness optimization during a coiling process is proposed. The
method is termed improved teaching-learning based optimization (ITLBO). The
new algorithm is achieved by modifying the teaching phase of the original
TLBO. The design problem is set to find spool geometry and coiling tension in
order to minimize flatness defects during the coiling process. Having imple-
mented the new optimizer with flatness optimization for strip coiling, the results
reveal that the proposed method gives a better optimum solution compared to
the present state-of-the-art methods.

Keywords: Evolutionary algorithm � Flatness defect � Optimization � Strip
coiling � Teaching-learning based optimization

1 Introduction

There are several processing stages during themanufacturing of a coil strip, e.g. roughing,
rolling, cooling, and coiling. Based on the previous investigation by Jung and Im [1, 2],
the final strip shape had non-uniform thickness profiles consisting of \ , [ , M, and W
shapes. Generally, it is difficult to predict the final shape of the strip due to various related
processing parameters in production facilities. The strip crown, while being coiled, may
include imperfections that were initiated during the rolling process resulting in flatness
imperfection taking place on the coil strip [3, 4].

As a result, the strip is normally welded, cut, and recoiled in the recoiling line so as
to satisfy customer strip flatness requirements. However, although adding the recoiling
line to the process, flatness problems sometimes cannot be avoided especially for the
high-strength coil strip. In order to understand the flatness defect formation mechanism
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during the coiling process, Sims and Place [5] proposed a stress model of the coil
assuming that the coil was an axial-symmetry hollow cylinder. Miller and Thornton [6]
and Sarban [7] introduced a finite element method and a semi-analytical model to
calculate the three-dimensional stress distribution within the coil. Nevertheless, in those
models, they did not consider the physical clearance between each coiled wrap due to
the strip crown as a cause of the axial inhomogeneity. Yanagi et al. [8] proposed an
analytical model by wrapping the thick cylinder (the coil) with the thin-walled cylin-
ders (the new coiling strips) to deal with inhomogeneous deformation of the cold-rolled
thin-strip in the axial direction caused by the clearance and the strip crown. Moreover,
Park et al. [9] studied the effect of processing parameters including a strip crown, a
spool geometry, and coiling tension on the stress distribution on the strip during the
coiling process where the analytical elastic model was used. In this study, it was found
that enhancement of strip flatness of the cold-rolled thin-strip could be accomplished by
suppressing the strip crown and lowering the coiling tension intensity compared to the
measured circumferential strain distribution.

To alleviate the undesirable formation of flatness defects, manufacturing the strip
coil without the strip crown is suggested as the best solution for fulfilling the strip
flatness requirement. Nevertheless, suppressing the strip crown during the rolling
process, as illustrated in Fig. 1, is somewhat difficult or even impossible to carry out
due to many processing parameters involved. Therefore, use of optimization to find the
optimum solution for a spool geometry and coiling tension was conducted [10, 11] in
order to improve the strip flatness during the strip coiling process.

Optimization is a special kind of mathematical problem assigned to search for a
design solution optimizing a predefined objective or merit indicator within a given
feasible region. A numerical optimizer is usually employed to find such a solution. It
can be categorized as an optimization method either with and without using function
derivatives. The former is based on hard computing while the latter is based on a
stochastic process and soft computing. The most popular non-gradient optimizer is an
evolutionary algorithm (EAs) or later known as a meta-heuristic (MH). It has been
implemented on a wide range of engineering applications and has shown several
advantages [12–21]. For metal strip manufacturing, optimization by means of
meta-heuristics has been used most commonly in the rolling process so as to control the
flatness problem, whereas their use in the strip coiling process has been rarely reported
[22–27].

In this study, optimization of flatness of the strips has been enhanced by an
improved teaching-learning based algorithm (ITLBO). This method is compared to
several well established EAs, such as simulated annealing (SA) [16], differential
evolution (DE) [28], artificial bee colony optimization (ABC) [29], real code ant colony
optimization (ACOR) [30], original teaching-learning based optimization (TLBO) [31],
league championship algorithm (LCA) [32], charged system search (ChSS) [33],
Opposition-based Differential Evolution Algorithm (OPDE) [10] and Enhanced
teaching-learning based optimization with differential evolution (ETLBO-DE) [11] to
determine the spool geometry and coiling tension where the objective is to minimize
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the axial inhomogeneity of the stress to improve the flatness of the strip. For function
evaluations, the analytical elastic model proposed by Park et al. [9] similar to the one
suggested by Yanagi et al. [8] was employed.

2 Formulation of the Optimization Design Problem

It is known that wavy edges occur during the strip coiling process, when the cir-
cumferential stress at the middle zone of the strip is highly compressed, while two
edges are under tension or slight compression. Also, if the middle strip zone is under
high tension while the two edges are compressed or slightly stretched, center buckle
can happen [8, 9]. Figures 1(a) and (b) display the circumferential stress (rh) distri-
bution along the z direction within the thin strip, which respectively caused the wavy
edge and center buckle.

Generally, it is impossible to obtain a flat strip after finishing a rolling process. The
strip always has a crown shape. When the strips are being coiled, tension loads need to
be applied, the middle zone (z = 0) of the strip at the inner coil will be considerably
compressed in comparison with the two edges because of the coiling tension and the
strip crown. In such a situation, the center buckle defect at the inner coil will not appear
but the wavy edge defect can possibly occur. As such, the wavy edge defect at the inner
coil is the major problem during the coiling process. Figure 2 depicts the circumfer-
ential stress (rh) distribution in the z direction at the radius (r) of the coil (computed by
the Love’s elastic solution proposed by Park et al. [9]) contributing to wavy edge defect
formation during the strip coiling process. It is possible to reduce the wavy edge defect
by decreasing the axial inhomogeneity of the stress distribution and the maximum
compressive stress at the compressive zone [10].

In this paper, optimization using the ITLBO and other well-known and newly
developed EAs will be used to find the optimum solution for the processing parameters
including coiling tension (rT ) and spool geometry, as illustrated in Fig. 3.

(a) the wavy edge (b) center buckle 

Fig. 1. Circumferential stress distributions for (a) the wavy edge and (b) center buckle,
respectively [8, 9]
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To decrease the axial inhomogeneity of the stress distribution and the maximum
compressive stress, minimization of the volume of the circumferential stress and
maximum compressive stress (shown in Fig. 2) is defined as an objective function. In
Fig. 2, the volume can only be computed for the coil, where compressive stresses were
higher than 20 MPa, in order to minimize the zone that is likely to have the wavy edge
defect. The objective function of the optimization problem can then be written as:

Minimize f ab; gb; rT ;i
� � ¼ V

V0
þ max rhcð Þ

max rhc0ð Þ ð1Þ

minimize

0� ab � 4;

0� gb � 4;

25� rT ;i � 50 MPa; i ¼ 1; . . .nmax

rT ;i � rT ;i�1
�� ��� 2 MPa,

where rhc and V are respectively the compressive circumferential stress higher than
20 MPa (refer to Fig. 2) and the approximate volume of the circumferential stress. rhc0
and V0 are the respective values for the original design of the process. The rT ;i is the
coiling tension at coil number i. The coiling tension is normally set to be constant for
all coils [34]. The variable nmax is the maximum number of coils, which has been
assigned to be 220 in this paper. gb and ab in Eq. (2) are spool crown exponent and the
spool crown height, which were used for defining the spool geometry, as described in
Fig. 3:
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Fig. 2. Circumferential stress distribution (rh) in the coil determined by Love’s elastic solution [9]
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b zð Þ ¼ b0 � ab
zj j

zmax

� �gb

ð2Þ

where b0 (z = 330 mm) and b(z) are the initial value of the outer radius of the spool and
the outer radius of the spool along the z direction, respectively. zmax = 525 mm is the
width of the spool. The inner radius of the spool (a) in Fig. 3 has been assigned to be
300 mm. The total number of design variables, therefore, is 222 (220 for coiling
tensions and 2 for the spool geometry).

3 Improved Teaching-Learning Based Optimization

From the previous section, the optimization problem can be considered being
large-scale. It has been found [10, 11], that TLBO is suitable for this type of design
problem. The teaching-learning based optimization (TLBO) algorithm is an evolu-
tionary algorithm, or an optimizer without using function derivatives, proposed by Rao
et al. [31]. The concept of TLBO searching mechanism is based on mimicking a
teacher on the output of learners in a classroom. Basically, the learners can improve
their intellectual and knowledge by two stages i.e. learning directly from the teacher
and learning among themselves. During the teacher stage, a teacher may teach the
learners, however, only some learners can acquire all things presented by the teacher.
Those who can accept what the teacher taught will improve their knowledge. For the
second stage, which is called the learning phase, the learners can improve their
knowledge during discussion with other learners. Based on the different levels of the
learners’ knowledge, the better learners may transfer knowledge to the inferior learners.

From the view point of optimization, the algorithm starts with a randomly created
initial population, which is a group of design solutions. Learners are identical to design
solutions whereas the best one is considered a teacher. The objective function is
analogous to the knowledge which needs to be improved towards the optimum solu-
tion. Having identified a teacher and other learners for the current iteration, the pop-
ulation will be updated by two stages including “Teacher Phase” and “Learner Phase”.
In the “Teacher Phase”, an individual (xi) will be updated based on the best individual
(xteacher) and the mean values of all populations (xmean) as follows:

xnew;i ¼ xold;i þ r xteacher � TF � xmeanð Þf g ð3Þ

Fig. 3. Spool Geometry used in the present investigation

16 S. Bureerat et al.



Where TF is a teaching factor, which can be either 1 or 2 and r 2 [0,1] is a uniform
random number.

For the “Learner Phase”, the members in the current population will be modified by
exchanging information between themselves. Two individuals xi and xj will be chosen
at random, where i 6¼ j. The update of the solutions can then be calculated as:

xnew;i ¼ xold;i þ r xi � xj
� �

if f xið Þ\f xj
� �

xold;i þ r xj � xi
� �

if f xj
� �

\f xið Þ
�

ð4Þ

At both teacher and learner phases, the new solution (xnew) will replace its parent if
it has better knowledge or produces better objective function value, otherwise, it will be
rejected. The two phases are sequentially operated until the termination criterion is
fulfilled.

For the improved teaching-learning based optimization (ITLBO), an opposition-
based approach, binary crossover, and the probability of operating the learning phase
are added to the original TLBO to improve the balance of search exploration and
exploitation. Four random numbers including, rand1, rand2, rand3, and rand4, have
been used for performing opposition-based approach, binary crossover, and the
learning phase. The main search procedure starts by generating an initial population,
updating the population at the teaching phase and learning phase similarly to the
original TLBO. However, at the teaching phase, the updating can be done by the
following equation;

xnew;i ¼ xold;i þð�1Þrand1r xteacher � TF � xmeanð Þf g ð5Þ

where rand1 is a random value with either 0 or 1. Then, the binary crossover is applied
if a uniform random number having an interval of 0 and 1 (rand2) is lower than the
crossover probability (Pr). For a new individual xTnew = [xnew,1, …, xnew,D] and an old
individual xTold = [xold,1, …, xold,D], the binary crossover step can be expressed as
follow;

xnew;j
xold;j if rand3\CR1 j ¼ 1; . . .; D

xteacher;j if CR1 � rand3\CR2 j ¼ 1; . . .; D

�
ð6Þ

where the rand3 is a uniform random number generated from 0 to 1. The CR1 and CR2

are the predefined crossover rates, while D is the number of design variables,
respectively. Thereafter, the learning phase is conducted if a uniform random number
generated from 0 to 1 (rand4) is lower than the probability value (Lp), otherwise, the
learning phase will be skipped. The search process will be repeated until the termi-
nation criterion is satisfied. The computational steps of the proposed algorithm are
shown in Algorithm 1.
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Algorithm 1 An improved TLBO
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4 Numerical Experiments

In order to examine the search performance of the proposed ITLBO, several EAs have
been used to solve the optimum design problem of the strip flatness as described in the
previous section. The EAs used in this study are as follows:

– DE [28]: The DE/best/2/bin strategy was used. DE scaling factor was random from
0.25 to 0.7 in each calculation and crossover probability was 0.7.

– SA [16]: An annealing temperature was reduced exponentially by 10 times from the
value of 10 to 0.001 in the optimization searching process. On each loop 2n children
were created by means of mutation to be compared with their parent. Here, n is the
number of design variables.

– ABC [29]: The number of food sources was set to be 3np. A trial counter to discard
a food source was 100.

– ACOR [30]: The parameters used for computing the weighting factor and the
standard deviation in the algorithm were set to be n = 1.0 and q = 0.2, respectively.

– TLBO [31]: Parameter settings are not required.
– LCA [32]: The default parameter settings provided by the authors were used.
– ChSS [33]: The number of solutions in the charge memory was 0.2np. Here, np is

the population size. The charged moving considering rate and the parameter PAR
were set to be 0.75 and 0.5, respectively.

– OPDE [10]: The DE/best/2/bin strategy was used. DE scaling factor was random
from 0.25 to 0.5 in each calculation and crossover probability used was 0.7.

– ETLBO-DE [11]: Used the DE parameter setting and Latin hypercube sampling
(LHS) technique to generate an initial population.

– ITLBO (Algorithm 1): The Pr, CR1, CR2 and Lp were set to be 0.5, 0.33, 0.66 and
0.75, respectively.

Each optimizer was employed to solve the problem for 5 optimization runs. Both
the maximum number of iterations and population size were set to be 100. For the
optimizers using different population sizes, such as simulated annealing, their search
processes were stopped with the total number of function evaluations as 100 � 100.
The optimal results of the various optimizers from using this limited number of
function evaluations were compared. The best optimizer was used to find the optimal
processing parameters of the strip coiling process.

5 Results and Discussion

After applying each optimization algorithm to solve the problem for 5 runs, the results
are given in Table 1. The mean values (Mean) are used to measure the convergence
rate while the standard deviation (STD) determines search consistency. The lower the
mean objective function value the better, and the lower the standard deviation the more
consistent. In the table, max and min stand for the maximum and minimum values of
the objective function, respectively.
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For the measure of convergence speed based on the mean objective value, the best
method is ITLBO while the second best and the third best performers are ETLBO-DE
and OPDE, respectively. The worst results came from ABC. For the measure of search
consistency based on STD, the best was also ITLBO while the worst was ABC, which
was similar to the measure of the search convergence. The second best and the third
best for consistency were ETLBO-DE and ACOR, respectively. The minimum
objective function value was obtained by the ITLBO.

Based on the results obtained, it was clearly indicated that the proposed ITLBO by
adding opposition based method, binary crossover, and learning phase probability can
improve the search performance of the original TLBO for solving the optimization
design problem of the strip coiling process.

The optimal spool crown exponent and height obtained are 1.0822 and 2.3645,
respectively. The optimal distribution of coiling tensions as a function of coil numbers
is shown in Fig. 4. The results reveal that the coiling tensions start with the highest
value initially and then decrease when the number of coils increases. After a few series
of coiling, the tension levels become almost constant, converging to the lower bound at
the end of the process. Figure 5 shows the plot of the circumferential stress distribu-
tions along the z and r directions of the original and optimum design solutions in that
order. The comparison of the maximum compressive stresses and the standard devia-
tion of stresses at the inner strip between the original and optimal designs is given in
Table 2. The results show that the optimal processing parameters obtained by the
proposed ITLBO algorithm can reduce the maximum compressive stress and the axial
inhomogeneity of the stress distribution at the inner strip, which might cause unde-
sirable wavy edge defects during the strip coiling process.

Table 1. Objective function values calculated

Evolutionary algorithms Mean STD Max. Min.

DE 0.9700 0.0275 1.0096 0.9354
ABC 1.7637 0.0787 1.8800 1.6751
ACOR 1.0621 0.0070 1.0705 1.0546
ChSS 1.4026 0.0289 1.4448 1.3678
LCA 1.7116 0.0408 1.7580 1.6473
SA 1.5451 0.0645 1.6323 1.4841
TLBO 0.9915 0.0132 1.0066 0.9766
OPDE 0.9539 0.0179 0.9715 0.9297
ETLBO-DE 0.8850 0.0047 0.8897 0.8784
ITLBO 0.8740 0.0025 0.8783 0.8720
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6 Conclusions

The new population-based optimization algorithm obtained by improving the original
TLBO for solving the flatness optimization of the strip coiling process has been pro-
posed. The search performance of the method was compared to various established
evolutionary algorithms. The numerical results show that the new optimizer ITLBO is
the best performer for both convergence rate and consistency. With this, the new
parameters including the spool geometry and the coiling tension distribution have been
obtained and can be used in the real strip coiling process. Further studies will be made
to enhance the mathematical model of the strip coiling process. A self-adaptive version
of ITLBO will be investigated for search performance enhancement.

Fig. 4. Coiling tension levels as a function of number of coils

(a) Original design                (b) Optimal design 

Fig. 5. Comparison of circumferential stresses along the z and r directions for the original
design and optimal design, respectively

Table 2. Maximum compressive stress and the standard deviation of stresses at the inner coil

Original design Optimal design

Maximum compressive stress [MPa] 111.546 68.0270
Standard deviation of stresses 48.375 29.3703
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Abstract. Classical Answer Set Programming is a widely known
knowledge representation framework based on the logic programming
paradigm that has been extensively studied in the past decades. Semantic
theories for classical answer sets are implicitly three-valued in nature, yet
with few exceptions, computing classical answer sets is based on trans-
lations into classical logic and the use of SAT solving techniques. In this
paper, we introduce a variation of Kleene three-valued logic with strong
connectives, R3, and then provide a sound and complete proof procedure
for R3 based on the use of signed tableaux. We then define a restriction
on the syntax of R3 to characterize Kleene ASPs. Strongly-supported
models, which are a subset of R3 models are then defined to charac-
terize the semantics of Kleene ASPs. A filtering technique on tableaux
for R3 is then introduced which provides a sound and complete tableau-
based proof technique for Kleene ASPs. We then show a translation
and semantic correspondence between Classical ASPs and Kleene ASPs,
where answer sets for normal classical ASPs are equivalent to strongly-
supported models. This implies that the proof technique introduced can
be used for classical normal ASPs as well as Kleene ASPs. The relation
between non-normal classical and Kleene ASPs is also considered.

1 Introduction

Classical Answer Set Programs (ASP) [1,3,15–17,22] belong to the family of
rule-based logic programming languages. The semantic framework for classical
ASPs is based on the use of stable model semantics. There are two characteristics
intrinsically associated with the construction of stable models (answer sets) for
answer set programs. Any member of an answer set is supported through facts
and chains of rules and those members are in the answer set only if generated
minimally in such a manner. These two characteristics, supportedness and min-
imality, provide the essence of answer sets. Classical ASPs allows two kinds of
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negation, classical or strong negation and default or weak negation. Additionally,
answer sets are implicitly partial and that partiality provides epistemic overtones
to the interpretation of disjunctive rules and default negation.

There has been much work in providing numerous definitions [24] of what an
answer set is and then relating particular definitions to other formalisms such as
Circumscription [27] or Default Logic [32]. This body of research has provided
much insight into the nature of answer sets. Additionally, the relationship with
other formalisms has provided a basis for algorithms that generate answer sets
for classical ASPs in addition to inference procedures (for implementations see,
e.g., CLASP [13], ASSAT [25], CMODELS [23], SMODELS [36], DLV [21]).
The majority of these approaches often use syntactic translations and encodings
of classical ASPs into a classical two-valued framework using standard model
theory. The benefit is that one can appeal to the broad body of techniques from
classical logic.

In this paper, we are interested in Kleene Answer Set programs (Kleene
ASPs) introduced in [7]. Our approach is based on an extension of the three-
valued logic with strong connectives, K3, of Kleene [19], extended with an exter-
nal negation connective, ∼, characterizing default negation and an implication
connective, →s, suitable for Kleene ASPs. This logic, which we call R3, has been
considered in [7]. Kleene ASPs are directly represented as a fragment of the R3

language. The semantics of Kleene ASPs is based on the use of strongly sup-
ported models which turn out to be a subset of the R3 models. It was stated
previously that the intuitions behind classical ASP semantics are based on sup-
portedness and minimality. One of the purposes in introducing Kleene ASPs and
strongly supported models is to provide a weaker interpretation of non-normal
ASPs where the minimality assumption on disjunction is relaxed. Separation of
supportedness and minimality technically turns out to have complexity advan-
tages when dealing with non-normal Kleene ASPs. As a derivative of this work,
it can be shown that there is an equivalence between the strongly supported
models of a normal Kleene ASP and the answer sets of a normal classical ASP.
Consequently, these proof techniques may also be of wider interest.

The following are the main results in this paper:1

– We present a semantic tableaux procedure for R3 based on the use of signed
formulas that is both sound and complete for R3. It can be used both for
model generation and entailment.

– The general tableaux procedure for R3 is only sound for Kleene ASPs. For
completeness, the following method is proposed:

A filtering procedure on tableaux branches is introduced based on
the definition of strong supportedness. For both normal and non-
normal Kleene ASPs, the filtering procedure is shown to be sound
and complete. For normal ASPKs it is tractable and for non-normal
ones it is in ΠP

1 .

1 For clarity, we restrict the results to the propositional case, but they are easily
generalized to the first-order case with certain restrictions.
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– Due to the equivalence between strongly supported models for a normal Kleene
ASP and answer sets for its corresponding normal classical ASP, the proof
techniques proposed here can be used directly for normal classical ASPs. Since
classical answer sets are strongly supported, the proposed proof techniques
remain sound for disjunctive classical ASPs.

Structure of the Paper. The paper is structured as follows. In Sect. 2 the
augmented Kleene three-valued logic, R3, is specified. Section 3 presents the
general tableaux procedure for R3. Section 4 is devoted to Kleene ASPs and its
relation to classical ASPs. It is assumed the reader is familiar with classical ASP
definitions (see, e.g., [24]). In Sect. 5, a sound and complete entailment procedure
for Kleene ASPs, using semantic tableaux and filtering, is presented. Section 6
concludes with related work and conclusions.

2 Three-Valued Logic R3

The basis for our approach begins with the three-valued logic with strong con-
nectives, K3, of Kleene [19], extended with an external negation connective, ∼,
characterizing default negation.2 We assume that constants T (true), F (false), U
(unknown) are part of the language. The implication connective, →s , is defined
using, ∼, as:3

A →s B = ∼A ∨ ¬ ∼B.

We denote this logic by R3.
Truth tables for connectives of R3 are shown in Table 1, where ¬,∨,∧ are

the strong connectives of K3, ∼ is the weak or external negation connective and
→s is a newly defined implication for ASP rules.

Table 1. Truth tables for R3 connectives.

¬ ∼
T F F
F T T
U U T

∨ F U T
F F U T
U U U T
T T T T

∧ F U T
F F F F
U F U U
T F U T

→s F U T
F T T T
U T T T
T F F T

Let P be the set of propositional variables. By a valuation of propositional
variables we understand a mapping P −→ {T,U,F}. If A is an R3 formula and
v is a valuation then the truth value of a formula, denoted by v(A), is defined
inductively extending v by using the semantics of the connectives provided in
Table 1.

By a positive literal (or an atom) we mean any propositional variable of P.
A negative literal is an expression of the form ¬r, where r ∈ P. A (classical)
2 Strong negation, conjunction and disjunction have also been used in [26].
3 The implication connective, →s , is in fact equivalent to that used in [35].
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literal is a positive or a negative literal. For a literal � = ¬p, by ¬� we understand
p. A set of literals is consistent when it does not contain a propositional variable
together with its negation. An interpretation is any consistent set of literals.

Any interpretation I defines a three-valued valuation vI by:

vI(p) def=

⎧
⎨

⎩

T when p ∈ I;
F when ¬p ∈ I;
U otherwise.

(1)

Also, given v, one can construct a corresponding interpretation Iv by setting:

Iv
def= {p | p ∈ P and v(p) = T} ∪ {¬p | p ∈ P and v(p) = F}. (2)

In the rest of the paper, we will freely switch between interpretations and
valuations, using (1) and (2).

An interpretation I is a model of a set of formulas S iff for all A ∈ S,
vI(A) = T, where vI is the valuation corresponding to I.

By convention, the empty conjunction is T and the empty disjunction is F.

3 Signed Tableaux for Three-Valued Logic R3

We follow the signed tableaux style of [6], extended with rules for →s.4 The
generalization to multivalued logics is derived from [37].

By an information constraint lattice we mean the lattice L
def= 〈S;	,
〉 where:

– S = {[T], [F], [U F T], [U T], [U F], [U], [ ]} is the set of signs which also con-
tains the element [ ], representing contradiction; moving upwards in the lattice
should be interpreted as tightening for possible truth values for a formula;

– 	 (
) are the join (meet) operation on S defined respectively as the least
upper bound and greatest lower bound w.r.t. the ordering shown in Fig. 1.

Fig. 1. Information constraint lattice.

4 This signed approach to semantic tableaux for multi-valued logic was discovered
independently, by [6,18] who generalized the technique for a larger class of multi-
valued logics. The approach of [6] was used as a basis for [28].
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A signed formula is any expression of the form [s]A, where [s] ∈ S in the
lattice L. A valuation u satisfies a signed formula [a . . . b]A if it satisfies the
disjunction:

u(A) = a or . . . or u(A) = b, (3)

where “or” in (3) is the classical disjunction.
A valuation u satisfies a set of signed formulas S iff u satisfies every for-

mula in S. An interpretation is a model of S iff the corresponding valuation
satisfies S.

3.1 Tableaux Construction Rules

Tableaux [37] are used to construct models for formulas. The construction of a
tableau starts with a formula for which models (if any) are constructed. The
tableau is then expanded according to rules provided in the subsequent subsec-
tions. The following types of rules are used, where ‘,’ and ‘|’ represent conjunction
and disjunction, respectively:

[s]A [s]A

[s′]B [s′]B, [s′′]C

[s]A

[s′]B | [s′′]C

The following theorem can be proved extending the corresponding proof for K3

given in [6] by considering the new connective →s.

Theorem 1. Tableau rules shown in Table 2 are sound and complete for R3,
i.e., a formula A is unsatisfiable iff there is a closed tableau for A. �

Table 2. Tableaux rules.
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3.2 Constructing Models Using Tableaux

A path in a tableau is completed if no tableau rule can extend the path. A tableau
is completed when all its paths are completed.

Let [s]A and [s′]A be signed formulas. A path in a tableau is closed if both
[s]A and [s′]A are in the path and [s] 	 [s′] = [ ]. A path is open when it is not
closed.

A tableau T is closed if all its branches are closed. A tableau is open if it is
not closed.

Given a tableau T for a formula A, to extract u satisfying A we look for
an open branch. If such a branch does not exist then there is no model for A.
Otherwise, for each propositional variable p appearing in the branch let:

Σ(p) def= {s | [s]p occurs in the branch} and let σ(p) def=
⊔

s∈Σ(p)

[s].

The satisfying valuations (models) are then defined by assigning, to each p
occurring in the branch, a value from σ(p). If for a propositional variable p,
occurring in A, no formula of the form [s]p occurs on a given branch then p is
unconstrained and can be assigned any truth value. Note that, due to the form of
rules, only signs [F], [T], [U F] and [U T] can appear in tableaux. If a proposition
p does not occur in a branch, we assume that implicitly [U F T]p occurs in that
branch.

Example 1. Consider the following tableau:

[T]((p ∨ ¬q)∧ ∼q)

[T](p ∨ ¬q), [T](∼q)

[U F]q

[T]p | [T]¬q

[F]q

The first branch contains [U F]q and [T]p, so σ(q) = [U F] and σ(p) = [T].
The branch then encodes two models:

v1(q) = U, v1(p) = T, corresponding to {p},

v2(q) = F, v2(p) = T, corresponding to {¬q, p}.

The second branch contains [U F]q and [F]q, so σ(q) = F. Since p remains uncon-
strained, the branch encodes models:

u1(q) = F, u1(p) = T, corresponding to {¬q, p},

u2(q) = F, u2(p) = F, corresponding to {¬q,¬p},

u3(q) = F, u3(p) = U, corresponding to {¬q}.

Of course, v1, v2, u1, u2, u3 are all models for the starting formula
(p ∨ ¬q)∧ ∼q.

�
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We have the following theorem which can be proved by extending the proof of
the analogous theorem for K3 given in [6].

Theorem 2. Given an R3 formula A, every interpretation satisfying A can be
extracted from a completed tableau for [T]A. �

4 (Kleene) Answer Set Programs

The syntax for Kleene Answer Set Programs, ASPK , is identical for that of
classical ASP programs. The semantics for Kleene ASPK programs is based on
the use of the augmented three-valued Kleene logic R3 and strongly-supported
models presented in [7]. The semantics for classical ASP programs is based on
stable model semantics [24]. Correspondences between classical answer sets and
strongly supported models will be considered later in this section. For the sake
of clarity we consider propositional programs only.

By an ASPK rule we understand an expression � of the form:

�1 ∨ . . . ∨ �k ← �k+1, . . . , �m,not �m+1, . . . ,not �n, (4)

where n ≥ m ≥ k ≥ 0 and �1, . . . , �k, �k+1, . . . , �m, �m+1, . . . �n are (positive or
negative) literals. The expression at the lefthand side of ‘←’ in (4) is called the
head and the righthand side of ‘←’ is called the body of the rule. The rule is
called disjunctive if k > 1.

An ASPK program Π is a finite set of rules. A program is normal if each of
its rules has at most one literal in its head. If a program contains a disjunctive
rule, we call it disjunctive or non-normal.

An interpretation I satisfies a rule � of the form (4), denoted by I |= �,
if whenever �k+1, . . . , �m ∈ I and �m+1, . . . , �n �∈ I, we have �i ∈ I for some
1 ≤ i ≤ k. An interpretation I satisfies an ASPK program Π, denoted by
I |= Π, if for all rules � ∈ Π, I |= �.

We say that an Kleene ASP program Π entails an R3 formula A, and denote
it by Π |= A, provided that A is true in every strongly supported model of Π.

The concept of strong supportedness [7] builds on the principle of construct-
ing models through chains of rules grounded in facts. When evaluating the body
of a rule to determine whether it is applicable, literals outside the scope of not
must be evaluated against the set of literals for which support has already been
found, represented as an interpretation I. However, literals inside the scope of
not must be evaluated against a strongly supported model candidate J , similarly
to how not � is evaluated against an answer set candidate S when a reduct ΠS is
computed classically. We therefore evaluate formulas w.r.t. two interpretations.
Given interpretations I and J , the value of a formula A w.r.t. (I, J), denoted
by (I, J)(A), is defined as follows:

(I, J)(A) def=

⎧
⎨

⎩

T when I |= reductJ (A);
F when I |= reductJ (¬A);
U otherwise.

(5)
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where reductJ (A) (respectively, reductJ(¬A)) is a formula obtained from A (¬A)
by substituting subformulas of the form not � by their truth values evaluated in J .

Now we are ready to define strong supportedness. An interpretation N is a
strongly supported model of an ASPK program Π provided that N satisfies Π
and there exists a sequence of interpretations I0 ⊆ I1 ⊆ . . . ⊆ In where n ≥ 0
such that I0 = ∅, N = In, and:

1. for every 1 ≤ i ≤ n and every rule �1 ∨ . . . ∨ �k ← B of Π,
if

(
Ii−1, N

)
(B) = T then a nonempty subset of {�1, . . . , �k} is included in Ii;

2. for i = 1, . . . , n, Ii can only contain literals obtained by applying point 1.

A Kleene Answer Set for an ASPK program is a strongly supported model.
The terminology will be used interchangeably.

The following correspondences between classical answer sets with stable
model semantics (for definitions see, e.g., [24]) and Kleene answer sets with
strongly-supported model semantics relate the two semantics.

In [7] the following theorem is proved (see [7, point 2 of Theorem 1]).

Theorem 3. For any normal ASPK program Π, I is a classical answer set of
Π iff I is a strongly supported model of Π. �

The following theorem clarifies the role of strong supportedness in the context
of disjunctive programs.

Theorem 4. For any ASPK program Π, if I is a classical answer set of Π then
I is a strongly supported model of Π. �

Theorem 3 allows us to use the filter-based tableau technique introduced in
Sect. 5 below, not only for Kleene ASPs, but for classical normal ASPs, too.
Theorem 4 shows that filtering remains sound for disjunctive classical ASPs.5

5 Filtering Technique for Kleene Answer Set Programs

To construct tableaux for Kleene ASP entailment we first translate Kleene ASPs
into formulas of R3 using the translation Tr defined as follows:

Tr(¬A) def= ¬A, Tr(not A) def=∼A,

Tr(A ◦ B) def= Tr(A) ◦ Tr(B), for ◦ ∈ {∨,∧},
T r(A ← B) def= Tr(B) →s Tr(A). (6)

Rules are then translated as follows:

Tr(�0 ∨ . . . ∨ �i ← �i+1, . . . , �j ,not �j+1, . . . ,not �m) =
(�i+1 ∧ . . . ∧ �j∧ ∼�j+1 ∧ . . . ∧ ∼�m) →s (�0 ∨ . . . ∨ �i). (7)

5 In understanding the theorems, recall that the syntax for ASPK programs and
classical ASP programs is identical.
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For a Kleene ASP program Π, Tr(Π) def=
∧

r∈Π Tr(r). By a model of a Kleene
ASP program Π we understand any model of Tr(Π).

Note that every Kleene answer set for a program Π is an R3 model for Tr(Π).
Therefore, we have the following theorem.

Theorem 5. Let Π be a Kleene ASP program, A be an R3 formula, and T be
a tableau for:

[T]
(
Tr(Π)∧∼A

)
. (8)

Then, if T is closed then Π |= A. �

That is, the tableaux procedure provided in Sect. 3.1 is sound for Kleene ASP
entailment.

Example 2. Let Π consists of rules:

q ← p.

q ← not p.

To show that Π |= q we construct the following tableau:

[T]
(
(p →s q) ∧ (∼p →s q)∧ ∼q

)

[T]
(
(p →s q) ∧ (∼p →s q)

)
, [T](∼q)

[T](p →s q), [T](∼p →s q), [T](∼q)

[U F]q

[U F]p | [T]q

[U F] ∼p | [T]q

[T]p

On the first branch σ(p) = [ ] and on the other two branches σ(q) = [ ]. Thus
the above tableau is closed. �

For completeness of ASPK, a filtering technique is required to filter out non-
strongly supported models associated with open branches. To decide whether
Π |= A we first construct a tableau T for signed formula (8). Then,

1. if T is closed then Π |= A; otherwise
2. filtering: eliminate every open branch of T encoding only non-strongly sup-

ported models of Π. If all open branches of T are eliminated then Π |= A,
otherwise Π � |= A.

The filtering described in point 2. Above is sound and complete for ASPK ,
as stated in the following theorem.

Theorem 6. Let Π be a Kleene ASP program, A be an R3 formula, and T be
a tableau for [T]

(
Tr(Π)∧ ∼A

)
. Then, Π |= A iff filtering eliminates every open

branch of T . �
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Example 3. Let program Π consist of a single rule: q ← not p. To show that
Π |= q, we construct the following tableau:

[T]
(
(∼p →s q)∧ ∼q)

)

[T](∼p →s q), [T](∼q)

[U F]q

[U F] ∼p | [T]q

[T]p

The first branch is open and the second branch is closed. Therefore we have
to check whether the first branch represents a strongly supported model for
Π. Since the branch contains [U F]q and [T]p, the candidates for a strongly
supported model for Π are {p} and {¬q, p}.6 Of course, {p} and {¬q, p} are
not strongly supported, so there are no open branches representing strongly
supported models for Π. Therefore, Π indeed entails q. �

For non-normal programs an open branch may encode more than one strongly
supported model, consequently the technique shown in Example 3 does not apply
since one uses an assumption of equivalence between minimality and strong
supportedness that only applies to normal programs. In this case one is required
to filter all potential interpretations, including non-minimal ones, associated with
an open branch.

To verify strong supportedness one can use Algorithm 1 provided in [7, p.
137]. Given a program Π and an interpretation I, this algorithm checks whether
I is a strongly supported model of Π in deterministic polynomial time w.r.t.
Π and I. Recall that due to the form of tableau rules shown in Table 2, only
signs [F], [T], [U F] and [U T] (and implicitly [U F T]) can appear in tableaux.
Therefore, to check whether a given open branch of a tableau encodes a strongly
supported model, one can extract the candidate valuation v in such a way that
whenever for a given proposition p, U is in σ(p), we set v(p) def= U, otherwise
v(p) is the (uniquely determined) truth value from σ(p). That way, for normal
programs, v represents a minimal interpretation uniquely determined by this
branch. By Theorem 3, for normal programs strong supportedness is equivalent
to minimality, so we have the following theorem.

Theorem 7. For any normal ASPK program Π checking whether a given
tableau branch for [T]Π encodes a strongly supported model is tractable. �

For non-normal programs, checking whether an open branch exists such that
there is a valuation encoded by the branch defining a strongly supported model,
is obviously in ΣP

1 . Therefore, checking whether a branch can be closed via
filtering (does not encode a strongly supported model), is in ΠP

1 (i.e., co-NP) as
stated in the following theorem.

6 Note that both {p} and {¬q, p} are R3 models for the considered formula, so the
fact that q is entailed by Π cannot be proved using only rules provided in Sect. 3.1.
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Theorem 8. For any non-normal ASPK program Π checking, in general,
whether a given tableau branch for [T]Π encodes a strongly supported model,
is in ΠP

1 . �

Note that Theorem 8, ensures that our entailment procedure is in ΠP
1 .

Remark 1. The technique of filtering can be applied to classical answer sets,
too. First, one can filter out non-strongly supported models. This can be done
“locally” node by node. Normal classical ASP programs are equivalent to normal
ASPK programs so for this case our procedure remains sound and complete.
For non-normal classical ASP programs, the minimality requirement results
in a higher complexity of reasoning [8,9], [7, Thm. 2, p. 137] (assuming that
the polynomial hierarchy does not collapse). In this case, checking for non-
minimality rather than for non-supportedness is required. It calls for pairwise
comparisons with all models, perhaps encoded by other nodes in the constructed
tableaux. Therefore, rather than checking for minimality, we could achieve com-
pleteness for non-normal classical ASPs by suitably adding a generalization
of Clark’s completion and loop formulas provided in [25] to the original ASP
program. �

6 Related Work and Conclusions

There is a rich history of explicit use of partial interpretations and multi-valued
logics as a basis for semantic theories for logic programs. Some related and addi-
tional representative examples are [5,11,12,20,30,31,34,38]. Supportedness is
analyzed in many papers, starting from [10]. One of most recent generalizations,
via grounded fixpoints, is investigated in [2]. However, grounded fixpoints are
minimal (see [2, Proposition 3.8]) while strongly supported models do not have
to be minimal.

In [33] a possible model semantics for disjunctive programs is proposed. It
is formulated with the use of split programs and there can be exponentially
many of them comparing to the original program. Similar semantics was inde-
pendently proposed in [4] under the name of the possible world semantics. In
comparison to [33], ASPK programs allow for strong negation and a three-valued
model-theoretic semantics is provided. The presence of both default and strong
negation in ASPK provides a tool to close the world locally in a contextual
manner, more flexible than possible model negation proposed in [33]. Though
defined independently and using different foundations, both semantics appear
compatible on positive programs, so the results of the current paper apply to
possible model semantics of [33], too.

Paper [14] defines a tableaux framework for classical ASP, using two (explicit)
truth values T, F. They require a cut rule, whereas we do not. Loop formulas
are explicit in some rules and supportedness is encoded as an additional set of
inference rules. Our approach is very much in the spirit of Smullyan [37] and
does not require special inference rules, although loop and completion formu-
las would have to be added to an ASP if one wanted to deal with classical
non-normal ASPs.
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In [29,30], the logic of here-and-there (HT) is used to define a direct
declarative semantics for classical ASPs, although HT has greater generality
and wider application. HT can be defined by means of a five-valued logic, N5,
defined over two worlds: h (here) and t (there), where the set of literals asso-
ciated with h is included in the set of literals associated with t. N5 uses truth
values {−2,−1, 0, 1, 2}, where the values −1, 1 characterize literals associated
with h and not associated with t. On the other hand, for classical ASP models
it is assumed that these sets are equal, so −1, 1 become redundant. Therefore,
in the context of classical ASPs one actually does not have to use full N5 as
it reduces to the three-valued logic R3, with −2, 0, 2 of N5 corresponding to F,
U, T of R3, respectively. Consequently, tableaux techniques used in [29] for N5

could then be simplified when focus is on ASPs.
Kleene Answer set programs, ASPK , and connectives used in R3 have been

proposed in [7]. The current paper introduces a sound and complete tableaux-
based proof procedure for them. A filtering technique is introduced which, when
added to the R3 tableaux based proof procedure, provides a sound and complete
proof procedure for Kleene ASPs. As a derivative result, it is shown that the proof
procedure is also sound and complete for classical normal ASPs and remains
sound for disjunctive classical ASPs.
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Abstract. Fuzzy-rough set based feature selection is highly useful for
reducing data dimensionality of a hybrid decision system, but the reduct
computation is computationally expensive. Gaussian kernel based fuzzy
rough sets merges kernel method to fuzzy-rough sets for efficient feature
selection. This works aims at improving the computational performance
of existing reduct computation approach in Gaussian kernel based fuzzy
rough sets by incorporation of vectorized (matrix, sub-matrix) opera-
tions. The proposed approach was extensively compared by experimen-
tation with the existing approach and also with a fuzzy rough set based
reduct approaches available in Rough set R package. Results establish
the relevance of proposed modifications.

Keywords: Rough set · Fuzzy-rough set · Feature selection · Reduct
computation · Gaussian kernel · Hybrid decision system

1 Introduction

Rough Set Theory(RST), introduced by Prof. Pawlak [10] in 1980s, is very useful
for classification and analysis of imprecise, uncertain or incomplete information
and knowledge. The fundamental concept behind RST is the approximation
space of a concept represented as the set. The process of knowledge discovery
in a given decision system primarily consists of reduct computation (or feature
selection) as the preprocessing step for dimensionality reduction. The features
which are not a part of the reduct can be removed from the dataset with mini-
mum information loss.

Feature Selection of a dataset with categorical attributes can be carried out
by RST, but feature selection of a dataset with real-valued attributes is not
possible through the classical RST. For handling this situation the fuzzy-rough
set model is used. The Fuzzy Rough Set Theory (FRST) was introduced by
Dubois and Prade [4] in 1990s and extended by several researchers [3,7,12].
Many reduct computation approaches were developed using FRST. They are
categorized into fuzzy discretization based [1,6] and fuzzy similarity relation
based [5,7,15,15]. In [7], it is established that fuzzy similarity relation based
reduct computation are more efficient.
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 38–49, 2016.
DOI: 10.1007/978-3-319-49397-8 4
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Recently an extension to fuzzy rough set model, named as Gaussian
Kernel-based fuzzy rough set (GK-FRS) model, by adopting a Gaussian ker-
nel function fuzzy similarity relation was introduced by Hu et al. [5]. The
GK-FRS models combine the advantages of kernel methods with fuzzy rough
sets. A sequential forward selection (SFS) based reduct computation approach
was also proposed [18] based on GK-FRS. In 2015, GK-FRS was adopted to sys-
tems with various type of attributes (real-valued, categorical, boolean, set, inter-
val based) with the concept of hybrid distance by Zeng et al. [18]. FRSA-NFS-
HIS algorithm was introduced in [18] based on the extended GK-FRS model.

The computation complexity of fuzzy rough set based reduct algorithm is
much higher than classical rough set based reduct algorithms [14]. The reason
being, in later approaches computation, is based on the granules (equivalence
classes), but fuzzy rough set based reduct computation inevitably involved object
based computations. The existing approaches do not attempt any possibility of
imposing granular or sub-granular aspect in fuzzy rough set based reduct com-
putations. The aim of this paper is to improve the computational performance of
FRSA-NFS-HIS algorithm by bringing an aspect of granular/sub-granular com-
putations. This study brings out the importance of modeling fuzzy rough set
reduct computation using matrix, sub-matrix based vectorized operations in the
efficient vector-based environment such as Matlab and R. Our proposed Modified
FRSA-NFS-HIS (MFRSA-NFS-HIS) algorithm was implemented in R environ-
ment, and extensive comparative analysis with existing approaches is reported
in this paper.

This paper is organized as follows. Section 2 gives the theoretical back-
ground. Section 3 discusses the Gaussian Kernel-based Fuzzy-Rough Sets and
FRSA-NFS-HIS. In Sect. 4 Proposed MFRSA-NFS-HIS Algorithm is detailed.
Section 5 describes Experiments, Results and Analysis of these different
approaches. The paper is concluded with Sect. 6.

2 Theoretical Background

2.1 Rough Set Theory

Rough Set Theory is a useful tool to discover data dependency and to reduce
the number of attributes contain in the dataset using data alone requiring no
additional information. Let DS = (U, A ∪{d}) is a decision system, where d is
a decision attribute and d /∈ A, U is nonempty set of finite objects and A is
a nonempty finite set of conditional attributes such that a : U → Va for every
a ∈ A. Va is the set of domain values of attribute ’a’. For any R ⊆ A, there is
an associated equivalence relation, called as indiscernible relation IND(R),

IND(R) = {(x, y) ∈ U2|(∀a ∈ R)(a(x) = a(y))} (1)

The equivalence relation partitions the universe into a family of disjoint sub-
sets, called equivalence classes. The equivalence class including x is denoted
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by [x]R and the set of equivalance classes induced by IND(R) is denoted by
U/IND(R) or U/R in short.

Let X be a concept (X ⊆ U) and approximations to X are defined using
U/R. The lower and the upper approximations of X are defined respectively as
follows:

RX = {x ∈ U |[x]R ⊆ X}; (2)
RX = {x ∈ U |[x]R ∩ X �= φ}; (3)

The pair < RX,RX > is called a rough set when RX �= RX.
Let R and Q be sets of attributes inducing equivalence relations over U, then

the positive regions can be defined as:

POSR(Q) =
⋃

X∈U/Q

RX (4)

The positive region POSR(Q) contains all the objects of the universe U that
can be classified into different classes of U/Q using the information of attribute
set R. The dependency or gamma (γ) is calculated as:

γR({d}) =
|POSR({d})|

|U | (5)

2.2 Fuzzy-Rough Sets

The classical Rough Set Theory cannot deal with real-valued data and the fuzzy-
rough set is a solution to that problem as it can efficiently deal with real-valued
data without resorting to discretization. Let R is a fuzzy relation and decision
system DS =(U, A ∪ {d}) where U is a non-empty set of objects and A is a
set of conditional attributes, a∈ A be a quantitative(real-valued) attribute. For
measurement of the approximate similarity between two objects for a quanti-
tative attributes, fuzzy similarity relations are used. Few example of the fuzzy
similarity relation are [7]:

(1) μRa
(x, y) = 1 − |a(x) − a(y)|

|amax − amin| (6)

(2) μRa
(x, y) = exp

(

− (a(x) − a(y))2

2σ2
a

)

(7)

(3) μRa
(x, y) = max

(

min

(
a(y) − a(x) + σa

σa
,
a(x) − a(y) + σa

σa

)

, 0
)

(8)

where σa denotes the standard deviation of a. If attribute a∈A is qualitative
(nominal) then Ra(x,y) = 1 for a(x) = a(y) and Ra(x,y) = 0 for a(x) �= a(y).
The similarity relation is extended to a set of attributes A by

RA(x, y) = 	(Ra∈A(x, y)) (9)

where 	 represent a t-norm.



An Efficient Gaussian Kernel Based Fuzzy-Rough Set Approach 41

The lower and upper approximations are defined based on fuzzy similarity
relations. The fuzzy R-lower and R-upper approximations are defined in
Radzikowska-Kerry’s fuzzy rough set model [3,12] as:

RA(y) = infx∈XI(R(x, y), A(x)) (10)
RA(y) = supx∈X	(R(x, y), A(x)) (11)

where for all y in U, I is the implicator and 	 is the t-norm. The pair < RA,RA >
is called a fuzzy-rough set.

3 Gaussian Kernel Based Fuzzy-Rough Sets

The kernel methods and rough set are crucial domains for machine learning and
pattern recognization. The kernel methods map the data into a higher dimen-
sional feature space while rough set granulates the universe with the use of
relations. Hu et al. [5] used the benefits of both and made a Gaussian kernel
based fuzzy rough set approach for reduct computation. The content of this
section is already discussed in the literature [5,18]. For the completeness of the
paper, we give a summary of the original content.

3.1 Hybrid Decision System (HDS) and Hybrid Distance (HD)

A HDS can be written as (U,A ∪ {d}, V, f), where U is the set of objects, A =
Ar∪Ac∪Ab, Ar is the real-valued attribute set, Ac is the categorical attribute set
and Ab is the boolean attribute set. {d} denotes a decision attribute. Ar∩Ac = φ,
Ar ∩ Ab = φ, and A ∩ {d} = φ.

In HDS, there may be different types of attributes. To construct the distance
among the objects, different distance measurement functions are used based on
attribute type in literature [18]. The Hybrid Distance(HD) for a Hybrid Decision
System (HDS) based on different types of attributes is defined as:

HDB(x, y) =
√∑

a∈B

d2(a(x), a(y)) (12)

where B is the set of conditional attributes of the HDS, and

d(a(x), a(y)) =

⎧
⎪⎨

⎪⎩

vdm(a(x), a(y)), a is a categorical attribute
vdr(a(x), a(y)), a is a real-valued attribute
vdb(a(x), a(y)), a is a boolean attribute

(13)

3.2 Gaussian Kernel

In the literature Hu et al. [5] uses gaussian kernel function for computing the
fuzzy similarity relation between the objects. The gaussian kernel function is
defined as:

k(xi, xj) = exp

(

−||xi − xj ||2
2δ2

)

(14)
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where ||xi−xj || is the distance between the objects and δ is the kernel parameter.
δ plays an important role in controlling the granularity of approximation. In [18],
||xi − xj || was taken as HD(xi, xj) for generalised the GK-FRS to HDS.

3.3 Dependency Computation

RB
G denotes Gaussian kernel based fuzzy similarity relation where HD is com-

puted over B ⊆A. Based on Proposition 3 in [18], R
{a}∪{b}
G can be computed

using R
{a}
G , R

{b}
G by,

R
{a}∪{b}
G (x, y) = R

{a}
G (x, y) × R

{b}
G (x, y) ∀x, y ∈ U (15)

It is essential to find the fuzzy lower and upper approximation for calculating
the dependency of the attributes. This approximation is calculated from the
fuzzy similarity relation RG.

Proposition 1 [18]. The formula for calculating the fuzzy lower and upper
approximation is defined as:

RGdi(x) =
√

1 −
(
supy/∈di

RG(x, y)
)2 (16)

RGdi(x) = supy∈di
RG(x, y) (17)

where ∀di ∈ U/{d}.

The universe U is divided into different granules U/{d} = {d1, d2, ..., dl}. The
fuzzy positive regions of decision attribute ({d}) concerning B are defined as:

POSB({d}) =
l⋃

i=1

RB
Gdi. (18)

The dependency of the attribute or a set of attributes is defined as follows:

γB({d}) =
|POSB({d})|

|U | =
|
⋃l

i=1 RB
Gdi|

|U | (19)

where
⋃l

i=1 RB
Gdi =

∑
i

∑
x∈di

RB
Gdi(x).

3.4 The FRSA-NFS-HIS Algorithm

The FRSA-NFS-HIS algorithm uses SFS control strategy for reduct computa-
tion. This Algorithm starts with an empty reduct set R. In every iteration an
attribute a ∈ A − R is added to R based on the criteria of giving maximum
gamma gain (γR∪{a}({d}) − γR({d})). The end condition is determined by a
parameter ε (a very small value near to zero and is a user control parameter).
The algorithm completes execution and returns R when no available attributes
a ∈ A − R gives a gamma gain exceeding epsilon (ε).
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4 Proposed MFRSA-NFS-HIS Algorithm

This section describes the proposed MFRSA-NFS-HIS algorithm by incorporat-
ing vectorized operation in the FRSA-NFS-HIS algorithm.

4.1 Vectorization in FRSA-NFS-HIS Algorithm

All fuzzy similarity relation based fuzzy rough set reduct computation involves
object based computation. Starting with the computation of fuzzy similarity rela-
tion for each conditional attributes, computation of fuzzy lower approximation
involves object-wise computation. Hence the implementation involves several
nested looping structures over the space of objects (U). Computing environments
such as R, Matlab have excellent support for matrix and sub-matrix based oper-
ation. Vectorization is the process of modeling the computation involving nested
loops into matrix, sub-matrix based operations. It is established [16] that the
same computation through vectorization can result in significant performance
gain over implementation using loops.

The first important computation involved in FRSA-NFS-HIS algorithm is
the calculation of fuzzy silmilarity relation for individual conditional attributes.
This requires computation of appropriate distance function between a pair of
objects requiring two loops. These are translated as matrix based operation by
replication of attribute column |U | times resulting in |U | × |U | matrix and find-
ing matrix based distance computation with its transpose and applying gaussian
kernel function on the resulting matrix. The fuzzy similarity relation computa-
tion between a set of attributes is computed by element-wise multiplication of
individual similarity matrices by using Eq. 15.

The most frequent computation in FRSA-NFS-HIS algorithm is the com-
putation of gamma using Algorithm 1 which computes fuzzy dependency using
Eq. 19. Improving the computation efficiency of Algorithm1 has an immense
impact on the overall performance of MFRSA-NFS-HIS algorithm.

The Algorithm 1 calculates lower approximation of each concept using all
the objects. For an example, let U/{d} = {d1, d2, d3}, d1 = {x1, x2, x3, x8},
d2 = {x4, x5}, and d3 = {x6, x7}.

Algorithm 1. Dependency with Gaussian Kernel Approximation (DGKA) [18]

Input: The fuzzy relation R.
Output: The fuzzy dependency γB({d}) of {d} to B
1: γB({d}) = 0
2: for each di ∈ U/{d} do
3: for j = 0; j < |U |; j + + do
4: Find the nearest sample Mj of xj with a different class.
5: γB({d}) = γB({d}) +

√
1 − R2

G(Mj , xj)
6: end for
7: end for
8: return γB({d})
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RGd1(x1) =
√

1 −
(
supy/∈d1RG(x1, y)

)2 =
√

1 − (sup{RG(x1, x4), RG(x1, x5), RG(x1, x6), RG(x1, x7)})2

But when we calculating lower approximation for the object x4 which is belong
to the different decision class (x4 ∈ U − di)
RGd1(x4) =

√

1 − (sup{RG(x4, x4), RG(x4, x5), RG(x4, x6), RG(x4, x7), RG(x4, x9), })2

and as the value of RG(x4, x4) = 1, the total value becomes zero. It means all
the objects which do not belong to the same decision class contribute zero in
gamma calculation.

Algorithm 2. Improved Dependency with Gaussian Kernel Approximation (IDGKA)

Input: The fuzzy similarity relation RB where B⊆A of the HDS.
Output: The fuzzy dependency γB({d}) of {d} to B
1: γB({d}) = 0
2: POSB

G = zeros(|U |, 1)
3: for each di ∈ U/{d} do
4: POSB

G (di) =
√

1 − (rowmax(RB
G(di, U − di)))2

5: end for
6: γB({d}) =

sum(POSB
G )

|U|
7: return γB({d})

The proposed algorithm IDGKA (Algorithm2) computes gamma using only
the objects which are belonging to the same decision class. The IDGKA algo-
rithm does not use the objects which are belonging to a different decision class.
For computing gamma, the IDGKA algorithm uses all the objects only once for
any number of decision classes. So, the Algorithm2 reduces |U − di| iterations
for each decision class (di) and executes only |di| times for each decision class
(concept). The computation of the proposed Algorithm2 involves sub-matrix
based operation described below.

POSB
G is a zero vector of size |U | representing a fuzzy positive region mem-

bership of each object. The actual membership is incrementally assigned by con-
sidering each decision concept objects in(line no 3 to 5 of Algorithm 2) iteration.
For a decision concept di the row-wise maximum are computed on sub-matrix
RB

G(di, U −di) and the positive region membership for di objects is computed as
a vector operation using Eq. 16. Finally, in line number 6 γB({d}) is computed
through a summation of the POSB

G vector. Hence all the required computation
of DGKA are vectorized in IDGKA using submatrix and vector operations.

4.2 Overcoming ε-Parameter Dependency

In SFS based reduct computation algorithm based on classical rough sets, the
possibility of occurrence of a trivial ambiguous situation is identified in [14]. In
such situation, no available attributes are resulting any gamma gain leading to
sub reduct computation instead of reduct computation. The end condition of
FRSA-NFS-HIS can result in a similar situation wherein no available attributes
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give a gamma gain exceeding ε but has a possibility for an increase in gamma if
proceeded to future iterations. Such situation results in sub reduct computation
in FRSA-NFS-HIS algorithm. To overcome this we have modified the end con-
dition as γR == γA. This will incur computation overhead for γA computation
but is required for having proper end condition.

The resulting MFRSA-NFS-HIS algorithm is given in Algorithm3.

Algorithm 3. Modified FRS Approach for Naive Feature Selection in HIS (MFRSA-
NFS-HIS)

Input: HDS = (U, A ∪ {d})
Output: Reduct red
1: red = φ, γred = 0
2: for each a ∈ A do
3: Compute R

{a}
G

4: end for
5: Compute RA

G //Computing using Eq. 15
6: γA = IDGKA(RA

G) //Computing the γ by Algorithm 2
7: while (γred < γA) do
8: γmax = 0
9: b = φ

10: for each ai ∈ (A − red) do

11: Compute R
red∪{ai}
G

12: γi = IDGKA
(
R

red∪{ai}
G

)

13: end for
14: Find the maximal dependency γmax and the corrosponding attribute b
15: red = red ∪ {b}
16: γred = γmax

17: end while
18: return red

5 Experiments, Results and Analysis

The experiments are conducted on Intel (R) i5 CPU, Clock Speed 2.66 GHz,
4 GB of RAM, Ubuntu 14.04, 64 bit OS and R Studio, Version 0.99.447. In this
work, we have used benchmark datasets for performing the experiments. The
datasets are described in Table 1. All the datasets are from UCI Machine Learn-
ing Repository [8]. The proposed MFRSA-NFS-HIS algorithm is implemented
in R environment.

5.1 Comparative Experiments with FRSA-NFS-HIS Algorithm

The experiments are performed on proposed feature selection (MFRSA-NFS-
HIS) algorithm. The results obtained are compared with the result of the existing
FRSA-NFS-HIS algorithm reported in [18] for all the datasets in Table 1. In [18],
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Table 1. Description of datasets

No Dataset Objects Attributes Decision classes

1 Wine 178 14 3

2 Hepatitis 155 19 2

3 Horse 368 26 2

4 Ionosphere 351 34 2

5 Credit 690 15 2

6 German 1000 20 2

7 Bands 540 40 2

Table 2. Comparison with FRSA-NFS-HIS and MFRSA-NFS-HIS algorithms with
respect to computational time (in seconds) and reduct size

Datasets Computation time (s) Reduct size Computation gain

No Name FRSA-NFS-HIS MFRSA-NFS-HIS FRSA-NFS-HIS MFRSA-NFS-HIS MFRSA-NFS-HIS

1 Wine 17.5 0.144521 6 6 99.17 %

2 Hepatitis 8 0.175910 7 8 97.80 %

3 Horse 80 1.189067 4 12 98.51 %

4 Ionosphere 118 2.070024 7 18 98.24 %

5 Credit 185 2.225725 5 14 98.79 %

6 German 500 3.606263 11 11 99.27 %

7 Bands 240 1.672623 11 10 99.30 %

the results of the FRSA-NFS-HIS algorithm is reported in Fig. 1, where results
are varying, and we take the lower bound of the results for comparing the result
with MFRSA-NFS-HIS algorithm. The Table 2 shows the comparison of the
results of FRSA-NFS-HIS and MFRSA-NFS-HIS algorithm.

Analysis of Results. The comparison of the results of existing feature selection
approach and proposed feature selection approach is given in Table 2. From the
Table 2, it is observed that the proposed approach takes less time than existing
approach for all the datasets in Table 1 and the computation gain of the algo-
rithm MFRSA-NFS-HIS is varying from 97 % to 99 %. The size of the reduct is
almost same for both the approaches. The size of the reduct in a few datasets is
higher in MFRSA-NFS-HIS due to the modification of the end condition deter-
mined by γA.

5.2 Comparative Experiments with L-FRFS and B-FRFS
Algorithms

The feature selection algorithm Fuzzy Lower Approximation based FS (L-FRFS)
and Fuzzy Boundary Approximation based FS (B-FRFS) are proposed by Jensen
et al. [7] which are implemented in Rough Set package in R environment [13].
The proposed algorithm MFRSA-NFS-HIS also implemented in R environment
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using the vectorized operations [16]. For executing the L-FRFS and B-FRFS
algorithms, we used Lukasiewicz t-norm, Lukasiewicz implicator, and fuzzy sim-
ilarity measure defined in Eq. 8. The comparison of results of the algorithm
L-FRFS, B-FRFS with MFRSA-NFS-HIS are given in Table 3.

Table 3. Comparison of algorithm L-FRFS and B-FRFS available in R package with
MFRSA-NFS-HIS algorithms with respect to computational time (in seconds) and
reduct size

Datasets Reduct size Time (s) Computation Gain

No Name L-FRFS B-FRFS MFRSA-NFS-HIS L-FRFS B-FRFS MFRSA-NFS-HIS MFRSA-NFS-HIS

1 Wine 5 5 6 4.9116 4.6624 0.144521 97.05 % & 97.04 %

2 Hepatitis 7 7 8 4.6299 4.6553 0.175910 96.20 % & 96.22 %

3 Horse 10 10 12 43.5804 43.8784 1.189067 97.27 % & 97.29 %

4 Iono 7 7 18 42.9626 43.6401 2.070024 95.18 % & 95.25 %

5 Credit 12 12 14 82.3428 81.7314 2.225725 97.29 % & 97.27 %

6 German 10 10 11 248.6718 230.3088 3.606263 98.54 % & 98.43 %

7 Bands 8 8 10 56.4242 57.0249 1.672623 97.03 % & 97.06 %

The computation time of the algorithms L-FRFS and B-FRFS reported in
the literature [7], and the results of Rough Set R package executed on the above
mentioned system is significantly different. This may be primarily due to the
hardware configuration used in [7]. But the details of the hardware configurations
are not specified in [7]. So, for the completeness of comparative analysis, we
have executed MFRSA-NFS-HIS on the datasets used in [7] and the results are
summarized in Table 4.

Table 4. Comparison of algorithm L-FRFS and B-FRFS reported in the literature
[7] with MFRSA-NFS-HIS algorithms with respect to computational time (in seconds)
and reduct size

Datasets Reduct Size Time(s) Computation Gain

No Name Objects Features L-FRFS B-FRFS MFRSA-NFS-HIS L-FRFS B-FRFS MFRSA-NFS-HIS MFRSA-NFS-HIS

1 Cleveland 297 14 9 9 10 3.32 8.78 0.41058 87.63 % & 95.32 %
2 Glass 214 10 9 9 9 1.53 3.30 0.15331 89.97 % & 95.35 %
3 Heart 270 14 8 8 11 2.17 3.61 0.32041 85.23 % & 91.12 %
4 Ionosphere 230 35 9 9 18 3.77 8.53 2.02270 46.41 % & 76.28 %
5 Olitos 120 26 6 6 7 0.72 1.29 0.19042 73.61 % & 85.23 %
6 Web 149 2557 21 20 23 541.85 949.69 84.0546 84.48 % & 91.09 %
7 Wine 178 14 6 6 6 0.97 1.69 0.14312 85.26 % & 91.53 %

Analysis of Results. From the analysis of the results, it is observed that
the reduct computation algorithm MFRSA-NFS-HIS takes comparatively lesser
computation time than the algorithms L-FRFS and B-FRFS which is available
in Rough Set package in R platform. The last column of the Table 3 depicts the
computational gain percentage obtained by MFRSA-NFS-HIS over L-FRFS and
B-FRFS algorithm respectively. The computation gain with respect to L-FRFS
and B-FRFS is more than 95 %.
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From the analysis of the results reported in the literature for the algorithm
L-FRFS and B-FRFS, it is observed that the computation gain of MFRSA-
NFS-HIS algorithm with respect to algorithm L-FRFS and B-FRFS is more
than 84 % for all datasets from Table 4 except the Ionosphere dataset in which
a gain percentage 46 % with L-FRFS is obtained. The reduct size of MFRSA-
NFS-HIS is also much higher than FRFS algorithms. This is primarily due to the
difference in Ionosphere dataset size used in [7] and in our experiments. From the
comparison of the results of R package and results reported in the literature with
MFRSA-NFS-HIS it is observed that the proposed MFRSA-NFS-HIS algorithm
achieves a significant computational gain over the existing methods.

6 Conclusion

In this paper, improvements for FRSA-NFS-HIS algorithm are proposed by
incorporation of vectorized operation as MFRSA-NFS-HIS algorithm. The pro-
posed MFRSA-NFS-HIS algorithm has a significant improvement on computa-
tion time over the existing method. The size of the reduct computed by MFRSA-
NFS-HIS algorithm are almost same as FRSA-NFS-HIS. We have also compared
the MFRSA-NFS-HIS with L-FRFS and B-FRFS algorithms available in R pack-
age and obtained significant computational gains. The obtained results estab-
lish the relevance and role of vectorization in fuzzy rough reduct computation.
The proposed approach facilitates model construction in HDS by giving relevant
reduced feature set in an effective manner. In future distributed/parallel algo-
rithm for MFRSA-NFS-HIS will be investigated for feasible fuzzy rough reduct
computation in Big data scenario.
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Abstract. The paper presents the WSCOVER tool, which aims at
automatic composition and verification of web services by means of model
techniques. WSCOVER can support checking both hard constraints, soft
constraints and also the temporal relations over those constraints on
the resulted web service compositions. Especially, WSCOVER employs
additional intelligent techniques including heuristic-guided searching and
logic-based clustering to make the model checking process more efficient.
The experiments show that those techniques really improve the verifica-
tion performance of WSCOVER, allowing the tool to handle a repository
of up to 1000 web services.

Keywords: WSCOVER · Web service composition · Web service
verification · Logic-based clustering · Heuristic-guided model checking

1 Introduction

Web services (WS) have increasingly played an important role for software devel-
opment today. They can be used for fulfilling the user requirements based on
their functional and also non-functional (or Quality of Service – QoS) properties
[1]. Table 1 gives example of a repository of 10 WS in the domain of Tourism.
In the table, the functional property for each WS is represented as Input(s) and
Output(s), and the non-functional property (QoS) is its response time (resp-
Time).

To enhance usability, web services are usually very basic, just to satisfy the
simple requests. However, the user requirements are usually complex, probably
combining several available services together to accomplish the desired task.
For example, a user who is looking for a place to travel (sightseeing) and may
also looks for the information about nearby hotels. In order to do so, the user
indicates the place to travel to (Sightseeing) and the desired date (Date). He
also states the expected hotel price (Price) that he can afford. If all of those
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 50–62, 2016.
DOI: 10.1007/978-3-319-49397-8 5
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Table 1. The travel booking web service repository

# Service Name Input Output respTime (s)

1 HotelReserveService (HR) Dates, Hotel HotelReservation 5

2 CityHotelService (CH) City Hotel 3

3 HotelCityService (HC) Hotel City 3

4 HotelPriceService (HP) Hotel Price 10

5 SightseeingCityService (SC) Sightseeing City 2

6 SightseeingCityHotelService (SCH) Sightseeing City, Hotel 16

7 CitySightseeingService (CS) City Sightseeing 4

8 ActivityBeachService (ABS) Activity Beach 5

9 AreaWeatherService (AWS) Area Weather 5

10 CityWeatherService (CWS) City Weather 5

10 CityWeatherService (CWS) City Weather 5

requirements are met, the user also expects that the reservation will also be
done (HotelReservation). When no single WS fully fits the user requirement, a
composition of them should be conducted. Besides these functional requirements
(hard constraint), the user also has certain requests for the QoS (soft constraint).
He wants the total response time (respTime) of the whole composition not to
exceed 30 s. In addition, the user also wants to obtain information of Price before
the HotelReservation is made since the price is an important criterion to choose
the hotel. This requirement can be represented as a temporal relationship among
web services. All of user requirements, or goal, are summarized in Table 2.

Table 2. Requirements for Travel Booking web service

Kinds of constraint Value

Hard constraint: (S1) Input: Dates, Sightseeing

Output: Price,HotelReservation

(S2) Input: Dates, Sightseeing

Output: Price,HotelReservation, Weather

Soft constraint: respT ime ≤ 30(s)

Temporal relationship: �(¬HotelReservation ∪ Price)

Currently, there are many tools which can create the composite web services
based on the user requirements. PORSCE II [5] and OWLS-XPlan [10] use the
planning-based approaches to compose web services based on just hard con-
straints. The research in [1] composes web services based on both hard and soft
constraints. However, in order to verify the results of composition, there is only
tool VeriWS [3] claimed to be able to verify both functional and non-functional
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properties at the same time. VeriWS requires an existing full composition schema
of all possible compositions based on hard constraints and then verifies if those
compositions satisfy soft constraints. Nevertheless, building such full composi-
tion schema suffers from high computational cost as this is an NP-hard task. In
addition, whenever there is a new goal, the full composition schema needs to be
rebuilt, although repository of WS may be unchanged.

In this paper, we present WSCOVER (Web Service COmposition and VER-
ification), a tool supports composition and verification of WS using heuristics-
guided model checking and clustering technique. WSCOVER offers the following
features.

– Using a unique LTS model to represent a WS repository. With this LTS model,
a model checking technique will find a composition solution for each user-
supplied goal.

– Applying a heuristic search mechanism to increase the composition perfor-
mance.

– Proposing a logic-based clustering technique to divide the WSs in the reposi-
tory into groups. Thereby, we can eliminate the unnecessary web services in the
process of finding a suitable solution. More specifically, the logic-based cluster-
ing technique developed in WSCOVER generates more reasonable clustering
result than the feature-based techniques involved in another similar works of
WS clustering, e.g. [2,11,16].

The rest of the paper is organized as follows. In Sect. 2, we present the func-
tionality of WSCOVER. We propose the architecture of our tool in Sect. 3. We
compare WSCOVER to existing tools in Sect. 4. The demonstration and exper-
imentation are presented in Sect. 5. We conclude the paper and raise the future
work in Sect. 6.

2 Functionality

Aiming at automatic composition and verification of WS, WSCOVER offers the
following unique features, as compared to other similar works.

2.1 On-the-Fly Composition and Verification

WSCOVER performs simultaneously the web service composition and verifica-
tion by representing a WS repository as a special LTS model which consists
of a single state, whereas each web service in the repository is represented as a
guarded transition, as illustrated in Fig. 1a. The composition process will be car-
ried out as a searching problem on the state space. Each state in state space cor-
responds to a composition step where the conditions on hard, soft constraints and
the temporal relation will be verified accordingly. The path leading to the state
that violates these constraints will be pruned, as illustrated in Fig. 2. Details of
LTS representation and the verification process can be found on [6].
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Fig. 1. The model and expanded state space of web service composition and verification
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2.2 Heuristic-Guided Composition of WS

WSCOVER also employees a heuristic technique for finding the composition
solution. At a state which is being examined, the next chosen state n will be
prioritized based on the heuristics function of F (n) = αG(n)+βH(n) where G(n)
is the real cost from state init to state n and H(n) the estimated cost (heuristic)
from n to goal. The value of H(n) will be determined based on the similarity of
state n to state goal. The factors α and β are empirically determined. Readers
can refer to the details of heuristic function in [6].

As illustrated in Fig. 2, guided by the heuristic function, WSCOVER can
choose a faster path to reach the goal (indicated by the thick blue line, SC →
CH → HP → HR) and skip some other unnecessary paths.

2.3 Logic-Based Clustering

In order to reduce the number of states which we have to visit in each com-
position step, WSCOVER adopts clustering technique, which groups the initial
WSs in the repository into clusters. At each composition step, only WSs in the
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HR [f1in → f1out]
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(a) The LTS4WS model and its logic-based clusters
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Fig. 3. The model and expanded state space of logic-based clustered WS repository

suitable clusters are considered to be examined. For example, in Fig. 3a, all 10
initial WSs are divided into 3 clusters, called C1, C2, and C3. For the goal pre-
sented in Table 2, WSCOVER infers that only the WSs in the cluster C1 are
appropriate in the first step. Therefore, the state space is only expanded to
states corresponding to 4 WSs in this cluster. In the 2nd step (after supposedly
selecting SC), WSCOVER continues inferring that the cluster C2 is suitable
with the current state and it only examines 3 WSs in C2. This process continues
until the entire composition process is completed.

To implement this idea, WSCOVER uses a special clustering technique,
known as logic-based clustering. The details are in [7]. The main characteris-
tics of this technique are summarized as follows.

– Each WS will be represented by a First-Order Logic (FOL) formula. This
formula is built from the specification of the WS hard constraint. For example,
the representative logic formula of web service SC in Table 1 is Sightseeing →
City.

– When clustering, the similarity of WSs will be calculated based on the seman-
tic similarity of the corresponding represented logic formulas. For example,
let us consider three first web services in Table 1: CH: City → Hotel, HC:
Hotel → City, and HR: Dates ∧ Hotel → HotelReservation. In this similar-
ity approach, HC and HR are similar, while CH and HC are not. In other
words, if HC is a candidate at a composition step, that means the input of
City is expected at this step, and therefore HR is also a candidate to be
considered. Meanwhile, CH is not a suitable candidate. As a result, HC and
HR are grouped together in cluster C1, which not consists of CH.
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– Each cluster is represented by a FOL formula, which is synthesized from the
formulas of all WSs in this cluster. Based on the representative formula of
clusters, WSCOVER will determine the appropriate cluster for each step. In
[7], we have proven that our composition approach using logic-based clustering
is soundness and completeness, i.e. the composition result always satisfies the
given goal, and this approach does not suffer from missing solution situation.

3 Architecture

WSCOVER is implemented in C#. It extends the model checker PAT [12] and
is covered by a friendly interface for users. Figure 4 shows the architecture of
WSCOVER, which consists of 3 layers, known as Pre-processor, Composition
and Verification Processor and Editor Interface.

Pre-processor

User Requirement

Composition and Verification Processor

Goal NormalizerExplicit State Heuristic 
Model Checker

Composite
Web Service

Unclustered Web 
Service Repository

Logic-based 
Clustering Module

Clustered Web 
Service Repository

LTS4WS
Transformer

LTS4WS 
model

Heuristic Search 
Engine

OWLS2LogicExp 
Parser 

Editor  Interface

Fig. 4. WSCOVER framework architecture

3.1 Pre-processor Layer

This layer works mainly to pre-process descriptions of WSs stored in a repository
before performing composition. This layer consists of the following modules.

– OWLS2LogicExp Parser is responsible for parsing the OWL-S [13] web service
profiles and transforming them into logic expressions.1

1 Currently WSCOVER only supports OWL-S, however it can be easily extended and
adapted for other WS description language like WSDL.
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– Logic-based Clustering Module performs the clustering on web services based
on their representative logic formulas using the k-means algorithm. The clus-
ters of web service are stored as an XML file.

– LTS4WS Transformer transforms the web services stored in clusters into a
corresponding LTS model, as illustrated in Fig. 3a.

3.2 Composition and Verification Processor

This is the main function of WSCOVER, which undertakes the functions of
composing and verifying web services, given the user’s requirement as goal. This
layer includes the following modules.

– Goal Normalizer transforms the goal into an assertion which is then put into
the model checker. The assertion can be a reachability assertion or a safety
LTL assertion, depending on user’s purpose. Table 4 illustrates some assertions
created by this module.

– Heuristic Engine is responsible for implementation of the heuristic function
as previously discussed.

– Heuristic-guided Model Checker extends PAT [12] by integrating the heuristic
engine when visiting new states. The heuristic search helps PAT to find the
solution faster and able to work with the relatively large state space.

3.3 Editor Interface

This is the user interface layer, which provides the functionality for users to
specify their requirements, such as to select the inputs which users can supply;
select the desired outputs; enter the constraints on the QoS properties (soft
constraints); and enter the LTL expressions described the temporal relationship
between web services in the composition. Another function of the user interface
layer is to return the composition result, as well as the system information related
to the composition process, such as processing time, the used system memory,
the number of expanded states, the number of visited states.

4 Functionality Comparisons

Table 3 shows the comparison of WSCOVER with some of the existing tools.
These tools either compose or verify the web services, based on functional or
non-functional properties.

One of the latest tools that attempted web service verification is VeriWS
[3]. It uses the web service composition schema expressed in BPEL [8], then
transforms that schema into a LTS model and uses a model checker to verify
(the model). It will return the information to show that whether the composi-
tion has satisfied the user requirements or not, both on hard and soft constraints.
Although this is the first tool handling combined functional and non-functional
properties, it only verifies the web service composition and required a full com-
position schema to be created in advance, which is a NP-hard problem [15].
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PORSCE II [5] is a framework implementing the WSC based on the require-
ments on functional properties. It performs automatic web service composition
exploiting artificial intelligent (AI) techniques, specifically planning. PORSCE
II transforms the web service composition problem into a solver-ready planning
domain and problem. Web services used in PORSCE II are described by OWL-S
language [13]. Therefore, PORSCE II developed the function which transforms
web services described in OWL-S into actions described by PDDL [14] and used
the planner to do composition. The result of planning is a chain of actions whose
result satisfied the user requirement. Finally, the chain of actions is transformed
back in web service terms. Although PORSCE II solves the web service compo-
sition problem, it only handles the functional properties (hard constraint) and
does not solve. Similarly, OWLS-XPlan [10] also uses web services expressed by
OWL-S [13] and transforms the problem from WSC domain to planning domain.

WS-Engineer [4] is a typical work for the web service verification based on
functional properties. In WS-Engineer, the authors described a model-based app-
roach to analyze web service interactions for web service choreography and their
coordinated compositions. The approach employs several formal analysis tech-
niques and perspectives, and applies these to verify the web service composition.
The resulted web service composition was described as a BPEL process. Then,
this process will be specified using the Finite State Process (FSP) algebra nota-
tion. The verification was done on this FSP model by using the Finite State
Machine (FSM).

AgFlow [17] is a tool implementing the verification of composite web service
based on non-functional properties (soft constraints). To use AgFlow, users have
to provide the composite web service described as statecharts. Then, these state-
charts are put into the multidimensional QoS model to monitor the execution of
the composite web service. AgFlow will check whether the composite web service
conflicts with the user non-functional constraints or not.

Compared to existing tools, WSCOVER is distinguished by several features.
First, WSCOVER performs combined composition and verification at the same
time and in on-the-fly manner, supporting functional and non-functional prop-
erties, also the temporal relations between component web services. Second,
WSCOVER uses component web services as the input, i.e. it does not need to
build the composition schema in advance as VeriWS [3], or AgFlow [17]. In addi-
tion, WSCOVER has integrated a lot of techniques which help to improve the
performance where other tools do not have, such as using the heuristic search
based on the characteristics of web services, and using the logic-based clustering
the cluster the web service repository.

5 Demonstration and Experiment

5.1 Demonstration

In this section, we show a demonstration to illustrate the function as well as the
way of working of WSCOVER. This demonstration comes with a video whose
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link we mentioned at the end of this paper. We use the Travel Online Booking
service (TOB) (extracted from [9]) for our work.

The business situation assumed for our demonstration is as follows. It is
supposed that we have a repository of 10 web services as given in Table 1, and a
user would like to use those services for his convenience when booking a tour.

Table 4 shows some requirements and its corresponding composition results.
For each requirement, we evaluate the performance of our tool based on four sce-
narios: using neither Logic-based Clustering (LbC) nor Heuristic Search (HS);
using HS but not LbC; using LbC but not HS; and using both LbS and HS.
Besides the composition results, we also collect the system information to show
the effectiveness of each module in the framework. The system information con-
sists of the number of Expanded States (ES), the number of Visited States (VS),
the Execution Time (ET) in millisecond, and the Used Memory (UM) in kilo-
byte. These requirements can be hard constraints, soft constraints or both of
them. In addition, some requirements also contain the constraints on temporal
relationship between web services.

Table 4. The demonstration requirements (LbC: Logic-based clustering, HS: Heuristic
search, ES: Expanded states, VS: Visited states, ET: Execution time (ms), UM: Used
memory (Kb))

# User requirement LbC HS ES VS ET UM Composition result

R1 TOB |= reach(Date ∧
Sightseeing → Price ∧
HotelReservation)

251 26 30 8,693 SCH • HR • HP

� 121 13 21 8,675

� 101 26 37 8,642

� � 33 9 184 7,319

R2 TOB |= reach((Date ∧
Sightseeing → Price ∧
HotelReservation) ∧
(respT ime ≤ 30))

3,371 338 35 9,801 SC • CH • HR • HP

� 341 35 25 9,214

� 1,405 352 33 8,055

� � 61 16 126 7,326

R3 TOB |= �((Dates ∧
Sightseeing → Price ∧
HotelReservation) ∧
(¬HotelReservation ∪
Price))

881 89 82 8,979 SCH • HP • HR

� 131 14 20 8,958

� 237 60 30 7,257

� � 37 10 11 7,185

R4 TOB |= �((Dates ∧
Sightseeing → Price ∧
HotelReservation) ∧
(respT ime ≤ 30) ∧
(¬HotelReservation ∪
Price))

10,911 1,092 89 11,471 SC • CH • HP • HR

� 341 35 12 10,796

� 3,029 758 91 10,452

� � 113 29 8 8,957
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5.2 Experiments

In this section, we present the experimental results of WSCOVER. Our exper-
iments work on the real datasets obtained from the project OWLS-TC [9] with
over 1000 web services classified into different domains and described by OWL-S
[13]. In this dataset, we select five sub-datasets with the number of web services
is varied 20 to 1000 services as shown in Table 5.

Table 5. The experimentation datasets

Dataset No. of web
service

Description

Travel Booking (TB) 20 Provide information to serve the travel
booking

Medical Services (MS) 50 Support to look up hospital, treatment,
medicine, etc.

Education Services (EDS) 100 Supply education services as scholarship,
courses

Economy Services (ECS) 200 Provide information about goods, restau-
rant, etc.

Global 1000 1000 random services from OWLS-TC [9]

We conduct the experiment scenarios based on three approaches. These
include Full verification (i.e. non-heuristic); Heuristic; and Logic-based clus-
tering. The experiments were executed on a PC with core i5-5200 processor
(4× 2.7 GHz), 8.0 GB of RAM, running on Windows 7 64-bit. The result of
experiments is evaluated in three aspects: the number of expanded states, the
number of visited states, and the execution time. The experiment results are
analyzed statistically in Table 6.

The experimental results confirm our hypothesis that clustering helps in
reducing the number of expanded states. Note that, the heuristic algorithm in
the WSCOVER always chooses the best way to travel in the state space. The
number of visited states shows the number of best states that have been chosen
during the search. In our approach, when the contradictory web services cannot
be in the same cluster, then the number of “best” states are smaller resulting in
the number of visited states obviously smaller.

6 Conclusion

This paper presents WSCOVER, a tool for automatic composition and ver-
ification of web services. WSCOVER allows for verification of both hard con-
straints and soft constraints of the resultant composite web services, as well as the
temporal relations over those constraints. This tool also adopts heuristic strategy
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Table 6. Experimentation results

Dataset Approach Expanded
states

Visited
states

Execution
time (s)

TB (20) Full verification 1,100 56 0.250

Heuristic 825 56 0.210

Logic-based clustering 316 35 0.155

MS (50) Full verification 6,251 125 1.008

Heuristic 4,689 125 0.820

Logic-based clustering 1,126 75 0.614

EDS (100) Full verification 27,400 275 5.570

Heuristic 20,824 275 4.579

Logic-based clustering 3,021 151 3.294

ECS (200) Full verification 102,800 515 28.198

Heuristic 76,586 515 23.030

Logic-based clustering 8,324 287 18.273

Global (1000) Full verification - - -

Heuristic - - -

Logic-based clustering 91,457 1,429 597.228

and logic-based clustering to reduce the state space. Experimental results show
that when the number of web services becomes large (e.g. around 1000 web
services), only the logic-based clustering approach can manage to return the
composite web services and their verification results.

The tool WSCOVER, its guidelines and all experimental datasets can
be downloaded from http://cse.hcmut.edu.vn/∼save/project/wscover/start. The
video for demonstration is available at https://www.youtube.com/watch?
v=yPbA5J5Jsrc, and the online version of WSCOVER is available at http://
www.cse.hcmut.edu.vn/wscover.
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Abstract. Multi-slot information extraction (IE) is a task that identify
several related entities simultaneously. Most researches on this task are
concerned with applying IE patterns (rules) to extract related entities
from unstructured documents. An important obstacle for the success in
this task is unknowingness where text portions containing interested infor-
mation are. This problem is more complicated when involving languages
with sentence boundary ambiguity, e.g. the Thai language. Applying IE
rules to all reasonable text portions can degrade the effect of the obsta-
cle, but it raises another problem that is incorrect (unwanted) extractions.
This paper aims to present a method for removing incorrect extractions. In
the method, extractions are represented as intuitionistic fuzzy sets (IFSs),
and a similarity measure for IFSs is used to calculate distance between
IFS of an unclassified extraction and that of each already-classified extrac-
tion. The concept of k nearest neighbor is adopted to design whether the
unclassified extraction is correct of not. From the preliminary experiment
on a medical domain, the proposed technique improves extraction preci-
sion while satisfactorily preserving recall.

1 Introduction

Information extraction (IE) is a process of identifying and extracting desired
pieces of information. Multi-slot IE is a special task of IE that extract related
pieces of information simultaneously and connecting them in a form of multiple-
field relational records. Most IE systems usually involve rule-based approaches,
which an IE rule is often represented in terms of a regular expression, e.g., WI
[1], CRYSTAL [2], LIEP [3], and WHISK [4]. Applying IE rules to documents
with unknown target-phrase locations tends to make false positives (incorrect
extractions), since these rules probably match with text portions that do not
convey information of interest. As such, several IE frameworks come up with
components to alleviate the detriment suffered by the aforementioned issue.
One approach to overcome the problem is removing inefficient rules [5,6].
An alternative approach uses the all IE rules and then eliminates unwanted
extractions [7–10].
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 63–75, 2016.
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Recently, intuitionistic fuzzy set (IFS) [11] has been much explored in both
theory and application. Differing from representation of a fuzzy set (FS) [12],
an IFS considers both the membership and non-membership of elements belong-
ing or not belonging to such a set. IFS is therefore more flexible to handle the
uncertainty than FS. Measuring similarity and distance between IFSs is one of
most research areas to which many researchers have focused. After Dengfeng
and Chuntian [13] gave the axiomatic definition of similarity measures between
IFSs, various similarity measures have been proposed continuously [14–19].
One of most applications of IFS similarity measures is classification problems.
Khatibi and Montazer [18] conducted experiments for bacterial classification
using similarity measures for FSs and IFSs. The results indicated that each
measure for IFSs outperformed that for FSs. Ye [19] cosine and weighted cosine
similarity measures for IFSs were proposed and applied to a small medical diag-
nosis problem.

By the success of research in IFS, especially similarity measurement, it is
anticipated that IFS technologies will contribute to improve performance of an
IE framework. This work presents an IFS-based method aimed to eliminate
incorrect extractions. The main contribution of this work is twofold: (i) how to
represent an extracted frame in terms of an IFS and (ii) how to apply a similarity
measure between IFSs for removing incorrect extraction.

The remainder of the paper proceeds as follows: Section 2 provides a literature
review about information extraction with incorrect extraction removal. Section 3
explains a pattern-based IE framework from Thai texts. Section 4 reviews IFS
and similarity measures for IFSs. Section 5 presents our filtering method, then the
experiments is detailed in Sect. 6. Finally, Sect. 7 gives conclusions and outlines
future works.

2 Related Works

From a machine-learning viewpoint, the task of detecting false extractions can
be reduced to a binary classification problem. A classification can be constructed
to predict whether extractions are correct. In [7], biological events, each of which
consists of three slots—one interaction type, one effect, and one reactant—were
extracted from unstructured texts using a pattern-based strategy. In order to
determine whether an extracted event is correct, a maximum entropy classifier
is employed to assign one slot type to each slot filer in the event. When the slot
type of a slot filler assigned by the classifier is inconsistent with that by the IE
pattern the extracted event is discarded. Similarly, Intarapaiboon [8] proposed an
pattern-based IE framework to extract multi-slot frames. To improve precision
by removing false extraction, two extraction filtering modules were proposed.
The first module uses a binary classifier, e.g. näıve bayes and support vector
machine, for prediction of rule application across a target-phrase boundary; the
second one uses weighted classification confidence to resolve conflicts arising
from overlapping extractions. In [9], linguistic patterns were used for extracting
medication information, including medical name, dosage, frequency, duration,
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and reason, from free-text medical records. Occasionally, medical records contain
side effects which are out of scope and usually extracted as reasons. A hand-
crafted semantic rule set was constructed and used to filter out such side-effect
statements.

3 Information Extraction from Thai Texts

This section briefly explains the idea of domain-specific information extraction
for Thai unstructured texts using extraction rules.

3.1 Preprocessing

By detecting paragraph breaks, a text document is decomposed into paragraphs,
referred to as information entries, then word segmentation is applied to all infor-
mation entries as part of a preprocessing step. A domain-specific ontology, along
with a lexicon for concepts in the ontology, is then employed to partially anno-
tate word-segmented phrases with tags denoting the semantic classes of occurring
words with respect to the lexicon.

In the medical domain, as an example, suppose we focus on two types of
symptom descriptions: one is concerned with abnormal characteristics of some
observable entities and the other with human-body locations at which primitive
symptoms appear. Figure 1 illustrates a portion of word-segmented and par-
tially annotated information entry describing acute bronchitis, obtained from
the text-preprocessing phase, where ‘|’ indicates a word boundary, ‘∼’ signifies a
space, and the tags “sec,” “col,” “sym,” “org,” and “ptime” denote the semantic
classes “Secretion,” “Color,” “Symptom,” “Organ,” and “Time period,” respec-
tively, in our medical-symptom domain ontology. The portion contains three
target symptom phrases, which are underlined in the figure. Figure 2 provides a
literal English translation of this text portion; the translations of the three target
phrases are also underlined. Figure 3 shows the frame required to be extracted

Fig. 1. A portion of a partially annotated word-segmented information entry

Fig. 2. A literal English translation of the partially annotated Thai text in Fig. 1
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Fig. 3. A target phrase and an extracted frame

from the second underlined symptom phrase in Fig. 1. It contains three slots,
i.e., Sym, Loc, and Per, which stand for “symptom,” “location,” and “period,”
respectively.

3.2 IE Rules and Rule Application

A well-known supervised rule learning algorithm, called WHISK [Sodeland,
1999], is used as the core algorithm for constructing extraction rules. Figure 4
gives a typical example of an IE rule. Its pattern part contains (i) three trig-
gering class tags, i.e., sym, org, and ptime, (ii) four internal wildcards, and (iii)
one triggering word (between the last two wildcards). The three triggering class
tags also serve as slot markers—the terms into which they are instantiated are
taken as fillers of their respective slots in the resulting extracted frame. When
instantiated into the target phrase in Fig. 3, this rule yields the extracted frame
shown in the same figure.

Fig. 4. An IE rule example

WHISK rules are usually applied to individual sentences. In the Thai writing
system, however, the end point of a sentence is usually not specified. To apply
IE rules to free text with unknown boundaries of sentences and potential tar-
get text portions, rule application using sliding windows (RAW) is employed.
Roughly speaking, by RAW, a particular rule is applied to each k-word por-
tion of an information entry one-by-one sequentially, where the window size,
k, is predefined depending on the rule. As shown in Fig. 5, when the rule in
Fig. 4 is applied to the information entry in Fig. 1 using a 10-word sliding win-
dow, it makes extractions from the [21, 30]-portion, the [33, 42]-portion, and the
[34, 43]-portion of the entry. Table 1 shows the resulting extracted frames. Only
the extractions made from the first and third portions are correct. When the rule
is applied to the second portion, the slot filler taken through the first slot marker
of the rule, i.e., “sym,” does not belong to the symptom phrase containing the
filler taken through the second slot marker of it, i.e., “org,” whence an incorrect
extraction occurs.
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Fig. 5. Text portions from which extractions are made when the rule in Fig. 4 is applied
to the information entry in Fig. 1 using a 10-word sliding window

Table 1. Frames extracted from the text portions in Fig. 5 by the rule in Fig. 4

4 Intuitionistic Fuzzy Sets and Their Similarity Measures

In this section, some basic concepts for IFSs and their similarity measures are
presented. For the convenience of explanation, the following notations are used
hereinafter: X = {x1, x2, . . . , xh} is a discrete universe of discourse and IFS(X)
is the class of all IFSs of X. Atanassov [11] defined an intuitionistic fuzzy set A
in IFS(X) as follows:

A = {〈x, μA(x), νA(x)〉|x ∈ X} (1)

which is characterized by a membership function μA(x) and a non-membership
function νA(x). The two functions are defined as:

μA : X → [0, 1], (2)
νA : X → [0, 1], (3)

such that
0 ≤ μA(x) + νA(x) ≤ 1,∀x ∈ X. (4)

In the IFS theory, the hesitancy degree of x belonging to A is also defined
by:

πA(x) = 1 − μA(x) − νA(x). (5)

Definition 1 [15]. A similarity measure S for IFS(X) is a real function S :
IFS(X) × IFS(X) → [0, 1], which satisfies the following properties:

P1: 0 ≤ S(A,B) ≤ 1,
P2: S(A,B) = S(B,A),∀A,B ∈ IFS(X),



68 P. Intarapaiboon and T. Theeramunkong

Table 2. Some similarity measures between IFSs.

Author Expression

Dengfeng
and
Chuntian [13]

Sp
d(A, B) = 1 − 1

p√
h

p

√∑h
i=1 |ϕA(i) − ϕB(i)|p where ϕk(i) = (μk(xi)

+ 1 − νk(xi))/2, k = {A, B}, and p = 1, 2, 3, . . .

Mitchell [15] Sp
m(A, B) = 1

2
(ρμ(A, B) + ρf (A, B)) where ρμ(A, B) = Sp

d(μA(xi),
μB(xi)) and ρf (A, B) = Sp

d(1 − νA(xi), 1 − νB(xi))

Ye [19] SC(A, B) = 1
h

∑h
i=1

μA(xi)μB(xi)+νA(xi)νB(xi)√
μ2
A
(xi)+ν2

A
(xi)

√
μ2
B
(xi)+ν2

B
(xi)

P3: S(A,B) = 1 iff A = B,
P4: If A ⊆ B ⊆ C, then S(A,C) ≤ S(A,B) and

S(A,C) ≤ S(B,C), for all A,B, and C ∈ IFS(X).

Let A = {〈xi, μA(xi), νA(xi)〉|xi ∈ X} and B = {〈xi, μB(xi), νB(xi)〉|xi ∈
X} be in IFS(X), Table 2 highlights some similarity measures between IFSs.

5 The Proposed Technique—IFS-Based Extraction
Filtering

As the example shown in Sect. 3, RAW probably produces false extractions.
Hence, to improve the extraction accuracy, a method for removing unwanted
extractions is necessary. The idea behind our method for removing incorrect
extractions is based on the fact that if an internal wildcard1 of a rule is instan-
tiated across a target-phrase boundary, then an incorrect extraction is made.
Predicting whether an internal wildcard is instantiated across a target-phrase
boundary can be regarded as a binary classification problem.

In our technique, an intuitionistic fuzzy set will be generated for each
extracted frame. Like k-NN, to determine whether an extraction E is correct
or not, a majority vote among the k nearest neighbors of the IFS corresponding
to E is applied, where a distance is calculated by an IFS similarity measure.
Given an IE rule r with n internal wildcards, the precise steps of the proposed
method are detailed as follows:

5.1 Preprocessing

Vector-Based Document Representation.

(a1) Apply the rule r into all information entries in the training corpus, whence
semantic frames are obtained.

1 A wildcard occurs between the first and the last slot markers of a rule, called an
internal wildcard.



An Improvement of Pattern-Based Information Extraction 69

(a2) For each internal wildcard, observe plain words in which the wildcard
instantiates during Step (a1). These words are separated to 2 sets: one
containing different words only when correct extractions are made; and
the other containing those only when incorrect ones are made. For conve-
nience, W k

cor and W k
inc are referred to the former set and the latter set,

respectively, of the k-th internal wildcard.
(a3) Construct a feature vector corresponding to each extracted frame.

Denoted by

V i = v1
i ‖ v2

i ‖ · · · ‖ vn
i ,

a feature vector observed when the i-th frame is extracted where vk
i is a

4-dimensional feature vector corresponding to the instantiation of the k-th
internal wildcard in the rule pattern, and ‘‖’ refers to vector concatenation.
A feature vector of k-th internal wildcard is defined as:

vk
i = [fk

i,1, f
k
i,2, f

k
i,3, f

k
i,4],

where fk
i,1, fk

i,2, fk
i,3, and fk

i,4 are the length of tokens2, the number of
spaces, the number of plain words in W k

cor, and the number of plain words
in W k

inc observed from the text portion into which the wildcard is instan-
tiated.

IFS-Based Document Representation. To convert a feature vector for
an extraction to an IFS, we propose one method which its conceptual idea is
explained as follows: Suppose Ai = {〈HF k

j , μi(HF k
j ), νi(HF k

j )〉, } is an IFS for
the vector Vi, when j and k are indexes for feature types and internal wildcards,
respectively. In this work, μi(HF k

j ) presents a confidential level to say that fk
i,j

in the feature vector of the i-th extraction is relatively high comparing to those
values of the same feature type, j, and the same wildcard, k, in the other feature
vectors. In contrast, νi(HF k

j ) does a confidential level to say that fk
i,j in the i-th

feature vector is not relatively high. The next example gives more details.

Example 1. Assume a considered rule has two internal wildcard and there are
three extractions made by the rule. Let the feature vectors for these extrac-
tions be

V 1 = [5, 2, 1, 3, 1, 1, 0, 0], V 2 = [1, 0, 1, 0, 1, 0, 1, 0], V 3 = [2, 1, 0, 1, 3, 1, 0, 1].

To interpret this situation, for the first extraction, the first internal wildcard
instantiates into a five-token-long text portion in which two tokens are white
spaces, one token is in W 1

cor, three tokens are in W 1
inc. It is worthy to note

that the other token in the portion is in either W 1
cor ∩ W 1

inc or (W 1
cor ∪ W 1

inc)
c.

Since f1
1,1 > f1

3,1 > f1
2,1, the confidential level to say that the first internal

wildcard matches with a longer text portion for the first extraction than those for
the rest extractions. Hence, μ1(HF 1

1 ) > μ3(HF 1
1 ) > μ2(HF 1

1 ) and ν1(HF 1
1 ) <

ν3(HF 1
1 ) < ν2(HF 1

1 ). �
2 A token might be a word, a white space, or a symbol.
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Based on the idea discussed above, the process of transformation will be
formally explained. Given the universe of discourse

X = {HF 1
1 ,HF 1

2 ,HF 1
3 ,HF 1

4 . . . ,HFn
1 ,HFn

2 ,HFn
3 ,HFn

4 }.

Every value fk
i,j in the vector-based representation of the i-th extraction is then

converted in terms of the three degrees of HF k
j as the following steps:

(b1) fk
i,j is normalized by:

zk
i,j =

fk
i,j − X

k

j

sk
j

, (6)

where X
k

j and sk
j are the mean and the standard deviation, respectively,

of the feature type j for the wildcard k over extractions. More precisely, if
E is the set of extractions made by the r,

X
k

j =

∑|E|
i=1 fk

i,j

|E| , (7)

and

sk
j =

(∑|E|
i=1(f

k
i,j − X

k

j )2

|E|

)1/2

. (8)

(b2) Denoted by μi(HF k
j ), a membership degree of HF k

j with respect to the
extraction i and the wildcard k is determined by a weighted sigmoid func-
tion:

μi(HF k
j ) = rk

j

1

1 + e−zk
i,j

, (9)

where 0 < rk
j ≤ 1 is a weight for HFj .

(b3) Denoted by μi(HF k
j ), a non-membership degree of HF k

j with respect to
the extraction i and the wildcard k is determined by a weighted sigmoid
function:

νi(HF k
j ) = r̄k

j

1

1 + e−zk
i,j

, (10)

where 0 < r̄k
j ≤ 1 is a weight for HFj .

(b4) Denoted by πi(HF k
j ), the hesitancy degree of the document i with respect

to HF k
j is calculated by (5), i.e.,

πi(HF k
j ) = 1 − μi(HF k

j ) − νi(HF k
j ).

Example 2. Assume a considered rule has two internal wildcard and there are
only three extractions made, i.e., V 1,V 2, and V 3 as shown in Example 1. For
convenience, the extractions are gathered and represented in terms of the matrix
as below:

E =

⎡

⎣
5 2 1 3 1 1 0 0
1 0 1 0 1 0 1 0
2 1 0 1 3 1 0 1

⎤

⎦ .
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Next, we compute the mean and the standard deviation for each feature type of
each wildcard, then the results are presented as the row matrices M and SD:

M =
[
2.67 1.00 0.67 1.33 1.33 0.67 0.33 0.33

]
,

SD =
[
2.08 1.00 0.58 1.53 1.53 0.58 0.58 0.58

]
.

More precisely, each entry of M and SD is obtained by columnwise compu-
tation of E, e.g. the first entry of M is the average of the first column of E. By
the step (b1), we have the matrix Z containing the normalizing values:

Z =

⎡

⎣
1.12 1.00 0.58 1.09 −0.58 0.58 −0.58 −0.58

−0.80 −1.00 0.58 −0.87 −0.58 −1.15 1.15 −0.58
−0.32 0.00 −1.15 −0.22 1.15 0.58 −0.58 1.15

⎤

⎦ .

Suppose that the weights rk
j and r̄k

j are equal to 0.8 and 0.9, respectively,
after applying (b2) and (b3), we have the membership and non-membership
degrees which are represented as the following two matrices, respectively:

Dμ =

⎡

⎣
0.60 0.58 0.51 0.60 0.29 0.51 0.29 0.29
0.25 0.22 0.51 0.24 0.29 0.19 0.61 0.29
0.34 0.40 0.19 0.36 0.61 0.51 0.29 0.61

⎤

⎦ ,

Dν =

⎡

⎣
0.22 0.24 0.32 0.23 0.58 0.32 0.58 0.58
0.62 0.66 0.32 0.63 0.58 0.68 0.22 0.58
0.52 0.45 0.68 0.50 0.22 0.32 0.58 0.22

⎤

⎦ .

Finally, we can convert the feature vectors V 1, V 2, and V 3 to IFSs by using
Dμ, and Dν . For instance, gathering the first row of the matrices, we can form
an IFS, namely IFS1 corresponding to V 1:

IFS1 = {〈HF 1
1 , 0.60, 0.22〉〈HF 1

2 , 0.58, 0.24〉, 〈HF 1
3 , 0.51, 0.32〉, 〈HF 1

4 , 0.60, 0.23〉,
〈HF 2

1 , 0.29, 0.58〉, 〈HF 2
2 , 0.51, 0.32〉, 〈HF 2

3 , 0.29, 0.58〉, 〈HF 2
4 , 0.29, 0.58〉}.

�

5.2 Extraction Classification

Recalling again that E is the set of all extractions—no matter whether each of
them is correct or not—when apply the rule r into the training corpus, by the
pre-process, we then have IFSs for those extractions. Let us refer them as IFS1,
IFS2, . . . , IFS|E|.

To determine whether an extraction et made by the rule r is correct or not, it
begins with representing et in terms of an IFS by the same values of parameters,
i.e., means, standard deviations, and weights, used in the training process. The
IFS representation of et here is referred to as IFSt. Like the concept of k-nearest
neighbor classification, the extraction et is classified by assigning the label which
is most frequent among the k IFSs corresponding to extractions in E nearest to
IFSt, where a distance is measured by an IFS similarity measure.
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6 Experimental Results

6.1 Data Sets and Output Templates

Information Entries. We constructed the corpus by gathering medicinal and
pharmaceutical web sites from 2759 URLs. The obtained data covers 474 dis-
eases and 770 medicinal chemical substances, with approximately 6600 and 3350
information entries, respectively. Disease information entries were divided into
3 data sets, i.e., D1, D2, and D3, based on their disease groups. D1 comprises
distinct information entries obtained from 5 disease groups, i.e., the circulatory
system, the urology system, the reproductive system, the eye system, and the ear
system; D2 from 6 groups, i.e., the skin/dermal system, the skeletal system, the
endocrine system, the nervous system, parasitic diseases, and venereal diseases;
D3 from 4 groups, i.e., the respiratory system, the gastrointestinal tract system,
infectious diseases, and accidental diseases. The collected information entries
were preprocessed using a word segmentation program, called CTTEX, devel-
oped by NECTEC, and were then partially annotated with semantic class tags
using a predefined ontology lexicon. Table 3 summarizes the characteristics of
the three data sets. The second column shows the number of information entries
in each data set. It is followed by a column group showing the maximum number,
the average number, and the minimum number of words per information entry
in each data set. The last two column groups of this table characterize the three
data sets in terms of the number of symptom phrases and their occurrences.

Table 3. Data set characteristics

Data set No. of info.
entries

No. of words per
info. entry

No. of distinct
symptom
phrases

No. of symptom
phrase occurrences

Max. Avg. Min. MD1 MD2 MD1 MD2

D1 59 130 44 9 179 77 213 84

D2 56 146 45 7 136 66 160 69

D3 58 140 55 8 161 65 210 73

Symptom Phrases and Output Templates. A collected information entry
typically contains several symptom phrases, which provide several kinds of
symptom-related information. Two basic types of symptom phrases, referred to

Table 4. Output templates and their meanings.

Type Output template Meaning

MD1 {OBS O}{ATTR A}{PER T} An abnormal characteristic A is found at an
observed entity O for a time period T

MD2 {SYM S}{LOC P}{PER T} A primitive named symptom S appears at a
human-body part P for a time period T
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Table 5. Target phrase information.

Type Data set No. of distinct
target phrases

Target-phrase length No. of target phrases
per info. entry

Max. Avg. Min. Max. Avg. Min.

MD1 D1 90 11 3.5 2 7 3.6 1

MD1 D2 136 11 3.4 2 11 2.9 1

MD1 D3 160 14 3.3 2 11 3.6 0

MD2 D1 80 15 4.1 2 3 1.4 0

MD2 D2 66 13 4.3 2 5 1.2 0

MD2 D3 65 13 3.8 2 5 1.3 0

as MD1 and MD2, are considered in our experiments. Table 4 gives the output-
template forms for the two types along with their intended meanings. The slot
Per in the MD1 template is optional. One of the slots Loc and Per, but not
both, may be omitted in the MD2 template. Table 5 provides some key char-
acteristics of each template type in the data sets, e.g., the number of distinct
symptom phrases, target-phrase lengths (in words), and target-phrase density.

6.2 Experimental Results

D1 was used as training set. All MD1 and MD2 symptom phrases occurring in
D1 were manually tagged with desired output frames and were used for rule
learning. The length of the longest symptom phrase observed when a rule yields
correct extractions on the training set is taken as the window size for the rule.
By applying the obtained rules to the information entries in D1 using RAW, an
IFS-based representation for each extraction was constructed when rk

j and r̄k
j in

Eqs. (9) and (10) were set based on statistical characteristics of the corresponding
wildcard instantiation by:

rk
j = r̄k

j =

∣
∣
∣
∣
∣

1 − sk
j

1 + sk
j

∣
∣
∣
∣
∣
,

where sk
j is the standard deviation for the feature type j of the wildcard k (see

Eq. (8)).
The proposed framework was evaluated on D2 and D3. Recall and precision

are used as performance measures, where the former is the proportion of cor-
rect extractions to relevant symptom phrases and the latter is the proportion
of correct extractions to all obtained extractions. Table 6 shows the evaluation
results obtained from using RAW without any extraction filtering and RAW
with the proposed filtering method using the similarity measures in Table 2, i.e.,
RAW + Sp

d , RAW + Sp
m, and RAW +SC . In the table, ‘R’ and ‘P’ stand for recall

and precision, which are given in percentage. Compared to the results obtained
using RAW alone, regardless of which similarity measure is used, the IFS-based
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Table 6. Evaluation results

Type Data set RAW RAW+ Sp
d RAW + Sp

m RAW+ SC

R P R P R P R P

MD1 D2 88.1 60.3 88.1 93.4 86.3 93.9 86.9 97.9

D3 89.0 55.3 89.0 93.0 88.6 94.9 88.6 96.9

MD2 D2 100.0 37.5 98.6 86.1 98.6 84.4 97.1 86.4

D3 98.6 31.9 98.6 83.2 94.5 83.6 97.3 87.6

filtering module improves precision while satisfactorily preserving recall for all
template types and all test sets. Among the three measures, it is clear that SC

outperforms the others. On further analysis, we found that the precision values
for MD2 are significantly lower than those for MD1 because the variety of the
structures for the MD2 template is more than that for the MD1 template. There
are two optional slots for MD2, but only one for MD1, see their descriptions in
Sect. 6.1.

7 Conclusions and Future Works

From a set of manually collected target phrases, IE rules are created using
WHISK. To apply the obtained rules to unstructured text without predeter-
mining target-phrase boundaries, rule application using sliding windows is intro-
duced. An IFS-based filtering technique is proposed for removal of false positives
resulting from rule application across target-phrase boundaries. The experimen-
tal results show that the technique improves extraction precision while satisfac-
torily preserving recall. Further works include extension of the types of target
phrases and empirical investigation of framework application in different data
domains as well as different similarity measures.
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Abstract. This paper proposes an interactive genetic algorithm (IGA) integrated
with multi-objective genetic algorithm (MOGA) in development of a generative
design system. IGA is used in initializing and handling single dimensionally
qualitative objectives. MOGA is used in optimizing two quantitative objectives.
Qualitative factors are considered as design objectives to be optimized together
with quantitative criteria. The multi-objective optimization is regarded to con-
current handling of two quantitative criteria. Shape of product is modeled by
parametric modeling with Rhinoceros and Grasshopper. IGA is processed using
Galapagos in Grasshopper. Shape optimization of the product is processed by
using MOGA in MATLAB and linked to Grasshopper. Pareto-optimal front is
generated to show the optimal solutions, which is able to support designers in
decision making. The perfume bottle design is used as an illustration of the
proposed framework, but the framework is applicable to other design problems.

Keywords: Generative design � Interactive genetic algorithm � Multi-objective
genetic algorithm � Qualitative � Multi-objective optimization � Pareto-optimal
front � Bottle design

1 Introduction

At present, computer-aided art and design tools play important role in the entire design
and development process. These tools are able to support artists and designers from
initial conceptual ideas, through optimization of design parameters and aesthetic
considerations [1–3]. Conceptual design is considered as a process in which designers
generate broad and various alternatives [4], consequently, in this stage, designers
usually deal with the activities such as generating and recording ideas, and deciding to
continue to generate more ideas or desire to explore the possibilities of the existing
ones [5]. Product design problems then cove with both qualitative and quantitative
criteria, which can be considered as multi-objective optimization.

© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 76–86, 2016.
DOI: 10.1007/978-3-319-49397-8_7



Interactive Evolutionary Computation (IEC) becomes more important in design
process that is directly related with human factors such as emotion, preference, feeling,
etc. [6].

Designers desire the tools that can effectively support their activities, decision
making, and allow them to easily collaborate with the tools since the conceptual design
phase. Therefore, it is highly motivating and constructive to develop an interactive
generative design system with optimization of multiple objectives for supporting
designers during generating their ideas in the beginning of design process. The men-
tioned system is supposed to support designers who are not familiar with CAD sys-
tems. This paper aims to develop an interactive genetic algorithm working with
multi-objective optimization, which considers qualitative and quantitative design
constraints.

The paper is organized in five main sections. The related works such as interactive
evolutionary computation and multi-objective optimization with genetic algorithms are
described in Sect. 2. Section 3 introduces the proposed interactive genetic algorithm
with multiple objectives. Section 4 provides the illustration of the case study of per-
fume bottle design, experimental results and discussion. Lastly, Sect. 5 provides the
conclusions of the research and the future works.

2 Related Works

2.1 Interactive Evolutionary Computation

Interactive Evolutionary Computation (IEC) is an optimization technique that based on
Evolutionary Computation (EC) in which fitness function replaced with human sub-
jective evaluation [6]. Therefore, IEC system optimizes the target system to achieve the
desired outputs based on the user’s evaluation. Takagi [6] said that the IEC is con-
sidered as an approach that embeds human emotion, preference, intuition or named
kansei into the target system. IEC is applied in various applications such as artistic
image creations, product design, and engineering. In this paper, we focus on the
applications of product design and industrial design.

Brintrup et al. [7] developed an interactive genetic algorithm (IGA) for designing
ergonomic chairs with qualitative and quantitative fitness. They compared different
IGA types in several criteria. Hu et al. [8] developed an interactive co-evolutionary
CAD system used for garment pattern design. The system core is based on inspired
co-evolutionary algorithm for working with human experts. Sun et al. [9] developed an
interactive genetic algorithm for designing sunglass lens. The algorithm is able to work
with large population using semi-supervised learning. Lu et al. [10] proposed an
interactive evolutionary design to create marble-like textile patterns. Dou et al. [11]
proposed a multi-stage interactive genetic algorithm (MS-IGA). It divides the large
population of the traditional interactive genetic algorithm into many stages in relation
to different functional requirements. They applied the MS-IGA to the car console
conceptual design system. It is aimed to capture the knowledge of users’ personalized
requirements and to achieve the product design.
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2.2 Multi-objective Optimization with Genetic Algorithm

The applications of EC techniques in multi-objective optimization have become popular.
Genetic Algorithms (GAs) is a subset of EC. They are suitable for multiple-objective
optimization with several reasons described in [12].

Shibuya et al. [13] integrated multi-objective optimization to interactive genetic
algorithms in animation design application. Their system allows users to assign sub-
jective ratings from each objective’s point of view. Brintrup et al. [14] proposed a
framework of multi-objective optimization with interactive genetic algorithm for
ergonomic chair design problem. Zhang et al. [15] proposed a multi-objective genetic
algorithm (MOGA) to optimize free-form shape of building in the severe cold zones of
China. The proposed MOGA is to accomplish the three objectives: to maximize solar
radiation gain, to maximize space efficiency, and to minimize the shape coefficient.
A Pareto frontier is created to present the optimal solutions and to support designers in
final decision making. It seems that these soft computing based frameworks are suc-
cessfully handling qualitativeness in the design systems.

3 Interactive Genetic Algorithm with Multi-objective
Optimization in Product Design: A Framework

The proposed interactive genetic algorithm copes with multiple objectives to optimize
the qualitative and quantitative features in product design application.

Most real life design problems concern with multiple objectives with qualitative
and quantitative features. Unlike quantitative criteria, qualitative criteria mostly involve
human feelings or emotions that are very difficult to derive in terms of mathematic
models. Therefore, fitness function for evaluating qualitative criteria is usually done by
human-based fitness evaluation. The qualitative objective is user preference of pro-
duct’s shape. While the quantitative objectives are such as weight, size, volume, and
other computable features.

This paper proposes the framework of IGA with multi-objective optimization for
shape optimization in product design application.

Interactive Genetic Algorithm (IGA) is used in initializing and handling single
dimensionally qualitative objectives.

Multi-objective Genetic Algorithm (MOGA) is used in optimizing two quantitative
objectives.

After the optimization process is performed, the results are generated. A common
method used to evaluate the results of MOGA in this work is Pareto optimization. It
intends to achieve a balance between two objectives and to discover non-dominated
solutions called the Pareto-optimal solution, which is not dominated by any other
solution in the solution space. The Pareto-optimal front is formed by all non-dominated
solutions [15, 16].

We construct a local Pareto-optimal front for two objective functions using genetic
algorithm. The objective functions are real-valued functions with seven decision vari-
ables and their bound constraints. The Pareto front is plotted in every generation. In this
work, the Pareto-optimal front is disconnected displaying two completing objectives.
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Firstly, the initial population is randomly generated. The next generation is then formed
using non-dominated rank and distance measure of the individuals in the current gen-
eration. Each individual is assigned the non-dominated rank using the relative fitness.
For distance measure, it is used to compare individuals with equal rank. It is a measure
of distance between an individual and the other individuals with the same rank.

It is very important to maintain diversity of the population for convergence to an
optimal Pareto-optimal front [16]. The proposed MOGA uses a controlled elitist GA to
increase the diversity of the population. To control elitism, two strategies are used:
number of individuals or elite members on the Pareto-optimal front is limited and the
distance measure by preferring individuals that are relatively far away on the front.

The termination criteria used in this work are the maximum number of generations
is reached or the average change in the spread of the Pareto-optimal front over the stall
generations.

In the proposed generative design system, designer firstly chooses the preferred
product shape from a set of the generated shapes, and then the system optimizes the
pre-defined volumes and predefined height of the preferred shape. The system process
is illustrated in Fig. 1.

4 Illustration of the Case Study: Bottle Design

4.1 Problem Definition

The IGA and MOGA modules of the proposed generative design system framework
were applied to the bottle design.

Fig. 1. Framework of the proposed IGA-MOGA
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In the case study of bottle design, the qualitative fitness is user preference of shape
of bottle, while the quantitative fitness is determined volume and height of the
designing bottle. The goal of the system is to design the perfume bottle or to optimize
shape of the perfume bottle with the commercial constraints of its volume is targeted to
100 ml. and its height is targeted to 10 cm, while to maximize subjective user eval-
uation obtained by IGA.

The perfume bottle is divided into three main sections as shown in Fig. 2. The first
section includes the parameters that form shape of base such as base’s radius and base’s
height. The second section forms the shape of bottle’s body that includes the param-
eters such as radius of cross-sections in lower and upper parts, and height of body
section. The third section covers the neck part, which is shaped by radius and height of
bottle neck. The mentioned shape parameters are illustrated in Fig. 3.

In IGA, user can change shape of the bottle by changing shape parameters.
Therefore, in IGA there are nine parameters for generating shape of perfume bottle.

Fig. 2. Schematic outline of the designing perfume bottle.

Fig. 3. Illustration of shape parameters of the designing perfume bottle.
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In this work, the seven control parameters that control volume and height of the
bottle are encoded in real-valued chromosome as shown in Fig. 4.

Two objective functions are derived to measure volume and height of the designed
perfume bottle. Considering volume of the bottle, the shape of the bottle is combined
from three pieces of the frustum of cones. Therefore, volume of base section (Vbase) is
calculated from

Vbase ¼ phbase
12

ðd2base þ 2dbasedlower body þ d2lower bodyÞ ð1Þ

when hbase is height of base section, dbase is diameter of base and dlower body is diameter
of lower part of body.

Volume of body section (Vbody) is calculated from

V body ¼ phbody
12

ðd2lower body þ 2d lower body dupper body þ d2upper bodyÞ ð2Þ

when hbody is height of body section and dupper body is diameter of upper part of body.
Volume of neck section (Vneck) is calculated from

Vneck ¼ phneck
12

ðd2upper body þ 2dupper bodydneck þ d2neckÞ ð3Þ

when hneck is height of neck section and dneck is diameter of neck part.
The volume of the bottle is calculated by combining these three sections. Therefore

the volume of the bottle is computed from

Vbottle ¼ Vbase þVbody þVneck ð4Þ

The second objective function is to measure the height of the bottle (Hbottle) from

Hbottle ¼ hbase þ hbody þ hneck þ hcap ð5Þ

The bound constraints of the seven decision variables are as follows

Fig. 4. Illustration of chromosome for controlling volume and height of the perfume bottle
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1:00 � hbase � 4:00

2:00 � hbody � 6:00

2:00 � hneck � 8:00

3:00 � dbase � 5:00

5:00 � dlower body � 10:00

3:00 � dupper body � 7:00

2:60 � dneck � 5:00

The targets of the optimization of two objective functions are obtaining the volume
of the bottle 100 ml. and height of the bottle 10 cm.

4.2 Setup and Experiments

The prototype system was developed using Grasshopper in Rhinoceros 5.0 and
MATLAB on a computer workstation with Intel Xeon CPU Processor 1.8 GHz Dual
and 4.0 GB of RAM, working on 64 bit.

We apply Galapagos plug-in in Grasshopper [17] to build an IGA. The generative
design system starts with user inputs or random generation of a set of the perfume
bottles. Number of generated bottles depends on user determined. Then user chooses
the preferred bottles to the gene pool. MOGA works for optimization of the shape
parameters to optimize the volume and height of the bottle 100 ml. and 10 cm.
respectively. The generative design system is outlined on Fig. 5.

Fig. 5. Outline of the proposed generative design system based on IGA and MOGA
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We use gamultiobj solver in MATLAB [18] to develop a MOGA. The experiments
of parameter study are organized. The important parameters are such as population
size, Pareto fraction, number of individuals on the Pareto-Optimal front, stall genera-
tion limits and function tolerance. The levels of the parameter study are listed in
Table 1. The termination criteria used are maximum number of generations (1,400
generations) is reached or the average change in the spread of the Pareto-optimal front
over the stall generations.

4.3 Experimental Results and Discussions

The experimental results consist of two sections. The first section involves the results of
IGA development. From the initial set-up parameters, the experimental results of the
proposed generative design system based on IGA show the convergence starts at the
sixth generation in average to acceptable results within the practical number of gener-
ations of 43 generations. The parameter studies show that when crossover rate is
increased to 0.95, the convergence starts at the fifth generation and the average number
of generations of 28 generations can reduce the computational time, but increase
diversity of the solutions. With 0.95 of crossover rate and 0.10 of mutation rate, the
result shows that the system provides higher diversity in the convergence starts at the
fifth generation within average number of generations of 60. Therefore, the increase of
mutation rate causes the longer computational time. With the set of parameters 0.95 of
crossover rate, 0.05 of mutation rate and double population size to be 40, the results
indicate that the evolutionary patterns is different from the above cases. The conver-
gence of the fitness is longer; therefore the creativity and diversity are increased, but the
computational time is reduced since the average number of generation is 32 generations.

Therefore the suitable population size is 40, mutation rate of 0.05 and crossover rate
of 0.95 to be used in the proposed generative design system based on IGA.

In the point of view of user consistency, when using IGA we cannot guarantee a
consistency of user during working with the system (Fig. 6).

The second section, for the proposed MOGA, we have studied on the parameters
such as population size, number of individuals on the Pareto-optimal front, stall gen-
eration limits and function tolerance. From the experiments, we found that the larger
population size such as 1,000 leads to expensive computational time, but the results are
not different from the smaller one. The function tolerance at 10�3 works well at smaller
stall generation limits, while the tolerance at 10�6 works better at larger stall generation
limits.

Table 1. List of parameters and their levels in MOGA

Parameters Levels

Population size 100, 200, 300, 500, 1000
Pareto fraction 0.25, 0.50, 0.75
Stall generation limits 100, 200, 300
Function tolerance 10�3, 10�6
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From the experimental design, the best set of parameters is population size = 200,
Pareto fraction = 0.50, stall generation limits = 300, function tolerance = 10�6, which
generates number of individuals on the Pareto-optimal front = 100. The resulting
Pareto-optimal front is shown in Fig. 7.

The satisfaction of three objectives of different nature in a single framework is
achieved with five users participating in the test. It is necessary to further test the
proposed system with higher number of users and experts.

5 Conclusions and Future Works

This paper proposes the framework of IGA with multi-objective optimization for shape
optimization in product design application. The proposed framework has been tested
using a perfume bottle design. The system considers both qualitative and quantitative

Fig. 6. Some results of IGA using Galapagos in grasshopper

Fig. 7. Pareto-optimal front of the optimization from gamultiobj solver in MATLAB
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objectives in the single framework. The framework can be used with multi-objective
optimization to make real-life experimentation. IGA is used for work with user with
qualitative aspects, while MOGA is used to optimize multi-quantitative aspects. Shape
of the perfume bottle is modeled by parametric modeling with Rhinoceros and
Grasshopper. IGA is processed using Galapagos in Grasshopper. Shape of bottle is
optimized by using MOGA in MATLAB and linked to Grasshopper. Pareto-optimal
front is generated to show the optimal solutions, which is able to support designers in
decision making. The proposed algorithm provides the reasonable computational time
with diversity of the solutions.

The future research will cover the test of the proposed system with higher number
of users and experts. The framework can be applied to other design problems. As well
as hybrid algorithms will be studied to improve the system.

Acknowledgement. The research has been carried out as part of the research projects funded by
National Research Council of Thailand and Naresaun University with Contract No. R2560B005.
The author would like to gratefully thank all participants for their collaborations in this research.
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Abstract. Traffic control is one of the biggest problems faced by the
surveillance department in every country. Manual surveillance supported
by well-defined rules and effective equipment is a common solution to
this problem. But, often traffic personnel fail to isolate and recognize the
number plate and hence to penalize the owner of the vehicle who violated
the traffic rules due to the speeding vehicle and mounting of number
plates at arbitrary parts of the vehicle. Hence, his inability renders the
traffic surveillance a challenging research area. The automatic vehicle
number plate recognition system provides one of the solutions to this
problem but constrained by various limitations. The most challenging
aspect is to detect the number plates itself present in an image. The
presence of multiple vehicle number plates and cluttered background
makes our work different from earlier approaches. A single step process
may not be able to detect all the number plates in an image, hence
we propose Hierarchical Filtering (HF) approach which employs several
transformation functions on the input image. The proposed HF models
the characteristics of vehicle number plates and label them by fitting
the Logistic Regression model. The proposed method is able to detect
all the number plates present in an image but at the expense of some
non-number plate regions in the form of a minimum bounding rectangle.
The proposed model is tested on a wide range of inputs, and the results
are profiled in terms of precision and recall measures.

1 Introduction

Population growth, the rise in living standard, an increase in the number of cars
in a family, the cheaper rate of investment or loans on cars, etc., increases the
number of vehicles and its users. Thus, managing traffic and tracking of vehicles
is a troublesome task and utmost important to deal with. The image-processing
technique is used to identify vehicles by their vehicle number plate. Number plate
detection is considered as the most crucial stage in the number plate recognition
system. For detecting different shapes under cluttered background [1], the black
and white image is considered. There are many algorithms for detecting num-
ber plates, such as edge detection [2], corner detection, template matching [3],
c© Springer International Publishing AG 2016
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histogram analysis, morphological operations, threshold based techniques [4],
wavelet transformation method [5], coarse-to-fine strategy [6] and color based
approaches [5]. But, all these approaches are constrained by various factors.
This paper proposes a method of detecting multiple number plates from clut-
tered scenes in various environmental conditions.

Automatic Vehicle Identification (AVI) system has a camera monitoring the
roads and captures video. The study confines to segmentation process, region
discovery, and region labeling in a hierarchical manner. Since the objective of this
study is to detect multiple vehicle number plate from an image having cluttered
background so, the domain knowledge pertains to vehicle number plate and its
characteristics which are provided in Sect. 2. The captured frames i.e. image is
subjected to image analysis for identifying particular rectangles which represent
the number plate. The process of hierarchical filtering of rectangles is discussed
in Sect. 3. Identified rectangles are then labeled using Logistic Regression (LR)
modeling. This LR classifier is built based on a training & testing set which is
discussed in Sect. 4. Section 5 discusses the results of experimentation on several
images in traffic prone area. Observations are provided in Sect. 6, and it also
concludes the study.

2 Vehicle Number Plate Characteristics

There are two types of standard vehicle number plates available, as shown in
Fig. 1(a), (b), (c) and (d). The format of the standard number plate is described
in Fig. 2.

Fig. 1. Types of number plates (Color figure online)

Fig. 2. Standard vehicle plate format
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1. Country Code
2. State Code
3. District code
4. Type of Vehicle (Two wheeler, four wheeler, commercial etc.)
5. Actual Registration Number

According to Central Motor Vehicle rules, 1989, and Central Motor Vehicles
(Amendment) Rules,1993, various standards for size of number plate are as listed
below-

– For two and three wheelers: Front: 285× 45 mm, Rear: 200× 100 mm.
– For light motor vehicles/passenger car: 340× 200 mm or 500× 120 mm.
– For medium/heavy commercial vehicles and trailer/combination:

340× 200 mm
– For agricultural tractors: Front: 285× 45 mm, Rear: 200× 100 mm.

The size of letters and numerals of the number plate have also been standard-
ized. The dimension of letters and figures of the registration mark and the space
between different letters and numerals and edges of the plain surface shall not
be less than indicated dimensions as shown in Table 1 (Substituted by G.S.R.
338(E), dated 26-3-1993 (w.e.f. 26-3-1993)):

Table 1. Size of letters and numerals for the standard number plate

S.No Letters \ numerals Height Thickness Space between

Class of vehicles (mm) (mm) (mm)

1 All motor cycles and three

wheeled invalid carriages

Rear-letters 35 7 5

2 All motor cycles and three

wheeled invalid carriages

Rear-numerals 40 7 5

3 Motor cycles with engine

capacity less then 70cc

Front letters & numerals 15 2.5 2.5

4 Other motor cycles Front letters & numerals 30 5 5

5 Three wheeler of engine

capacity not exceeding

500cc

Rear & front letters

& numerals

35 7 5

6 Three wheeler of engine

capacity exceeding 500cc

Rear & front letters

& numerals

40 7 5

7 All other motor vehicles Rear & front letters

& numerals

65 10 10

Several variations such as environmental effects, illumination change, blur-
ring, and reflection, make single feature unable to detect multiple number plate
in an image. We can get high success rate for number plate detection by con-
sidering multiple characteristic features of the number plate. These features of
number plate can be given as:
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1. Aspect ratio, i.e. width to height ratio which is ranges from [1, 3.5].
2. Black to white pixel density and black to yellow pixel density.
3. Location of a number plate should not be more than 1 m above the ground.
4. Area of standard vehicle number plate.
5. Number of connected objects in a number plate.

3 Image Analysis and Filtering

The suggested method is a hierarchical solution containing three main stages,
(1) extraction of the possible region of interest i.e. number plate by various
filtering techniques, (2) collection of statistical information of extracted compo-
nents, and (3) fitting of the logistic regression model for labeling of extracting
candidate components. The proposed technique can also detect multiple number
plates with different orientations and sizes (front and rear), present in an image.
Figure 3 shows the proposed architecture of hierarchical filtering approach.

Fig. 3. Proposed architecture

3.1 Filtering Based on Characteristic Properties of a Vehicle
Number Plate

The proposed method used characteristic features of a vehicle number plate,
as discussed in Sect. 2 for detecting multiple vehicle number plate in an image.
We performed filtering based on different characteristics of a number plate such
as black to white pixel density, aspect ratio, the number of connected objects
and area.

Initially, Connected Component Analysis (CCA) is performed on input
images. CCA is a flood fill algorithm to label all the pixels of the image into
connected components. Then Minimum Bounding Rectangle (MBR) is applied
on each connected component of the image. This process is able to form rectan-
gles on each connected components which further can be filtered, based on the
presence of number plate or non-number plate. The output of an input image
after performing CCA and applying MBR is shown in Fig. 4.
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Fig. 4. Input image (Color figure online)

Filtering techniques are applied after getting MBRs. The process is described
below:

Filtering Based on Black to White Pixel Density and Aspect Ratio.
The range is given for applying filtering based on black to white pixel density
(bw den), and aspect ratio (asp ratio) is bw den >= 0.25 and asp ratio is [1,
3.5]. The minimum rectangles are stored in variable min rect. ’N’ is the size of
the total number of input images. The algorithm for applying filtering based on
black to white pixel density and aspect ratio [7] is given by Algorithm 1.

Algorithm 1. Algorithm for Applying Filtering Based on Black to White
Pixel Density & Aspect Ratio
Require: Input RGB Image I
Ensure: Extracted rectangles P

for i = 1 : N do
Convert I into BW image
Do CCA
For each component, apply MBR
if bw density(min rect) >= 0.25 &&1 <= asp ratio <= 3.5 then

P=Extract min rect
else

delete min rect
end

end

Further filtering is required as some charts or stickers containing alphabets,
adhere on vehicles or signboards, in the images that taken at traffic signals makes
the above range of values fit for them. So, some non-number plate rectangles are
still present in extracted rectangles from filtering. We put number of connected
objects in extracted rectangle from the previous filtering, as our next filter.

Filtering Based on Number of Connected Objects. Since every number
plate possess a format given in Fig. 2. By this format, every number plate should
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have ten connected components as they have total ten alphanumeric characters.
The algorithm for applying this filtering technique is as follows:

Algorithm 2. Algorithm for Applying Filtering Based on Number of Con-
nected Objects
Require: P (Extracted rectangles from Algorithm 1), P=1,2,3,...m
Ensure: Extracted Rectangles R

for i = 1 : P do
Convert P into BW image
Do CCA
if 6 <= Num objects(P ) <= 25 then

R=Extract min rect
else

delete min rect
end

end

But this number varies due to various reasons such as: (1) blurring, (2)
varying distance of the image from a camera, (3) more than one character can
be taken as a single component when the distance between vehicle and camera
increases, (4) auxiliary characters are written on the number plate and, (5)
orientation of number plate. Still, some extracted rectangles containing non-
number plate lies within this range. So further analysis is required.

Filtering Based on Area. Further, the extracted rectangles from Algorithm2
are filtered by area of number plate, as standard number plate has prede-
fined area as discussed above. Area based filtering technique is described by
Algorithm 3.

Algorithm 3. Algorithm for Applying Filtering Based on Area
Require: R (Extracted rectangles from Algorithm 2), R=1,2,3,...l
Ensure: Extracted Rectangles S

for i = 1 : R do
Convert R into BW image
if 600 <= Area(R) <= 10000 then

S=Extract min rect
else

delete min rect
end

end

This filter drastically reduces the number of extracted rectangles containing
the non-number plates. After using this filter, some non-number plate rectangles
remain that fit into the given range of area due to different orientations, noise, the
variation of the distance between vehicle number plate and camera, and blurring
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in the image. For further refining our search result of detecting vehicle plate, LR
based predictor is used. This LR model predicts the candidate regions from the
extracted rectangular components that remain after above filtering techniques.

4 LR Modeling

LR is one of the popular statistical regression models and is often used as super-
vised Machine Learning approach for classification. Mathematically, LR can be
given by Eq. 1:

E(Y | X) =
1

1 + exp(−G(X))
(1)

where Y is the dichotomous dependent variable and X is a vector of independent
variables. We are given training data of size N, [XiYi] for i = 1, 2, 3, ... N. Y ′

i s
will be 0 or 1 while X ′

is are p-dimensional real vector.
One can build the model by considering different structures for G(X). The

following are the two instances of G(X) by considering p = 3, which is known as
linear and quadratic and are given by Eqs. 2 and 3 respectively.

G(X) = a + b1x1 + b1x1 + b2x2 + b3x3 (2)
G(X) = a + b1x1 + b2x2 + b3x3c1x

2
1 + c2x

2
2 + c3x

3
3 + c4x1x2 + c5x1x3 + c6x2x3 (3)

Here a, b and c are the parameter of G(X). The values of parameter a and
b′
is in the case of linear and a, b′

is and c′
is in case of quadratic are estimated

using the training dataset.

4.1 Dataset Creation

A training dataset is created for providing training to LR model, and then testing
dataset is created for labeling of extracted rectangles into a number plate or a
non-number plate. We collected statistical properties of extracted rectangles that
include mean, standard deviation and mixed proportions.

Calculation of Mixed Proportions, Mean and Standard Deviation. All
input images, each of size (m×n) are compiled as input data and is used to train
Expectation Maximization (EM) algorithm [8]. It is an unsupervised learning
approach and of maximal likelihood nature, whereas LR is supervised learning
and uses the least square method. It is applied to grayscale images. There are
two steps in EM algorithm i.e. Estimation step and Maximising Likelihood step.
These steps are performed iteratively for finding values of statistical properties.
EM algorithm use empirical distribution of the histogram of an image (number
of peaks in image’s histogram) for deciding the number of iteration of EM algo-
rithm. Here mean and sigma is distribution parameter and mixed proportions
are the mixed parameter and represented by mu, sigma, and alpha respectively.
After knowing the value of mixed proportions, we can analyze following property
of an image:
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1. with alpha factor = 0.5; the image is mixed equally in foreground and back-
ground pixels.

2. with alpha factor < 0.5; the background pixels are contributing more to the
image.

3. with factor > 0.5; the foreground pixels are contributing more to the image.

Statistical parameter values of standard number plate, as shown in Fig. 5 are,
mixed proportions is 0.5952, mean = 217, and standard deviation = 98.1688.

Fig. 5. Standard number plate (“Image Source: http://www.plateshack.com/y2k/
India/indiapl8.jpg)” (Color figure online)

The steps taken for creating training and testing dataset are given by
Algorithms 4 and 5, and generated sample datasets are given in Tables 2 and 3
respectively, where D mu, D alpha, and D sigma are euclidean distance between
standard number plate statistical properties values and the extracted rectangles
statistical properties values.

Algorithm 4. Steps for Training Dataset Creation
Require: Extracted Rectangles S, where S=1,2,....,g
Ensure: Training Dataset.

for i = 1 : S do
Calculate mu, alpha, sigma;
D mu=std mu - mu;
D alpha=std alpha - alpha;
D sigma=std sigma - sigma;
if Ex rect == Num plate then

Set Flag=1;
else

Set Flag=0;
end

end

Fitting of LR Model. After creating the training and testing dataset, we fit
LR model on the extracted set of rectangles from area filtering. This model label
the rectangles into number plate or non number plate based on the training set
provided to it. The result of the labeled rectangles after fitting logistic regression
model on provided training set is shown in Table 4.

http://www.plateshack.com/y2k/India/indiapl8.jpg
http://www.plateshack.com/y2k/India/indiapl8.jpg
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Table 2. Sample training dataset of extracted rectangles

Algorithm 5. Steps for Testing Dataset Creation
Require: Extracted Rectangles S for labelling, where S=1,2,....h
Ensure: Testing Dataset

for i = 1 : S do
Calculate mu, alpha, sigma;
D mu=std mu - mu;
D alpha=std alpha - alpha;
D sigma=std sigma - sigma;

end

Table 3. Sample testing dataset of extracted rectangles

D alpha D mu D sigma

0.8053249689 3844 330665.613725272

0.885320435 2601 5436160.96920542

0.7771706676 3844 59.9804198516

0.7955967311 4489 1204.5077071723

0.7987699866 3844 1223.5068472127

0.7911521241 1764 163602.492412574
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Table 4. Results of labeling using logistic regression model

D alpha D mu D sigma Flag Expected Flag

0.8053249689 3844 330665.613725272 1 1

0.885320435 2601 5436160.96920542 0 0

0.7771706676 3844 59.9804198516 1 1

0.7955967311 4489 1204.5077071723 0 1

0.7987699866 3844 1223.5068472127 0 0

0.7911521241 1764 163602.492412574 1 1

The overall algorithm for the proposed approach can be given by Algorithm6.
The experimental results after applying this algorithm are shown in next section.

Algorithm 6. Algorithm for Proposed Method
Require: Input RGB Image I, I=1,2,3...N
Ensure: Extracted Rectangles

for i = 1 : N do
Convert i into BW image
Do CCA
DO MBR for each connected component
Apply Algorithm 1
Apply Algorithm 2
Apply Algorithm 3
Apply Algorithm 4
Apply Algorithm 5
Fit LR Model

end

5 Experimental Result and Analysis

Several images were taken from immediate traffic area and were analyzed thor-
oughly. The proposed method is applied on 50 images and found that all the
number plates present in the images with cluttered background are detected in
the extracted rectangles with the expense of few non-number plates which later
can be identified by doing the structural analysis on images. Figure 6 presents the
process flow of hierarchical learning approach and a sample of resulting images
at every stage. Figure 6, shows that proposed method is able to detect all the
three number plates, which are present in the given input image with some non-
number plate regions.
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Fig. 6. Results of hierarchical filtering (Color figure online)

6 Observations and Conclusions

The proposed approach follows hierarchical method to solve the problem of
detection of multiple number plates as single process may not be able to achieve
this purpose.

One should pay particular attention while creating training dataset for mod-
eling of logistic regression. Training dataset should be a good representative set
so that it can properly label the testing dataset.

The experimental results show that our approach has a significant effect in
application. So, no matter how the environment change, all the vehicle number
plates present in an image are always detected. The calculated average precision
of the proposed method for 50 input images is 36.5 % and the average recall is
100 %. The reason of moderate precision in some cases can be broadly classified
into three major categories.
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– The distance of camera and moving vehicle is more so that taken image is not
clear enough.

– Fast moving vehicles.
– Multiple sizes & shape of number plate within one image.
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Abstract. In this paper, we tackle the problem of risk-averse route plan-
ning in a transportation network with time-dependent and stochastic
costs. To solve this problem, we propose an adaptation of the A* algo-
rithm that accommodates any risk measure or decision criterion that is
monotonic with first-order stochastic dominance. We also present a case
study of our algorithm on the Manhattan, NYC, transportation network.

Keywords: Route planning · Shortest path · Risk-averse decision-
making · Conditional Value-at-Risk · Time-dependent stochastic costs

1 Introduction

Shortest path problems have been extensively studied as they are canonical prob-
lems that appear in many domains, for instance transportation [2,7], artificial
intelligence [28] or circuit design [25] to cite a few. The standard version of this
problem can easily be solved with classic shortest path algorithms such as the
Dijkstra algorithm [8] or the A* algorithm [16].

In this paper, we focus more particularly on route planning in transportation
networks. While classically route planning operates with deterministic informa-
tion (e.g., expected travel duration), with the advent of intelligent transportation
systems that provide real-time and historical traffic data, it becomes possible
to design route planning approaches that take into account the stochastic and
time-dependent nature of traffic condition. Indeed, as more and more cities open
the access to historical traffic data, it is now possible to estimate a probability
distribution over durations for each street at different times of the day. Such
information can then serve as input to determine “shortest” paths that takes
into account the variability of durations.

More specifically, in this paper we focus on building a risk-averse route plan-
ning system for drivers in networks with stochastic and time-dependent costs.
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 99–111, 2016.
DOI: 10.1007/978-3-319-49397-8 9
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For a given origin and destination positions, it determines a shortest risk-averse
path with respect to a pre-specified risk measure or decision criterion. With this
system, a driver could not only plan their trip in advance, but also avoid possi-
ble congestions. Consequently, this system could help reduce in particular travel
time, traffic congestion and as a consequence exhaust emissions.

The contributions of this paper are twofold. First, we propose an adaption
of the A* algorithm, which extends and unifies previous algorithms [6,24] for
computing a risk-averse shortest path in transportation networks where costs
are stochastic and time-dependent. Our approach can accommodate any risk
measure or decision criterion that is monotonic with respect to first-order sto-
chastic dominance. Second, we demonstrate our proposition in the Manhattan,
NYC transportation network with Conditional Value-at-Risk as a risk measure.

The paper is structured as follows. The next section discusses the related
work. Section 3 recalls the standard shortest path problem and the A* algorithm.
Section 4 defines the time-dependent stochastic-cost shortest path problem tack-
led in this paper. Section 5 presents an adapted version of the A* algorithm
to solve our problem. Section 6 demonstrates our solution algorithm to route
planning in Manhattan, NYC. Finally, we conclude in Sect. 7.

2 Related Work

Over the past decades, much effort has been devoted to the solution of the
shortest path problem and its many variants.

Classic shortest-path algorithms such as the Bellman-Ford algorithm [4,11,
19], the Dijkstra algorithm [8] or the A* algorithm [16] have been proposed before
1970s to solve the static version of the problem where edge costs are scalar and
constant. However, in route planning, drivers usually value more travel times
than distances, which has several implications. Edge costs are generally non-
stationary, that is they are a function of time (e.g., driving the same street
during peak hours or during normal hours lead to different durations). They
also tend to be random, depending on traffic conditions and other drivers. For
these reasons, those classic algorithms for static shortest-path problems need to
be adapted to this more general setting.

On the one hand, many studies have considered the non-stationary case,
i.e., time-dependent shortest path problem (TDSPP). Dreyfus [9] extended the
Dijkstra algorithm to TDSPP and Goldberg and Harrelson [15] solved TDSPP
with a variant of the A* algorithm. TDSPP has been proven to be solvable
in polynomial time under the First In First Out (FIFO) property (i.e., which
forbids an earlier arrival time while traversing an edge at a later time) [18] while
it reveals to be an NP-hard problem without the FIFO property [23].

On the other hand, since Frank [12] studied stochastic-cost shortest path
problem (SSPP), extensive work has been done on this problem (e.g., [14,21,
24,31]). Bertsekas and Tsitsiklis [5] considered an even more general class of
stochastic shortest path problems (where node transitions are stochastic) and
modeled them as a Markov Decision Problem [26]. In SSPP, some researchers,
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such as Nie and Wu [21], aimed at determining a shortest path guaranteeing a
given probability of arriving on time. Recently, Gavriel et al. [14] and Parmentier
and Meunier [24] investigated risk-averse versions of SSPP by considering dif-
ferent risk measures, such as conditional Value-at-Risk (CVaR) [10]. However,
neither of them considered the case where costs are time-dependent.

Besides, some work also tackles problems where edge costs are both non-
stationary and random. Fu and Rilett [13] considered the problem of expected
shortest paths in dynamic and stochastic traffic networks. Chen et al. [6] studied
time-dependent stochastic shortest path problems and proposed an adapted A*
algorithm with first-order stochastic dominance in order to compute a reliable
shortest path. However, the risk measure they use is Value-at-Risk (VaR) [17],
which may not always be the most suitable measure. In this paper, we propose
a practical algorithm for any risk measure that is monotonic with respect to
first-order stochastic dominance (as in [24]) and test it with CVaR, which may
be considered a better criterion than VaR as it has better properties [1] and
takes into account not only VaR but also the tail distribution.

3 Background

We first recall the definition of the classic shortest path problem. Let G = (V,E)
be a directed graph (e.g., corresponding to a transportation network) where V
is a set of nodes (e.g., intersections and landmarks in a city) and E ⊂ V 2 is a
set of directed edges (e.g., lanes of streets). The set of successors of a node n is
denoted E+(n), i.e., E+(n) = {n′ ∈ V | (n, n′) ∈ E}. A path π of length k in G is
a sequence of k edges in E: (n1, n2), (n2, n3), . . . , (nk, nk+1). For convenience, we
write π = (n1, n2, . . . , nk+1). A subpath of a path is a consecutive subsequence
of edges of that path.

The edges of graph G are assumed to be valued by a cost function c : E → R

(e.g., representing the distance or duration of travel in an edge). We assume that
costs are non-negative. By extension, the cost of a (sub)path π, denoted c(π),
is defined as the sum of the costs of the edges in that (sub)path. Let πon be a
subpath from node o to node n and πnd a subpath from node n to node d. We
denote πon ⊕πnd the path obtained from the concatenation of the two subpaths.
Obviously, c(πon ⊕ πnd) = c(πon) + c(πnd).

Let o ∈ V (resp. d ∈ V ) be an origin (resp. destination) node. The shortest
path problem consists in searching for the path starting from node o and ending
in node d that has the lowest cost. Many efficient algorithms, such as the Ford-
Bellman algorithm [4,11] or the Dijkstra algorithm [8], have been proposed to
solve this problem. In the case of transportation networks where the number
of nodes may be large, those algorithms, even though polynomial in the size of
graph G may become impractical. In that case, the A* algorithm may help to
determine a shortest path faster.

The A* algorithm, proposed by Hart et al. [16], has been widely accepted as
an efficient algorithm to solve the shortest path problem. As it is well-known, we
only recall its principle and not its pseudo-code for space reasons. In this algo-
rithm, an extra heuristic information is assumed to be given: for any node n, an
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estimation h(n) of the cost of the shortest path from node n to destination node
d is available. For instance, in transportation networks, where path distances are
minimized, h(n) can be defined as the Euclidean distance from node n to desti-
nation node d. The A* algorithm finds a path from origin node o to destination
node d by exploring a tree of (sub)paths following a best-first-search strategy. In
order to choose the best subpath to extend, the A* algorithm usually maintains
a priority queue O of nodes representing subpaths ending in those nodes. The
priority f(n) of a subpath πon ending in a node n is defined as the sum of the
cost cumulated so far and the heuristic estimation, i.e., f(n) = g(n)+h(n) where
f(n) represents an estimation of the cost of of a path to node d whose subpath
is πon, g(n) is the cost of πon and h(n) is the heuristic estimation of the cost of
a subpath from node n to node d.

Heuristic function h(n) plays a significant role in the A* algorithm by influ-
encing the number of (sub)paths A* algorithm will examine. Besides, whether
the A* algorithm can eventually find the shortest path in the graph depends on
the selection of the heuristic function h(n). In order to guarantee the soundness
of the A* algorithm, h(n) should satisfy the following inequality: ∀n ∈ V ,

h(n) ≤ min
πnd

c(πnd) (1)

where πnd represents a subpath from node n to node d. This property means
that the heuristic information provided by h(n) is a lower bound to the best
possible cost to reach node d from node n. For instance, the heuristic function
defined as the Euclidean distance is admissible. A heuristic function that satisfies
inequality (1) is called an admissible heuristic function.

4 Problem Statement

We start with some notations. For any random variable X, we denote PX

its probability densition function (pdf), FX its cumulative distribution (i.e.,
FX(c) =

∫ c

−∞ PX(x)dx) and F−1
X the (pseudo)inverse of FX (i.e., F−1

X (α) =
inf{c ∈ R |FX(c) ≥ α}).

In a real transportation network, the duration for traversing an edge (i.e.,
portion of a street) is stochastic and dynamic. Such a network can be represented
as a directed graph G = (V,E) as before, however, edge costs are now time-
dependent real random variables. For an edge (n, n′), random variable Ct(n, n′)
denotes the random cost of traversing that edge at time t. We assume random
costs take non-negative values (representing durations) and S-FIFO1 (Stochastic
FIFO) [21], which is a natural property in transportation networks, holds.

1 The SFIFO property states that for any confidence level α, leaving later cannot lead
to an earlier arrival time: t ≤ t′ =⇒ t + F −1Ct(α) ≤ t′ + F −1Ct′ (α) where t, t′ are
departure times, Ct, Ct′ random costs of an edge and α ∈ [0, 1].
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For a path π = (n1, n2, . . . , nk+1), its cost Ct(π) for a departure time t is
also a random variable defined as the sum of the random costs of its edges. It
can be written recursively as follows:

Ct(π) = Ct(π′) + Ct+Ct(π′)(nk, nk+1) (2)

where π′ = (n1, n2, . . . , nk). In a similar fashion, the pdf of Ct(π) can be written:

PCt(π)(c) =
∫ +∞

−∞
PCt(π′)(x)PCt+x(nk,nk+1)(c − x)dx (3)

The problem we tackle in this paper can then be formulated: given a risk-
averse criterion or risk measure ρ : X → R (with X the set of real random
variables), we search for the ρ-minimum path π∗ for a departure time t, i.e.,

ρ(Ct(π∗)) = min
π

ρ(Ct(π)) (4)

We call π∗ a risk-averse shortest path. We assume that criterion ρ satisfies a
consistency property that relates ρ to the first-order stochastic dominance, which
is a partial order defined over probability distributions [30].

Definition 1. First-order stochastic dominance (FSD) is defined as follows:
Let F1, F2 be two cumulative distributions, F1 (weakly) first-order-stochastically
dominates (or FSD-dominates) F2, denoted F1 �FSD F2, iff ∀x, F1(x) ≤ F2(x).
An illustration of FSD is shown in Fig. 1.

The consistency property that we assume states that ρ is monotonic with
respect to first-order stochastic dominance:
FSD FX �FSD FY ⇒ ρ(X) ≥ ρ(Y )
where X and Y are two real random variables and FX and FY are their respective
cumulative distributions. This property is important because it will allow us to
prune in the adapted A* algorithm.

Fig. 1. Illustration of first-order stochastic dominance: the green cumulative distribu-
tions FSD-dominates the blue and red ones, while the latter two are incomparable.
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Let us introduce another property that states that ρ is increasing with the
addition of a non-negative random variable:
INC ρ(X) ≤ ρ(X + C)
where X and C are two real random variables and C takes non-negative values.
In our setting, this is a natural property as random variables represent durations.

To prove that FSD implies INC, we first introduce a lemma2:

Lemma 1. Let X be a real random variable and C be a non-negative real ran-
dom variable. Then, FX+C �FSD FX .

Then, as a direct consequence of Lemma 1, we obtain:

Proposition 1. If ρ satisfies FSD, ρ also satisfies INC.

As illustrations of ρ, we present three examples, Value-at-Risk, Conditional
Value-at-Risk and Expected Utility, which all satisfy FSD (and therefore INC).

Example 1. Value-at-Risk (VaR) [17] is a widely-used risk measure in finance.
For a fixed α ∈ [0, 1], it represents the threshold loss value, such that the proba-
bility the loss on an investment exceeds this value is α. Formally, in our context,
it is defined by: V aRα(X) = F−1

X (α) = inf{x ∈ R |FX(x) ≥ α} In other terms,
V aRα(X) is defined in our context as the α-quantile of random variable X. It
is well-known that VaR satisfies FSD [3].

Example 2. Conditional Value-at-Risk (CVaR) [10], also called Expected Short-
fall is a risk measure that refines VaR. Because VaR is a threshold value (for
a single fixed probability α), it neglects the risk at the tail of the distribution.
CVaR remedies this shortcoming of VaR by measuring the expected loss at the
tail above VaR. CVaR is mathematically defined by: CV aRα(X) = E[X |X ≥
V aRα(X)] where X is a real random variable. The benefit of using CVaR instead
of VaR is that CVaR takes into account not only the VaR value but also the tail
information of a distribution. CVaR is known to satisfy FSD [3].

Example 3. Expected Utility (EU) is a well-known decision criterion in decision
under risk [20] and decision under uncertainty [29], which is known to satisfy FSD
[3]. It is defined as follows: EU(X) = E(u(X)) where X is a real random variable
and u : R → R is a so-called von Neumann-Morgenstern utility function. The
utility value u(x) represents how much x is valuable. For this reason, function
u is assumed to be monotonic (i.e., in our settings, x ≤ y ⇒ u(x) ≥ u(y)). In
decision theory, it is well-known that a concave (resp. convex) function u leads
to a risk-averse (resp. risk-seeking) decision criterion. Although we focus on risk-
averse criteria in this paper (as it is most people’s concern in transportation),
note that our approach could also tackle the risk-seeking case.

There are many other possible examples of ρ that satisfies property FSD:
for instance, semideviations [22], rank-dependent utility [27], Yaari’s dual model
[32]... Our solution algorithm covers all those cases.
2 For space reasons, we do not include the proofs.
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Algorithm 1. Proposed adapted A* algorithm
Data: graph G = (V, E), random costs Ct, heuristic h, criterion ρ, upperbound

UB, origin node o, destination node d, departure time t
Result: risk-averse shortest path

1 begin
2 O ← {(o, 0)}
3 while O �= ∅ do
4 (n, C) ← highest priority pair in O
5 if n = d then return corresponding path
6 remove (n, C) from O
7 for n′ ∈ E+(n) do
8 C′ ← C + Ct+C(n, n′) �initial time t + C selects the edge cost
9 f(n′, C′) ← ρ(C′ + h(n′))

10 if n′ = d and f(n′, C′) < UB then
11 UB ← f(n′, C′)
12 else
13 if f(n′, C′) ≥ UB then continue

14 if n′ /∈ O then
15 add (n′, C′) in O
16 else
17 if C′ not FSD-dominating any (n′, C′′) ∈ O then
18 add (n′, C′) in O and remove FSD-dominating (n′, C′′) ∈ O
19 else
20 continue

21 return ∅

5 Solution Algorithm

We propose an algorithm that is an adapted version of the standard A* algorithm
to solve the proposed risk-averse shortest path problem using time-dependent
stochastic costs. It generalizes the algorithm proposed by Chen et al. [6] to
general ρ measures that satisfies FSD and extends the algorithm proposed by
Parmentier and Meunier [24] to the time-dependent cost setting.

The proposed algorithm keeps the basic features of the standard A* algo-
rithm, for example, an open set O while adding new features such as labeling
with random variables and path pruning using FSD dominance. We now explain
why the notions of label (for evaluating the value of a subpath ending in node
n) and priority (for guiding the order the subpaths are examined) need to be
redefined in our setting and how they can be redefined. In the standard A* algo-
rithm for computing a shortest path, a node n in the priority queue O is the end
node of a subpath for which only one label (i.e., cumulated cost g(n) = c(πon))
needs to be stored. This is possible because we have ∀n ∈ V :

c(πon) ≤ c(π′
on) =⇒ c(πon ⊕ πnd) ≤ c(π′

on ⊕ πnd)
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Table 1. Cumulative distributions.

x 0 1 2 3 4

FCt(πon) 0 0.95 1 1 1

FCt(π′
on) 0.9 0.9 1 1 1

FCt(πnd) 0.8 0.9 1 1 1

FCt(πon⊕πnd) 0 0.76 0.895 0.995 1

FCt(π′
on⊕πnd) 0.72 0.81 0.98 0.99 1

where πon and π′
on are two paths from node o to node n and πnd is a path from

n to d. Unfortunately, in our setting, a counterpart of these inequalities with
respect to ρ does not hold, due to the possible non-linearity of criterion ρ:

ρ(Ct(πon)) ≤ ρ(Ct(π′
on)) 
=⇒ ρ(Ct(πon ⊕ πnd)) ≤ ρ(Ct(π′

on ⊕ πnd)) (5)

In words, a dominated subpath can become non-dominated when extended.

Example 4. We give an example for the case when ρ is VaR with α = 95%.
Assume the probability distributions are given in Table 1. One can check that:

V aR(Ct(πon)) = 1 < 2 = V aR(Ct(π′
on)) and

V aR(Ct(πon ⊕ πnd)) = 3 > 2 = V aR(Ct(π′
on ⊕ πnd))

As a consequence of (5), labels have a more complex form. Following previ-
ous related work [6,21,24], the label of node n is defined as Ct(πon) instead of
ρ(Ct(πon)). For a given node, two labels can be compared with FSD-dominance
(thanks to Corollary 1). As it is a partial order, a node can then receive several
labels. For this reason, elements of O are pairs (n,C) where n is a node and C
is a random variable representing the cost of a subpath from node o to node n.

The priority of a pair (n,C) in O is defined as f(n,C) = ρ(C + h(n)) where
h(n) is a known heuristic evaluation of a subpath from node n to node o. We
assume that h(n) is FSD-dominated by the random cost of any subpath from
node n to node d. Heuristic h(n) can be a deterministic value [6] as usual or
more generally a random variable [24].

Defining the label as such and comparing them with FSD dominance are jus-
tified because of the following lemma [6,21,24] and corollary, written for X,Y,Z
three real random variables.

Lemma 2. If FX �FSD FY , then FX+Z �FSD FY +Z .

This lemma can be interpreted in our context as follows: If the label (i.e., random
variable or its associated probability distribution more exactly) of a subpath π
ending in n FSD-dominates the label of another subpath also ending in n, then
any extension of those two subpaths will keep the direction of the dominance.
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As a direct consequence of Lemma 2 and FSD, we have:

Corollary 1. If FX �FSD FY , then ρ(X + Z) ≥ ρ(Y + Z).

This corollary states that if a given node n has two labels, one FSD-dominating
the other, the former label can be pruned as it will lead to a higher ρ value.

Thanks to INC, the following proposition explains why it is sound to end the
algorithm as soon as node d is examined (Line 5 of Algorithm 1).

Proposition 2. When node d is chosen, the corresponding path is ρ-minimum.

Property INC was not considered in Parmentier and et al.’s work [24]. Contrary
to their algorithm, ours can stop as soon as a path to node d is found.

In order to avoid generating too many subpaths, we use an upperbound
UB on the best ρ value known so far. When starting Algorithm 1, we can use
UB = +∞ or better compute a standard shortest path and use its ρ value as an
upperbound. Then, UB can be updated each time a path to d is found (Line 10).
Besides, this algorithm can be sped up by pruning with any other known lower
bound to the ρ value (see the case study where we use the expected duration).

Note that in general, Line 5 may be hard to compute. In our case study,
we assume the time is discretized into equal-length intervals on which proba-
bility distributions are assumed to be constant. Moreover, we also assume all
distributions are discretized. In the next section, we explain this in more details.

6 Case Study

We demonstrate our algorithm with ρ chosen as the conditional value-at-risk
(CVaR) with α = 90%. This seems to be a better choice than VaR, which
was used in Chen et al.’s work [6], because it not only takes into account the
VaR threshold, but also the tail distribution. Besides, being a coherent risk
measure [1], it enjoys nicer properties than VaR. We implemented our adapted
A* algorithm in OpenTripPlanner3, an open-source platform for route planning,
which offers a map-based web interface and standard shortest path algorithms.

In order to work with real traffic data, we estimated the dynamic random
costs from taxi trip data4 released by the New York City TLC (Taxi and Limou-
sine Commission). We first explain how a probability distribution for the random
duration of an edge was estimated and then present an illustration of results that
can be obtained thanks to our algorithm.

Data Cleaning and Estimation. The dataset contains records of taxi trips
in Manhattan from 2009 to 2015. We only used the data from 2011 to 2015, as
the data size was large and we preferred focusing on the most recent records.
The dataset contains trip information including pick-up/drop-off locations and

3 http://www.opentripplanner.org.
4 http://www.nyc.gov/html/tlc/html/about/trip record data.shtml.

http://www.opentripplanner.org
http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
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pick-up/drop-off times. We only took into account trips inside the Manhattan
area, which represents a network of 5,111 nodes and 16,396 edges. During the
data cleaning phase, we filtered out trips that had a pick-up or drop-off loca-
tion outside Manhattan. We also removed abnormal trips, which may be due to
incorrect GPS readings.

Because the actual path of a trip and detailed times at each intersection of
a trip were not provided, we had to make two assumptions to extract random
duration Ct(e) of an edge e ∈ E from the dataset:

A1 A trip follows the shortest path from origin to destination.
A2 The driver maintains the same speed along the trip.

Given the nature of the dataset, the assumptions seem reasonable enough.
A1 leads to a small overestimation of travel durations in each edge. For our risk-
averse route planning problem, overestimation is better than underestimation.
A2 is a simplifying assumption, which neglects the effects of traffic lights, inter-
sections, turns... We do not think it has a too big impact for our application,
especially given that we have already overestimated the durations.

Based on A1, for each trip, we computed its shortest path from its origin to
its destination using standard A* in terms of duration, where the duration of
an edge (i.e., portion of a street) equals to the length (i.e., distance) of an edge
divided by the maximum speed limit allowed in that edge. Then, given the
computed shortest path π, we could generate a duration sample for each of its
edge based on A2 with ce = cπ × le

lπ
where ce is the duration of an edge e of π,

cπ the total duration of the trip, le the length of edge e and lπ the length of π.
Samples ce’s were then collected and used to estimate PCt(e). As we expect

different traffic patterns on weekdays and during weekends, we divided the days
of a week into two classes: Weekdays = {Mon., Tues.,Wed., Thur., Fri.} and
Weekends = {Sat., Sun.}. We divided a day into 24 bins of 1 h. For a specific
edge e, we obtained 24 distributions PCt(e) (one for each hour) and assume the
distribution was constant during an interval of one hour. Moreover, we assume
those distributions are discrete and defined over 100 bins of 6 s. Durations that
exceeds 600 s were counted as 600 s.

Experimental Results. With the adapted A* algorithm described before, we
can find the risk-averse path between any pair of origin and destination. For this
case study, following Chen et al.’s work [6], we define the heuristic function used
in the implemented risk-averse path finding system as h(n) = d(n)

vmax
where d(n)

is the shortest length of a path from node n to node d and vmax is the maximum
travel speed in the network. Therefore, h(n) is the shortest possible duration to
go from n to d.

Besides, it is known that CV aRα is increasing with α and CV aR0% is the
expectation. Therefore, we also maintained an expected duration of a subpath
πon and estimated a lowerbound of the expected duration of an extension of πon

to node d (as in standard A*). This lower bound can be used to prune subpaths
by comparing it with the upperbound UB.
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(a) path at 6:00 a.m. on
Wednesday

(b) path at 8:00 a.m. on
Wednesday

Fig. 2. Examples of risk-averse paths.

To illustrate our system, we present one example where for the same pair of
origin and destination nodes, CVaR yields different risk-averse paths depending
on the departure time. As depicted in Fig. 2, at 6:00 a.m. on Wednesday, before
rush hours, the risk-averse path (with a CVaR of 24 mins) is very similar to the
shortest distance path because there is little risk of congestion. Its CVaR can be
interpreted as follows: In the worst 10% of the case, the average duration of the
trip will be 24 mins. And, in most cases, the observed travel duration would be
much less than 24 min. In contrast, at 8:00 a.m. on the same day during rush
hour, the risk-averse path is no longer the shortest distance path, but a path
(with a CVaR of 31 mins) that passes via a highway, which has less probability
of congestion. Although the risk-averse path may be a longer path to drive, it is
a less risky path in terms of CVaR.

The computation times depend on the origin and destination nodes. By aver-
aging over 100 runs where those pairs where selected randomly, the average
computation time was less than one second (976.2 millisecs) using a computer
equipped with an Intel Xeon E31225 @ 3.10GHz. To make this system usable in
a real application, the computation time could be further improved. We expect
this could be achieved with different optimization techniques: e.g., memoiza-
tion, better heuristics, fitting duration samples to continuous distributions...
As we wanted to demonstrate the feasibility of our approach, we leave this as
future work.

7 Conclusion

In this paper, we proposed an adapted A* algorithm, which accommodates any
risk measure or decision criterion that is monotonic with first-order stochastic
dominance, to find a risk-averse shortest path in a transportation network with
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time-dependent stochastic costs. Besides, we demonstrated our algorithm on a
case study with NYC taxi data and obtained reasonable results.

As future work, we plan to improve the computational efficiency of our
method, taking inspiration from the techniques developed for standard short-
est path problems [2,7]. Moreover, we would like to test our system on more
accurate historical traffic data. Finally, we plan to extend the approach to take
into account other kinds of costs, such as power consumption.

References

1. Artzner, P., Delbaen, F., Eber, J., Heath, D.: Coherent measures of risk. Mathe.
Finan. 9(3), 203–228 (1999)

2. Bast, H., Delling, D., Goldberg, A., Müller-Hannemann, M., Pajor, T., Sanders,
P., Wagner, D., Werneck, R.: Route planning in transportation networks (2015).
arXiv:1504.05140v1
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Abstract. In probabilistic accounts of belief change, traditionally
Bayesian conditioning is employed when the received information is con-
sistent with the current knowledge, and imaging is used otherwise. It is
well recognised that imaging can be used even if the received informa-
tion is consistent with the current knowledge. Imaging assumes, inter
alia, a relational measure of similarity among worlds. In a recent work,
Rens and Meyer have argued that when, in light of new evidence, we no
longer consider a world ω to be a serious possibility, worlds more similar
to it should be considered relatively less plausible, and hence more dis-
similar (distant) a world is from ω, the larger should be its share in the
original probability mass of ω. In this paper we argue that this approach
leads to results that revolt against our causal intuition, and propose a
converse account where a larger share of ω’s mass move to worlds that
are more similar (closer) to it instead.

1 Introduction

Our knowledge is often fallible, uncertain and incomplete. How this knowledge
should evolve in light of observations made and evidence acquired is a subject of
much research. Research in this area can be divided into two broad approaches.
In the first, “deterministic approach”, knowledge is assumed to be certain but
fallible, and the crux of the problem is to devise a rational model for modify-
ing it in light of evidence that contravenes this knowledge. Literature in this
approach is directly or indirectly inspired by the AGM paradigm [1] and deals
with issues such as the problem of repeated belief change [10,11], the problem
of belief change when knowledge is finitely represented [5] and the problem of
belief modification when the world described by the knowledge is dynamic [7].
A knowledge state (or belief state) in such approaches is represented as a set of
sentences together with a mechanism to capture the firmness of beliefs, semanti-
cally underpinned by a plausibility ranking of worlds. In the second, “probabilis-
tic approach”, a knowledge state is often represented as a probability function,
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with beliefs being interpreted as “full beliefs”, meaning propositions assigned
probability 1. Evidence with non-zero prior is then processed using standard
Bayesian conditioning; however belief-contravening evidence, that is evidence
with zero prior needs special treatment using “imaging” first introduced by David
Lewis in the context of analysing conditionals [9].

It has been proposed that distance between worlds captured by a pseudo-
distance function can be used to “implement” the notion of imaging and provide
a construction of belief-contravening operations in a probabilistic framework.
The idea is that if a world ω has to lose a portion (or all) of the probabil-
ity apportioned to it, rationality dictates that this unaccounted for probability
should be gained by the world that is closest to ω among the set of potentially
deserving worlds.1 In a recent work it has been suggested that such bias in the
movement of probability may not be appropriate [13]. The rationale behind this
suggestion is that a world that is losing probability is doing so because it is no
longer deemed plausible, and hence, worlds similar to it would also suffer from
a reduction in plausibility. Increasing probability of such worlds runs counter to
this intuition, and so the probability salvaged should be distributed in proportion
to their distance from the worlds losing that probability.

Out primary objective is to examine this suggestion. First of all, the sugges-
tion that salvaged probabilities should be mostly contributed to worlds farthest
from the “victim worlds” is based on abstract intuitions which are not much
better than the counter-intuition that such probabilities should mostly be con-
tributed to wolds closer to them. Consider for instance the counterfactual, If
Oswald had not killed Kennedy, someone else would have. In order to evaluate
such a counterfactual, it is natural to consider worlds that are very similar to the
“real world” except that in them Oswald didn’t kill Kennedy (but yet, it was the
post-Cuban crisis period, JFK was a Democrat visiting Dallas on a reelection
campaign, bullets are designed to kill people, and so on). If we take the sugges-
tion in [13] seriously, we should instead consider worlds that are diametrically
opposite to the real world in which, not only that Oswald didn’t kill Kennedy,
but also, presumably, JFK was a Republican visiting Alaska, bullets have salu-
tary effects on humans, and so on which would make a complete mess of our
understanding of counterfactuals. Secondly, while our intuitions about counter-
factuals may not be very reliable,2 we have quite strong causal intuitions. In
the next section we look at a simple cause-effect scenario and examine what
happens if, instead of doing Bayesian conditioning using the ratio principle we
distribute probability along the way suggested by [13] and observe that it leads
to counterintuitive consequences.

This leads us to explore the converse approach in causal domains. In Sect. 3 we
define closeness between worlds based on the distance between them, and examine
some properties of this measure. This notion of closeness is then used to develop
an account of probabilistic reasoning, particularly probabilistic expansion, and

1 Assuming such a unique closest world exists. Short of it, an appropriate distribution
mechanism should be employed.

2 Recall the standard refrain of the politicians, I don’t answer hypothetical questions.
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study its behaviour in our chosen example. Finally, in Sect. 4, we briefly outline
the implications and limitations of our proposal, and our future research work.

2 Farther is not Better

We assume a propositional language and classical logic with standard notation.
A world is defined to be a unique assignment of truth values {0, 1} to all the
atoms in the propositional language. The set of all the worlds is denoted by
Ω. An agent’s body of beliefs, denoted b, contains information as to different
subjective probability it assigns to different worlds, and the set of all possible
belief sets is denoted by B.

Definition 2.1. A belief set b is the set of pairs
⋃

ωi∈Ω{(ωi, pi)} where world
ωi is allotted probability pi = P (ωi) such that Σipi = 1.

It is understood that the probability that the agent assigns to a proposition Φ
is given by P (Φ) = Σi{pi | ωi |= Φ}.

The belief state of an individual is rationally modified in the light of new
information Ψ that the agent receives. Received wisdom has it that the nature
of this modification is sensitive to whether the knowledge domain is static or
dynamic [7] and whether the new information contravenes current knowledge or
not [4]. In this paper we will assume that the knowledge domain is static, and the
received information is not knowledge contravening. In such case, as advocated
in [4], the belief modification should be carried out using Bayesian conditioning,
in other words, b + Ψ =

⋃
ωi∈Ω{(ωi, p

′
i)} where p′

i = pi

P (Ψ) if ωi |= Ψ and 0
otherwise. Note that for this purpose no other machinery such as a plausibility
ranking of worlds is used – if there is any implied notion of plausibility at all, it
is presumably captured by probability.

Intuitively, similar scenarios are similarly plausible – that, at least, is the
picture portrayed by plausibility rankings. However, this nice picture does not
extend to probability calculation, as illustrated by the following example, and
hence, arguably, plausibility and probability may not be reducible to each other.

Example 1. Three coins are tossed. We know that they are similarly biased:
the odds of getting head are same for each of the three coins – either 9:1 or
1:9 – but we don’t know which. If the bias favours heads, probabilities of the
events (HHH,HHT,HTH,HTT, THH, THT, TTH, TTT ) are respec-
tively (0.729, 0.081, 0.081, 0.009, 0.081, 0.009, 0.009, 0.001). The respective
probabilities are (0.001, 0.009, 0.009, 0.081, 0.009, 0.081, 0.081, 0.729) on
the other hand if the bias favours tails. Appealing to the principle of indif-
ference we obtain (0.365, 0.45, 0.045, 0.045, 0.45, 0.045, 0.045, 0.365) as the
final probabilities. Clearly, the outcome HHH is more similar to HHT
(and HTH and THH), and less similar to the outcome TTT . Yet, the
outcomes HHH and TTT are equally probable, and that probability is
very different from the probabilities of HHT !
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Indeed, probability has been supplemented by an extraneous notion of plau-
sibility in an account of probabilistic belief change advocated in [3]. In this
approach it has been argued that imaging [9] which is designed to deal with
knowledge update in dynamic worlds can also be used to capture probabilistic
belief change in static worlds, and they use (pseudo-)distance between worlds
[8] to compute the image of a world among a given set of worlds for this pur-
pose. This approach can be used irrespective of whether the new information
is belief-contravening or not. Nonetheless, this approach is rather restrictive in
that given a world ω and a set X of worlds, the former has a unique image in
the latter, that is, there is a unique world in X that is closer or more similar
to ω than any other world in X. In a subsequent work [13] Rens and Meyer
have developed a more general method that effectively allows multiple images
of a world. We will now briefly outline how they deal with probabilistic belief
change (called belief expansion) when the evidence does not contravene current
knowledge before examining it. We assume here onwards that the new evidence
is not belief-contravening.

In general, when evidence Ψ does not contravene existing knowledge, there
are at least some worlds ω |= Ψ with non-zero prior. Evidence Ψ suggests that
any world ω′ �|= Ψ is a scenario not longer deemed seriously possible and must
be eliminated from the hypotheses space, that is it must be assigned a (poste-
rior) probability 0, and the probability thus salvaged must be distributed among
worlds ω |= Ψ . For simplicity let us use the following notation:

Notation 1. Removal set R and Acceptance set S.

1. R = {ω∈Ω �|= Ψ} is the set of worlds that conflict with the evidence and should
receive zero posterior.

2. S = Ω \ R = {ω∈Ω |= Ψ} is the set of worlds consistent with the evidence
and the probability salvaged from members of R should be distributed among
its members.

In the Bayesian conditioning, so to speak, the probabilities salvaged from mem-
bers of R are all pooled together and then distributed among those in S in
proportion to their prior probabilities. The worlds in S with zero prior will con-
tinue have zero posterior. In the approach described in [13], instead of using the
priors in S as the basis of distribution, the distance between an individual world
ω× ∈ R and the worlds ω ∈ S is used to determine the share of ω in the prob-
ability of ω×. This distance between worlds is captured by a pseudo-distance
function d.

Definition 2.2 [8]. The pseudo-distance d : Ω × Ω → Z between two worlds
satisfies:

1. d(ω, ω′) ≥ 0 (Non-negativity)
2. d(ω, ω) = 0 (Identity)
3. d(ω, ω′) = d(ω′, ω) (Symmetry)
4. d(ω, ω′) + d(ω′, ω′′) ≥ d(ω, ω′′) (Triangle Inequality)

for all worlds ω, ω′ and ω′′ ∈ Ω,
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This distance function is then used to determine the different weights that
members of ω ∈ S will carry while receiving their share of probability from any
ω× ∈ R. This weight, δrem(ω×, ω, S) is the distance d(ω×, ω) normalised over
the total distance of different worlds in S from ω×.

Definition 2.3. [13] δrem(ω×, ω, S) =
d(ω×, ω)

∑
ω′∈S d(ω×, ω′)

The weight δrem(ω×, ω, S) is used to compute total share of any ω ∈ S in the
probability salvaged from R, denoted σ(ω, S,R):

Definition 2.4. σ(ω, S,R) =
∑

ω×∈R P (ω×) ∗ δrem(ω×, ω, S).

We note that the probability function P in Definition 2.4 is sensitive to the
contextually fixed belief set b. The probability P (ω×) is the p× extracted from
the pair (ω,× p×) ∈ b.

Finally, an operation 〈prem〉 : B × 2Ω → B is used to determine the result
of modifying a belief set b in light of evidence Ψ by topping up the existing
probability of each world in ω ∈ S by its share σ(ω, S,R).

Definition 2.5. b〈prem〉R =
⋃

ω∈S{(ω, p′) | (ω, p) ∈ b and p′ = p+σ(ω, S,R)}.

Let us illustrate the application of the proposed probabilistic reasoning using a
simple example that also brings to the surface a problem with this approach.

Example 2. The major causes of asthma are polluted air and stress. R is
a factory town with bad air pollution. On a given day, the chance of R
having high pollution index is 60 %. On the other hand, children in R have
easy, stress-free life, and the probability that a child in this town suffers
from stress is negligible, say 5 %. Both pollution and stress are equally
efficacious in causing asthma, with a probability of 10 % each. In presence
of both pollution and stress, there is a multiplier effect and the chance of
asthma attack goes up to 25 %. On a particular day a little child who lives
in R suffered from an asthma attack. Between pollution and stress, which
factor should we blame?

This scenario is compactly represented as a Bayesian Network [12] as depicted
in Fig. 1 below.

Intuitively, since pollution and stress are equally efficacious in causing asthma
attack, and the prior of pollution is a lot higher, around 12 fold, than the prior
of stress, pollution is more likely the cause of the asthma attack. Indeed this is
indicated by Bayesian updating: the posterior probabilities, P ′(P ) = P (P |A) =
0.91 and P ′(S) = P (S|A) = 0.13. Both pollution and stress contributed to the
attack and accordingly both of their probabilities hiked.

Let us now consider what happens if, instead of Bayesian Conditioning, we
employ the distance based approach outlined above. There are eight worlds here
that we denote as APS, APS. . .APS along expected lines. The A-worlds here
represent the accepted set S and A-worlds the removal set R. We use Hamming
Distance as the pseudo-distance function d between different worlds.
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Pollution Stress

Asthma

P(S) = 0.05P(P) = 0.6

P S P(A)

1 1 0.25
1 0 0.1
0 0.1
0 0.010

1

Fig. 1. A simple Bayesian Network depicting pollution and stress as the causes of
asthma, with conditional probability tables (CPTs) given for each node. Pollution,
stress and asthma are represented by P , S and A respectively.

Table 1 provides the distance between different worlds,3 the weight of different
A-worlds ω with respect to different A-worlds ω×,4 and accordingly the share
of ω in the probability of ω×. The original probability of different A-worlds is
conveniently given beside their names in parentheses. For instance, the entry
on top left says that d(APS,APS) = 1, since the total distance from APS to
different A-worlds is 8, the weight of APS with respect to APS is 1

8 , and hence
the share APS will claim in the probability of APS (0.0225) is 0.0225

8 ≈ 0.0028.

Table 1. Hamming distance, weight and share of an A-world with respect to different
A-worlds.

APS (0.0225) APS (0.513) APS (0.018) APS (0.3762)

APS (1, 1/8, 0.0028) (2, 2/8, 0.1282) (2, 2/8, 0.0045) (3, 3/8, 0.141)

APS (2, 2/8, 0.0056) (1, 1/8, 0.0641) (3, 3/8, 0.0066) (2, 2/8, 0.094)

APS (2, 2/8, 0.0056) (3, 3/8, 0.1923) (1, 1/8, 0.0022) (2, 2/8, 0.094)

APS (3, 3/8, 0.0084) (2, 2/8, 0.1282) (2, 2/8, 0.0044) (1, 1/8, 0.047)

Now, the total probability share that an A-world receives from A-worlds can
be computed by simply adding up the third figures for each entry in a row.
For instance, the total share that the world APS receives is 0.0028 + 0.1282 +
0.0045 + 0.141 ≈ 0.2766. These are shown in the third column in Table 2. It
is easily noted that among the A-worlds, the worlds APS and APS account
for most of the initial probability, and consequently the two A-worlds APS
and APS benefit the most from the probabilities initially allotted to the A-
worlds since they are both relatively “far away” from each of APS and APS.

3 The distance between different A-worlds, or between different A-worlds is not shown
since they will not be used in the calculation.

4 The more distant/different a world is from a target world, the higher is its relative
weight.
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The result of topping up the old probabilities by these shares gives the new
probability of the A-worlds, as shown in the fourth column. Now, to compute
the posterior probability of Pollution, say P ′′(P ), following this distance based
approach, we simply add up the new probabilities of APS and APS, and get
0.2841+0.2275 ≡ 0.51.5 Similarly, the posterior P ′′(S) = 0.2841+0.2963 ≡ 0.58.
In other words, stress is the more likely cause of the asthma attack than pollution.
This is rather unexpected! Pollution and stress are equally effective in causing an
asthma attack, the chance of pollution is very high, and the presence stress was
assessed to be unlikely. And yet, when an asthma attack happens we conclude
that stress was the likely cause of the attack. This is akin to believing in miracles.

Table 2. Old probabilities of A-worlds, their total probability share from A-worlds,
and the new probabilities.

Old probability Share from A New probability

APS 0.0075 0.2766 0.2841

APS 0.0570 0.1705 0.2275

APS 0.0020 0.2943 0.2963

APS 0.0038 0.1882 0.1920

So we consider closeness rather than distance as the basis for probabilistic
reasoning instead.

3 From Distance to Closeness

In this section we will develop an account of probabilistic belief change that
uses a closeness measure between worlds. Intuitively, the smaller the distance
between two worlds is, the closer they are, and this measure will exploit this
conviction. In many ways it will mimic the approach in [13] but trail imaging by
moving the probability of a “discredited” world to similar worlds. This process
makes use of the pseudo-distance function but dispenses with the unique closest
world assumption, and in that it generalises the approach developed in [3].

We denote by c(ω, ω′) the closeness or similarity between two worlds ω and
ω′, and let the minimum closeness between two worlds to be 0 and the maximum
to be 1. Intuitively, c(ω, ω′) attains the value 0 when ω and ω′ are at farthest
distance from one another. On the other hand, it is standard practice in the
modal semantics to assume that each world is most similar to itself. This is
indeed indicated by the fact that d(ω, ω) = 0 in case of pseudo-distance. Hence we
would want that the closeness between any world and itself should be maximum

5 We need not worry about adding the new probabilities of relevant A-worlds since
they are all zero.
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and equal to 1, that is c(ω, ω) = 1. We will also assume that the closeness or
similarity is symmetric, that is c(ω, ω′) = c(ω′, ω) for all worlds ω and ω′.6

These properties are very similar to those of a pseudo-distance function.
Where these two functions diverge is the Triangle Inequality which is satisfied
by the pseudo-distance function but not satisfied by closeness function. It is easily
seen that this is not a desirable property for closeness function. For instance,
consider the major cities in Australia. Sydney is not very close to Perth, say the
c(Sydney, Perth) ≈ 0, and hence by Symmetry we also have c(Perth, Sydney) ≈
0. On the other hand, by Identity we have c(Sydney, Sydney) = 1. However,
Triangle Inequality mandates that c(Sydney, Perth) + c(Perth, Sydney) ≈ 0 ≥
c(Sydney, Sydney) = 1.

In order to limit the range of c(ω, ω′) to [0, 1], apart from the pseudo distance,
we will need the maximum distance between any two worlds in any set X that
we call its diameter Δ(X).

Definition 3.1. Δ(X) = max{d(ω, ω′) | ω, ω′ ∈ X} for any set X of worlds.

Closeness, being the complementary concept of distance, it is natural to assume
that the closeness between two worlds would correspond to the gap between the
distance between them and the maximum distance possible between any two
worlds. We define the closeness function c : Ω × Ω → [0, 1], parametrised to a
relevant set X ⊆ Ω as:

Definition 3.2. cX(ω, ω′) =
Δ(X) − d(ω, ω′)

Δ(X)
for ω and ω′ ∈ X ⊆ Ω.

Note that when we set X to be Ω in this definition, we get the absolute close-
ness between two worlds, and in that case we drop the subscript Ω in cΩ(·, ·). In
Fig. 2 below we graphically illustrate the notion of this parametrised closeness (or
comparative similarity). Two sets of worlds are represented as two spheres with
diameters X and X ′. We want to capture the comparative similarity between
two pairs of worlds, (a, b) in the first set and (a′, b′) in the second. The actual dis-
tances between the two pairs of worlds is given by d(a, b) = x and d(a′, b′) = x′.
The “raw similarity” between the pairs is given by y and y′. The correspond-
ing degrees of comparative closeness are given by y

x+y and y′

x′+y′ . Assuming
y

x+y < y′

x′+y′ , the worlds a′ and b′ are comparatively closer to each other in
comparison to the worlds a and b.

It is easily shown that the closeness measure as defined in Definition 3.2 has
the desirable properties we discussed earlier.

Observation 1. The closeness function c (appropriately parametrised to a set
X) satisfies the following conditions:

1. 0 ≤ c(ω, ω) ≤ 1 (Range)
6 Arguably the use of similarity in common parlance is non-symmetric. For instance,

if John is non-violent, we would say John is like Gandhi. But saying Gandhi is like
John would mean a very different thing. Capturing such asymmetry in our simple
framework may not be quite feasible.
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y
b ca a’ b’ c’

x’ y’x

Fig. 2. Worlds a′ and b′ are closer to each other than a and b are since
y′

x′ + y′ >
y

x + y
.

2. c(ω, ω) = 1 (Identity)
3. c(ω, ω′) = c(ω′, ω) (Symmetry)

Now, let us see how we can distribute the probability of a world ω× ∈ R
among worlds ω ∈ S with R,S ⊆ Ω. One way would be to use the absolute
closeness c(ω×, ω) for different ω ∈ S and then compute the weight of different
worlds in S with respect to ω× based on it analogous to the approach in [13].
This would entail that all worlds in S except the farthest ones will receive
some non-zero share from the probability of ω×. It would appear rather ad hoc
since, if every other world in S benefits from the probability of ω×, there is
no reason why the least close ones should be deprived of this benefit. Hence
we suggest that only those worlds in S that are in the “neighbourhood” of ω×

should receive a portion of the latter’s probability. We view neighbourhood as a
very flexible concept – ranging from a very tight neighbourhood encompassing
only those worlds in S closest to ω×, to a very liberal one that includes almost
the whole of S – and it can be adapted to suit the needs as necessary. (It is
easily seen that classical imaging can be thus modeled by suitably choosing the
distance function and required closeness of neighbours.) Here we provide only
a particular interpretation of neighbourhood via what we call mean proximity
below. Also, we use absolute closeness for convenience since it will not make any
difference at the end. The mean proximity of a world ω× ∈ R with respect to
set S is given as:

Definition 3.3. Mean proximity of ω× wrt S: π(ω×, S) =
∑

ω′∈S c(ω×, ω′)
|S|

Intuitively, mean proximity gives us the boundary of the neighbourhood of ω×

in which its probability will be distributed. We define the neighbourhood of a
world ω× in a set S, denoted by ν(ω×, S), as those worlds in S that are at most
mean-proximity away from ω×.

Definition 3.4. ν(ω×, S) = {ω ∈ S | c(ω×, ω) ≥ π(ω×, S)}
Now we define the closeness-based weights δcl of the worlds in the neighbour-
hood of ω× along the expected lines. The δcl of ω to ω× is its closeness to ω×

appropriately normalised. The closeness-weight of ω wrt ω× is given by:
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Definition 3.5. For all ω× ∈ R,ω′ ∈ ν(ω×, S),

δcl(ω×, ω, S) =

⎧
⎪⎨

⎪⎩

c(ω×, ω)
∑

ω′∈ν(ω×,S) c(ω×, ω′)
if ω ∈ ν(ω×, S)

0 otherwise.

Now, analogous to Definition 2.4, we use the weights δcl(ω×, ω, S) to compute
the total share of any ω ∈ S in the overall probability salvaged from R, denoted
σcl(ω, S,R):

Definition 3.6. σcl(ω, S,R) =
∑

ω×∈R P (ω×) ∗ δcl(ω×, ω, S).

Subsequently, we use the operation 〈premcl〉 : B × 2Ω → B to determine the
result of modifying a belief set b by new evidence Ψ through supplementing the
existing probability of each world in ω ∈ S by its share σcl(ω, S,R):

Definition 3.7. b〈premcl〉R =
⋃

ω∈S{(ω, p′′) | (ω, p) ∈ b, p′′ = p +
σcl(ω, S,R)}.

The closeness based probabilistic belief expansion operation 〈premcl〉 described
above may be operationalised by the algorithm displayed below.

Algorithm: Closeness based Expansion

Input:b: belief-state, R: set of worlds that conflict with
evidence
Output: new belief-state b′; R has total probability 0

1. foreach ω× ∈ R do
2. foreach ω ∈ S do
3. Calculate closeness c(ω, ω′)
4. endfor
5. Calculate mean proximity π(ω×, S)
6. Determine neighborhood ν(ω×, S)
7. foreach ω′ ∈ ν(ω×, S) do

8. δcl(ω×, ω′, S) ← c(ω×, ω′)
∑

ω′∈ν(ω×,S) c(ω×, ω′)
9. pnew ← pold + p× ∗ δcl(ω×, ω, S)

10. endfor
11. endfor

Let us now see how our proposal fares vis-a-vis Example 2. As before, we
use the Hamming distance displayed in Table 1 as the pseudo-distance. As the
parameter X for computing closeness we will use the space Ω, and hence, for this
purpose, use as diameter Δ(Ω) = 3. Closeness function is availed to calculate
the closeness between pairs of worlds as shown in Table 3. For instance,
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c(APS,APS) =
Δ(Ω) − d(APS,APS)

Δ(Ω)
=

3 − 1
3

≈ 0.67.

Table 3. Closeness between A-worlds and A-worlds.

APS APS APS APS

APS 0.67 0.33 0.33 0

APS 0.33 0.67 0 0.33

APS 0.33 0 0.67 0.33

APS 0 0.33 0.33 0.67

Now, when we learn A: the child has had an asthma attack, the A-worlds
will lose their probabilities which would be distributed in their respective neigh-
bourhoods. We provide in Table 4 below for each A-world its mean-proximity
to the set of A-worlds, its neighbourhood among A-worlds, and the respective
weight of each such neighbour. As in the case of distance based approach, we
can compute the total probability share that an A-world receives from A-worlds
by adding up the weighted probabilities of each A-world in whose neighbour-
hood it resides. For instance, APS is in the neighbourhoods of three A-worlds:
APS, APS, and APS. Furthermore, its claim to the probabilities of these A-
worlds receives the respective weights of 0.5, 0.25 and 0.25 (the first entries in
the last column for the three relevant rows of Table 4). The total share of APS
in the probabilities of A-worlds is then the weighted sum of their probabilities,
that is, 0.0225 ∗ 0.5 + 0.513 ∗ 0.25 + 0.018 ∗ 0.25 ≈ 0.144. These total shares
that different A-worlds receive from A-worlds are shown in the third column in
Table 5. The result of topping up the A-worlds’ old probabilities by these shares
gives the new probability of the A-worlds, as shown in the fourth column in
Table 5.

Table 4. Mean proximity and neighbourhood of an A-world and the respective weights
of its neighbours. Probabilities of the A-worlds are also provided for convenience.

A-worlds Mean proximity Neighborhood Weights

APS (0.0225) 0.33 {APS, APS, APS} (0.5, 0.25, 0.25)

APS (0.513) 0.33 {APS, APS, APS} (0.25, 0.5, 0.25)

APS (0.018) 0.33 {APS, APS, APS} (0.25, 0.5, 0.25)

APS (0.3762) 0.33 {APS, APS, APS} (0.25, 0.25, 0.5)

Now, we compute the posterior probability of Pollution, say P ′′
cl(P ), fol-

lowing this closeness based approach by adding up the new probabilities of
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APS and APS, and get 0.1515 + 0.4131 ≡ 0.564. Similarly, the posterior
P ′′

cl(S) = 0.1515 + 0.1106 ≡ 0.262. The observation of asthma attack has resulted
in slight decrease in probability of pollution, and some increase in the probability
of stress, and yet pollution remains the major causal contributor. This is more
in alignment with our causal intuition.

Table 5. Old probabilities of A-worlds, their total probability share from A-worlds,
and the new probabilities using closeness based approach.

Old probability Share from A New probability

APS 0.0075 0.144 0.1515

APS 0.0570 0.3561 0.4131

APS 0.0020 0.1086 0.1106

APS 0.0038 0.3208 0.3246

4 Discussion and Future Work

We looked at a simple scenario from the causal domain, described as Exam-
ple 2 and sought to examine the propagation of probabilities when an effect is
observed. The example was a case of multiple causes with a single effect. The two
causes, stress and pollution, are equally efficacious as far as effecting an asthma
attack is concerned. However, the pollution is a lot more prevalent than stress.
When a child gets an asthma attack, which factor should we causally attribute
it to?

Bayesian conditioning leads to results that are pleasing to the intuition. How-
ever since Bayesian conditioning cannot handle belief-contravening evidence we
sought to explore unified methods that are more comprehensive.

A method advocated by Rens and Meyer [13] is one such more general app-
roach. This approach exploits the distance between worlds to determine how
the probabilities of the worlds “eliminated” by evidence should be distributed
among those that “survive”. It shifts the probability of a world to be eliminated
to other worlds in the proportion of their distance from it. The rationale behind
this approach is that if a world is considered implausible, then the worlds similar
to it should also be considered implausible as well. The major flaw inherent in
this method is that, as illustrated in Example 2, it produces counter-intuitive
results. Given multiple causes of an effect, if the causes have equal efficacy, intu-
ition demands that updating in light of the effect should not reverse the profile
of the causal priors – if the prior of one cause dominates the prior of the other,
their posteriors should exhibit that trend as well. In Example 2, both pollution
and stress are taken to be equally good in effecting asthma attack, and prior of
pollution is a lot higher than the prior of stress. However, the distanced based
approach using Hamming distance shows a reversal of this trend – the posterior
of stress is higher than the posterior of pollution.
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The approach developed in this paper is based on closeness instead of dis-
tance. It may be considered to be a generalisation of imaging [9], as well as of
an approach proposed in [3], in that it dispenses with the unique closest world
assumption and distributes the probability of an eliminated world ω among
those not eliminated roughly based on their similarity to ω. It is shown that
when applied to Example 2, the posteriors of the causes do not reverse the direc-
tion of their priors. This indicates that the intuition behind imaging is basically
sound, and probabilities of worlds eliminated by observed evidence should be
moved to worlds similar to them, not to worlds dissimilar to them.

This paper is based on our preliminary exploration to probabilistic belief
change based on closeness. There are a number of issues to be addressed down
the road:

1. In this paper the closeness measure we employed is based on Hamming dis-
tance. The properties of Hamming distance that primarily contributed to the
desirability of the outcome need to be formally captured.

2. This paper is based on a single, simple example. It does not show if the
approach will work in other examples. We have tried it with a few other
examples, and when there is substantial conflict between the distance based
approach and the closeness based approach, the result of the latter appeared
more intuitive. That, however, is no substitute for a formal proof.

3. The scope of this paper was restricted to belief non-contravening evidence.
It will be interesting to see how the closeness based reasoning behaves when
the evidence is belief-contravening.

4. It is likely that in different problem domains different approaches to proba-
bilistic reasoning will be more appropriate. It will be fruitful to comprehen-
sively explore this issue and compile the findings.

5. In the literature on logic of action there have been attempts to marry qualita-
tive and quantitative approaches to causality and diagnosis (see, e.g., [2,6]).
It will be interesting to see how our proposal sits in with such approaches.

We seek to address these issues in our future work.
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Abstract. Object removal from an image is a novel problem with a lot
of applications, in the area of computer vision. The ill-posed nature of
the problem and the non-stationary content present in the image render
it a complicated task. The diffusion-based and self-similarity based algo-
rithms available in the literature explicitly model either the structures or
the textures but not the both. They are good at solving small instances of
the problem. However, they tend to produce low fidelity results and turn
out to be intractable if the relative size of the object to the input image
increases. The moving average based Spatial Anisotropic Interpolation
(SAI) for text removal, proposed in our previous work also failed due
to its poor extrapolation capability. Thus, it is imperative to develop a
sampling scheme which can retain the interpolation feature while show-
ing an apposite concern to the non-stationary features present in the
image. The proposed, Design of Computer Experiments (DACE) driven
Scalable SAI (SSAI) is a natural extension of SAI in three aspects. Pre-
cisely, it extends the Systematic Sampling to ‘Not only Symmetric Hier-
archical Sampling’ (NoSHS), intelligently selects a basis based on Hurst
Exponent, and employs Elastic Net regularization of Gaussian regression
error for determining the order of the polynomial. Hence, these adaptive
features increase the fidelity of the results. This paper elaborates the pro-
posed framework- SSAI and demonstrates its capabilities by comparing
the results with the latest hybrid approaches using the PSNR metric.

Keywords: Spatial anisotropic interpolation · DACE · Kriging · Hurst
exponent · Elastic net regularization · NoSHS

1 Introduction

In real world situations, an expert artist renovates the damaged wall paint-
ings, manually either by continuing the surrounding information or copying the
coherent portions that are present in the vicinity of the target region. Trans-
lation of this natural art form into a computer program to process the digital
images is a challenge for computer vision community. Researchers from vari-
ous domains- computational fluid dynamics, mathematics, computer graphics
c© Springer International Publishing AG 2016
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and signal processing have been attempting to solve this problem by utilizing
the domain-specific tools. The process of restoring the missing portions of an
image by using the information available in the neighboring locations, therein
the modifications are indiscernible to new observers is called Image Inpainting
[1]. The scale of the problem ranges from removal of small scratches to larger
objects from images. Let � be the image which is mathematically defined as
� : �m → �n where m = 2 and n = 3 for color images; denoting the radiomet-
ric color channels Red(R), Green(G) and Blue(B) within RGB model or n = 1
for grayscale images. Concerning image inpainting, the input image is assumed
to suffer from some degradation process, denoted with an operator T leading to
missing of some pixel values. The resulting image I is seen as a composition of
two disjoint parts: Ω- represents the locations x at which the pixel values are
not known and Φ- corresponds to the locations of which pixel values are known.
Ω is considered as the inpaint region and Φ as the source region. Mathematically
the degraded/damaged image is expressed as I = T�, which is a composition
of T and �. The goal of inpainting is to recover the image by estimating the
pixel value px at all locations x ∈ Ω by utilizing the information available in Φ.
Hence this problem can be viewed as an inverse problem for which more than one
solution may be possible. In literature, such problems are referred to as ill-posed
problems [2], and none of the possible solutions is perfect. Object removal is one
of the inpainting category problems wherein the region to be filled is large and
is of arbitrary shape that renders the task complicated. Figure 1(a) presents an
instance of the object removal wherein the man standing to the right is treated
as an unwanted object, and the effect of his removal is presented in Fig. 1(b).
Overall, an object removal problem is abstracted to ensure that the inpainting
model should produce a visually plausible result and retains the overall unity of
the image. Now the existing models in the literature are presented briefly.

Fig. 1. (a) Image with unwanted man present (b) and unwanted man removed

1.1 Local and Greedy Approaches

The first set of formal models for inpainting is derived from Partial Differential
Equations (PDE). These methods just fill the missing parts of the image by
propagating the information available in the surrounding regions, thereby fall
under the local category. Bertalmio [1] pioneered in this field by developing a
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non-linear PDE of order three, for controlled transportation of data into the
inpaint region, which is named as anisotropic diffusion. Cahn-Hillard equations
which are of order four [2] are developed that are capable of interpreting the
geometrical structures succinctly. But these methods are less preferred for inter-
active applications because of their high computational complexity and are best
suited for extending small structures only. Another set of models represent the
inpaint problem in a variational framework which models the problem as an
energy function, and the solutions to minimize it turn out to be ill-posed as
the inverse of the energy function is unbounded. A standard way to handle the
ill-posed nature is to include some aprior information into the model along with
the fidelity term, which is referred to as regularization in the literature [2]. The
chronological developments in variational models [2] range from simple Total
Variation (TV) to Curvature Driven Diffusion (CDD) of information into the
inpaint region. These models also come under the local category as they don’t
involve global features such as large scale textures. The second category of regu-
larization models is based on self-similarity measure which is grossly referred to
as exemplar-based methods [3]. These methods iteratively select a patch from
the boundary of the inpaint region, analyze its content and search for a similar
patch in the source region. Then the best matching patch content is copied into
the selected patch. These exemplar-based methods are the examples of non-local
methods but work in a greedy manner i.e. they inpaint the hole in a single pass.
Though this model seems to be simple, it is necessarily required to answer many
design issues that otherwise end up with texture garbages and have a significant
bearing on the quality of the result. Even though a lot of variants are derived,
the primary features of these methods aim at large-scale texture reproduction
but fail to propagate the structures [3].

1.2 Global and Dynamic Approaches

This set of algorithms address the ailments of the local and greedy approaches
by defining the inpainting aspect as an energy function and evolving an itera-
tive algorithm to minimize it. The energy minimization, for example, is realized
by combining multiple patches and verifying the coherence among the neigh-
boring patches. This spatial phenomenon is achieved over a Markov Random
Field (MRF) which offers suitable inference algorithms to attain global opti-
mal solutions [4]. The MRF based solutions follow dynamic programming model
that strive to achieve spatial coherence [4], among the Exemplar patches while
inpainting the image. Authors in [5] observed that the Exemplar patches are sep-
arated by the same offset in the image and histogram offer a clue about statistics
of dominant offsets. Then the image is shifted based on the dominant offsets,
and the resulting images are combined through the MRF framework to achieve
better results. But these methods involve manual intervention to separate the
texture and structure components and are sensitive to the initial setting.
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1.3 Hybrid Approaches

The domain decomposition approaches [6] solve the structure propagation and
texture synthesis problems simultaneously by decomposing the image into car-
toon and texture components using Morphological Component Analysis (MCA),
inpaint both the components independently based on component specific algo-
rithms and combine the partial results to get the overall results. These decom-
position based methods are computationally expensive and are capable of filling
medium size gaps. Another set of models [7] combine the energy terms related to
self-similarity for texture synthesis, diffusion of information for structure Prop-
agation and coherence between inpaint and source region pixels based on the
precomputed correspondence map. This method is very sensitive to the initial
setting and could solve small scale problems. The latest trend in image inpainting
domain is to use non-local statistical information and to combine the Exemplar
method with non-local models [8]. These methods are sound in addressing both
the functional aspects of inpainting but are applicable for small to medium scale
problems. The proposed DACE model attempts to solve the medium to large
scale inpainting instance which can address both the texture and structures con-
currently without modeling them explicitly.

2 Object Removal as a Spatial Interpolation Problem

For many problems in Computer Vision, it is a formulation necessity to incor-
porate the notion of representing the gray value or color information of a pixel
as a random variable. While imputing the mission values, this association offers
a tolerance to a certain degree of variation and is expressed as error [9]. The
spatial arrangement of random variables Z(xi), i = 1 : n at locations xi forms
a random field. For example, an image I of size M × N can represent a ran-
dom field which is composed of the rectangular arrangement of pixels refer-
ring to design sites, and the corresponding pixel values are the responses. In
the model building, X = [x1, ..., xm]T ; xi ∈ �n stands for the design sites
and Y = [y1, ..., ym]T ; yi ∈ �q represents the corresponding pixel values- the
responses. Then an attempt to solve the inpainting problem by casting it as a
regular image interpolation problem fails because of its over sensitive nature to
the outliers and the absence of error modeling capabilities [9].

2.1 Design and Analysis of Computer Experiments (DACE) Model

DACE [10] is a ‘surrogate computer model’ which presents the spatial interpola-
tion, namely kriging, in a deterministic way. Kriging model exploits the spatial
correlation among the design sites of the underlying random field in contrast to
ordinary interpolation which is independent of the location [11]. At a high-level
description, kriging model involves the convolution of Polynomial regression with
Gaussian regression model. The polynomial regression effectively captures the
global patterns (also called as the trend), and the Gaussian regression controls
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the prediction error incurred over Ω. Universal kriging [9], a variant of kriging,
assumes that the design sites exhibit some trend, and it is possible to capture it,
through fitting a higher order polynomial F with unknown coefficients β which
constitutes the polynomial regression. Subsequently, kriging controls the predic-
tion error in an unbiased and quantitative manner by associating a stationary
field Z(x), which is further governed either by a pre-conceived or well-understood
correlation function R. This feature of kriging strikes a behavioral advantage over
general regression that analyzes prediction errors through white noise [11]. The
combined kriging model could predict the response ŷ at a design site x as

ŷ(x) =
p∑

j=1

βjFj + z(x). (1)

The first term on the right-hand side in Eq. 1, models the trend through a poly-
nomial regression through an assumed basis F and the unknown coefficients
βj . The second term z(x), x ∈ �n on the right hand side models the residual
over a random field Z(X). The residual is assumed to follow the second order
stationary property i.e. the error exhibits zero mean and finite covariance and
its minimization requires computation of covariance matrix as σ2R(θ, xi, xl), for
i, l = 1...m where R is the correlation kernel with θ as the parameter and σ is the
standard deviation. R, inherently offers a quantitative description for the spatial
anisotropy. Thus, kriging addresses the modeling of the given trend and the asso-
ciated correlation structure simultaneously [13] for computing β. The kriging, as
a linear regression model, collects the responses Y at the given design sites in
2 − D and predicts the response at an unobserved site x as

ŷ(x) = CT Y with C ∈ �m. (2)

Subsequently, kriging computes three terms: F = {F (x1)...F (xm)}T - the col-
location matrix over the selected basis function, R = {R(xi, xl)}- the spatial
correlation expressed in terms of the lag between every pair of design sites i, l
and r(x) = [R(x, x1), ...R(x, xm)]T - the correlation between every design site xi

and an untried location x. Then the Best Linear Unbiased Estimator (BLUE)
of kriging predicts the response at x from Eq. 2 as [10]

ŷ(x) = rT R−1Y − (FT R−1r − f)
T
(FT R−1F )

−1
FT R−1Y. (3)

Now the Generalized Least Square Solution (GLS) for the multivariate polyno-
mial regression [10]

Fβ = Y (4)

is expressed as
β̂ = (FT R−1F )

−1
FT R−1Y. (5)

The overall predictor can be modeled [10] from Eqs. 3 and 5 as

ŷ(x) = FT β̂ + rT R−1 (Y − F β̂), (6)



A Scalable Spatial Anisotropic Interpolation Approach 131

with an estimate of error variance

σ2(x) =
1
m

(Y − F β̂)
T
R−1(Y − F β̂). (7)

The correlation kernel, in case of 2-D exponential model, is defined as the tensor
product of the individual correlations along the columns and the rows

R(x, y) =
∏

p=1

2
exp(−θp|dp|). (8)

It is evident from the correlation kernel, given in Eq. 8, the correlation decreases
exponentially with lag dp, and the parameter θp plays a role in model fitting. In
DACE, the parameter θp is learned through Maximum Likelihood (ML) principle
[10]. Hence, the vector θ can induce the anisotropy if the correlation among the
pixel locations along columns differs from the rows.

2.2 Not only Symmetric Hierarchical Sampling Scheme

If the number of design sites grow high then the Kriging model, which involves
computation of the inverse for a large scale correlation matrix, suffers from mem-
ory hungry problem. This aspect is referred to as ‘curse of dimensionality’ in the
literature [14]. Hence, it is essential to select a subset of representatives from the
entire set of available design sites. The proposed Not only Symmetric Hierarchi-
cal Sampling scheme (NoSHS) is an extension of the sampling schemes widely
used in the super resolution analysis [13]. Systematic Sampling addressed in [14]
generates only one sub-image from the input image. Where as, NoSHS produces
multiple sub-images recursively by probing the entire image with a dummy ele-
ment of size l×k for l, k ∈ {2, 3} and arranges each pixel spanned by the probing
element spatially along the rows and the columns of the respective sub-image
indexed by l and k. For example, if an image I of size M × N is subjected to
NoSHS for once, with l = 3 and k = 2 using the Algorithm Extract 6, then
the sampling by factor 3 along the row and 2 along the column produces six
sub-images In with n = 1 : 6, each of size M

3 × N
2 . This sampling stands for

an asymmetric instance of NoSHS and is chosen if the underlying image exhibits
more spatial correlation along the rows than the columns. In contrast, if the
data present in the image exhibits isotropic correlation then Extract 4 (which
is not presented in this article ) employs a probing element of size is 2 × 2 and
the NoSHS generates four sub-images through symmetric sampling along both
the dimensions. Figure 2 presents the functionality of NoSHS which takes a syn-
thetic input image of size 4 × 4 (column 1) as input and produces 4 sub-images
I1 - I4 (columns 2–4 ) of size 2 × 2. On the input image NoSHS is performed
recursively until the size of the Ω present in a sub-image reduces to a minimum.
This hierarchical sampling honors the underlying stationary property witnessed
in the image and improves the fidelity of prediction process as elaborated in
Sect. 2.3. The intuition behind introducing the NoSHS is depicted in the Fig. 3.
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I =

�• ◦ • ◦�
� � � �
• ◦ • ◦
�� � � ��

I1 =
�• •�
�• •� I2 =

�◦ ◦�
�◦ ◦� I3 =

�� ��
�� �� I4 =

�� ��
�� ��

Fig. 2. The first column presents a synthetic input image I and the following columns
present the sub-images I1–I4 extracted through symmetric version of NoSHS from the
input image

Fig. 3. (a) Input image [(b)–(e)] The sub-images extracted through NoSHS

Algorithm 1. Extract 6
Input: Input Image I
Output: Extracted Sub-images Ii; i = 1 : 6

1. l := 1; k := 1;; i2 := 2; j2 := 2; j3 := 3;
2. for i1 := 1 : M − 1 : step by 2

3. i2 := i1 + 1;
4. for j1 := 1 : N − 2 : step by 3

5. j2 := j1 + 1; j3 := j1 + 2;
6. I1(l, k) := I(i1, j1);
7. I2(l, k) := I(i1, j2);
8. I3(l, k) := I(i1, j3);
9. I4(l, k) := I(i2, j1);

10. I5(l, k) := I(i2, j2);
11. I6(l, k) := I(i2, j3);
12. k := k + 1;
13. end
14. l := l + 1; k := 1;; i2 := i2 + 2;
15. end

2.3 Higher Order Polynomial Basis as the Trend

The next criticality of kriging is to solve the multivariate polynomial regres-
sion problem which models the trend. The Universal kriging fits a non-linear
polynomial basis. However, the nature of the basis and the order of the polyno-
mial are not addressed formally and hence assumes immense importance from
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large scale pattern detection point of view. The authors in [15] developed a
Bayesian approach based Blind Kriging to resolve this situation. Blind Kriging
is essentially the ‘multi kriging’ model, with a conservative approach involv-
ing the fitting of an increasing sequence of orthogonal polynomials, in search of
the best-fit polynomial for the input data. Clearly, this approach turns the pre-
diction process a computationally expensive one. The proposed algorithm SSAI
addresses the polynomial basis selection issue by employing a futuristic approach
which involves kriging, just for once. Initially, for the given design space the cor-
relation R is expressed as the tensor product of the Correlations: one along the
rows and the other along the columns, and they may exhibit anisotropy over
Z(X). Subsequently, a higher order polynomial F including the cross product
terms is selected to model the global trend. For example, if a polynomial basis
of order n is selected then the total number of quotients βk to be learned is
n(n+1)

2 . As the object removal problem entails with a wide range of design sites
when compared to the number of candidate terms of higher order polynomial,
the chances of wiggling of the regression due to an overfit is less likely. The
regression model given in Eq. 5, is a GLS solution that employs the Mahalanobis
distance [9] which is scale invariant. This point substantiates that extraction of
sub-images from the input image through the NoSHS will not negatively influ-
ence the model fitting. Subsequently, the GLS is appropriately regularized with
an intention to annihilate the quotients that are either less important or playing
spoilsport in predictions. The literature says such a regularization issue is well
addressed through feature selection [16], pattern search, etc. The SSAI utilizes
the feature selection approach.

2.4 Feature Selection Using Elastic Net

In the proposed model the feature selection is achieved by applying the Elastic
net model, developed by Zou and Hastie [16]. Elastic net regularizes the data
term with a convex combination of the L1 (LASSO) and L2 (ridge) terms of the
regression coefficients as

β̂ = argmin
β

(‖Y − Xβ‖2 + λ‖β‖2 + (1 − λ)‖β‖1). (9)

It inherently replaces the Euclidean distance measure with checkerboard dis-
tance which induces sparsity into the solution and the value of λ determines the
level of sparsity. According to the literature [16], small values of λ yields a sparse
solution. Thus, even if the trend is modeled with higher order basis, the con-
tribution of particular unnecessary basis terms can be, subsequently curtailed
by annihilating the corresponding coefficients to zeros and retaining only the
remaining. The future experiments are based on the proposed proactive model
and is named as Enhanced DACE (EDACE) which is implemented by utilizing
the LARS LASSO [16] model.
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3 Adaptive Basis Selection

The object removal algorithm SSAI is capable of selecting a basis from the
predefined collection of different basis functions in an adaptive manner. From
our empirical observations, the nature of the polynomial can be a constant or any
higher order polynomial, each of them with varying capabilities while modeling
the trend. The subjective issue of basis selection is addressed by extracting the
Hurst exponent H [17]. H ∈ [0 1], is a self-similarity based measure capable
of manifesting the non-stationary behavior present in the content of the image.
Signal process community uses H for measuring the strength of singularity [18].
Hurst exponent describes the probability with which the autocorrelation among
the pixels of the image changes asymptotically with the lag h as follows:

E[
R(h)
S(h)

] = ChH as h → ∞, (10)

where R refers to the range of values spanned by h, S represents the standard
deviation of the data and C is a constant. H value can be estimated in various
ways such as Box Counting, Rescaled Range Analysis [18], Wavelet Spectral
Density, etc., and is extended to 2-D images also [15]. To understand Hurst
exponent, R/S- one of the estimation methods, is discussed for 1-D data. Given
yi; i = 1 : n the pixel responses at locations xi; i = 1 : n with mean m,
then calculate the deviations di of each yi from m using di = yi − m. The series
of partial sums pi over di are calculated in a cumulative manner as detailed in
Eq. 11.

sk =
∑

l=1:k

dl k = 1 : n. (11)

Then the difference of max{sk} and min{sk} denotes Range R and the slope
of ‘bestfit’ line for log(R

S ) vs log(n) represents the estimate of Hurst expo-
nent H. Inherently, it models the Fractal coefficient which is a measure of self-
similarity of Brownian motion [17]. The estimated Hurst exponent value, can
be utilized to characterize the underlying process into three classes: stationary,
not-known and non-stationary. The proposed SSAI utilizes the value of H to
categorize the images into two classes as follows. If H ∈ [0 0.5], then the image
is classified to possess second order stationary trend and is modeled by deploying
a higher order polynomial. Otherwise, the content of the image is assumed to be
smooth, and the trend is represented through a constant. This adaptive feature
in SSAI is a novel contribution in inpainting domain and avoids the formulations
for texture and structure specific components.

4 The PushBack Operation

As the last step in the proposed framework, all inpainted sub-images belong-
ing to a particular level of the hierarchy required being systematically com-
bined in an anti-recursive manner to get the overall result. It is a PushBack
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of the chosen hierarchical sampling that merely rearranges the pixels from each
inpainted sub-image back into their proper locations until the original size of the
input image is reached. Algorithm PushBack 4 takes the 4 inpainted sub-images
Ii, i = 1 : 4, in the case of symmetric sub-sampling by order 2, and reconstructs
the original image I. A similar algorithm can be evolved for Asymmetric Push-
Back 6 through a relatively simple effort.

Algorithm 2. PushBack 4
Input: Set of all 4 inpainted sub-images Ii, i = 1 : 4 each of size m×n that are extracted
from I
Output: Reconstructed image I

1. for i := 1 : m : step by 1
2. for j := 1 : n : step by 1
3. I(2 × i − 1, 2 × j − 1) := I1(i, j);
4. I(2 × i − 1, 2 × j) := I2(i, j);
5. I(2 × i, 2 × j − 1) := I3(i, j);
6. I(2 × i, 2 × j) := I4(i, j);
7. end
8. end

5 The Algorithm: SSAI

Algorithm SSAI, summarizes the steps discussed so far and presents the com-
plete algorithm for object removal from images. If the input image possesses the
correlation which is same along the rows and columns then their tensor product
gains circular shape (see Fig. 4(a)) and the symmetric kernel of the proposed
NoSHS, Extract 4 carries out uniform sampling and extracts four sub-images.
In contrast to this, if the correlation is more prominent along the columns than
the rows then their tensor product assumes elliptic shape, as shown in Fig. 4(b).
Then the asymmetric kernel of NoSHS, Extract 6 performs coarse sampling along
the columns and fine-grained sampling along the rows to derive 6 sub-images.

x

y

(a)

x

y

(b)

Fig. 4. (a) presents the pictorial representation of the Isotropic correlation in which
case symmetric kernel for sampling is required and (b) presents the Anisotropic corre-
lation that prompts the selection of asymmetric sampling kernel
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Finally, the EDACE model is developed for predicting the pixel values at inpaint
locations for each sub-image.

Algorithm 3. SSAI
Data: Input Image I and the associated Mask M
Result: Inpainted image
1. Derive H from I
2. Select the forward sampling kernel Sect. 2.2 under NoSHS

3. Check the size of the inpaint region and determine the levels of

hierarchy k
4. Apply the chosen NoSHS scheme on I and M to extract k sub-images

5. Select the sub-images available at bottom-most level of the hierarchy

and put them into array A
6. Choose a basis F to represent the trend based on H and the

correlation model R.

7. Fit EDACE model for every sub-image on A and predict the responses

over Ω
8. Invoke the corresponding PushBack kernel Sect. 4 recursively on

inpainted sub-images, about step 2, to produce the inpainted image.

6 Experiments and Results

Experiment 1. The fidelity gain through Elastic net regularization-

Here we demonstrated the effect of the Elastic net regularization term intro-
duced in the proposed model. In this experiment, initially a fifth order poly-
nomial with 21 coefficients was selected to represent the trend in the course
of polynomial regression. The over sensitive nature of the linear regression to
the outliers was addressed by Elastic net regularization while eliminating the
non-essential coefficients of the higher order polynomial. This improved the
fidelity of the results as shown in Fig. 5- compare Fig. 5(b) with 5(c) and Fig. 5(e)
with 5(f).

Experiment 2. Structure and Texture preserving capabilities without model-
ing them explicitly-

In Experiment 2, images with a large whole marked in white color were
taken up. SSAI modeled the trend as a constant and employed the exponential
correlation basis for the input images in Fig. 6(a) and (g). We could observe that
SSAI was able to fill the holes, see Fig. 6(b) and (h), with a meaningful content
on both sides of the linear structures. The anisotropy feature of the interpolation
resolved the confusion as to extend the horizontal structure or vertical structure
and achieved the better control. In Fig. 6(c) and (d), the staircase was preserved
thoroughly by propagating the information along the structures. The image in
Fig. 6(e) possesses small H value and is considered to be non-stationary image
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Fig. 5. Column1 presents the input images, column 2 presents the results of the pro-
posed SSAI model and column 3 presents the results in the absence of Elastic net
regularization.

Fig. 6. Row 1 presents the input images. Row 2 presents the corresponding inpainted
results of SSAI Model.

and Fig. 6(f) demonstrated the capability of SSAI model to synthesize the fine
texture.

Experiment 3. Large Scale object Removal - comparison with Hybrid
approach
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Fig. 7. Row 1- Input images, row 2 presents the results of SSAI and row 3 presents
the results of Aria’s [7] method.

Table 1. The Hurst exponent based Decision Table and the improvement in PSNR
through SSAI

Image H Nature Basis Before After

Grid-6(d) 0.89 Stationary Constant 16.8 db 59.41 db

Trouser-6(c) 0.19 Second-order-stationary Polynomial 22.6 db 39.76 db

Gantry-5(e) 0.42 Second-order-stationary Polynomial 16.32 db 46.45 db

In this experiment, Fig. 7, the input images that had cartoon components and
texture elements separated by structures were considered. SSAI preserved the
structures and interpolated the texture components successfully. Whereas [7],
a non-local Total Variational method failed to synthesize the textures clearly,
compare Fig. 7(c) with 7(e) and Fig. 7(d) with 7(f). The efficacy of the adaptive
basis selection feature of the proposed SSAI model and the quality of results in
PSNR values are presented in Table 1.
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7 Summary

In this paper, the object removal problem was solved without involving ‘locate
and copy’ or diffusion of information models which were developed around the
texture and structure components. In contrast, the proposed SSAI, employed the
anisotropy based sampling scheme NoSHS, and addressed the ill-posed nature
of the problem, through an adaptive polynomial basis selection based on Hurst
exponent. The SSAI enhanced the quality of the solution through Elastic net
regularization and overcome the stigma of Blind kriging over DACE. The exper-
iments established the fact that high fidelity results are realizable for large scale
inpainting problems through the properly modeled spatial interpolation.
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Abstract. The paper is aimed at automatic metrics for translation quality
assessment (TQA), specifically at machine translation (MT) output and the
metrics for the evaluation of MT output (Precision, Recall, F-measure, BLEU,
PER, WER and CDER). We examine their reliability and we determine the
metrics which show decreasing reliability of the automatic evaluation of MT
output. Besides the traditional measures (Cronbach’s alpha and standardized
alpha) we use entropy for assessing the reliability of the automatic metrics of
MT output. The results were obtained on a dataset covering translation from a
low resource language (SK) into English (EN). The main contribution consists
of the identification of the redundant automatic MT evaluation metrics.

Keywords: Machine translation � Evaluation � Automatic metrics �
Reliability � Entropy � Redundancy

1 Introduction

Machine translation (MT), its specifics and function are still relatively under researched
fields, not only in Translation Studies, but also in Natural Language Processing. As its
tools are still in their infancy and need a lot of adjustments and improvements to
achieve better translation quality in target languages, MT theory itself is in its early
stages in the context of low resource languages. This is caused not only by the short
and recent development time of MT tools and MT systems, but also because machine
translation is an interdisciplinary field comprising various research areas such as
Translation studies, Computer engineering or Computational linguistics. Translation
studies is focused on the evaluation of machine translation output from the point of
view of linguistic phenomena, whereas Computer engineering or Computational lin-
guistics are focused on the determination of the effectiveness of existing MT systems
and on the optimization of algorithms implemented in MT systems as well as on the
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performance of MT systems. Progress relies on translation quality assessment through
systematic effective evaluation approaches. Better evaluation metrics lead to better
machine translation [1]. There are many evaluation approaches used in MT evaluation.
Babych et al. [2] examined the effectiveness of the performance of MT system
translating from low-resource languages into English via closely-related and
well-developed translation resources. Adly and Al Ansary [3] evaluated the effec-
tiveness of MT system based on the Interlingua approach. Vandeghinste et al. [4]
evaluated the METIS-II system, Machine Translation System for Low Resource
Languages, based on the automatic metrics BLEU, NIST and TER.

In general, there are two main approaches to MT evaluation: Glass box and Black
box. We focus on a black box approach to MT evaluation, measuring the performance
of a system upon a same test set and within the black box on intrinsic metrics.
Intrinsic metrics – manual and automatic - are used to assess the accuracy of MT
output. They focus on the quality of MT output and they compare MT output with one
or more references (high quality translation, usually done by a human translator).
Manual (human) intrinsic metrics assess the quality of Mt output as fluency and
adequacy by human, which is not only subjective, but expensive, slow and difficult to
standardize. Vilar et al. [5] remarked that the subjectivity of manual evaluation causes
a problem in terms of the lack of clear guidelines as to how to assign values to
translations. Automatic intrinsic metrics correlate well with human judgements [6–10]
using quantitative scores of adequacy and fluency [11]. They compute sentence
similarity -matches based on comparisons between a set of references (fixed transla-
tions) and the corresponding MT output. Automatic evaluation offers easy, low cost
and high speed of evaluation compared to human translation, which is regarded as the
most reliable.

Statistical machine translation systems have been the most widely used for many
recent surveys and events. Since 2006 the evaluation campaigns, during the Annual
workshop on Statistical machine translation (WMT), have been organized by the
special interest group of machine translation (SIGMT) focusing on European languages
[12–21]. The tested language pairs are divided into two directions from English into
other (French, German, Spanish, Czech, Hungarian, Haitian Creole and Russian) and
vice versa, i.e. from other languages into English. These campaigns do not cover other
European language – Slovak, which is the subject of this paper.

We demonstrate how the analysis of reliability of automatic intrinsic metrics using
Cronbach’s or Standardized alpha or entropy can help by the identification of the
relevant and redundant intrinsic metrics of automatic MT evaluation. Moreover, it can
be used as a starting point for the automatic identification of errors and the classifi-
cation of MT output.

Issues of MT and MT evaluation are more topical since there are not many studies
concerning the less resource languages, such as the inflectional Slovak language.

This paper is constructed as follow: Sect. 2 introduces seven automatic intrinsic
metrics for MT evaluation, Sect. 3 describes experiment setting, Sect. 4 presents the
results of the analyses and finally Sect. 5 consists of conclusions.
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2 Intrinsic Automatic Metrics for MT Evaluation

Due to problems which manual/human intrinsic metrics deal with, automatic metrics
have been widely used during MT evaluation campaigns. They compare MT output
with human reference, which can comprise one single reference or multiple references
for a single source sentence [22, 23].

Automatic evaluation of MT output can be conducted based on statistical principles
(n-grams or edit distance), which means based on lexical similarities or on the use of
deep linguistic structures (morphological, syntactic or semantic information), which
means based on linguistic features.

In this paper we will focus only on automatic intrinsic metrics based on lexical
similarity (n-grams which measure the overlap in word sequences and partial word
order and also edit distance).

Precision, Recall and F-measure belong to standard and easy measures. Precision
(P) and Recall (R) are based on the concordance of words in MT sentence (hypothesis)
with the words in the reference, regardless of the position of the word in a sentence.
They have a mutually inverse relationship, i.e. the higher precision, the lower recall and
vice versa Precision ¼ correct words

length hypothesis and Recall ¼ correct words
length reference.

F-measure is a combination of both, Precision and Recall. It originates in information
retrieval and was adapted to machine translation. It is a weighted harmonic mean of

precision and recall, F � measurea ¼ 1þ b2ð Þ�P�R
Rþb2�P , where a; b 2 Rþ are parameters for

the weights, whereby a ¼ 1
1þ b2

.

Bilingual Evaluation Understudy (BLEU) is a current standard and widely used
metric for MT evaluation. It is a precision oriented metric, it is a geometric mean of n-
gram i.e. it computes the number of n-grams in the MT output (hypothesis) which also
occur in a reference (for n-gram of size 1-4 with the coefficient of brevity penalty).

BLEU nð Þ ¼ BP� exp
XN
n¼1

wn � log pn;

where

BP ¼ brevity penalty ¼ 1; if hypothesis [ reference

e1�
reference
hypothesis; if hypothesis � reference

�

and

pn ¼ precisionn ¼
P

S2C
P

n�gram2S countmatchedðn�gramÞP
S2C

P
n�gram2S countðn�gramÞ .

Remark 1. S means hypothesis sentence in the complete corpus C.

The BLEU metric reflects two linguistic phenomena of manual evaluation metrics-
adequacy and fluency, i.e. to semantically correct words and to word order. Lin and
Och [22] or Papineni et al. [6] proved that shorter n-grams correlates better with
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adequacy with 1-gram being the best predictor, while longer n-grams has better fluency
correlation.

Precision, Recall, F-measure and BLEU metrics are measures of accuracy based on
lexical similarity. The other category of automatic intrinsic metrics of MT evaluation is
a category based on edit distance. Metrics in this category are called metrics of error
rates. They do not measure the concordance but they compute the minimum number of
editing steps needed to transform MT output to reference.

Word Error Rate (WER) is based on the edit distance and takes into account the
word order. Edit distance is the minimum number of edit operations like word inser-
tions, substitutions and deletions necessary to transform the MT output into the ref-
erence. The number of edit operations is divided by the number of words in the
reference. When multiple reference translations are given, the reported error for a
translation hypothesis is the minimum error over all references

WERðh; rÞ ¼ mine2E h;rð Þðinsertion eð Þþ deletion eð Þþ substitutionðeÞÞ
rj j , where insertion (e) – number

of adding words, deletion (e) – number of dropping words, substitution (e) – number of
replacements (in sequence or path e), r is a reference of MT output h and mine2E h;rð Þ is a
minimal sequence of adding, dropping and replaced words necessary to transform the
MT output (h) into the reference r.

Diversity of language expressions causes the existence of many correct translations
even though they are marked as “wrong” order or “wrong” word choice by WER to the
references.

Position-independent Error Rate (PER) is a solution for this problem. It does not
take into account word order when matching MT output and reference [24]. It is similar
to the recall measure. They use the same denominator. It computes the matches
between words appearing in MT output (hypothesis) and in reference regardless of the
word order in both sentences. It considers the reference and hypothesis as bags of
words.

It takes into account excess words that are considered defective and should be
removed for translations which are too long

PER ¼ 1� correct�maxð0;length hypothesis�length referenceÞ
length reference .

Cover Disjoint Error Rate (CDER) is based on the Levenshtein distance. It uses the
fact that the number of blocks in a sentence is the same as the number of gaps between
them plus one. It does not add blocks movement to its calculation, it expresses that as a
long jump operation (jump over the gaps between two blocks) and it does not penalize
the transfer of entire blocks. Long jump is combined with the other steps of editing
(insertion, substitution or deletion) and with the null operation in case of identity. In
other words, it permits reordering of the whole blocks without penalization. Single
words in the reference must be covered only once, while in the hypothesis they can be
covered zero, one or more times

CDERðh; rÞ ¼ mine2E h;rð Þðinsertion eð Þþ deletion eð Þþ substitution eð Þþ longjumpðeÞÞ
rj j , where insertion

(e) – number of adding words, deletion (e) – number of dropping words, substitution
(e) – number of replacements (in sequence or path e) and long jump (e) – number of
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long jumps, r is reference translation of hypothesis h and mine2Eðh;rÞ is minimal
sequence of adding, dropping and replaced words necessary to transform the MT
output (h) into the reference r.

3 Method

In this experiment we examined the performance of the MT system – Google trans-
lation Api (GT), which is a free web translation service offering translation from/to
Slovak. We used automatic intrinsic metrics of MT evaluation, namely- metrics of
accuracy (precision, recall, F-measure and Bleu-n) and metrics of error rate (WER,
PER and CDER), which are described in depth in the previous section. We assessed the
translation quality from morphologically complex language into analytical. In other
words, we evaluated the translation quality from European language- Slovak into
English. Primarily Slovak language is very rich in inflectional and derivational forms
contrary to English with its limited morphological system. Also Slovak has a loose
word order compared to English which has a fixed word order. We chose this trans-
lation direction for better scores from the metrics WER and BLEU.

We developed a dataset consisting of 360 sentences derived from an original text
written without using a control language. Sentences were translated using the above
mentioned MT system. We chose only 360 sentences, because the experiment was
limited by time (it was a part of another experiment focusing on human translation and
post-editing of MT output). Human translators had only 90 min to translate the text into
English and to provide a reference translation for MT evaluation. By the text repre-
sentation we arose from the transaction-sequence model which is further described in
[25–27]. We used our system of automatic MT evaluation, in which all algorithms
representing the measures were implemented, to obtain scores of the examined metrics.
As explained above, all metrics calculate the scores based on the comparison of MT
output with one human reference. For sentence alignment the algorithm and software
Hunalign was used [28]. Hunalign is an algorithm combining length-based [29, 30] and
dictionary (translation) based [31–34] approaches for corpus alignment at the sentence
level. For better performance, the algorithm does not take into account the possibility of
more than two sentences matching into one sentence.

The first objective of the research was to determine the reliability of automatic
intrinsic metrics for MT evaluation using the analysis of reliability and entropy. These
metrics can be divided into metrics of error rate (the higher values of these metrics, the
lower the translation quality) and metrics of accuracy. The second research objective
targeted the identification of relevant and reductant automatic intrinsic metrics for MT
evaluation. We tried to identify which metrics decrease the total score of reliability of
automatic MT evaluation of machine translation from Slovak to English.

Entropy can be described as a measure of the expected content of the information or
uncertainty probability distribution. It is also described as the degree of disorder or
randomness in a system. Based on Shannon’s definition [35, 36], given a class random

variable C with a discrete probability distribution pi ¼ Pr C ¼ ci½ �f gki¼1;
Pk
i¼1

pi ¼ 1

Identification of Relevant and Redundant Automatic Metrics 145



where ci is the ith class. Then the entropy HðCÞ is defined as H Cð Þ ¼ �Pk
i¼1

pi log pi,

while the function decreases from infinity to zero and pi takes values from interval 0–1
[35, 36].

4 Results

The analysis results showed that the examined automatic intrinsic metrics of error rate
are considered highly reliable based on the direct estimation of reliability. As it is
shown in Table 1, each metric correlates with the total score of the evaluation (Avg
inter-metrics correlation: 0.885) and after their elimination the coefficient of reliability
has not increased (Cronbach’s alpha: 0.950; Standardized alpha: 0.953) except for the
metric referring to word order (WER). After elimination of the metric WER, the
coefficient of reliability- Cronbach’s alpha increased from 0.947 to 0.964, which is
insignificant. However, the metric WER is the most deviated from the others in the
translation quality assessment.

For the entropy calculation (Table 1), in the case of the analysis of automatic
metrics characterizing the error rate of MT evaluation, individual metrics in comparison
over accuracy metrics were used. Entropy was calculated for each sentence analysed
using the specific metrics and for the comparison the average entropy of all sentences
was used. From the definition [35] if the entropy is closer to 1, then the system is more
irregular. The results of the entropy for each of the error rate metric correspond with the
coefficient of reliability- Cronbach’s alpha.

The same was shown by the metrics of accuracy. Based on the direct estimation of
reliability, metrics precision, recall, F-measure and Bleu-n are considered highly
reliable.

Each metric (Table 2) correlates (Avg inter-metrics correlation: 0.882) with the
total score of evaluation and after their elimination, the coefficient of reliability has not
increased (Cronbach’s alpha: 0.975; Standardized alpha: 0.975) except for the metric
BLEU-4. After the elimination of metric BLEU-4, the coefficient of reliability- Cron-
bach’s alpha increased from 0.974 to 0.976, which is also insignificant (metric BLEU-4
measures a score of sequence of four words including articles and prepositions).

After the first analysis concerning the reliability of metrics representing the error
rate of MT output, we assumed, that the metrics Bleu-n would copy or behave like the

Table 1. Statistics of automatic intrinsic metrics of error rate.

Metrics-total correlation Alpha if deleted Metrics-total accuracy entropy

PER 0.878 0.934 0.934
WER 0.845 0.964 0.852
CDER 0.958 0.869 0.895
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metric WER. This resulted from the fact (as we mentioned in the Sect. 2), that both
measures refer to the syntactical structure of the sentence, namely to word order.

The estimations of the entropy of automatic metrics of accuracy (Table 2) were
similarly calculated as in the case of the metrics of error rate. Also in this case, the
average entropy of all sentences for each metric were used and the results relate with
the coefficient of reliability- Cronbach’s alpha with negligible variations. In case of
entropy, it also showed that the metric BLEU-4 deviates the most from the other
metrics.

Based on the adjusted univariate test for repeated measures, the zero hypothesis
reasoning that the score of automatic intrinsic measures of MT evaluation (PER, WER
and CDER) does not depend on individual metrics of the error rate, is rejected at the
1 % significance level (G-G Epsilon = 0.6788, G-G Adj. p = 0.0000). The strictest
metric of error rate was identified WER (approximately 63 %) and the loosest PER
(approximately 47 %).

Based on the results of multiple comparisons- Tukey test (Table 3) three
homogenous groups (PER), (CDER) and (WER) were identified in terms of the score of
the automatic evaluation of MT. Statistically significant differences in the score
between PER/CDER/WER and others were proved at the 5 % significance level.

Plot (Fig. 1) visualizes the differences between examined metrics. The means with
error plot depicts the means and confidence intervals of metrics of error rate.

The metrics of error rate have a significant impact on the quality of MT evaluation,
as well as that metrics PER, WER and CDER are relevant for automatic evaluation of
MT output.

The second part of the analysis is similar to the previous, and differs only in the
metrics. Based on the results of the adjusted univariate test for repeated measure

Table 2. Statistics of automatic intrinsic metrics of accuracy.

Metrics-total correlation Alpha if deleted Metrics-total error rates entropy

Precision 0.854 0.973 0.832
Recall 0.939 0.967 0.859
F-measure 0.949 0.966 0.852
BLEU_1 0.933 0.967 0.855
BLEU_2 0.943 0.967 0.852
BLEU_3 0.900 0.970 0.763
BLEU_4 0.807 0.976 0.675

Table 3. Homogeneous groups for automatic intrinsic metrics of error rate.

Metrics of error rate Mean 1 2 3

PER 47.10 ****
CDER 56.98 ****
WER 63.06 ****
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(G-G Epsilon = 0.3426, G-G Adj. p = 0.0000) the zero hypothesis reasoning that the
score of automatic evaluation of MT does not depend on individual metrics of accuracy,
is rejected at the 1 % significance level. The strictest metrics of accuracy (Table 4) were
identified BLEU-4, BLEU-3 and BLEU-2 (approximately 14 %–32 %), and the loosest
Recall, BLEU-1, F-measure and Precision (approximately 57 %–61 %).

From multiple comparisons- Tukey test (Table 4) five homogenous groups (Recall,
BLEU-1, F-measure), (BLEU-4), (BLEU-3), (BLEU-2) and (Precision) were identified
in terms of the score of automatic evaluation of MT. Statistically significant differences
were proved at the 5 % significance level in the score of automatic evaluation of MT
between BLEU-1/BLEU-2/BLEU-3 and others as well as between Precision and others.

The means that the error plot (Fig. 2) depicts means and confidence intervals of
metrics of accuracy. The plot visualizes homogeneous groups as well as differences
between examined metrics.

Fig. 1. The means with error plot for intrinsic metrics of error rates.

Table 4. Homogeneous groups for automatic intrinsic metrics of accuracy.

Metrics of accuracy Mean 1 2 3 4 5

BLEU-4 14.03 ****
BLEU-3 20.64 ****
BLEU-2 31.93 ****
Recall 56.86 ****
BLEU-1 57.50 ****
F-measure 58.25 ****
Precision 60.92 ****
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Similarly to the metrics of error rate, metrics of accuracy have a significant impact
on the quality of MT evaluation, except for metrics BLEU-1 and F-measure. The
metrics BLEU-1 and F-measure were identified as redundant metrics of accuracy for
MT evaluation.

5 Conclusion and Future Direction

Williams [37] claimed that the techniques and methods for translation quality assess-
ment (TQA) must pass validity and reliability tests if we want TQA procedures to be as
objective as possible.

For this reason, we carried out the evaluation of automatic intrinsic metrics for MT
evaluation. Evaluation was realized over the textual data obtained from machine
translation. Translation was done by MT system (free online machine translation ser-
vice) and the translation direction was from Slovak (morphologically complex lan-
guage and low resource) into English.

We showed a way how to identify relevant and redundant automatic metrics for MT
evaluation. We presented two approaches to the identification, using the analysis of
reliability and using entropy. We used three coefficients of reliability – Cronbach’s
alpha, Standardized alpha and entropy – to estimate reliability. All estimations were
very similar, i.e. individual automatic metrics for MT evaluation have the same vari-
ability. The metrics of automatic evaluation have a significant impact on the quality
evaluation of MT, except BLEU-1 and F-measure (it was showed that both metrics are
redundant in comparison to others).

Fig. 2. The means with error plot for intrinsic metrics of accuracy.

Identification of Relevant and Redundant Automatic Metrics 149



In future work, we would apply automatic intrinsic metrics for the evaluation of
MT output into our translation quality assessment model from Slovak to English and
vice versa. In addition, for automatic errors identification and classification of MT
output using these metrics which are interconnected to specific morphological and
syntactical errors, as well as for the MT evaluation based on POS tagging and for the
development of a tool for automatic error detection based on these metrics and mor-
phological annotation of the reference, hypothesis and post-edited MT output.

Above that, MT systems and evaluation of their performance in the context of the
inflectional Slovak language has not yet been investigated, which makes the research
purposeful and innovative.
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Abstract. This paper proposes a new memetic algorithm using Cuckoo search
algorithm and Particle Swarm Optimization algorithm. Training set is fed to the
proposed method to get trained. The effectiveness of the proposed method is
evaluated using three bankruptcy viz., Spanish banks, Turkish banks and US
banks and three benchmark datasets namely, Iris, WBC and Wine datasets. We
performed 10 Fold Cross Validation testing and observed that the results
obtained by the proposed method in terms of the sensitivity, specificity and
accuracy are encouraging when compared to that of the baseline decision tree.

Keywords: Memetic algorithm � Cuckoo search algorithm � Particle swarm
optimization � Classification � Bankruptcy prediction � Data mining

1 Introduction

Data mining is the extraction of non-obvious, hidden and actionable knowledge from
humongous datasets. The knowledge extracted is useful in providing decision support
in many disciplines like banking, insurance, telecom etc. Bankruptcy prediction in
banks and financial firms has become significant over the past two decades. Bankruptcy
can affect each and every area where the sufferers like creditors, auditors, stockholders
and senior management etc. The very particular method to monitor banks is by on-site
examinations. The examinations are conducted by regulatory authority in banks for
every 12–18 months, as it is mandated by the Federal Deposit Insurance Corporation
Improvement Act of 1991. Regulators make use of a six part rating system to indicate
the safety and soundness of the organization. Rating is referred to as the CAMELS
rating, which evaluates the banks according to their basic functional areas: Capital
adequacy, Asset quality, Management expertise, Earnings strength, Liquidity and
Sensitivity to market risk. The motivation for this research work: 1. To find out which
banks will succeed and which fail in the next few years. 2. To find out the specific
characteristics that decides winners and losers.

Objective is to develop a memetic model using Cuckoo search algorithm and
Particle Swarm optimization (PSO) algorithm. Cuckoos lay eggs and also search for the
food for survival. Hence, two algorithms (Cuckoo search algorithm and PSO) are
combined together to work in tandem.

The rest of the paper is structured as follows: Literature review on memetic
algorithms using global optimization techniques is presented in Sect. 2. In Sect. 3, the
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proposed memetic algorithm is presented. Results and discussion are presented in
Sect. 4, followed by conclusions in Sect. 5.

2 Literature Review

Daniel-Stefan and Sorin-Iulian [1] used statistical models to assess the bankruptcy risk on
the Romanian capital market. EI-Maleh et al. [2] proposed Cuckoo search optimization
(CSO) algorithm is employed for solving the State Assignment (SA) problem. Yang and
Deb in 2009, [3] used cuckoo search algorithm for solving optimization problems. Manoj
and Rutupama [4] used a novel adaptive cuckoo search algorithm for intrinsic discrimi-
nate analysis based face recognition. Abd Elazim and Ali [5] used Cuckoo search algo-
rithm for Optimal Power System Stabilizers design. Abdelaziz and Ali [6] proposed
Cuckoo Search algorithm based load frequency controller (LFC) design for nonlinear
interconnected power system. Liu and Fu [7] proposed Cuckoo search algorithm based on
frog leaping local search and chaos theory. Huang et al. [8] used Chaos-enhanced
Cuckoo search optimization algorithms for global optimization. Balasubbareddy et al. [9]
used non-dominated sorting hybrid cuckoo search algorithm to solve single and
multi-objective optimization problems. Kaveh and Ilchi [10] used cuckoo search algo-
rithm to determine optimum design of structures for both discrete and continuous vari-
ables. Long et al. [11] used an effective hybrid cuckoo search algorithm for constrained
global optimization. Xiangtao et al. [12] usedMulti-objective cuckoo search algorithm for
design optimization. Ehsan et al. [13] proposed improved cuckoo search algorithm for
reliability optimization problems. Bing et al. [14] used PSO to develop novel feature
selection approaches with the goals of maximizing the classification performance, min-
imizing the number of features and reducing the computational time. Ali [15] used cuckoo
search algorithm for solving manufacturing optimization problems. Milan et al. [16] used
Modified cuckoo search algorithm for unconstrained optimization problems.Walton et al.
[17] used Modified cuckoo search: A new gradient free optimization algorithm.

Guido et al. [18] used Adaptive acceleration coefficients for a new search diversi-
fication strategy in PSO algorithms. Later, Tiago et al. [19] used PSO for extract the
classification rules from data base. The potential if-then rules are encoded into
real-valued particles that contain all types of attributes in data sets. Rule discovery task
is formulated into an optimization problem with the objective to get the high accuracy,
generalization performance, and comprehensibility, and then PSO algorithm is
employed to resolve it. The advantage of this approach is that it can be applied on both
categorical data and continuous data. Zhao et al. [20] uses binary version PSO based
algorithm for fuzzy classification rule generation, also called fuzzy PSO. Classification
rule generation problem is abstracted as a multiple objectives optimization problem.
Namely the candidate rule should be accurate, general and interesting according to the
sample data set. Then a fitness function, as a criterion to evaluate the strength of a certain
rule, is designed. On this point, their algorithm has common background with the
traditional evolutionary algorithm for knowledge discovery. The fitness function con-
sists of three parts which are called accuracy, coverage and interestingness separately. It
should be mentioned that in the interestingness part, we generalize the objective measure
for the interestingness of a crisp classification rule to that for a fuzzy rule.
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Rouhi and Jafari [21] used Classification of benign and malignant breast tumors
based on hybrid level set segmentation. Voglis et al. [22] used a parallel memetic global
optimization algorithm (p-MEMPSODE) for shared memory multicore system.
Aliasghar and Alireza [23] used an adaptive gradient descent-based local search in
memetic algorithm applied to optimal controller design. Psychas et al. [24] used Hybrid
evolutionary algorithms for the Multi-objective Traveling Salesman Problem. Zahra
et al. [25] used Memetic binary particle swarm optimization for discrete optimization
problems. Michael et al. [26] used a new memetic pattern based algorithm to
diagnose/exclude coronary artery disease. Li et al. [27] used a hybrid memetic algorithm
for global optimization. Zhang et al. [28] proposed A Rule-Based Model for Bankruptcy
Prediction Based on an Improved Genetic Ant Colony Algorithm to predict corporate
Bankruptcy. Bao et al. [29] used A PSO and pattern search based memetic algorithm for
SVMs parameters optimization. Wu and Hao [30] used Memetic search for the
max-bisection problem. Caraffini et al. [31] used Parallel memetic structures for solving
optimization problems. Qasem et al. [32] used Memetic multi-objective particle swarm
optimization-based radial basis function network for classification problems. Cano et al.
[33] used An interpretable classification rule mining algorithm for solving classification
problems. Pedro et al. [34] used A two-stage evolutionary algorithm based on sensitivity
and accuracy for multi-class problems. Voglis et al. [35] used MEMPSODE: A global
optimization software based on hybridization of population-based algorithms and local
searches. Senthamarai and Ramaraj [36] used a novel correlation based local memetic
search algorithm for filter ranking. Ang et al. [37] used an evolutionary memetic
algorithm for rule extraction. Lu and Jin-Kao [38] used a memetic algorithm for graph
coloring. Chiam et al. [39] used a memetic model of evolutionary PSO for computa-
tional finance applications. Funda et al. [40] used a memetic random-key genetic
algorithm for a symmetric multi-objective traveling salesman problem. Chen et al. [41]
used Memetic algorithm for two real-world problems involving designing intrusion
detection system and breast cancer classification. Wang et al. [45] has presented the
bio-inspired algorithms like Ant Colony Optimization, Genetic Algorithm, Evolutionary
Algorithm and PSO in web service composition.

3 Existing and Proposed Method

3.1 Cuckoo Search Algorithm

Cuckoo Search Algorithm was developed by Yang and Deb [3] in 2009. It is one of the
population based optimization algorithm. Cuckoos are intriguing birds or extremely
attention-grabbing birds. They make very beautiful sounds. Cuckoos lay their eggs in
other birds’ nests. This is by nature to get generating the family by some cuckoo
species. Host birds can take on direct conflict with the cuckoos which lays eggs in their
nests. Cuckoo Search for such breeding behavior.

If the host bird discovers the eggs which are not laid by their own, then they simply
abandon its nest and re-build a new nest in a new location. Some female parasitic
cuckoos are very specific in the mimicry in color and pattern of the eggs of a few
chosen host species. Remove other bird eggs to increase the hatching probability of
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their own eggs. This reduces the probability of their eggs being abandoned and thus
increases their re-productivity.

Cuckoo eggs hatches slightly earlier than the host bird eggs. First cuckoo chick is
hatched, the first sense act it will take own eggs and throw out their eggs out of the nest
blindly. This in turn increases the cuckoo chick’s share of food provided by its host
bird. A cuckoo chick can also mimic the call of host chick’s in order to get more access
to feeding opportunity.

Characteristics [3]
• Each egg in a nest represents a solution.
• Cuckoo egg represents a new solution.
• Each nest has one egg represents a single solution.
• Each nest has multiple eggs representing a set of solutions or group of solutions.
Cuckoo Search Rules [3]

It is based on three rules. They are,

1. Each cuckoo lays one egg at a time, and places its egg in a randomly chosen nest.
2. The best nest with high quality of eggs will carry over to the next generation.
3. The number of available host nests is fixed, and the egg laid by a cuckoo is

discovered by the host bird with a probability of Pa€[0,1].

Based on the above three rules, the algorithm is presented below.

Algorithm (Yang and Deb, [3]) 

Objective function f(x), x=(x1, x2,......, xd)
T

      Generate initial population of n host nests xi  
While(t<MaxGenerations) 

      Get a cuckoo randomly /generate a solution by Levy light  
                  and then evaluated its quality/fitness Fi

      Choose a nest among n (say,j) randomly  
if(Fi >Fj)

            Replace j by the new solution 
end 

       A fraction (pa) of worse nests are abandoned           
   and new ones are built 
       Keep best solutions 
                  Rank the solutions and find the current best  

end while 
            Postprocess results and visualization 

3.2 Particle Swarm Optimization

PSO [42] Algorithmwas developed byKennedy and Eberhart in 1995. It is also one of the
population based optimization algorithm. PSO is initialized with a group of random
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particles and then searches for optimal solution for every iterations. In every iteration, each
particle is updated by two “best” values. The first value is the best solution or best fitness it
has achieved so far. This value is called “Pbest”. Another “best” value that is obtained so
far by any particle in the population. This best value is a global best or “Gbest”.

Each particle is concerned towards the current global best g position and its own
best position xi. If a particle finds a location which is better than its previously best
found locations, then it will be updated as the new current best location for particle “i”.
There is a current best for all “n” particles at any time “t” during iterations. The aim is
to find the global best solution among all the current best solutions until the number of
iterations completed. Velocity is updated as,

Vnew
id ¼ wVold

id þ c1r1 Pid � Xidð Þþ c2r2 Pgd � Xid
� � ð1Þ

w- Weighted acceleration, v-velocity, c1, c2 are acceleration coefficients,
r1, r2 random numbers between (0 1), pid is the local best and pgd is the global best

position. Position is updated as,

Xnew
id ¼ Xold

id þVnew
id ð2Þ

3.3 Proposed Memetic Algorithm

The term Memetic Algorithm is now widely used as a synergy of evolutionary or any
population-based approach with separate individual learning or local improvement
procedures for problem search. Cuckoo Search Algorithm and Particle Swarm Opti-
mization Algorithm are combined to frame Memetic algorithm. Memetic algorithm is
applied for bankruptcy prediction. This algorithm is used to find global optimum of a
solution for a given optimization problems, which can predict bankruptcy.

Algorithm 
Begin 

Generate initial population of birds xi

While(t<MaxGenerations) 
     Get a cuckoo randomly /generate a solution by Levy light       
  and then evaluated its quality/fitness Fi

  Choose  a  nest among  n (say,j) randomly  
if(Fi >Fj)

   Replace j by the new solution 
End

  Update the velocity and positions of birds 
  Calculate newFitness 
  Find Best Global Solution 

end while
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4 Results and Discussions

We worked on three different bankruptcy data sets viz., Spanish banks, Turkish banks,
UK banks and three benchmark datasets viz., Iris, WBC, and Wine. Experimental setup
is followed in a different fashion. We first divided the dataset into two parts in 80:20
ratios. 20 % data is then named validation set and stored aside for later use and 80 % of
the data is used as training set. Then 10-fold cross validation was performed on the
80 % of the data i.e. training data for building the model. Later, the efficiency of the
model is evaluated against validation set i.e. 20 % of the original data. Sensitivity,
Specificity and Accuracy are the three metrics used to evaluate the performance of the
proposed model.

Sensitivity is the measure of proportion of the true positives, which are correctly
identified [43].

Sensitivity ¼ #Total samples correctly classified Positive Samples
#Total number of Positive samples in the Validation set

� 100

Specificity is the measure of proportion of the true negatives, which are correctly
identified [43].

Specificity ¼ #Total samples correctly classified Negative Samples
#Total number of Negative samples in the Validation set

� 100

Accuracy is the measure of proportion of true positives and true negatives, which
are correctly identified [43].

Accuracy ¼ #Total samples correctly classified
#Total number samples in the Validation set

� 100

Empirical results presented in this thesis, are the best Sensitivities, Specificities and
Accuracies against validation set. User defined parameters in the memetic algorithm are
taken as follows: The size of the population and the host bird nests are taken as 30
across all the data sets. C1 and C2 are taken with combination between [1 4]. Inertia
(W) in PSO is taken in between (0 1). Random number is also taken between 0 and 1.
The probability (Pa) to discover the eggs by the host bird nest is taken in between [0 1].
We got better results for Pa value 0.9. Proposed memetic algorithm is implemented in
java. Results are tabulated in the Table 1 of all the data sets. The proposed method is
compared with the decision tree results which are presented in Table 1. Decision Tree
(DT) was introduced by the Quinlan in 1984 [44]. The public province implementation
of decision tree is C4.5 algorithm. C4.5 is a supervised approach for classification
problems. DT is well familiarized to the data mining researchers.

Our results indicate that the proposed method has yielded better results in the case
of WBC and Turkish bank data sets with good sensitivity and accuracy. Where as in the
case of US bank data set it is almost similar when compared with accuracy. Even
though the proposed method didn’t perform well in the case of Iris and Wine datasets, it
has performed well for the two class classification problems in the study.
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5 Conclusions

Data mining applications are becoming very much common in every domain like
banking and finance, biology, manufacturing, etc. The researchers have started using
the optimization algorithms and also memetic algorithms to solve the data mining
problems. In this new era, we proposed a new memetic algorithm by employing
Cuckoo Search algorithm and PSO. The data sets taken were bankruptcy and bench-
mark datasets. The proposed algorithm is compared with the Decision tree. By con-
sidering the sensitivity and accuracy in the bankruptcy data sets, memetic algorithm
yielded better. It clearly shows that for the two class classification problems the pro-
posed memetic algorithm works better. As the problems solved in banking and finance
domain, management would be very much interested to have model to understand the
behavior of the customer and the financial health of a bank and predict the future.
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Abstract. Realistic animation of agents’ activities in a 3D virtual envi-
ronment has many useful applications, for examples, creative indus-
tries, urban planning, military simulation and disaster management. It
is tedious to manually pre-program each agent’s actions, its interactions
with other agents and with the environment. Simulation is a good app-
roach in this kind of domain since complex global behaviors emerge from
the local interactions. We simulate a crowd movement using a multi-
agent approach where each agent is situated in the virtual environment.
An agent can perceive and interact with other agents and with the envi-
ronment. Complex behaviors emerging from these interactions are from
local rules and without any central control. These behaviors reveal the
complexity of the domain without explicitly programming the system.
In this work, we investigate (i) the navigation of the agents and (ii) the
corresponding animations of each agent’s behaviors. Simulation results
under different parameters are presented and discussed.

Keywords: Crowd simulation · Boids framework · Behavior-based ani-
mation · 3D virtual environments

1 Introduction

Given a complex system, where there are interactions among components in
the system, it is a great challenge to define the underlining functions governing
the complex interactions among them. Contemporary works in this area favor
the explanation of complex interactions based on the self-organising paradigm.
Complex behaviors observed in a self-organising model emerges from simple
interactions among the components in the system without any central control.
For example, fish schooling and bird flocking can be successfully modelled based
on simple local rules such as the one proposed in the Boid framework [1].

Simulation is an effective approach to model a complex system since emerging
complex behaviors in the system are not required to be pre-programmed; instead,
c© Springer International Publishing AG 2016
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they emerge from the simulation process. Computational approaches such as cel-
lular automata [2], social cognitive simulation [3] and agent/multi-agent systems
[4], have been developed in recent decades to deal with simulations of agents in
static and dynamic environments. In this work, crowd behaviors are simulated by
adapting ideas from the Boids framework. The crowd movement in a 3D virtual
environment is navigated using steering forces. Detailed animations of agents’
behaviors are animated using a behavior-based Finite State Machine (FSM).
The term behavior-based FSM used here implies that, in each FSM state, the
agent’s action is abstracted at a particular behavioral unit e.g., walk, run, etc.
This abstraction allows us to animate an agent according to its behavioral state.
We simulate crowd behaviors in two main scenarios (i) crowd movement in an
open space and (ii) evacuation movement of crowd.

The rest of the paper is organized into the following sections: Sect. 2 discusses
the background of crowd behaviors simulation in a 3D virtual environment;
Sect. 3 discusses our approach and gives the details of the techniques behind
it; Sect. 4 provides the experimental design and provides a critical discussion of
the output from the proposed approach; and finally, the conclusion and further
research are presented in Sect. 5.

2 Crowd Behaviors Simulation

The simulation of crowd behavior has been investigated by researchers from
different disciplines. Creative programmers simulate crowd behaviors for their
art-work or other creative visual effects [5]; game and virtual reality developers
implement crowd simulation to enhance visual experiences [6,7]; cognitive sci-
entists study crowd psychology and cognitive models of herd behaviors [8]; and
real estate companies simulate a walk-through of their properties for marketing
purposes and simulate an evacuation plan in case of fire or other disasters to
obtain a ‘fit for dwelling’ license from their government.

Depending on the domain of interest, agents’ behaviors and their control
languages should be abstracted at an appropriate granularity according to their
tasks and their design frameworks. For example, the subsumption architecture
[9] requires a reactive control on each individual layer and the mechanisms to
pass and to suppress control signals between layers. In such a system, a steering
behavior may be abstracted at the control granularity of signal strengths that
feed to the left/right wheels of a robot.

There are many existing design frameworks which can be classified in the
spectrum, at one end is the deliberative framework such as the STRIPS system
[10] and at the other end of the spectrum is the reactive framework. A pure
deliberative system will not react to stimuli but deliberate for the best action
according to perceptions and its internal world model. The knowledge used to
infer deliberative actions may be learned and represented as policies [11], finite
state machines, behavior trees [6,12], or emerging swarm behaviors [13], etc. On
the other hand, a pure reactive system does not require any world model nor
any planing but just react to any stimulus. Most implementations are a hybrid
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between these two components of the deliberative and the reactive. From the
literature, research activities in this area span over various topics: deliberative
planning process [10], reactive subsumption architecture [9], emerging behaviour
[1], behavior-based agent, [12,14], motion synthesis, motion planning, character
animation [15–17] and behaviors of autonomous agent [18]. This is a rich research
area and there is a large volume of work.

How could crowd behaviors be best simulated? If software agents and their
environment could be implemented such that their interactions are completely
governed under the laws of a physical world, then all behaviors can be simu-
lated by a computer simulation. This is not feasible due to high computational
expenses and its complexity. However, we can choose to describe the physics
instead of implementing the physics. In other words, the behaviors of an agent
under different stimuli can be described as a program. This alternative is feasi-
ble but the level of fidelity will be compromised since it is still not feasible to
describe a complete world model, e.g., a rag doll can be under the physics but it
is still not feasible now to let the avatar walk and run under the laws of physics.

This work focuses on a 3D virtual environment. The vocabulary in our uni-
verse of discourse is abstracted at the names of symbolic properties and action
words granularity levels. For examples, the agents perceive their environment as
wall, floor, stair, door, etc., and interact with the environment according to their
policies. The agents’ actions, e.g., walk, run, jump, etc., can be either reactive
or deliberative. The reactive actions tend to be local in nature while their delib-
erative actions are determined using more information about the world model.
A navigation path obtained from the shortest path algorithm such as A* search
[19] is an example of a deliberative action plan commonly used to navigate the
agents.

3 Our Approach

Crowd simulations have been investigated using various techniques: flow-based
modelling [20], Boids-based modelling [1] and the agent-based modelling [21].
The agent-based model has gained popularity in recent years due to advances in
game engine platforms. This work explores techniques drawn from both Boids-
based and agent-based approaches which will be described in this section.

Given a crowd with the goal of navigating around an area, each agent in the
crowd must navigate itself from its current location to a new location. This is a
very rich domain and there are many plausible simulations. Self-interested agents
will compete to gain the best utility (i.e., for an evacuation example, this could
be to get to safety as soon as possible) while collaborative agents may choose to
optimize overall the survival rate of the crowd, etc. We can pose various agents’
personalities that will better reflect real life situation. However, it is beyond the
scope of this work to examine different agents’ personalities and their simulation
results. Here, we assume that agents are rational and they act according to their
policies. In the big picture, each agent’s behaviors in the crowd at each time
step can be summarized as follows: (i) sensing the environment, (ii) reacting and
deliberating appropriate actions and (iii) executing an action.
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Fig. 1. Agent architecture: an agent perceives and acts in the environment. Actions
can be either deliberative or reactive. An agent’s behaviors are animated according to
their corresponding states in the Finite State Machine (FSM).

Figure 1 shows a simplified block diagrams of the behavior-based agent
employed for crowd simulation in this experiment. It should be clear that in
the multi-agent system, each agent cannot plan their movements in isolation
with other agents’ actions. Besides, if the environment is dynamic, it will not
be fruitful to plan many moves ahead into the future since the environment will
change and the plan must be revised anyway. Hence, simulation is commonly
carried out at each time step and behavior-based agents are reactive by nature
while keeping sight of a long term goal.

3.1 Controlling Behavior-Based Animations

To animate the agents’ behaviors, the agents’ perceptions are translated into con-
trol parameters which are used to condition the agents’ reactive actions as well as
used to infer the agents’ deliberative actions. The agents’ actions are grounded to
animation clips where various techniques such as blending and masking actions
can be employed to increase the realism of the animations.

Let St = < s1, ..., si >t be an input vector from a sensor at the time t,
let C = {panic, calm, fight, flight, ...} be a set of context and let AB denote
an animation clip of behavior B such that Awalk = [walk1, ..., walkf ] portrays
a walking behavior in f animation frames. Since it is not desired to store all
possible animations in the database (it is not a feasible option), variations in the
animation can be obtained from a finite set of animation clips using techniques
such as layers blending, and masking, etc.

In this simulation, the agents’ perceptions are obtained through ray casting1

where the agents continuously sense changes in the environment. The agents’
perceptions and context are mapped to control parameters K which are employed
by a FSM. This mapping is handled by the inference engine I–see Fig. 1.

1 Unity game engine provides the Raycaster event system which allows an agent to
query about game objects in the scene.
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Fig. 2. Behavior Control through Control Parameters: FSM starts at the Idle state,
and transits to various states according to its perceptions and its policies. Each state
animates the avatar using a corresponding animation clip of the state.

KFSM ← I(St, C)

Figure 2 shows how control parameters control the agent’s appearance behav-
iors by controlling the state transition and state animation properties of the
FSM. For example, if an agent is at the WALK state and is walking toward the
wall, it should sense the presence of the wall ahead and the appropriate control
parameters KFSM should be inferred. The agent will then be transited to a new
appropriate state with an appropriate animation.

3.2 Boids-Based Navigation

The Boids framework [1] successfully simulates flocking behaviors by control-
ling the following three essential concepts: alignment, separation and cohesion.
Inspired by the Boids framework and the recent implementation by [5] where the
swarming concept has been applied to create spectacle visual effects, we explore
the usage of the Boids framework in the agent navigation task.

Navigating a crowd between two locations requires a steering force that drives
the crowd to the destination. Hence, the alignment concept is implemented in
this work as a force driving each agent n toward its goal destination.

fa = ka(pn.goal() − pn.loc())

where pn denotes the agent n, pn ∈ P and pn.goal() and pn.loc() denotes
the goal position and the current position respectively. Each member in the
crowd is attracted (coherent) and repelled (separation) from the group under the
following separation force

fs =
|P|∑

i=1

Niks(pd.loc() − pi.loc())

and the coherent force

fc =
|P|∑

i=1

Nikc(pi.loc() − mN .loc())
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where Ni = 1 if pi is within the desired neighborhood of pd, else Ni = 0, mN
is the center of all particles in the neighborhood of pd which is a sphere of
radius r (arbitrarily set by the users), ka, ks and kc is a normalisation factor
that moderates the effect of the distances ‖pn.goal() − pn.loc()‖, ‖pi −mN ‖ and
‖pd − pi‖ respectively. The forces fs and fc control the direction and the speed
of the agents.

Table 1. Control parameters

Information Experiment 1 Experiment 2

Objective Pursuing 4 locations Evacuate the area

Number of agents 30, 90, 150 5, 25, 50, 100, 200

Agents’ percept Ray cast Ray cast

FSM transition controls

S(fa + fc + fs) → speed Speed ∈ [0,100] Speed ∈ [0,100]

W (fa + fc + fs) → walk Walk ∈ [0,100] Walk ∈ [0,100]

T (fa + fc + fs) → turn Turn ∈ [0,100] Speed ∈ [0,100]

*where S(·),W (·) and T (·) are functions that return corresponding
Speed, walk and turn FSM transition control signals.

The essential concepts of the Boids framework can be summarized as follows:
alignment enforces the agents to steer along the group direction, separation
enforces the agents to steer away from each other if the agents are too close to
each other while cohesion enforces the agents to steer toward a group center.
The steering parameters in our behavior-based approach include speed, walk,
turn left and turn right and all the Boids concepts are manifested through these
control parameters. This is quite different from the original Boids framework
since the steering forces are not directly derived from positions and velocities.
Table 1 summarizes the information about the experiments and their relevant
control parameters.

4 Experimental Design and Results

In a static environment with a single agent, an agent’s optimal navigation route
may be easily computed. For example, the most effective route between any two
points in the environment can be computed using A* algorithm. Although the
path-finding facility has been provided in commercial packages, it is not of our
interest here to examine it since its application would be suitable for a static
environment. Here, we explore the multi-agent systems which are dynamic by
nature. In order for the agent to obtain optimal adaptive behavior in a dynamic
environment, it must continuously observe its environment and recalculate its
actions. This is a very expensive task and it is our interest to investigate the
navigation adapted from the Boids framework.
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4.1 Experimental Setup

In this work, various crowd movements have been simulated using the Boid-
based navigation together with the behavior-based animations. Two scenarios
have been investigated (i) crowd movement in an open space and (ii) evacuation
movement of a crowd. In the first scenario, the environment is an open space of
size 50 × 50 unit2; each member of the crowd is randomly spawned at the circu-
lar area with 20 unit diameter at the center of the environment (positions and
initial directions are randomly initialized). Four goals are set at the four corners
at (−20, 0,−20), (−20, 0, 20), (20, 0,−20) and (20, 0, 20) respectively. Each agent
knows that it must achieve these four goals in sequence. Once the agent has com-
pleted all the goals, its goals are refreshed and it repeats the task. In the second
scenario, we simulate the evacuation of different crowd sizes 5, 10, 50, 100 and
200 agents evacuating an area through a door. Figure 3 shows the environment
employed in this experiment. Both scenarios are simulated using different crowd
sizes and the time steps taken by the different crowds are recorded.

Fig. 3. Environment: left pane – for crowd movement in an open space scenario; right
pane – evacuation movement of a crowd.

4.2 Results and Discussion

Figure 4 shows the crowd traversing the four corners in the environment. Top
row: agents form a clear line (effects from a strong alignment and a weak sepa-
ration forces). This results in a more organized patrolling behavior. The crowd
takes less time to make a complete round. Bottom row: agents form a loose
crowd (effects from a strong separation force). This results in a less organized
patrolling behavior and the crowd takes a longer time to make a complete round.
Figure 5 shows the crowd escaping to a safety zone. Four snap shots (from left
to right and top to bottom) illustrate the crowd at the start of the simulation
and when all agents have completed their goals.

Since the Boids-based navigation has three main control parameters: align-
ment, separation and cohesion, varying these parameters yields different crowd
behaviors. Figure 6 summarizes the results from the two experiments. The
left pane shows the time the crowd takes to complete each of the 4 tasks
(traverse the four waypoints). The result is logical - a bigger crowd size takes a
longer time.
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Fig. 4. Agents behave differently under different control parameters.

The right pane (of Fig. 6) shows the time the crowd takes to evacuate the
area. The results show a similar pattern. As the size of the crowd grows, more
time is needed. However, we observe that the average step that the crowd takes
to escape to the safety zone appears to converge to 250 steps. This issue must
be further investigated. We suggest that this converging point depends on many
factors: the environment e.g., the width of the exit door, the distance to the exit
door; the number of agents; the initial position spawned and the directions of
each agent. With a small number of agents, each agent walks to the exit door
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Fig. 5. From left to right and top to bottom: (i) agents are randomly spawned, (ii, iii, iv)
each agent moves toward the exit door while interacting with each other and the
environment.
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at a constant speed. As the number of agents grows, all the interactions among
the agents affect the outcome. The agents’ speed may be increased (walk faster)
if they are free to walk; their speed may be decreased (walk slowly) if they are
clustered together, or they turn away from each other if they are about to crash
into each other, and so on. Hence, it takes longer to enter the safe zone.

However, when the number of agents grows larger than a particular point
in a certain environmental configuration, the overall time taken is not linearly
increased since each agent may speed up or slow down and since the size of the
area is constant. The time taken by the crowd should be convergent and this is
observed here.

Fig. 6. Summary of results from the two experiments: (i) left-pane, agents pursuing
four waypoints in an open space and (ii) right pane, agents evacuate the area. The
black dash lines are the average value from 5 runs.

5 Conclusion and Future Direction

In this paper, we simulate crowd behaviors under two scenarios: traversing way-
points and evacuate an area. The approach taken here animates each agent’s
actions according to its navigational behaviors i.e., walk at different speeds,
turns, etc. This offers a realistic animation of simulated agents. The experimen-
tal results highlight the potential of the approach for applications in creative
industries, urban planning, and disaster management. In future work, we wish
to explore further into increasing the number of behavioral states and their cor-
responding animations.
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Abstract. Real world problems often contain noise features which can decrease
effectiveness of classification models. This article proposes a filter-based tech-
nique to select a minimal set of features for classification problems. The pro-
posed method employs fuzzification of original features based on
irregular-shaped membership functions created by genetic algorithm and parti-
cle swarm optimization, and a feature selection process using two criterion
functions to evaluate feature subsets. The first function is applied to eliminate
features with redundant effects, and the second function is applied to select a
feature subset that maximizes inter-class distances and minimize intra-class
distances. Standard machine learning data sets in various sizes and complexities
are used in experiments. The results show that the proposed technique is
effective and performs well in comparisons with other research.

1 Introduction

A feature selection method selects a small subset of highly predictive features from the
original set of features. It most of the time yields better results due to reduction of
noises and distractions, and takes less training time for a classifier than using the entire
set of features. Feature selection approaches can be classified into three categories
which are wrapper, filter, and hybrid approaches.

Given a classification problem, a wrapper method incorporates the classification
itself in the feature evaluation process. To evaluate a candidate feature subset, a
classification model is built and used to evaluate the set. Maroño et al. [11] propose a
wrapper based feature selection using ANOVA decomposition and functional networks
to calculate global sensitivity indices. Features with high index values are selected.
Zhuo et al. [19] use a genetic algorithm (GA) to optimize a support vector machine
(SVM) kernel parameters for selecting a feature subset. The fitness function is accuracy
which also is used as the criterion function for selecting features. The wrapper approach
is expected to return a subset of features that yields high accuracy since every candidate
feature set is evaluated by the classifier that is used in the problem. Since classification
models are trained and tested many times, and data becomes larger in dimensionality
and number of instances, this approach takes a long time for learning such data and in
many cases is inapplicable.
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In a filter method, instead of performing classification as part of the feature
selection process, a quality measure is used to evaluate each feature set. The filter-based
approach composes two important components which are a selection algorithm and a
criterion function. The selection algorithm creates candidate features while the criterion
function selects features and evaluates feature subsets. The criterion function can be
independent from the classification model, but it should be suitable for the problem.
The filter-based approach generally takes less time than does the wrapper approach
since no classifier is trained and tested as in the wrapper approach. It is more preferable
for real-world problems, especially those with large data sets. Many researchers find
that it yields subsets with lower accuracy than do the other two approaches. However, it
is not true to state that the filter approach always gives lower accuracy. Some criterion
functions may return subsets with equivalent or better performance than other
approaches.

Yu and Liu [15] use symmetrical uncertainty as the measure to select features
relevant to classes which are not redundant with other selected features. Zhou et al. [18]
propose a forward algorithm to select features using conditional maximum entropy
modeling to approximate the gain for features. Fleuret [4] uses conditional mutual
information (CMI) as the criterion function to fasten the forward search process. Haindl
et al. [6] propose a backward filter-based feature selection method based on mutual
correlation, a similarity measure between two variables, to select features which are
uncorrelated.

The hybrid approach takes advantage of both the wrapper and the filter approaches.
It applies a filter-based technique to select highly significant features and applies a
wrapper-based technique to add candidate features and evaluate candidate sets. Zhang
et al. [17] apply the RELIEFF algorithm to estimate the quality of attributes according
to how well their values distinguish between instances that are close to each other, and
apply GA with classifier accuracy as the fitness function to search for an optimal
feature subset. Somol et al. [13] present a hybrid floating search, named hSFFS, by
applying a filter criterion function first to filter some features and applying a wrapper
criterion to generate a candidate set. After that a wrapper criterion function is applied to
select the best feature from the candidate set. This is a wrapper-dominating hybrid
method. Gan et al. [5] propose an alternative to hSFFS, which is a filter-dominating
hybrid method. A filter criterion is used to select the best feature from an unselected set,
and a wrapper criterion is then used to evaluate a feature subset.

Problems usually found in real-world applications are mixtures of ambiguous and
noisy data. This results in an inaccurate classification model. Fuzzy Logic, which is a
multi-value logic that allows intermediate values to be defined between conventional
crisp evaluations, e.g., true/false, yes/no, etc., provides a simple way to define con-
clusions based upon vague, ambiguous, imprecise, noisy, or missing input information
[3]. Membership functions for fuzzy sets can be of any shape or type, such as trian-
gular, trapezoidal, and Gaussian-shaped, as determined by experts in the domain over
which the sets are defined.

This paper proposes a feature selection technique for classification using two cri-
terion functions and feature fuzzification using irregular-shaped membership functions,
evolved by genetic algorithm and particle swarm optimization. The technique is
evaluated using standard machine learning data sets in various sizes and complexities.
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2 Proposed Feature Fuzzification

Irregular-shaped membership functions for every continuous attribute are evolved.
Values of those attributes are fuzzified to create a suitable set of value ranges. All
attributes are then fed into the filter-based feature selection algorithm which employs
two criterion functions to generate the best set of predictive features.

The membership function (MF) shape determined in advance by experts may not be
suitable for a specific problem at hand, especially those with large and complex search
spaces. We convert the wrapper-based hierarchical co-evolutionary by Huang et al. [7]
for generating irregular-shaped membership functions (ISMFs) into a filter-based
algorithm using two optimization techniques: genetic algorithm and particle swarm
optimization, where a criterion function is used in order to improve efficiency. An MF
shape is represented as one pivot point, left shoulder points, and right shoulder points,
depicted in Fig. 1.

2.1 Membership Function Evolution by Genetic Algorithm

A genetic algorithm can be employed to create membership functions for continuous
variables. An irregular-shaped MF is represented as one pivot point, left shoulder
points and right shoulder points, as shown in Fig. 2(a). Fuzzy partitions on each input
variable are encoded in genetic segmentations and concatenated into one chromosome
in the first level (L1-level) for the corresponding variable. A chromosome in the second
level (L2-level) composes of genes pointing to chromosomes for all variables in
L1-level. An L2-level gene contains the integer value of an index in the L1-level
chromosome. With GA operations (crossover, mutation and selection), coordinates of
points will be changed, and it results in changing shapes. Constraints and repairing
schemes are applied before decoding the genetic representation.

The algorithm partitions and encodes possible solutions as populations in different
levels, allowing for different kinds of chromosomes and genetic operations. A higher
level chromosome selects a set of lower-level chromosomes to form a solution. In this
case, a highly complicated search task can be partitioned into several subtasks which
are simultaneously and effectively handled. The structure of the chromosome is shown
in Fig. 2(b).

Right PointsLeft Points

Pivot Point
1st point (x1,y1)

2nd point (x2,y2)

nth point (xn,yn)

Fig. 1. An irregular-shaped membership function
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2.2 Membership Function Evolution by Particle Swarm Optimization

Particle swarm optimization (PSO) [2] can be used to evolve optimal locations of
points on ISMFs for a feature. PSO is a heuristic global optimization method based on
swarm intelligence. Potential solutions, called particles, fly through the problem space
by following the current optimum particles. Each particle keeps track of its coordinates
in the problem space which are associated with the best solution (fitness) it has
achieved so far. This value is called pbest. Another best value that is tracked by the
particle swarm optimizer is the best value obtained so far by any particle in the
neighbors of the particle. In this research, a particle takes the entire population as its
topological neighbors, the best value is a global best and is called gbest. At each time
step, we change the velocity of (accelerating) each particle toward its pbest and the
gbest locations. Acceleration is weighted randomly toward the pbest and the gbest
locations. Content of a PSO particle for generating ISMFs is shown in Fig. 3.

Pivot Point Offset Left Point Offsets Right Point Offsets

(a)

Second Layer Chromosome

First Layer Chromosome

…...

(b) 

Fig. 2. Chromosome structure

Pivot Point Offset Left Point Offsets Right Point Offsets

ISMF1 ISMF2 ISMFn…..

Fig. 3. Particle content
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Evolution in PSO is the process to update particles’ positions. A particle position is
updated as follows:

xijðtþ 1Þ ¼ xijðtÞþ vijðtþ 1Þ

and

vijðtþ 1Þ ¼ wvijðtÞþ c1r1jðtÞ bijðtÞ � xijðtÞ
� �þ c2r2jðtÞ b̂ðtÞ � xijðtÞ

� �

where xij is the vector of i-th particle with j dimensions, t denotes a discrete time step or
iteration, w is the inertia weight, r is a random number in the range [0..1] sampled from
a uniform distribution, c is an acceleration constant, b̂ðtÞ is the best position among all
particles, and bij (t) is the best position of the i-th particle.

To determine the values of three important parameters needed by PSO which are w,
c1 and c2, Zhang et al. [16] constructs a relationship between the dynamic process of
particle swarm optimization and the transition process of a control system. It reduces
the three parameters to the percentage overshoot, and from their experiments the value
should fall between 0.6 and 0.8. The percentage overshoot allows us to determine the
values of w and c, and further c = c1 = c2. Comparing to other parameter setting
strategies, this method leads to similar optimization results but faster convergence.

Opposition-based PSO technique [8] is used to initialize particles to preserve the
coverage. The process can be described as:

1. Randomly initialize n particles.
2. Calculate opposite particles of first n particles.
3. Evaluate 2n particles from steps 1 and 2, and select the best n particles to be in

the swarm of optimization process.

3 Proposed Feature Selection Process

We improve the filter-based sequential forward floating search algorithm [12] by
employing two criterion functions with different characteristics to complement each
other and allowing more thorough search for features by introducing candidate sets.
Conditional mutual information (CMI) is employed as the first criterion function. It
measures dependency between two variables with respect to a class, conditional to the
response of features already picked [4]. CMI selects features which maximize MI to the
target class where such information must not have been caught by features already
selected to reduce redundant features. It generates a candidate set of features which are
suitable to be added to or removed from a selected subset instead of examining one
feature at a time. Using the candidate sets makes the search more thorough. The second
criterion function selects a feature to be added or removed from this set.

Input to the algorithm consists of the original feature set S, the first criterion
function J1, and the second criterion function J2. Let D be the total number of original
features. dsel is the number of selected features. dcand is the number of features in a
candidate set where dcand � 1. Ssel is the selected feature subset. Scand

− is the candidate
set in the backward step, and Scand

+ is the candidate set in the forward step.
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In the forward step, unselected features are evaluated by the a criterion function J1
and sorted in descending order. A candidate feature set is created as follows:

Sþ
cand ¼ xnjxn 2 SnSsel and n ¼ 1. . .dcand½ � and J1ðx1Þ� J1ðx2Þ � � � � J1ðxnÞf g

where J1 ¼ min IðY ;XnjSselÞ where Xn 2 SnSsel
As mentioned earlier, CMI is used as J1, and it can be calculated as follows:

IðY ;XnjXmÞ ¼ HðY ;XmÞ � HðXmÞ � HðY ;Xn;XmÞþHðXn;XmÞ

where I(Y; Xn|Xm) is the conditional mutual information between Y and Xn given Xm,
and H is an entropy function. For more information on how to compute CMI, see [4].

The feature selected is the one when combined with the previously selected subset
of size k gives the best subset when evaluated with J2, forming the selected subset of
size k + 1. Then the algorithm compares the new subset with the previously selected
subset of size k + 1 and retains the better one.

In the backward step, a feature to be removed must be the one providing the least
information to target classes, and its information has been caught by features already
picked. Therefore, J1 in the backward step is calculated as follows:

J1 ¼ max IðY ;XnjSselnXnÞ where Xn 2 Ssel

Selected features are evaluated by J1 and sorted in ascending order. A candidate set
is generated as follows:

S�cand ¼ xnjxn 2 SnSsel and n ¼ 1. . .dcand½ � and J1ðx1Þ� J1ðx2Þ� � � � � J1ðxnÞf g

The feature to be removed is the one when removed from the selected subset yields the
best subset with k features according to J2. The algorithm compares the new subset and
the previously selected subset of size k and retains the better one. The exclusion step
continues to smaller subsets if the new subset is better, or else the algorithm goes back
to the inclusion step. The algorithm terminates when the selected subset size is dsel þD.

3.1 The Second Criterion Function

As part of the feature selection process, the second criterion function (J2)’s role is to
select a feature subset that maximizes inter-class distances and minimizes intra-class
distances. Three effective measures are studied as candidates for J2.

Mutual Information (MI). MI can be calculated as follows:

IðY ;XnÞ ¼ HðYÞþHðXnÞ � HðY ;XnÞ

where H is an entropy function, Y is a class attribute, and Xn is the feature to be
selected.
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Jeffreys-Matusita Distance Bound to the Bayes Error (JMBH). JMBH can be
calculated as follows:

Jbh ¼
Xc

i¼1

Xc

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðxiÞPðxjÞ

q
J2ij

Jij ¼ 2ð1� e�BijÞ� �1=2

Bij ¼ 1
8
ðmi � mjÞt Ri þRj

2

� ��1

ðmi � mjÞþ 1
2
log

Ri þRj

2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffijRijjRjj

p
2
4

3
5

Where mi;mj and Ri; Rj are mean vectors and covariance matrices for the classes xi

and xj, respectively.

Mahalanobis Distance (MAHA). MAHA can be calculated as follows:

DMðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� lÞTS�1ðx� lÞ

q

where l is the mean vector, and S is the covariance matrix for a group.

3.2 Classification Model

Classification and Regression Trees (CART) was introduced by Breiman et al. [1].
CART is based on a fundamental idea that each split should be selected so that the data
in each descendant subset is purer than the data in the parent node. The node impurity
is largest when all classes are equally mixed together and smallest when the node
contains only one class. CART produces binary splits. Hence, it produces binary trees.
CART uses Gini impurity index as an attribute selection measure to build a decision
tree. Consider a parent node m, which contains the data that belongs to the jth class.
The impurity function for node t is given by i tð Þ ¼ 1�P

i p
2ðjjmÞ. The decrease of

split impurity is given by Di d; tð Þ ¼ i tð Þ � pLi mLð Þ � pRi mRð Þ, where t is a parent node
using a splitting coefficient d to split into two nodes mL and mR. The split with the
largest decrease in impurity is chosen for that particular node.

4 Experimental Evaluation

The data sets used in the experiments using standard data sets from the UCI machine
learning repository. For any data set without a separate test set provided, a 10-fold cross
validation is employed to measure performance. The stopping criterion for genetic
algorithm and PSO is set at 100 iterations.
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4.1 Effectiveness of Feature Fuzzification

In this experiment, we study the effectiveness of the fuzzification process using both
genetic algorithm and particle swarm optimization against not using the fuzzification at
all in different classification problems. An initial study shows that the swarm size of 30
particles gives the highest accuracy and will be used in all experiments. The results are
shown in Table 1. We can see that in almost all configurations using fuzzification
yields higher accuracy then not using it, thus the fuzzification is useful. In addition, the
configuration that gives the best results is fuzzification using GA and JMBH as J2
function (referred to as Fuzzified GA+JMBH).

4.2 Performance of the Proposed Technique

Since fuzzification and JMBH are beneficial to the performance of the proposed feature
selection technique, in this section we focus more on the feature reduction abilities of
fuzzification by genetic algorithm and particle swarm optimization. The results in

Table 1. Classification accuracy of applying and not applying feature fuzzification by genetic
algorithm and particle swarm optimization, with 3 different J2 criterion functions

Data Set Feature fuzzification by Genetic algorithm

MI JMBH MAHA

Fuzzified
Features

Non-Fuzzified
Features

Fuzzified
Features

Non-Fuzzified
Features

Fuzzified
Features

Non-Fuzzified
Features

Wine 94.44 88.89 100 100 100 88.89

Pima 75.33 75.33 79.22 76.63 75.33 75.33

Image
segmentation

92.57 90.62 92.57 90.19 92.57 90.62

Breast cancer 96.49 92.98 98.24 96.49 98.25 96.49

Sonar 95.23 80.95 95.23 85.71 95.23 80.95

Hill with
noise

59.4 56.6 59.9 56.6 59.08 56.6

Arrhythmia 80 62.22 82.22 60 66.67 62.22

Madelon 78.33 69.83 84.83 74 81.5 76

Data set Feature fuzzification by Particle swarm optimization

MI JMBH MAHA

Fuzzified
features

Non-fuzzified
features

Fuzzified
features

Non-fuzzified
features

Fuzzified
features

Non-fuzzified
features

Wine 94.44 94.44 100 94.44 100 94.44

Pima 75.33 76.32 76.62 73.68 75.33 76.32

Image
segmentation

91.48 91.48 90.81 90.81 90.95 90.95

Breast cancer 94.74 91.23 96.49 94.74 96.49 94.74

Sonar 80.95 100 88.28 85 85.71 100

Hill with
noise

58.58 58.58 61.67 57.43 57.43 57.43

Arrhythmia 74.19 65.22 80.64 60.87 67.74 69.56

Madelon 80.17 80.17 82.67 82.67 85.67 85.67
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Table 2 show that although GA yields higher accuracies in general, however, PSO
tends to give better feature reduction rates.

4.3 Comparisons with Other Research

Lastly, the proposed method (Fuzzified GA+JMBH) is compared against three recent
research on fuzzy-based feature selection which are: Jalali et al. [9], Vieira et al. [14],
Li and Wu [10], using the performance numbers reported in each paper. The results (in
Table 3) show that the proposed method outperforms [9] and [10] in all common data
sets. Comparing with [14], we find that the proposed method gives higher accuracy in

Table 2. Accuracies and feature reduction abilities of fuzzification by GA and PSO

Data Set Original
features

Fuzzified GA
+JMBH

Fuzzified PSO
+JMBH

Wine Accuracy 83.33 100 100
Features 14 3 2

Pima Accuracy 70.13 79.22 76.62
Features 8 4 2

Image
segmentation

Accuracy 90.29 92.57 90.81
Features 20 9 9

Breast cancer Accuracy 89.47 98.24 96.49
Features 31 4 3

Sonar Accuracy 71.43 95.23 88.28
Features 61 5 5

Hill valley with
noise

Accuracy 60.07 59.9 61.67
Features 101 12 1

Arrhythmia Accuracy 66.67 82.22 80.64
Features 280 20 6

Madelon Accuracy 75.67 84.83 82.67
Features 501 12 9

Table 3. Results of (Fuzzified GA + JMBH) compared to other previous fuzzy-based research.
Feature reduction percentages relative to the original feature sets are shown in parentheses.

Data Set Original number
of features

Jalali
et al. [9]

Vieira
et al. [14]

Li and Wu
[10]

Proposed
Method

Pima 8 – – 71.51
(89.17)

80.52 (50)

Wine 14 95.4
(65.38)

96 (69.23) 90.99
(83.59)

100 (76.92)

Breast
cancer

31 63.6
(91.66)

98 (86.67) 95.97
(96.67)

98.24
(87.09)

Sonar 61 – 86 (86.66) 68.06
(96.78)

95.24
(93.33)

Arrhythmia 280 – 87 (95.69) – 82.22
(92.83)
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3 out of 4 data sets. Thus, the proposed technique is shown to perform very well across
different data sets and in comparison with other techniques.

5 Conclusion

As data sets grow in size and complexity, a feature selection technique is needed to
select a small subset of highly predictive features from the entire set of features. The
technique is expected to reduce noises and distractions, thus improve both effectiveness
and efficiency of machine learning. This paper presents a new filter-based technique to
select a minimal set of features for classification problems. The proposed technique
employs fuzzification of original features using irregular-shaped membership functions
evolved by genetic algorithm and particle swarm optimization, and a filter-based fea-
ture selection using two criterion functions where the first function is applied to
eliminate features with redundant effects, and the second function is used to select a
feature subset that maximizes inter-class distances and minimize intra-class distances.
The technique is evaluated using standard UCI data sets and compared to recent
fuzzy-based feature selection research papers. The results show that feature selection
improves classification accuracy; that the use of evolutionary feature fuzzification and
two criterion functions enhances the performance of feature selection; and that the best
configuration is using Jeffreys-Matusita Distance Bound to the Bayes Error as the
second criterion function and genetic algorithm to evolve irregular-shaped fuzzy
membership functions. In addition, the proposed technique performs well in compar-
ison to previous research on common data sets.
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Abstract. The Manufacturing cell design problem focuses on the cre-
ation of an optimal distribution of the machinery on a productive plant,
through the creation of highly independent cells where the parts of cer-
tain products are processed. The main objective is to reduce the move-
ments between this cells, decreasing production times, costs and getting
other advantages. To find solutions to this problem, in this paper, the
usage of the Flower Pollination Algorithm is proposed, which is one of the
many nature-based algorithms, which in this case is inspired in the Pol-
lination of the flowers, and has shown great capacities in the resolution
of complex problems. Experimental results are shown, with 90 instances
taken from Boctor’s experiments, where the optimum is achieved in all
them.

Keywords: Manufacturing cell design problem · Flower pollination
algorithm · Metaheuristics · Optimization

1 Introduction

In the manufacturing industry, one of the main concerns is determinate efficient
ways to group the productive machinery, and a proved way to do this is the
usage of the Cellular Manufacturing (CM) [1], which consists in the decompo-
sition of the manufacturer system in subsystems called Cells which are easier
to administrate than the system as a whole. The objective is to find the opti-
mal cell configuration, where manipulation times, waste and the amount of part
exchange between cell are minimized and the administrative word is improved.
This problem is known as the Manufacturing Cell Design Problem (MCDP).

To solve extensive problems as the one described early, humanity has
observed the behavior of many phenomena which nature has perfected through
millions of years of evolution and based on those natural processes a bast amount
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 184–195, 2016.
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of algorithms were developed, like genetic ones, based on the Darwinian evolu-
tion of species [2], the ones based on swarms of birds or fishes [3,4], or even
based in the flashing patterns of the tropical fireflies [5] among many other
examples. From all these nature-inspired algorithms, this paper will focus en the
Flower Pollination Algorithm (FPA), which is based in the way the flowers are
pollinated.

This paper is organized as follows: In the Sects. 2 and 3, we introduce the
related works and a deeper explanation of the MCDP, including the mathemati-
cal formulation. Section 4 describes the FPA and how does it work. Finally, in the
Sects. 5 and 6 we present the experimental results and conclusions, respectively.

2 Related Work

The cell formation has been researched for many years. One of the first investi-
gations focused on resolving it is Burbidge’s work in 1963 [6]. He proposes the
usage of the incidence matrix, which is reorganized in a Block Diagonal Form [6]
(BDF). In recent years, many methods were used to resolve the MCDP. For
example, the Genetic Algorithm [7] (GA) inspired in the biological evolution
and its genetic-molecular base. The Neural Network [8] (NN) that takes the
behavior of the neurons and the connections of the human brain. Constraint
Programming [9] (CP) where the relationships between variables are expressed
as restrictions. Artificial Fish Swarm [10] (AFSA) which studies the intelligent
behavior of a fish swarm. Shuffled Frog Leaping Algorithm [11] (SFLA) inspired
in the memetic of frogs, where they try to jump into the search domain in search
of a better solution until the stop condition is met. Finally, Migrating Birds
Optimization [12,13] (MBO) inspired by migrating birds to fly.

3 Manufacturing Cell Design Problem

The Cellular Manufacturing, the convenient division of the machinery into cells,
is based in the Group Technology (GT) principles, proposed by Flanders in 1925
[14], the goal of this manufacturing method is the division of a set of parts
into families which share similitude in it’s geometry, fabrication process and/or
functions, and are produced in the same place. From the GT, it follows the
creation of highly independent cells that groups families of machinery, reduc-
ing the setting time, work, re-work, waste material, delivery time, production
cost, increasing the flexibility, improving the product’s quality and the produc-
tion control. There is abundant literature about this specific topic, for example
[15–17].

Find the best way to group the machines that processes the part’s families
and minimize the movement and interchange of parts between cells is the main
objective of the Manufacturing Cell Design Problem, to do this, the first thing
is schematize the problem into a matrix, called part-machine, where from the
reorganization of the points inside the matrix, the number of movements between
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cells can be minimized, from this two new matrix are created, called the machine-
cell and the part-cell. To explain this goal this optimization model [18,19] is used.
Let:

M , is the number of machines.
P , is the number of parts.
C, is the number of cells.
i, is the index of machines (i = 1, 2, ...,M).
j, is the index of parts (i = 1, 2, ..., P ).
k, is the index of cells (i = 1, 2, ..., C).
Mmax, is the maximum number of machines per cell.
A = [aij ], is the binary machine-part incidence matrix, where:

aij =
{

1 if machine i process the part j
0 otherwise (1)

B = [bik], is the binary machine-cell incidence matrix, where:

bik =
{

1 if machine i belongs to cell k
0 otherwise (2)

C = [cjk], is the binary part-cell incidence matrix, where:

cjk =
{

1 if part j belongs to cell k
0 otherwise (3)

The objective function models the minimization of the part movements
between cells as depicted in Eq. 4.

min

C∑

k=1

M∑

i=1

P∑

j=1

aijcjk(1 − bik) (4)

This objective function is under to three constraints where: the Eq. 5 states
that each machine belongs to only one cell. The Eq. 6 states that each part is
assigned to only one cell, and Eq. 7 determines the maximum number of machines
that a cell could has.

C∑

k=1

bik = 1,∀i (5)

C∑

k=1

cjk = 1,∀j (6)

M∑

i=1

bik ≤ Mmax,∀k (7)
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4 Flower Pollination Algorithm

The Flower pollination Algorithm [20] (FPA) is based in the pollination of flow-
ers, process focused on the survival of the fittest and the optimal reproduction
of plants in number and aptitude terms. The flower’s main purpose is the repro-
duction via pollination. This is made by the association with different kinds of
insects, birds, bats, and other animals, namely pollinators. This process can be
made in two different ways, biotic or abiotic. 90 % of flowering plants uses the
biotic pollination, in other words, with the pollinator’s help. The other 10 %
uses the abiotic way, that consist in the diffusion principally through air and
water [21].

Some pollinator tends to visit only some species of flowers, avoiding in
other species on their route, this behavior is denominated flower constancy [22].
This maximizes the pollen transfer between flowers of the same family, increas-
ing the reproduction chances, the pollinators benefit themselves increasing the
nectar harvest and minimizing the learning and exploration costs. The pollina-
tion process can be conceived by cross-pollination or self-pollination. The cross-
pollination is when the pollination occurs between the pollen of different plants
of the same species, while the self-pollination is the fertilization of the same or
different flower, but of the same plant.

The pollinators in the biotic pollination can travel great distances, and are
considered global pollinators. The movement patterns of birds and bees can be
explained with the Lévy Flight [23] and their jumps or flight distance obey a
Lévy distribution. Finally, the flower constancy is used as an incremental step
using the similitude of difference between two flowers.

The previously described characteristics are used to construct an algorithm
that emulates said process, and follow the next rules:

i The biotic and cross-pollination are considered as a global pollination process,
in which the pollen is carried by pollinator performing a Lévy Flight.

ii The abiotic and self-pollination are considered local pollination.
iii The flower Constancy can be considered as the reproduction probability,

which is proportional to the similarity of the two flowers involved.
iv The global and local pollination is controlled by a probability switch p

between 0 and 1. p ∈ [0, 1]. Due physical proximity and other factors like
wind, the local pollination may have a great fraction p in the general polli-
nation activities.

In reality, one plant has many flowers, and every flower can free millions and
even billions of pollen gametes. To simplify this is assumed that every plant has
only one flower and each flower produce only one pollen gamete. In other words,
pollen, gamete, flower and plant or solution (Xi) are considered the same thing.

There are two main steps in FPA, the global and local pollination, in the first
one the pollen is carried by pollinators, traveling long distances. This assures
reproduction and pollination of the fittest, and it will be denominated as g∗.
Mathematically, the fist rule, together with the flower constancy can be repre-
sented as:
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Xt+1
i = Xt

i + L(g∗ − Xt
i ) (8)

where Xt+1
i represents the pollen or solution vector, Xi the iteration t, and

g∗ is the best solution found inside the solutions of the current iteration. The
parameter L is the pollination strength, which essentially is the size of the step.
As pollinators can move using different step sizes, the Lévy Flight is used to
imitate efficiently this characteristic. Thus, an L > 0 is created from a Lévy
distribution.

L ∼ λΓ (λ)sin(πλ/2)
π

1
s1 + λ

, (S >> S0 > 0). (9)

where Γ (λ) is the standard gamma function, and this distribution is valid for
long steps s > 0.

The local pollination and the flower constancy can be represented as:

Xt+1
i = Xt

i + ε(Xt
j − Xt

k) (10)

Mathematically, if Xt
j and Xt

k are of the same species, or are selected from
the same neighborhood, this would be a random local travel if an ε is created
from a distribution in [0, 1]. Many pollination activities can happen locally or
globally. In practice, near flowers or from the nearby neighborhoods will have
the higher chance of being pollinated than the ones that are further away. To
emulate this a probability switch is used to determinate the chance to get any
of the two pollination processes.

Based in the rules set in the upper section, the following pseudo-code is
presented:

Algorithm 1. Flower Pollination Algorithm
1: Objective min or max f(x), x = (x1, x2, ..., xd)
2: Initialize a population of n flowers/pollen gametes with random solutions
3: Define a switch probability p ∈ [0, 1]
4: while (t < MaxGeneration) do
5: for i = 1 : n (all n flowers in the population) do
6: if rand < p then
7: Draw a (d-dimensional) step vector L which obeys a Lévy distribution
8: Global pollination via Xt+1

i = Xt
i + L(g∗ − Xt

i )
9: else

10: Draw ε from a uniform distribution in [0,1]
11: Randomly choose j and k among all the solutions
12: Do local pollination via Xt+1

i = Xt
i + ε(Xt

j − Xt
k)

13: end if
14: Evaluate new solutions, If new solutions are better, update the population
15: end for
16: Find the current best solution g∗
17: end while
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4.1 Integration Between FPA and MCDP

As the Flower Pollination Algorithm uses real numbers, is necessary make some
changes to solve the Manufacturing Cell Design which is a problem with a binary
domain. To overcome this issue, a vector is used to represent the input of the
problem (the matrix machine-cell). This vector will be as long as the number of
machines, every position in the vector will represent one machine, and the value
stored will represent in which cell the machine is currently assigned. From this
point, this vector will be denoted as V and every value stored will be vi, where
vi ∈ [1, C] and C is the number of cells (Fig. 1). This will be explained in the
following example:

– Quantity of Cells (C): 5
– Quantity of Machines (M): 10

Machines
Cells 2 5 1 2 3 4 5 1 3 3

Fig. 1. Vector representation with C = 5 and M = 10

As the C matrix (part-cell) is originated from the machine-cell matrix, is not
necessary change it to do the movement. Once the previous vector is formed, the
movements given by the metaheuristic can be made. This movements will follow
the exactly same principles as explained early, but in this case vectors will be
used. Every movement applies the modification to every position of the vector,
where the Eq. 11 explains the Lévy step, and the 12 the local step:

V t+1
j [k] = Approximate(V t

j [k] + L ∗ (bestV [k] − V t
j [k]) (11)

V t+1
j [k] = Approximate(V t

j [k] + E ∗ (V tm[k] − V t
n[k]) (12)

where:

t, is the current iteration.
j, is the solution to modify at it’s k-th.
bestV , is the best solution in the current iteration, which is also a vector.
L, is the size of the Lévy step.
E, is the size of the local step.
m and n are chosen randomly among the population.

The approximate function fixes the range of the solution given by the move-
ment. Thus if the new value exceeds the maximum number of cells given by the
problem. This value is changed to the number of cells, and in the opposite case
is changed to zero.
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5 Experimental Results

The FPA was codded in Java 1.8 and the program was executed in a notebook
with an Intel Core i5 3230M (2600 MHz–3200 MHz) processor, 8 GB RAM DDR3
1600 MHz and with Windows 10 as operative system. 90 problems where tested
(10 instances considering 5 maximum values for the machines with 2 cells, and 10
instances considering 4 maximum values for the machines for 3 cells). These prob-
lems where obtained from the Boctor’s experiments [19]. To obtain the results the
following values where used: n = 160, iterations = 100, p = 0.1, delta = 1.5.
Every experiment was executed 30 times.

The results are evaluated using the relative percentage deviation (RPD).
RPD value quantifies the deviation of the objective value Z from Zopt that in
our case is the best known value for each instance and it is calculated as follows:

RPD =
(

Z − Zopt

Zopt

)

× 100 (13)

Tables 1 and 2 contrast the values obtained from the metaheuristic versus
the known global optimum for each problem. Also, a comparison between two
classical techniques such as SA and PSO, and a comparison with two recent tech-
niques like MBO and SFLA. Each column represent respectively the instance of

Table 1. Experiments using C = 2: Optimum values for Flower Pollination (FPA),
Simulated Annealing (SA), Particle Swarm Optimization (PSO), Migrating Birds Opti-
mization (MBO), and Shuffled Frog Leaping Algorithm (SFLA).

Boctor Mmax Optimum FPA SA PSO MBO SFLA

Problem Value Optimum Average RPD%

1 8 11 11 11.40 0 11 11 11 11

1 9 11 11 11.03 0 11 11 11 11

1 10 11 11 11.07 0 11 11 11 11

1 11 11 11 11.17 0 11 11 11 11

1 12 11 11 11.30 0 11 11 11 11

2 8 7 7 7.07 0 7 7 7 7

2 9 6 6 6.33 0 6 6 6 6

2 10 4 4 4.77 0 10 5 4 4

2 11 3 3 4.07 0 4 4 3 3

2 12 3 3 3.33 0 3 4 3 3

3 8 4 4 4.43 0 5 5 4 4

3 9 4 4 4.37 0 4 4 4 4

3 10 4 4 4.23 0 4 5 4 4

3 11 3 3 3.80 0 4 4 3 3

3 12 1 1 2.17 0 4 3 1 1

4 8 14 14 14.00 0 14 15 14 14
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Table 1. (continued)

Boctor Mmax Optimum FPA SA PSO MBO SFLA

Problem Value Optimum Average RPD%

4 9 13 13 13.10 0 13 13 13 13

4 10 13 13 13.23 0 13 13 13 13

4 11 13 13 13.47 0 13 13 13 13

4 12 13 13 13.00 0 13 13 13 13

5 8 9 9 9.73 0 9 10 9 9

5 9 6 6 6.57 0 6 8 6 6

5 10 6 6 6.90 0 6 6 6 6

5 11 5 5 5.90 0 7 5 5 5

5 12 4 4 5.10 0 4 5 4 4

6 8 5 5 5.17 0 5 5 5 5

6 9 3 3 3.70 0 3 3 3 3

6 10 3 3 3.80 0 5 3 3 3

6 11 3 3 3.43 0 3 4 3 3

6 12 2 2 3.10 0 3 4 2 2

7 8 7 7 7.13 0 7 7 7 7

7 9 4 4 4.17 0 4 5 4 4

7 10 4 4 4.30 0 4 5 4 4

7 11 4 4 4.57 0 4 5 4 4

7 12 4 4 4.83 0 4 5 4 4

8 8 13 13 13.10 0 13 14 13 13

8 9 10 10 10.93 0 20 11 10 10

8 10 8 8 8.63 0 15 10 8 8

8 11 5 5 6.60 0 11 6 5 5

8 12 5 5 5.70 0 7 6 5 5

9 8 8 8 9.77 0 13 9 8 8

9 9 8 8 8.40 0 8 8 8 8

9 10 8 8 8.63 0 8 8 8 8

9 11 5 5 6.50 0 8 5 5 5

9 12 5 5 6.87 0 8 8 5 5

10 8 8 8 8.37 0 8 9 8 8

10 9 5 5 6.30 0 5 8 5 5

10 10 5 5 5.63 0 5 7 5 5

10 11 5 5 5.80 0 5 7 5 5

10 12 5 5 5.83 0 5 6 5 5
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Table 2. Experiments using C = 3: Optimum values for Flower Pollination (FPA),
Simulated Annealing (SA), Particle Swarm Optimization (PSO), Migrating Birds Opti-
mization (MBO), and Shuffled Frog Leaping Algorithm (SFLA).

Boctor Mmax Optimum FPA SA PSO MBO SFLA

Problem Value Optimum Average RPD%

1 6 27 27 27.57 0 28 - 27 -

1 7 18 18 18.07 0 18 - 18 -

1 8 11 11 13.23 0 11 - 11 -

1 9 11 11 12.13 0 11 - 11 -

2 6 7 7 7.27 0 7 - 7 -

2 7 6 6 6.07 0 6 - 6 -

2 8 6 6 7.77 0 7 - 6 -

2 9 6 6 6.93 0 12 - 6 -

3 6 9 9 9.23 0 8 - 9 -

3 7 4 4 4.07 0 8 - 4 -

3 8 4 4 4.57 0 4 - 4 -

3 9 4 4 4.77 0 27 - 4 -

4 6 27 27 27.03 0 18 - 27 -

4 7 18 18 18.00 0 14 - 18 -

4 8 14 14 14.73 0 13 - 14 -

4 9 13 13 14.13 0 11 - 13 -

5 6 11 11 11.70 0 9 - 11 -

5 7 8 8 8.60 0 9 - 8 -

5 8 8 8 10.03 0 8 - 8 -

5 9 6 6 7.47 0 8 - 6 -

6 6 6 6 6.83 0 5 - 6 -

6 7 4 4 4.10 0 5 - 4 -

6 8 4 4 4.50 0 4 - 4 -

6 9 3 3 4.17 0 11 - 3 -

7 6 11 11 11.60 0 5 - 11 -

7 7 5 5 5.27 0 5 - 5 -

7 8 5 5 6.07 0 5 - 5 -

7 9 4 4 4.20 0 14 - 4 -

8 6 14 14 14.47 0 11 - 14 -

8 7 11 11 11.63 0 11 - 11 -

8 8 11 11 12.70 0 10 - 11 -

8 9 10 10 11.67 0 12 - 10 -

9 6 12 12 12.60 0 12 - 12 -
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Table 2. (continued)

Boctor Mmax Optimum FPA SA PSO MBO SFLA

Problem Value Optimum Average RPD%

9 7 12 12 12.53 0 13 - 12 -

9 8 8 8 8.40 0 8 - 8 -

9 9 8 8 8.60 0 8 - 8 -

10 6 10 10 10.13 0 10 - 10 -

10 7 8 8 8.57 0 8 - 8 -

10 8 8 8 8.93 0 8 - 8 -

10 9 5 5 7.30 0 5 - 5 -

the Boctor problem, the maximum number of machines per cell, the known opti-
mum, the next columns present the results of other techniques (Migrating Birds
Optimization (MBO), Simulated Annealing (SA), and Particle Swarm Optimiza-
tion (PSO)). As it can be appreciated, the FPA achieve the optimum in every
instance tested. These experimental results show that the algorithm is able to
give good results with an Relative Percentage Deviation of 0 %.

On further inspection, it can be observed that the FPA has a quick conver-
gence to the optimum value. As an example in the 56 instance of the problem,
the algorithm converges in the eleventh iteration (see Fig. 2) and the 71 instance
achieve the optimum value in the 12 iterations (see Fig. 3). In this regard, in the
problems with two cells the best solution is achieved in average in 6.4 iterations
and in the configuration used, takes 318.4 ms of execution time. In the case of
the problems with 3 cells, the algorithm uses in average 18.3 iterations and 521.3
ms of execution time.

Fig. 2. Performing graph of the FPA with C = 3 and M = 6.
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Fig. 3. Performing graph of the FPA with C = 3 and M = 7.

6 Conclusion and Future Work

During the development of this work, it has been proven once more that the
Flower Pollination Algorithm is a highly promising metaheuristic, able to deliver
results to complex problems in an efficient and precise way. The MCDP although
highly investigated through the years, is complex enough to be a good benchmark
to the algorithm’s properties. To prove this it was used the vector representation
of the problem because it fit the movements described by the algorithm in a more
direct way. Finally, the integration between the problem and metaheuristic was
performed successfully. Also, FPA showed great speed convergence, reaching
optimal solutions in 90 test instances.
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de Valparáıso, Chile (VRIEA-PUCV 2016 and INF-PUCV 2015), by Animal Behavior
Society, USA (Developing Nations Research Awards 2016) and by Ph.D (h.c) Sonia
Alvarez, Chile.

References

1. Storch, R.L.: Group technology. College of Engineering, University of Washington
(2010)

2. Atmani, A., Lashkari, R., Caron, R.: A mathematical programming approach to
joint cell formation and operation allocation in cellular manufacturing. Int. J. Prod.
Res. 33(1), 1–15 (1995)

3. Adil, G., Rajamani, D., Strong, D.: A mathematical model for cell formation con-
sidering investment and operational costs. Eur. J. Oper. Res. 69(3), 330–341 (1993)

4. Kusiak, A., Chow, W.: Efficient solving of the group technology problem. J. Manuf.
Syst. 6(2), 117124 (1987)



Resolving the Manufacturing Cell Design Problem 195

5. Purcheck, G.F.K.: A linear-programming method for the combinatorial grouping
of an incomplete set. J. Cybern. 5(4), 51–78 (1975)

6. Medina, P.D., Cruz, E.A., Pinzon, M.: Generacin de celdas de manufactura usando
el algoritmo de ordenamiento binario (aob). Scientia et Technica Ao XVI(44), 106–
110 (2010)

7. Kusiak, A.: The part families problem in flexible manufacturing systems. Ann.
Oper. Res. 3(6), 277–300 (1985)

8. Shargal, M., Shekhar, S., Irani, S.: Evaluation of search algorithms and clustering
efficiency measures for machine-part matrix clustering. IIE Trans. 27(1), 43–59
(1995)

9. Seifoddini, H., Hsu, C.-P.: Comparative study of similarity coefficients and clus-
tering algorithms in cellular manufacturing. J. Manuf.Syst. 13(2), 119–127 (1994)

10. Srinivasan, G.: A clustering algorithm for machine cell formation in group tech-
nology using minimum spanning tree. Int. J. Prod. Res. 32(9), 2149–2158 (1994)

11. Deutsch, S., Freeman, S., Helander, M.: Manufacturing cell formation using an
improved p-median model. Comput. Ind. Eng. 34(1), 135–146 (1998)

12. Soto, R., Crawford, B., Almonacid, B., Paredes, F.: A migrating birds optimization
algorithm for machine-part cell formation problems. In: Sidorov, G., Galicia-Haro,
S.N. (eds.) MICAI 2015. LNCS (LNAI), vol. 9413, pp. 270–281. Springer, Heidel-
berg (2015). doi:10.1007/978-3-319-27060-9 22

13. Soto, R., Crawford, B., Almonacid, B., Paredes, F.: Efficient parallel sorting
for migrating birds optimization when solving machine-part cell formation prob-
lems. Sci. Program. 2016 (2016). https://www.hindawi.com/journals/sp/2016/
9402503/

14. Xambre, A.R., Vilarinho, P.M.: A simulated annealing approach for manufacturing
cell formation with multiple identical machines. Eur. J. Oper. Res. 151(2), 434–446
(2003)

15. Yang, X.-S.: Nature-Inspired Metaheuristic Algorithms. Luniver Press, Bristol
(2008)

16. Beni, G., Wang, J.: Swarm intelligence in cellular robotic systems. Adv. Sci. Lett.
102, 703–712 (1993)

17. Li, L., Shao, Z., Quian, J.: An optimizing method based on autonomous animals:
fish-swarm algorithm. Syst. Eng. Theory Pract. 22(11), 32–38 (2002)

18. Oliveira, S., Ribeiro, J., Seok, S.: A spectral clustering algorithm for manufacturing
cell formation. Comput. Ind. Eng. 57(3), 1008–1014 (2009)

19. Durn, O., Rodriguez, N., Consalter, L.: Collaborative particle swarm optimization
with a data mining technique for manufacturing cell design. Expert Syst. Appl.
37(2), 1563–1567 (2010)

20. Shafer, S.M., Rogers, D.F.: A goal programming approach to the cell formation
problem. J. Oper. Manag. 10(1), 28–43 (1991)

21. Aljaber, N., Baek, W., Chen, C.-L.: A tabu search approach to the cell formation
problem. Comput. Ind. Eng. 32(1), 169–185 (1997)

22. Lozano, S., Daz, A., Egua, I., Onieva, L.: A one-step tabu search algorithm for
manufacturing cell design. J. Oper. Res. Soc. 50(5), 209–516 (1999)

23. Wu, T., Chang, C., Chung, S.: A simulated annealing algorithm for manufacturing
cell formation problems. Expert Syst. Appl: Int. J. 34(3), 1609–1617 (2008)

http://dx.doi.org/10.1007/978-3-319-27060-9_22
https://www.hindawi.com/journals/sp/2016/9402503/
https://www.hindawi.com/journals/sp/2016/9402503/


A New Multiple Objective Cuckoo Search
for University Course Timetabling Problem

Thatchai Thepphakorn1,2, Pupong Pongcharoen1(&),
and Srisatja Vitayasak1

1 Department of Industrial Engineering, Centre of Operations Research
and Industrial Applications (CORIA), Faculty of Engineering,

Naresuan University, Phitsanulok 65000, Thailand
pupongp@nu.ac.th

2 Faculty of Industrial Technology, Pibulsongkram Rajabhat University,
Phitsanulok 65000, Thailand

Abstract. University course timetabling problem (UCTP) is classified into
combinatorial optimisation problems involving many criteria to be considered.
Due to many conflict objectives or difference objective units, combining
conflicting criteria into a single objective (weight sum approach) may not be the
best way of optimisation. The UCTP is well known to be Non-deterministic
Polynomial (NP)-hard problem, in which the amount of computational time
required to find the solution increases exponentially with problem size. Solving
the UCTP manually with/without course timetabling tool is extremely difficult
and time consuming. A new multiple objective cuckoo search based timetabling
(MOCST) tool has been developed in order to solve the multiple objective
UCTP. The cuckoo search via Lévy flight (CSLF) and cuckoo search via
Gaussian random walk (CSGRW) using the Pareto dominance approach were
embedded in the MOCST program for determining the set of non-dominated
solutions. Eleven datasets obtained from Naresuan University in Thailand were
conducted in computational experiment. It was found that the CSLF outper-
formed the CSGRW for almost all datasets whilst the computational times
required by the proposed methods were slightly difference.

Keywords: Course timetabling � Cuckoo search � Random walk � Multiple
objectives

1 Introduction

University course timetabling problem (UCTP) is one of the most challenging
scheduling problems due to its complexity and constraints [1]. This problem arises
every semester and is solved either manually by academic staff or using automatic
course timetabling tool [2, 3]. The UCTP is known to be a non-deterministic poly-
nomial (NP) hard problem, which means that the computational time required to find
the solution increases exponentially with problem size [4]. Solving large course
timetabling problems without efficient timetabling program is extremely difficult and
may require a group of people to work for several days [5].
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The UCTP is also classified into combinatorial optimisation problems [1] involving
many criteria to be considered. There are two general approaches to solve multiple
objective optimisation including: (i) to combine the individual objective functions into
a single composite function (such as weight sum method); and (ii) to determine the set
of Pareto optimal solutions [6]. Due to some considered objectives conflicting with
each other, optimising an individual solution with respect to a single objective may
produces unacceptable results for other objectives [6]. Moreover, the precise and
accurate selection of the weights responding to the preferences of decision-maker are
very difficult [6]. A set of Pareto optimal solutions is often preferred to a single solution
because: (i) all solutions contained in a Pareto optimal set are non-dominated with
respect to each other; and (ii) the final solution of the decision-maker is always a
trade-off [6]. However, the size of the Pareto set usually increases with the increase in
the number of objectives [6].

There has been very few research works reported on the multiple objective
UCTP. For example, non-dominated sorting genetic algorithm-II (NSGA-II) for
resource allocation problem (NSGA-II RAP) was developed to solve two real-world
instances [7]. NSGA-II with a variable population size (NSGA-II VPS) was proposed
to solve post enrolment course timetabling problem [8]. Guided search NSGA
(GSNSGA) was introduced for solving the benchmark datasets [1]. Local search
algorithm was also applied to improve the utilisation of university teaching space in
Australia [9].

Computational intelligence has been extended to many applications directly or
indirectly [10]. Machine learning, classifications and cluster, data mining, neural net-
works are included in the classical methods [10]. Nowadays, nature-inspired meta-
heuristic algorithms have become powerful and popular in computational intelligence
[10] such as genetic algorithms (GA), ant colony optimisation (ACO), particle swarm
optimisation (PSO), bat algorithm (BA), artificial bee colony (ABC) algorithm, firefly
algorithm (FA), harmony search (HS), cuckoo search (CS), and so on. These algo-
rithms have been widely used to solve NP hard problems within acceptable compu-
tational time, but they do not guarantee optimum solutions [11].

The CS is a one of nature-inspired metaheuristic algorithms and proposed by Yang
and Deb in 2009 [12]. During the last few years, CS has received high attention in
science and engineering because of several advantages including: (i) it can solve both
continuous and combinatorial problem domains [10]; (ii) it is a population-based
algorithm [13] that performs multiple directional searches using a set of population
(host nests); (iii) it uses some sort of elitism and/or selection similar to that used in HS
[12]; (iv) the randomisation in CS is more efficient as the step length is heavy-tailed,
any large step is possible [13]; (v) CS has the number of parameters fewer than GA and
PSO to be tuned [12]; and (vi) it is potentially more generic to apply to more categories
of optimisation problems [13].

Unfortunately, the applications of CS for solving the UCTP have been rarely
reported. Teoh et al. [14] have developed an adapted cuckoo optimisation algorithm
(ACOA) based on Lévy flight and elitist mechanisms to solve five datasets of the UCTP
in Malaysia. The numbers of hard and soft constraint violations were simultaneously
considered into a single function with different the penalty weights. The ACOA
outperformed the GA for almost all datasets, especially in the large problem size.
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Therehas been no report on the application of multiple objective cuckoo search using
Pareto dominance for solving real-world university course timetabling problem.

The objectives of this paper were to: (i) develop a new multiple objective cuckoo
search based timetabling (MOCST) tool using the Pareto dominance approach for
solving real-world course timetabling datasets obtained from the Faculty of Engi-
neering, Naresuan University; and (ii) compare the movement performances of the
cuckoo search using either Lévy flight (CSLF) or Gaussian random walk (CSGRW) in
terms of the solution quality and computational time required. The next section of this
paper briefly explains the CS algorithm. Section 3 describes the UCTP followed by the
procedures of the MOCST tool. Section 5 presents the experimental results and anal-
ysis followed by conclusions.

2 Cuckoo Search (CS) Algorithm

Cuckoo search (CS) is one of the nature-inspired metaheuristic algorithms [13],
inspired by the obligate brood parasitism of some cuckoo species by laying their eggs
in the nests of other host birds [15]. Each egg in a host nest represents a solution, and a
cuckoo egg represents a new solution [13]. The aim is to create the new and potentially
better solutions (cuckoos) to replace not-so-good solutions in the host nests [16]. For
simple CS algorithm, there are mainly three principle rules: (i) each cuckoo lays one
egg at a time, and dumps its egg in a randomly chosen nest [17]; (ii) the best nests with
high-quality eggs will be maintained to the next generation [17]; and (iii) the number of
available host nests is fixed, and the egg laid by a cuckoo is discovered by the host bird
with a probability, in this case, the host bird can either get rid of the laid egg or
abandon the nest and build a new nest [17]. The pseudo code for simple CS procedure
based on these principle rules is shown in Fig. 1.

Fig. 1. Pseudo code of the simple CS algorithm [12]
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In the initial process, objective function F(x) is specified. Then, each solution
xi (i = 1, 2,…, P) is generated randomly and evaluated its fitness before identifying the
current best solution. When generating new solutions xi

(t+1) for a cuckoo i, the CS via
Lévy flight (CSLF) is performed by using Eq. (1) [17].

ð1Þ
The product ⊕ means entrywise multiplications that is similar to those used in PSO

[13]. Where a > 0 is the step size which is related to the scales of the problem of
interest [17]. In order to accommodate the difference between solution quality, the a
can be defined as Eq. (2) [17].

a ¼ a0ðxðtÞj � xðtÞi Þ ð2Þ

Where a0 is a constant, while the term in the bracket corresponds to the randomly
solution difference between xj and xi [17]. The Lévy (b) is the random walk that random
step lengths is drawn from a Lévy distribution in Eq. (3) [17].

ð3Þ
Which has an infinite variance with an infinite mean, in which the consecutive steps

of a cuckoo essentially form a random walk process with obeys a power-law
step-length distribution with a heavy tail [17]. Therefore, the generation of step size
s samples can be summarised by Eq. (4) [17].

ð4Þ

Where u and v are drawn from normal distributions following in Eqs. (5) and (6)
[17]:

u�Nð0; r2uÞ; v�Nð0; r2vÞ ð5Þ

ru ¼ Cð1þ bÞ sinðpb=2Þ
C ð1þ bÞ=2½ �b2ðb�1Þ=2

� �1=b

; rv ¼ 1 ð6Þ

Where C is the standard Gamma function [17]. In case of CS via Gaussian random
walks (CSGRW), a new solution xi

(t+1) generated from a cuckoo i is performed by using
Eq. (7) [12].

xðtþ 1Þ
i ¼ xðtÞi þ a� et ð7Þ

Where, et obeys a Gaussian distribution, this becomes a standard random walk [12].
The a is defined as Eq. (2) [17]. After preforming the Lévy flight or Gaussian random
walks, the fitness value of new solution xi or F(xi) is evaluated. A nest or solution
among current population is randomly selected (called solution xj) in order to compare
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the solution quality with a new solution xi. The new xi will be accepted and replaced to
the xj if the F(xi) is better than the F(xj).

Next step, the worse nests or solutions will be abandoned according to a probability
Pa 2 [0,1] [17]. The new nests will be built at new locations by using random walks or
random permutation according to the similarity/difference to the host eggs [17]. After
that, the population will be sorted basing on the solution quality before identifying the
best so far solution. These processes are repeated until getting to the maximum iteration
(I) or stop criterion.

3 University Course Timetabling Problem (UCTP)

In educational institutions, timetabling courses and examinations is a crucial activity,
which assigns appropriate timeslots for students, lecturers, and classrooms [18]. In this
research, the real-world course timetabling problem from Naresuan University (NU) in
Thailand was considered because of many reasons: (i) comprising very large course
timetabling data; (ii) lacking an efficient and automatically timetabling tool due to the
current semi-automatic program not only unable to construct the best course time-
tabling but also requires many staffs and long consuming time to schedule in every
semester; and (iii) including constraint variants to schedule.

For examples: (i) there are multiple lecturers per a course, especially found in
laboratory periods; (ii) a course having multiple sections and teaching by the same
lecturers must be assigned only one section at the same time; and (iii) a course taught
by lecturers who being administrative position of university or external special lec-
turers, their requirements (such as available days and periods, building locations, and
classroom facilities) must be obeyed. Therefore, the large number and variety of
timetabling constraints related with course structures and special requirements found in
real-world problems will increases the difficulty and complexity to find a practicable
timetable [19].

The general constraints in course timetabling can be classified into two types: hard
constraints (HC) and soft constraints (SC) [11]. Hard constraints are the most important
and must be satisfied to have a feasible timetable whereas soft constraints are more
relaxed as some violations are acceptable, however the number of violations should be
minimised by algorithms [18]. The course timetabling constraints considered in this
research can be described into the HC and SC as following:

HCs considered were:

– all lectures within a course must be scheduled and assigned to distinct periods
(HC1);

– students and lecturers can only attend one lecture at a time (HC2);
– only one lecture can take place in a room at a given time (HC3);
– lecturers and students must be available for a lecture to be scheduled (HC4);
– all courses must be assigned into the classrooms according to their given require-

ments including building location, room facilities, and room types (HC5); and
– all lectures within a course required consecutive periods must be obeyed (HC6).
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In additions, SCs considered were:

– all courses should be scheduled in the appropriate classroom in order to avoid
unnecessary operating or renting costs (per hour) (SC1);

– the courses taught by the given lecturer(s) should be assigned into their available or
preferred day and periods in order to save the hiring costs (per hour) (SC2);

– the classrooms should be scheduled in consecutive working periods of a day in
order to reduce the number of times to clean or setup after using the rooms (per
time) (SC3); and

– the classrooms must have sufficient seats for the students on the module (SC4).

HC1–HC6 determine whether potential solutions are feasible. HC1–HC3 are the
fundamental timetabling constraints (called “event-clash” or binary constraint) that can
be found in almost all university timetabling problems [11] whilst HC4–HC6 are
individual requirements and timetabling policy found in the NU. SC1–SC4 are repre-
sented by the objective functions in this work. SC1–SC3 under consideration aimed to
minimise the total university operating costs determined from the constructed course
timetables whereas SC4 is to minimise the total inadequate seats. Due to difference in
the measurement units between costs (currency) and seat numbers, these SCs should be
determined in the multiple objective functions following (8);

f1ðxÞ ¼ W1SC1 þW2SC2 þW3SC3

f2ðxÞ ¼ W4SC4

Minimise FðxÞ ¼ ðf1ðxÞ; f2ðxÞÞ ð8Þ

Subject to:

HCk ¼ 0; 8k; ð9Þ

Equation (8) is the multiple objective functions that evaluated the total university
operating costs of the SC1–SC3, called f1(x), and the total number of inadequate chairs
of the SC4, called f2(x). The weightings (W1–W4) for each SC are not restricted and
depend upon the user preferences for each institution. In this work, W1–W4 were
specified at 50 (per hour), 300 (per hour), 2.5 (per time), and 1 (per time), respectively.
Equation (9) checks a timetable to be a feasible timetable, in which all hard constraints
must be satisfied. Where k is an index relating to the kth hard constraint (k = 1, 2,
3,…, H), where H is the number of hard constraints.

4 Multiple Objective Cuckoo Search Based Timetabling Tool

The multiple objective cuckoo search based timetabling (MOCST) program has been
coded in modular style using a general purpose programming language called TCL/TK
with C extension [20]. It was developed in order to solve the multiple objective UCTP
by using a cuckoo search (CS) algorithm. The main procedures within the MOCST
program are included in six steps and shown in Fig. 2.
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Step 1: after uploading course timetable data and assigning CS’s parameters, the
total number of events (n) is determined from the number of teaching periods
required for all modules (courses). Then, an event list containing a set of n events
was initialised. The event sequence in the list was sorted by using the Largest
unpermitted period degree (LUPD) first heuristic [21]. This rule reduces the
probability of getting infeasible timetables that generally occur in the process of
solution initialisation.
Next step is to create an empty timetable (solution), in which the length of that is
calculated taking into account the numbers of timeslots per day, working day per
week, and given classrooms. Then, all events according to the sorted list were
inserted into an empty timetable in order to produce an initial population xi (i = 1, 2,
3,…, P) that represents a set of possible timetables. Next step is to create a new list
having the same length of solution, in which each timeslot of a solution is assigned
random numbers uniformly distributed between 0 and 1, called random key
technique [22].
Step 2: this step is the evolution process of the CS algorithm. A cuckoo xi is
randomly selected from the current population. Then, the evolution of the xi is

Fig. 2. Pseudo code of the MOCST tool

202 T. Thepphakorn et al.



produced by using Lévy flight from Eq. (1) or Gaussian random walks from
Eq. (7).
Step 3: after evolution process, a new solution (xi′) may be either feasible or
infeasible timetable. The repair process was therefore design and embedded in the
MOCST program in order to rectify infeasible solutions.
Step 4: the solution quality of the xi′ can be measured by using Eq. (8). After that, a
cuckoo xj is randomly selected from the current population. Due to multiple
objective UCTP, Pareto dominance approach was adopted to compare the domi-
nance between xi′ and xj. If F(xi′) dominates F(xj), a cuckoo xj is replaced by the xi′,
otherwise xi′ is discarded. This processes will be repeated until all cuckoos in the
population are improved.
Step 5: the current population are increasingly ranked by using Pareto dominance
approach. A set of solutions at the first ranking is usually called the set of
non-dominated solutions.
Step 6: a solutions at the last ranking (xworse) are randomly selected to produce the
host nest abandon process. If random value (rand) obtained from the U[0,1] is lower
or equal to the Pa parameter, the xworse will be replaced by a new solution (xnew).
Otherwise, the xworse will be kept. Then, the set of global non-dominated solutions
is updated. These processes (Step 2 to Step 6) will be repeated until reach the
maximum iterations before showing the results.

5 Experimental Results and Analysis

The objective of the MOCST program is to construct the set of non-dominated
timetables that minimise both the university operating costs, f1(x), and the total number
of inadequate chairs, f2(x). Eleven course timetabling datasets obtained from the Fac-
ulty of Engineering, Naresuan University (NU) in Thailand (as shown in Table 1) were
used in the computational experiment.

Table 1. Characteristics of the proposed UCTP

Datasets Characteristics of university course timetabling problems
Courses Events Classrooms Days/week Periods/day Lecturers Curricula

1 56 173 53 5 10 30 19
2 103 323 77 7 10 62 36
3 123 353 86 7 10 49 27
4 124 380 74 7 11 56 35
5 144 452 91 7 10 78 43
6 162 486 99 7 10 71 34
7 163 499 88 7 11 72 38
8 204 639 114 7 10 96 52
9 208 647 99 7 11 102 56
10 221 687 108 7 12 94 44
11 323 1,009 142 7 13 143 66
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The experiment was aimed to investigate and compare the moving performances of
cuckoo search using either Lévy flight (CSLF) or Gaussian random walks (CSGRW) to
solve the proposed eleven datasets using the multiple objective functions. Personal
computer with Core 2 Duo 2.67 GHz CPU and 4 GB RAM was used to determine the
computational time required to execute experimental runs.

The factors of the CSLF and CSGRW included (i) the combination of population
sizes (host nests) and the number of iterations (PI), which determines the total number
of solutions generated (or amount of search) and the execution time, this computational
experiment the value was fixed at 24,000 to limit the time taken for computational
search; and (ii) the probability of alien egg discovery (Pa). The appropriate parameter
settings of both methods for each problem were adopted from previous work [23].

Each dataset, the CSLF and CSGRW were repeated thirty replications using dif-
ferent random seed numbers due to stochastic optimisation method. The sets of
non-dominated solutions obtained from thirty replications were combined together
before determining a set of Pareto optimal solutions (called X) again. After that, the
global non-dominated solutions (called Z) considered from the X of both CSLF and
CSGRW were also identified. The numbers of X contained in the Z (called Y) for each
algorithm were counted before calculating the Ratio Y/X [24]. The Ratio value is
distributed between 0 and 1. An algorithm having the higher values of Ratio indicated
that the performance of that algorithm to find the global non-dominated solutions is
better. The average execution times (Time: minute unit) required to solve the proposed
datasets were also determined and shown in Table 2.

From Table 2, it can be seen that the CSLF outperformed the CSGRW to find the
set of global non-dominated solutions for most datasets because of the higher values of
Ratio Y/X, whereas the CSGRW outperformed the CSLF for problem numbers 2 and 8.
Moreover, six of eleven datasets solved by the CSLF had the highest value of Ratio
Y/X whilst the CSGRW had only one dataset. The computational times required by
CSGRW and CSLF were slightly difference for all datasets.

Table 2. Comparative results to find the set of global non-dominated solutions

Datasets No. Global
non-dominated
solutions (Z)

CSLF CSGRW

No. Non-
dominated
solutions (X)

No. X
found
in Z (Y)

Ratio
Y/X

Time
(min)

No. Non-
dominated
solutions (X)

No. X
found
in Z (Y)

Ratio
Y/X

Time
(min)

1 10 9 6 0.67 3.54 14 4 0.29 3.24

2 16 10 8 0.80 10.95 9 8 0.89 10.59

3 4 3 3 1.00 14.81 13 1 0.08 16.63

4 5 6 4 0.67 12.34 5 1 0.20 11.14

5 14 14 14 1.00 17.16 6 0 0.00 15.14

6 4 3 3 1.00 28.04 10 1 0.10 26.37

7 11 10 10 1.00 17.81 5 1 0.20 15.94

8 5 4 0 0.00 36.94 5 5 1.00 35.12

9 13 11 8 0.73 24.29 13 5 0.38 24.88

10 3 3 3 1.00 36.79 13 0 0.00 35.54

11 7 6 6 1.00 107.22 5 1 0.20 92.60
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The sets of non-dominated solutions obtained from the CSGRW and the CSLF can
be represented by Pareto frontiers. For examples, dataset numbers 5, 7, 8, and 9 related
with medium and large size problems were selected to demonstrate both dominated and
non-dominated solutions generated from the CSLF and the CSGRW (shown in Figs. 3
and 4). It can be seen that the frontier curves of non-dominated solutions obtained from
CSLF and CSGRW were obvious difference for each dataset. Pareto frontier curves
belonging to the CSLF and CSGRW were dominated with each other for some datasets
(for example, see the 9th dataset in Fig. 4), whereas Pareto frontier curves obtained
from both methods were obviously split into two curves for some datasets (for
example, see the 8th dataset in Fig. 4). Moreover, the number of dominated solutions
obtained from both methods was also diversity for all datasets.

6 Conclusions

A new multiple objective cuckoo search based timetabling (MOCST) tool has been
developed in order to solve the multiple objective UCTP. The solutions or timetables
generated by the MOCST program were measured by minimising both the total

Fig. 3. Pareto frontiers for the 5th dataset (left) and the 7th dataset (right)

Fig. 4. Pareto frontiers for the 8th dataset (left) and the 9th dataset (right)
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university operating costs, f1(x), and the total number of inadequate chairs, f2(x).
Cuckoo search via Lévy flight (CSLF) and cuckoo search via Gaussian random walk
(CSGRW) using the Pareto dominance approach were embedded in the MOCST
program for determining the set of non-dominated solutions. Eleven datasets obtained
from real-world university course timetabling data in Thailand were computationally
conducted using the proposed program. Experimental results indicated that the CSLF
outperformed the CSGRW for almost all datasets. The computational times required by
both methods were slightly difference.
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Abstract. Computational intelligence (CI) has been successfully applied to
solve a variety of optimisation problems under uncertain conditions in manu-
facturing domains. Uncertainties have an impact on product mix and material
flow in manufacturing shop floor. The effective layout can reduce material
handling costs, and lead to reduce up to 50 % of the total operating expenses.
Machine layout design is classified into non-deterministic polynomial-time hard
problem. This paper presents the application of Genetic Algorithm for gener-
ating robust layouts under uncertainties on customers’ demand and breakdown
maintenance. This was aimed to minimise both cost and handling distance of
material flow. The experimental programme was conducted using eight
different-size datasets. Minimising trade-off between material travelling distance
and costs of relocating machines/equipment has been discussed. This provides a
decision framework for evaluating the investment on facility re-layout design.

Keywords: Genetic Algorithm � Robust layout � Machine re-layout � Demand
uncertainty � Maintenance

1 Introduction

Computational intelligence (CI), which is one important sub-branch of artificial
intelligence, is the study of the design of intelligent agents [1]. An intelligent agent is
an adaptive mechanism that can enable or facilitate intelligent behavior in complex and
changing environments [2]. Applications of CI can be found in prediction of stock
market [3], intrusion detection [4], protein classification [5], gene identification [6],
traffic signal [7], facility layout [8, 9], scheduling [10], timetabling [11], vehicle routing
[12], travelling salesman [13], and container packing [14]. CI has been also applied to
solve the problems in uncertain conditions [15].

Uncertainties may be caused by internal and external forces [16, 17]. Internal
disturbances include variable task times, rejects, rework, and machine breakdowns.
Reduced number of available machines due to breakdown machines can cause longer
flow time, lower productivity and higher production costs. Once materials flow is
interrupted, successive resources will be idle, which can reduce utilisation. In this case,
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the alternative machine is introduced to overcome the difficulties but material handling
time and distances are likely to change [17].

External forces consist of competitive environment, availability of resources, pro-
duct prices, product mix, and demand variability, which may be unknown. Uncertainty
may arise out of actions of competitors, changing consumer preferences, technological
innovations, and new regulations [17]. Variations in the level of customer demand and
product mix can disrupt the efficient flow of materials within a facility. These changes
affect production performance and the layout [18]. However, none of the papers took
into account both demand uncertainty and machine maintenance in optimisation
problems such as facility layout problem.

The objective of this paper is to demonstrate the application of Genetic Algorithm
(GA) for quantifying the affect of breakdown maintenance on machine layout design.
The remaining sections are organised as follows: Sect. 2 is comprehensive literature
reviews including computational intelligence, production condition in facility layout
problem, and machine breakdown. Application of GA on machine layout design
problems is shown in Sect. 3. The experimental results are presented in Sect. 4 and
finally, conclusions are drawn in Sect. 5.

2 Comprehensive Literature Review

The related literature reviews on application of computational intelligence, production
condition in facility layout problem, and machine breakdown were presented in sub-
sections as follows:

2.1 Computational Intelligence

In IEEE Word Congress on Computational Intelligence (1994), computational intelli-
gencewas defined as science-based approaches and technologies for analysis, design, and
development of intelligent systems. CI tools based on natural inspirations can be clas-
sified as the human-mindmodel based (e.g. fuzzy set theory), the artificial immune system
based (e.g. evolutionary computing), the swarm intelligence based (e.g. Ant Colony
Optimisation), and the emerging geo-sciences based (e.g. Earthquakes) [19]. These
natural-inspiration techniques (so called metaheuristics) are an important part of CI [20].

Genetic Algorithm (GA) [21], one of metaheuristics in evolutionary computing, is a
population-based, nature-inspired algorithm. A set of candidate solutions is generated
as an initial set of solutions, which then undergoes an evolutionary search process.
Exploitation and exploration processes are carried out simultaneously via crossover and
mutation operations, respectively [22], in which GA uses probabilistic (non-
deterministic) transition rules to guide exploitative search and also performs a multi-
ple directional search by maintaining a population of potential solutions. This mech-
anism can be adjusted for helping to escape from local optimal.

There are a number of literatures related to the application of GA on production and
operation management in the last few decades [23]. Lenin et al. [24] demonstrated the
effectiveness of GA to solve single-row layout design problem. The results obtained
were more favorable than other approaches. Kia et al. [25] proposed that GA can find
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near-optimal solutions much less computational time than CPLEX for most datasets.
Rose and Coenen [26] investigated the performance comparison of GA, and other
algorithms (e.g. Particle Swarm Optimisation) for ship outfitting scheduling. The
results indicated that GA was more efficient in terms of computational time.

2.2 Production Condition in Facility Layout Problem

Facility layout design involves arrangement of facilities into a limited manufacturing
shop floor. The effective layout can reduce material handling costs, and lead to quicker
transfer times between facilities, better productivity, and reduce up to 50 % of the total
operating expenses [27]. When the flow of materials between the facilities does not
change during the planning horizon, this problem is known as the static facility layout
problem (SFLP). The dynamic facility layout problems (DFLP) take into account
possible changes in the material handling over multiple periods. Variation in material
flow has been resulted from customer demand, product mix, number of machines, and
routing flexibility. Changing the processing route due to machine maintenance can
affect the flow intensity over time period but the consideration of maintenance in FLP
has not been reported in literature.

The facility layout problems (FLPs) are classified as Non-deterministic Polynomial
time hard problem [28]. The approximation algorithms have been applied to solve these
problems. A systematic literature review was undertaken using the ISI Web of Science
database for the period 2001 to February 2016. It can be found that GA has been
extensively applied to solve FLPs both in static [24] and dynamic [25] scenarios.

2.3 Machine Breakdown

Machine breakdown is a stochastic event that is a major concern in industry. If
operations are interrupted, it may be necessary to revise the schedule to re-optimise the
remaining operations taking into account the machine downtime. The easiest solution is
often to apply some dispatching rule to sequence operations immediately after the
breakdown occurs [29]. A number of parameters have been used to model machine
maintenance problems, for example machine failure rate has often been represented by
the Poisson distribution or generated randomly. Machine lifetime is commonly mod-
elled using the Weibull distribution. Mean time to failure has been represented by the
normal distribution or the exponential distribution. Breakdown maintenance has also
been considered in the context of robust scheduling [30].

3 Application of GA on Machine Layout Design Problems

3.1 Problem Statement

Machine layout design (MLD) under dynamic production condition can be robust, and
re-layout. Changing production condition due to external forces is product demand.
Demand profiles can be obtained from empirical data (the demand value is known in
advance and changes over time periods) or by using different types of distributions
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(exponential, normal distribution, or uniform) [31]. Breakdown maintenance (BM) can
be considered as one of internal production conditions. Once a machine is broken
down, an alternative machine will be assigned for production. This will effect to
material handling distance on the changing route of machine sequence. For example,
machine sequence is M1-M2-M3, if the M2 is unavailable because of BM, the alternate
machine (M9) is therefore selected. The machine sequence is adapted as M1-M9-M3
by which, material handling distance is changed. The evaluation function (Z) for the
efficiency of robust layout design can be used to minimise total material handling
distance (MHD) as defined by Eq. (1)

Minimise Z ¼
XM

i¼1

XM

j¼1

XN

g¼1

XP

k¼1

dijfijgkDgk ð1Þ

M is the number of machines, i and j are machine indexes (i and j = 1, 2, 3, …, M). N is
the number of product types, g is a product index (g = 1, 2, 3, …, N) and P is the
number of time periods, k is a time period index (k = 1, 2, 3, …, P). dij is the distance
from machines i to j (i 6¼ j), fijgk is the frequency of material flow of product g from
machines i to j on period k, and Dgk is the customer demand of product g on period k.

Rectangular machine layout design is concerned with the placement of machines
into a limited shop floor area having gap between machines. Machines are sequentially
arranged row by row, from left to right, starting at the first row and respecting floor
length and the gap [32]. When there is not enough area for placing the next machine at
the end of the row, it is placed in the next row. Vehicles moving between rows move to
the left or right side of the row and then up or down to the destination row.

3.2 Genetic Algorithm on MLD Problems

The GA pseudo-code for the proposed MLD is shown in Fig. 1 [33]. It comprises the
following steps: (i) encode the problem, which produces a list of genes using a numeric
string. Each chromosome contains a number of genes, each representing a machine
number, so that the length of each chromosome is equal to the total number of
machines needed to be arranged; (ii) prepare input data: the number of machines (M),
the dimensions of machines (width: MW x length: ML), maintenance plan, alternative
machines, the number of products (N) and the machine sequences (MS); (iii) specify
parameters: the population size (Pop), the number of generations (Gen), the probability
of crossover (Pc), the probability of mutation (Pm), floor length (FL), floor width (FW),
the gap between machines (G), and the number of periods (P); (iv) create the demand
levels of each product in each period (Dgk); (v) randomly generate an initial population
based on the defined Pop; (vi) apply crossover and mutation operators to generate new
offspring considering Pc and Pm respectively; (vii) arrange machines row by row based
on FL and FW; (viii) evaluate the fitness function value; (ix) select the best chromosome
having the shortest material handling distance using the elitist selection mechanism;
(x) choose chromosomes for next generation by using the roulette wheel selection; and
(xi) stop the GA process according to the number of generations. When the GA process
is terminated, the best-so-far solution is reported.
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4 Experimental Design and Analysis

The computational experiments were conducted using eight datasets, all of which had
different numbers of non-identical machines with various product types [34]. Each type
of product had different demand profiles and machine sequences. The program was
developed and coded in modular style using the Tool Command Language and Tool
Kit programming language [35]. The experiments were conducted on a personal
computer with an Intel Core i5 2.8 GHz CPU and 4 GB DDR3 RAM. The combination
of population size and the number of generations (Pop*Gen) determines the amount of
search and the computational time required. In this work Pop*Gen was set to 2,500
solutions, probabilities of crossover and mutation were set at 0.9 and 0.5 [31]. The
appropriate genetic operators were presented in the following subsection.

4.1 Genetic Operators on GA Performance

A dataset (9 products to be processed on 15 machines) was used to compare the
solution quality obtained from crossover operators (Enhanced edge recombination
crossover: EERX [36] and two-point centre crossover: 2PCX [37]) and mutation
operators (Two operations adjacent swap: 2OAS and two operations random swap:
2ORS [37]). The EERX and 2OAS were the best operators for scheduling problem
[38]. The FLP was solved by GA with 2PCX [39] and 2ORS [40].

The computational experiment was repeated five times. The results in term of mean,
standard deviation (SD), maximum (Max) and minimum (Min) of total material han-
dling distances are summarised in Table 1. This suggested that the appropriate cross-
over and mutation operators for MLD problem were 2PCX and 2ORS. This also
confirmed that the GA performance depends on the selection of the genetic operators.

Input problem dataset and Parameter setting (Pop, Gen, Pc, Pm, FL, FW, G, P)
Create demand level (Dgk) for each product associated with demand distribution
Randomly create initial population (Pop)
Set a  = 1 (first generation)
While a ≤ Gen do

For b =  1 to cross do (cross = round ((Pc x Pop)/2)))
Crossover operation

End loop for b
For c =  1 to mute do (mute = round(Pm x Pop)) 

Mutation operation
End loop for c
Arrange machines row by row based on FL , FW and G
Calculate material handling distance based on either re-layout or robust layout               
Selection of the best solution using elitist selection
Chromosome selection using roulette wheel method
a = a + 1 

End loop while
Output the best solution 

Fig. 1. Pseudo-code of Genetic Algorithm
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For the next experiment, two scenarios under ten time-periods were considered:
robust design, with no relocation when demand changed; and re-layout after demand
changes. In order to denote the difference on the affect of breakdown maintenance
(BM), the symbol (*) was introduced as the last letter of the variable only in BM
scenario. For example, the material handling distance calculated without BM is denoted
as MHD while in BM scenario, it is termed MHD*. In each period, the percentage of
breakdown maintenance machines (%BMM) was determined at 10 %, 20 % and 30 %.
During periods of maintenance, alternative machines were used. Each experiment was
replicated thirty times using different random seeds. With eight datasets, thirty repli-
cations, three values of %BMM and two types of layout, a total of 1,440 (8 � 30
3 � 2) computational runs have been carried out. Each solution was evaluated on the
ratio of the distance travelled with/without maintenance (MHD/MHD*) as shown in the
subsection as follows.

4.2 Material Handling Distance (MHD) Based on Re-layout and Robust
Layout

The second experiment aimed to minimise the MHD based on re-layout and robust
layout design. The Mean, SD, Min, and Max of the distances travelled are shown in
Table 2, where the lowest mean value of MHD for each dataset is indicated in bold.
They were analysed using an analysis of variance (ANOVA) to calculate P values. The
number of machines moved (NMM) and the machine movement distances (MMD) by
re-layout between the periods are included in Table 2.

The average total distance for re-layout was shorter than with the robust layout in
almost all datasets because the layout was redesigned according to the production flow
over time period. The Student’s t-test was applied to compare the differences in means
of MHD. There were statistically significant differences between re-layout and robust
layout with a 95 % confidence interval except for 40M20N and 40M40N. The robust
layout produced a lower distance than re-layout with some datasets. The process of
re-layout generated movement of machines between the periods, which effects the
MMD and NMM. These costs of movements are considered in the next section.

In most datasets, the distance (MHD*) for re-layout was shorter than the robust
layout. The ANOVA showed that the %BMM ratios significantly affected the material
handling distance with a 95 % confidence interval (since the P values were less than
0.05 for all datasets). An increase in the number of BM machines caused more changes
in machine sequences, so MHD* increased. However, the machine sequences depen-
ded upon the alternative machines defined.

Table 1. Relative performance of genetic operators (unit: metre)

Crossover operator Mutation operator Mean SD Max Min

EERX 2OAS 1,464.25 35.56 1,411.15 1,498.25
2ORS 1,477.35 20.43 1,442.95 1,497.05

2PCX 2OAS 1,437.33 37.68 1,373.55 1,469.45
2ORS 1,421.35 15.17 1,397.35 1,436.55
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4.3 Total Cost for Robust Layout and Re-layout

The results obtained from the above section will be used to determine the total costs of
both robust and re-layout approaches. For robust layout, the total cost was determined
from the MHD multiplied by the material handling cost (CMH), in which the CMH was
assumedly equals to one currency unit permetre. The total cost (TC) of re-layout included
material handling cost and machine shifting costs as shown in Eqs. (2) and (3). The
shifting costs were related to the NMM and the MMD. The average shifting costs based
on the NMM (CMV) and the MMD (CMD) were set at 1,000 currency units per machine
moved [18], and 50 currency units per metre, respectively. Both total costs without
maintenance (TC) and total costs with maintenance (TC*), which were calculated using
the MHD and MHD* obtained from the previous experiment, are shown in Table 3.

Total cost of re�layout ¼ CMH

XM

i¼1

XM

j¼1

XN

g¼1

XP

k¼1

dijfijgkDgk þ
XP

k¼1

CMV ðNMMkþ 1Þ

ð2Þ

Total cost of re�layout ¼ CMH

XM

i¼1

XM

j¼1

XN

g¼1

XP

k¼1

dijfijgkDgk þ
XP

k¼1

CMDðMMDkþ 1Þ

ð3Þ

Total cost (TC) of robust layout was lower than TC of re-layout both in terms of the
NMM and the MMD except for 20M20N, 20M40N and 50M25N. A Student’s t-test
showed that there were statistically significant differences in the mean of total cost
between robust layout and re-layout in some types of shifting cost. The mean total cost
had no statistically significant difference between the layout designs for the 40M20N
and 50M25N cases, so the layout was robustly designed or redesigned. The re-layout

Table 2. Values of total material handling distance (MHD) (unit: metre)

Dataset Value
Robust layout Re-layout

P-value MHD MHD* based on %BMM MHD MMD NMM
(machines)

MHD* based on %BMM 
10% 20% 30% 10% 20% 30%

10 machines Mean 531,623.4 595,992.6 648,008.0 718,537.9 523,545.7 589.3 62.6 587,690.4 642,451.2 701,071.5 0.001
5 products SD 11,023.7 18,962.6 22,179.8 19,694.1 6,716.8 202.0 10.4 12,336.1 12,828.6 16,117.7
(10M5N) Min 523,969.5 578,595.5 629,746.0 703,029.4 515,607.4 188.2 35.0 569,744.6 624,781.7 679,311.9

Max 565,028.6 649,594.9 701,533.4 774,072.3 542,662.9 960.7 81.0 623,345.7 675,020.9 737,729.3
20M10N Mean 3,375,077.5 3,542,104.0 3,628,745.5 3,941,721.4 3,291,791.1 2,128.8 178.4 3,480,769.7 3,590,226.8 3,943,083.0 0.000

SD 66,940.2 70,083.5 90,727.4 93,797.2 31,598.7 141.0 1.4 44,159.4 62,496.9 88,685.8
Min 3,246,870.4 3,405,568.5 3,491,732.5 3,751,832.7 3,222,192.6 1,863.7 175.0 3,393,370.5 3,484,739.5 3,804,493.3
Max 3,525,702.9 3,697,350.4 3,825,789.1 4,136,080.9 3,354,304.0 2,490.0 180.0 3,593,512.0 3,738,508.9 4,135,547.0

20M20N Mean 10,258,008.5 10,886,407.5 11,491,341.5 10,040,630.5 10,040,630.52 1,987.2 177.3 10,235,922.3 10,665,973.00 11,374,110.73 0.000
SD 174,047.6 377,961.7 379,507.2 64,521.2 64,521.22 178.5 2.3 147,267.5 244,816.87 206,137.12
Min 9,849,434.2 10,135,672.5 10,873,095.3 9,911,473.3 9,911,473.34 1,623.0 172.0 9,987,599.7 10,141,010.20 10,940,283.42
Max 10,614,291.9 11,917,048.8 12,629,320.2 10,145,030.9 10,145,030.94 2,266.9 180.0 10,548,10856 11,224,764.25 11,741,392.68

20M40N Mean 19,594,343.6 20,347,121.1 21,261,068.2 20,815,688.1 19,344,232.0 1,922.1 177.4 20,139,726.0 21,155,152.9 20,714,559.3 0.000
SD 231,398.2 318,814.4 355,670.7 361,285.2 86,578.0 192.8 2.7 162,503.9 285,552.8 212,577.9
Min 19,246,235.6 19,887,820.5 20,614,947.8 20,049,924.7 19,196,354.8 1,441.9 166.0 19,776,615.4 20,599,823.7 20,343,304.6
Max 20,141,262.1 21,181,869.2 22,179,471.9 21,493,810.5 19,559,491.6 2,321.7 180.0 20,451,603.2 21,706,222.8 21,159,455.8

30M15N Mean 7,895,278.6 8,276,170.0 8,489,326.7 9,056,617.6 7,751,286.3 3,445.4 268.2 8,171,360.7 8,413,654.6 8,989,992.9 0.001
SD 190,541.8 213,714.2 209,076.6 197,351.2 84,920.4 304.2 3.1 101,229.6 116,774.8 149,437.6
Min 7,477,879.1 7,915,148.6 8,041,397.4 8,663,135.8 7,602,228.3 2,608.1 253.0 7,997,155.8 8,170,185.6 8,740,363.1
Max 8,205,071.8 8,642,410.7 8,884,425.3 9,448,623.8 7,908,281.0 3,985.0 270.0 8,361,727.9 8,675,979.0 9,276,844.5

40M20N Mean 15,209,235.0 17,166,328.0 17,680,469.6 19,807,215.4 15,009,095.03 5,386.4 358.2 16,976,417.6 17,412,457.8 16,976,417.5 0.093
SD 604,071.8 596,320.1 711,828.6 628,823.9 197,095.41 230.8 1.4 231,094.9 249,105.6 231,094.9
Min 14,168,156.5 16,275,826.0 16,382,959.9 18,444,970.6 14,526,384.17 4,899.7 355.0 16,516,726.2 16,862,780.6 16,516,726.2
Max 16,423,379.4 18,793,575.0 19,249,222.1 20,954,182.8 15,415,321.48 5,791.1 360.0 17,584,220.7 17,824,532.5 17,584,220.7

40M40N Mean 27,952,468.5 30,354,735.4 32,107,292.1 34,014,129.5 28,081,365.5 5,389.3 358.5 30,461,892.5 32,183,090.3 33,912,727.2 0.393
SD 665,215.8 710,209.0 732,868.0 913,114.6 478,026.0 225.2 1.3 540,129.6 476,920.7 536,309.0
Min 26,735,184.2 28,861,378.3 30,625,120.7 32,160,002.9 27,262,325.6 4,911.6 355.0 29,295,863.1 30,959,845.3 32,852,483.2
Max 29,016,247.4 31,531,345.4 33,591,573.4 36,340,903.2 29,379,487.2 5,871.5 360.0 31,606,931.3 33,303,980.1 35,149,160.4

50M25N Mean 25,216,694.2 27,178,003.2 30,270,244.4 30,870,860.1 24,834,671.4 7,446.8 448.5 26,918,721.8 29,659,717.6 30,636,330.6 0.017
SD 789,782.7 668,805.8 1,470,163.5 1,062,502.1 279,895.3 312.5 2.0 456,708.4 507,280.9 598,307.5
Min 23,928,776.0 25,890,014.3 28,608,583.1 29,248,548.6 23,883,084.6 6,891.8 443.0 25,888,161.1 28,725,879.4 29,174,212.3
Max 26,950,652.2 28,643,707.9 34,650,791.3 33,655,833.1 25,311,940.1 8,248.3 450.0 27,726,425.7 30,672,417.1 32,139,498.5
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approach consumed time repositioning machines and required shifting costs, which
increased the total cost. For re-layout, the total cost in terms of the NMM was higher
than the moving distance cost. Whether the layout was robustly designed or redesigned
to another layout in the next period depended on the shifting cost and number of
machines and product types (datasets). However, it should be noted that the shifting
costs considered in this work were excluded and other costs related to the shutting
down of the manufacturing line were also omitted.

With breakdown maintenance, the lowest mean total cost for each %BMM is
highlighted in Table 3. The total cost (TC*) of robust layout was lower than re-layout
based on both types of shifting cost for 10M5N, 20M10N, 30M15N and 40M40N. For
all %BMM, the difference in mean total cost between robust layout and re-layout for
10M5N and 20M10N were statistically significant with a 95 % confidence interval
(since the P values obtained from the Student’s t-test were less than 0.05). The total
cost (TC*) of robust layout was higher than the TC* of re-layout in terms of MMD on
the dataset of 20M40N but there were statistically insignificant differences.

The robust layout was more effective than re-layout for some datasets and some
types of shifting costs. Within both types of shifting cost for re-layout, the total cost in
terms of the number of machines moved was higher than in terms of moving distance.
This confirmed that the shifting cost and number of machines and product types
(datasets) have an influence on machine layout design. However, the appropriate %
BMM determined whether the layout should be robust or re-laid out.

5 Conclusions

This paper has presented the application of Genetic Algorithm for quantifying the affect
of manufacturing machine layout design with/without maintenance consideration for
stochastic demand environments. The analysis considered scenarios where 10 %, 20 %

Table 3. Values of total cost (unit: currency unit)
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and 30 % of machines had breakdown maintenance. The material handling distances
for both re-layout and robust layout increased when some machines were maintained
during each period. This was caused by changes in routings due to the use of alternative
machines. The experimental results indicated that the material handling distance for
re-layout was shorter than for robust layout. However, redesigning the machine layout
according to demand levels generated shifting costs.

The total costs of the robust layout designs that did not consider maintenance were
lower than those that involved re-layout for almost all the datasets. Robust layout
designs also produced lower cost in breakdown maintenance situations. This was
because re-layout caused machines to be moved which caused shifting costs. However,
shifting costs may have according to the machine movements, which has an influence
on total cost for re-layout designs. It can be beneficial for companies to consider both
demand and machine uncertainty when designing layouts, providing that the future
demand and availability of machines are properly forecast and planned. Investors
should make decisions based on a trade-off between rearrangement cost and material
handling cost. Future research should be focused on designing the machine layout
without considering preventive machine maintenance and both of preventive and
breakdown maintenance.
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Abstract. Educational data mining aims to provide useful knowledge hidden in
educational data for better educational decision making support. However, a
large set of educational data is not always ready for a data mining task due to the
peculiarities of the academic system as well as the data collection time. In our
work, we focus on a study status prediction task at the program level where the
data are collected and processed once a year in the time frame of the program of
interest in an academic credit system. When there are little educational data
labeled for the task, the effectiveness of the task might be affected and thus, the
task should be considered in a semi-supervised learning process instead of a
conventional supervised learning process to exploit a larger set of unlabeled
data. In particular, we define a random forest-based self-training algorithm,
named minSemi-RF, for the study status prediction task at the program level.
The minSemi-RF algorithm is designed as a combination of Tri-training and
Self-training styles in such a way that we turn a random forest-based
self-training algorithm to be a parameter-free variant of the Tri-training algo-
rithm. This algorithm produces a final classifier that can inherit the advantages
of a random forest model. Based on the experimental results from the experi-
ments conducted on the real data sets, our algorithm is proved to be effective and
practical for early in-trouble student detection in an academic credit system as
compared to some existing semi-supervised learning methods.

Keywords: Self-training � Random forest � Tri-training � Educational data
mining � Study status prediction

1 Introduction

In recent times, educational data mining (EDM) has been regarded as a very active
research area where the outcomes of data mining techniques are utilized. Indeed, a
review on 240 related works has been conducted in [12]. Although stated in [12] as
“EDM is living its spring time and preparing for a hot summer season.”, we believe that
EDM is always a significant research area to discover useful information and knowl-
edge hidden in educational data for better educational decision making support.

As examined in [12], the classification task is among the most popular educational
data mining tasks. However, just a few related works took this task into account at the
program level in an academic credit system for detecting in-trouble undergraduate
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students as soon as possible along their study path. In addition, considering unlabeled
data in the learning process to obtain a more effective classifier for student classification
has not yet received much attention. In our work, a study status prediction task at the
program level in an academic credit system is defined as a multi-class student classi-
fication task for early in-trouble student identification based on their study performance
in a certain number of study years. We address this task in the aforementioned situation
where there is a limitation of labeled data for model construction of the task and
meanwhile, a larger set of unlabeled data is available for status prediction and able to
be exploited in the learning process of the task.

As compared to the existing works in the educational data mining area, our work
has the following different points. First of all, the context of our task is different from
that in the related works such as [3, 5, 7, 9, 11, 13, 14, 16] where no consideration on
unlabeled data in the learning process existed and there was no mention of an academic
credit system. Indeed, [3] has used the existing supervised learning methods in Weka
and social network analysis to predict unsuccessful students based on their student
records and social behavior data. Also using the existing supervised learning algo-
rithms, [5] obtained and examined 3 interpretable rule sets based on the student’s
course satisfaction which was not considered at the program level. [7] has enriched the
characteristics of each student using multiple data sources for a student classification
task. In [9], the success or failure of the students before the end of the course in the
Moodle platform was predicted using the existing supervised learning methods based
on the demographics and course attributes of each student. Instead of undergraduate
students, the work in [11] was dedicated to high school students. In [11], the authors
defined an evolutionary algorithm for high school student failure prediction based on
general survey, specific survey, and current marks of each student. [13] has employed
the existing supervised learning algorithms to classify the students with their similar
final marks depending on the activities in web-based courses. [14] has handled data
sparseness for a performance prediction task which was not viewed as a classification
task in an academic credit system. Finally, [16] has performed a 4-class mark pre-
diction task based on student’s performance and demographic information by means of
the existing supervised learning algorithms in Weka. In short, none of the aforemen-
tioned related works has exploited unlabeled data to enhance the performance of their
mining tasks with the only use of the supervised learning algorithms.

As an exception, [8] is much related to our work because both take advantages of
unlabeled data to make a final classifier more effective in a semi-supervised mecha-
nism. Different from [8], our work examines the data of the full-time regular students in
an academic credit system only based on their study performance. In addition, our work
defines a new approach to the task and compares the resulting algorithm with the
existing semi-supervised learning algorithms to emphasize its effectiveness.

In particular, a random forest-based self-training algorithm, named minSemi-RF, is
proposed to build an effective classifier in a semi-supervised learning process. This
algorithm is designed in a combined Tri-training [21] and Self-training [20] style with a
global convergence point by optimizing the prediction on the given original set of
labeled data. Besides, it can make the most of the random forest model [4] for the
diversity of the random trees in the resulting ensemble model. Moreover, its design is
made in a parameter-free configuration so that minSemi-RF can be more practical.
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With the proposed solution, we expect that a study status prediction task can help
forecasting the unpleasant cases in our students early and providing them with proper
consideration and support for their final success with the program they enrolled.

2 Study Status Prediction at the Program Level

2.1 Task Definition

Study status prediction of an undergraduate student in an academic credit system aims
to determine what his/her study status at the end point in time in the studying time
frame permitted by the program. A study status label (e.g., “studying”, “graduating”,
“study_stop”, “first_warned”, or “second_warnded”) is given depending on how well
the student has studied with respect to the extent that the program is accomplished.

As conducted in an academic credit system, our study status prediction task incurs
several challenges inherent from the peculiarities of this academic system at the data
and structure levels. They come from the flexibility of the system. Moreover, as wit-
nessed in the existing works, no benchmark educational data set is available for the
task. This would be more challenging when the data collection speed is slower and the
check for real effectiveness of a task’s result is time consuming at a unit of time which
is academic year. Thus, the task needs to be considered in a different way.

In this paper, we define the study status prediction task as a multi-class classifi-
cation task at the program level. In contrast to the existing related works [3, 5, 7, 9, 11,
13, 14], our work takes into account this task in such a different situation that edu-
cational data collected with available study status labels for supporting the task are
limited while many students with unknown study status need to be examined. In this
situation, a classification task should be formulated with a semi-supervised learning
process rather than a traditional supervised learning process, in order to exploit the data
from the students with unknown study status for the learning process. The effectiveness
of the study status prediction task is expected to be enhanced significantly.

First of all, we establish the data space where each student is represented as an
object in the space. In our work, the data space is a vector space whose dimensions
correspond to the subjects in the program. These subjects are required for each student
to successfully study to reach the degree of the program. As a result, each student is
characterized as a vector in that space reflecting his/her study performance. A value of
each vector at a dimension is a grade of the corresponding subject that the student has
obtained. If the student has not yet taken a course of the subject, its grade is not
available and its value at the corresponding dimension is zero (0) according to the
minimum level of the accomplishment of the program for graduation. In addition, each
student has a study status at the end point of study time for the enrolled program. If the
final study status of a student is known, his/her data will be used in a training set of the
learning phase. Otherwise, the student is a current student whose final study status will
be determined in the classification phase. Besides, the data of such a student will also
be used in the semi-supervised learning process as early mentioned.
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In the following, we formally define the input and output of the study status pre-
diction task. The input includes D and UD and the output is the prediction result on UD.

As for the input, D is a training set of n data vectors in a p-dimensional data space:
D = {X1, X2, …, Xn} where Xj = (xj,1, xj,2, …, xj,p, yj) for xj,d 2 [0, 10], yj 2 S where
S is a given set of study status labels, j = 1..n, d = 1..p. In the scope of this work, D is a
small set of labeled data and S includes five study status labels: graduating, studying,
first_warned, second_warned, and study_stop. UD is a set of un data vectors in a
p-dimensional data space: UD = {X1, X2, …, Xun} where Xj = (xj,1, xj,2, …, xj,p, yj)
for xj,d 2 [0, 10], yj which is an unknown class value to be determined in the task,
j = 1..un, d = 1..p.

The output of the task includes a set Y of all the values predicted for all yj’s for
j = 1..un in UD that can be a study status label such as: “graduating”, “studying”,
“first_warned”, “second_warned”, or “study_stop”.

Therefore, the task is formally stated with two phases as follows:

Phase 1 – Learning phase for classifier construction in a semi-supervised process

C ¼ LðD;UDÞ ð1Þ

Where C is a resulting classifier and L is a semi-supervised learning process on
both labeled and unlabeled data sets, D and UD, respectively.

Phase 2 – Classification phase for predicting a study status of each unknown student

Y ¼ CðUDÞ ð2Þ

Where Y is a set of predicted study status labels of all the students represented inUD.

2.2 Performing the Task

Nowadays, many learning algorithms are widely used for educational data mining.
Specifically for an educational data classification task, several algorithms such as Naïve
Bayes, Neural Network, Support Vector Machine, K-Nearest Neighbor (K-nn), Deci-
sion Tree C4.5, and Random Forest, etc. together with their variants have been utilized
in a supervised learning process. As for a semi-supervised learning process, several
existing well-known semi-supervised learning algorithms such as Self-training,
Tri-training, Co-training, De-Tri-training, and so on have been employed for student
dropout prediction in distance higher education in [8]. Different from the work in [8],
our work defines a new solution to the task in a parameter-free manner so that the task
can identify in-trouble students more effectively and practically. Indeed, a novel ran-
dom forest-based self-training approach is proposed in the next section.
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3 A Random Forest-Based Self-training Approach

As a solution to our aforementioned study status prediction task, a random forest-based
self-training approach is determined. It is a semi-supervised learning approach using
random forests in a Self-training style. It is also designed in a Tri-training style for no
parameter setting requirement. An analysis is given to highlight its advantages.

3.1 The minSemi-RF Algorithm

As one of the simplest semi-supervised learning algorithms originally introduced in
[20], the Self-training approach is well-known for the learning process that can exploit
both labeled and unlabeled data to construct a prediction model. Like Tri-training
proposed in [21], it asks for neither two sufficient and redundant views nor many
different classifiers in its learning process. However, Self-training is less complicated
than Tri-training. Based on the achievement of learning from noisy samples in [2],
Tri-training is more advanced as a parameter-less semi-supervised learning approach
that can handle the number of the most confidently predicted instances for an iterative
enhancement on its training data set. In addition, Self-training is unfortunately
inconvenient in practice as it requires an appropriate base classifier, how to define the
so-called most confidently predicted instances, and the number of the selected instances
for enhancement on the training set to be pre-determined by the users.

In our work, we would like to define a random forest-based self-training approach
in the Tri-training style so that the resulting semi-supervised learning approach can deal
with the disadvantages of Self-training and thus, become not only effective but also
practical for the users. In particular, we use a random forest model of three random
trees with (blogðpÞcþ 1) random features. This number of the random features is from
the theory of random forest models in [4]. Besides, these three random trees play a role
of the three classifiers in Tri-training. Different from the three classifiers in Tri-training,
the random trees in a random forest model are based on bootstrap sampling and their
diversity is ensured for a majority voting of an ensemble model due to the randomness
in constructing a random forest model [4, 10]. Following the agreement of all the base
classifiers in an ensemble for class prediction and the disagreement of the three clas-
sifiers in Tri-training, the probability threshold is automatically set; in order to select
the most confidently predicted instances from a current set of unlabeled data in our
approach. As a result, the proposed approach is free of parameter settings, inheriting the
advantages of the random forest model for effectiveness and robustness.

Moreover, the optimization of our algorithm is based on the generalization of the
final random forest model over the original set of labeled data containing true labels
that we certainly know and the final classifier does too. It is different from the opti-
mization in the semi-supervised learning process of Tri-training because it exhausts the
selection of the most confidently predicted instances until no more instance is selected
or no more instance is predicted. Tri-training performs an incremental examination on a
sequence of decreasing error rates on the original labeled data set. This examination
might lead to an early convergence, in spite of the less number of iterations.

For details, the pseudo-code of our minSemi-RF algorithm is given in Fig. 1. As
described in an iterative manner, the minSemi-RF algorithm performs as follows.
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In each iteration from line (5) to line (10), constructing a current random forest
model is done on a current set clSet of labeled data. This current classifier is then
evaluated on the original set lSet of labeled data. If its error rate is less than the
minimum error rate, i.e. its prediction power is better than that of the best-so-far
classifier, then the minimum error rate and the minimum classifier are updated with the
new current ones.

Fig. 1. The Proposed Semi-Supervised Learning Algorithm minSemi-RF on both Labeled and
Unlabeled Data in the p-dimension Vector Space
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From line (11) to line (18), exploiting unlabeled data is considered if the current set
of unlabeled data is not empty. Otherwise, the best-so-far classifier with the minimum
error rate is returned as a resulting classifier C. In these steps, all the instances of the
non-empty unlabeled set are predicted according to Eq. (3) and their prediction scores
are calculated according to Eq. (4). A set sSet of the most confidently predicted
instances with prediction scores = 1 is selected from the non-empty unlabeled set.

From line (19) to line (24), if the sSet set is not empty, the current set clSet of
labeled instances is updated to enlarge the training set in the next iteration and the
current set cuSet of unlabeled instances is shrunk by removing those chosen instances.
Otherwise, we return the best-so-far classifier with the minimum error rate as a
resulting classifier C.

As specified in Fig. 1, a resulting classifier C is obtained with two termination
conditions: no instance of the current set of unlabeled data is selected as the most
confidently predicted instance in line (23) or no instance exists in the current set of
unlabeled data in line (26). These termination conditions are based on the general
rationale behind the semi-supervised learning approach which aims to exploit unla-
beled instances in the learning process; that is the learning process will end if there is
no unlabeled instance for the exploitation. These two termination conditions make our
proposed algorithm converged in an optimized state.

In the rest of this subsection, we present the calculation of the prediction score of a
current instance X* and the most confidently predicted instance selection scheme in our
algorithm. Let m be the number of classes and t be the number of random trees in the
random forest model. In our algorithm, t is equal to three.

• Each random tree j performs a prediction on X* and provides a class distribution
score of each class Ci for i = 1..m for X* which is:

PjðCijX�Þ ¼ k
N

ð3Þ

where k is the number of instances in class Ci out of N instances in the training set
of the tree j at the leaf node. It can be seen that such a class distribution score from
each random tree is based on the purity of the instance set at the leaf node.

• A class distribution score of each class Ci at prediction for X* by the random forest
model is calculated as a total sum of all the class distribution scores of each class Ci

for i = 1..m by all t trees:

PðCijX�Þ ¼ Rj¼1::tPjðCijX�Þ ð4Þ

These class distribution scores P(Ci|X
*) for i = 1..m are then normalized into the

range [0, 1] such that: 8i ¼ 1::m; 0�PðCijX�Þ� 1 andRi¼1::mPðCijX�Þ ¼ 1.
• Based on the majority voting scheme, the final prediction score of X* is determined

as the maximum prediction score PðCijX�Þ for i ¼ 1::m and its predicted class is Ci

corresponding to the maximum prediction score PðCijX�Þ:
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Predicted classðX�Þ ¼ argmaxCi PðCijX�Þ for i ¼ 1::mf g ð5Þ

Prediction scoreðX�Þ ¼ max PðCijX�Þ for i ¼ 1::mf g ð6Þ

Once a prediction score is computed for the instance X*, it will be selected and
added into the resulting set if and only if its prediction score is 1. Its predicted label is
now considered true label once X* becomes an element of the training data set. The
reason for the threshold value of 1 in our selection scheme stems from the assumption
about the prediction of each random tree in an ensemble and also about the final
prediction of that ensemble. In our work, the final classifier is a random forest model.

3.2 Discussion

In short, our proposed semi-supervised learning algorithm, minSemi-RF, has been
designed in a combined self-training and tri-training style. It is applicable to classifier
construction from a small labeled data set and able to make use of a larger unlabeled
data set to provide a resulting random forest model more effective for classification in
practice. Above all, it is simple and practical with a restriction on neither the number of
classes nor parameter configurations.

Compared to the works [6, 10, 15, 18, 20, 21], ours has the different points below:
Firstly, we have defined a new convergence point in order to avoid an early

convergence as based on the original labeled data set. We believe that a global mini-
mum error rate on the original labeled data set can be observed in a finite loop till no
enhancement is made on the training data set of the learning phase. As of that moment,
the most effectiveness of the resulting classifier can be examined and obtained.

Secondly, agreement/disagreement of the base classifiers in our resulting model is
set in the majority voting scheme of an ensemble so that the most confidently predicted
instance selection scheme in our algorithm can select the smallest but finest set of the
instances that are truly labeled. This is because the prediction score of each selected
instance is one, implying that all the random trees make the same decision on its label.
Thus, a chance for such a decision to be correct is high with respect to an ensemble,
especially to a random forest model.

Finally, our algorithm is free from setting the probability threshold required by the
Self-training approach. Consequently, it is a parameter-less Self-training algorithm for
practical use.

4 Experimental Results

For further evaluation, this section presents an empirical study using the real data sets
of the regular students at Faculty of Computer Science and Engineering, Ho Chi Minh
city University of Technology, Vietnam National University – HCMC, Vietnam, [1].
These students followed the program in Computer Science in 2005–2008.
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Three data sets stemming from their study performance were prepared corre-
sponding to three years of study from year 2 to year 4, namely, “Year 2” for the
2nd-year students, “Year 3” for the 3rd-year students, and “Year 4” for the 4th-year
students. Table 1 describes the distribution of students over study status classes. The
features characterizing each student are 43 attributes corresponding to 43 subjects and 1
class attribute for his/her study status at the end point of permitted study time. Thus,
each student is represented as a 43-dimension vector in the vector space. Besides, each
data set has 1334 instances corresponding to 1334 students that will be examined.

As for the algorithms, we used the supervised learning algorithms J48 (i.e., C4.5)
and Random Forest in Weka [19]. Thanks to the authors of [10, 21] for the availability
of the source codes of Tri-training and Co-Forest, Tri-training [21] with C4.5 and
Co-Forest [10] with default parameter settings are used for comparison. In addition,
Random Forest [4] with 3 random trees and default random feature numbers and
Self-training [20] with C4.5 and 2/3 for its probability threshold are included. A choice
of Tri-training with C4.5 and Self-training with C4.5 is based on the empirical study in
[17] while a choice of Co-Forest is made due to the same base classifier as ours, which
is the random forest model in the semi-supervised learning process.

Besides the methods in the related works, the variants of the proposed minSemi-RF
algorithm are considered to highlight the effectiveness of the characteristics of
minSemi-RF. They are Semi-RF_2/3 and Semi-RF. Semi-RF_2/3 is a Self-training
method with a random forest model of 3 random trees using the probability threshold of
2/3 like the agreement check among the three classifiers in a Tri-training style. Different
from Semi-RF_2/3, Semi-RF is a Self-training method with a random forest model of 3
random trees using the probability threshold of 1. More advanced than Semi-RF, our
proposed minSemi-RF algorithm uses the probability threshold of 1 and the mini-
mization on the error rate over the original labeled data set for convergence.

Regarding performance measures, each value in Tables 2, 3 and 4 is the classification
accuracy (%) reached by each algorithm. The larger number is the better. For reliable
accuracy estimation, we use the k-fold cross validation scheme in the semi-supervised
learning context where a data set is divided into k folds in a stratified sampling scheme.
One fold is then used as a labeled data set and the other (k − 1) folds are used as an
unlabeled data set. The number of folds corresponds to the percentage of labeled data
available for the task, i.e., k = 2..10 corresponds to 50 %..10 % labeled data.

The experimental results in Tables 2, 3 and 4 show that our minSemi-RF algorithm
always outperforms the other algorithms regardless of the various data characteristics

Table 1. Distribution of study status of the students at the program level

Study status Graduating Studying First_warned Second_warned Study_stop Total

Number of
students

725 451 11 6 141 1334

Percentage (%) 54.35 33.81 0.82 0.45 10.57 100
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of each data set. Specific for the “Year 2” data set, minSemi-RF can improve the
prediction accuracy of the classifiers from the other algorithms from about 1 % up to
about 11 % except for Semi-RF. Besides, minSemi-RF can make use of unlabeled data
well to enhance the final classifier as this resulting classifier is about 2 %–4 % better
than the Random Forest model constructed in a supervised learning mechanism.
The same experimental results are achieved for the “Year 3” and “Year 4” data sets

Table 2. Accuracy (%) on the Year 2 data set

Fold# Labeled
data (%)

Random
forest

Self-training Tri-training Co-forest Semi-RF_2/3 Semi-RF minSemi-RF

2 50.00 66.27 62.89 63.27 61.99 66.57 69.04 69.04
3 33.33 65.29 63.34 63.46 59.45 65.63 67.47 70.46
4 25.00 64.69 61.72 62.27 58.97 64.54 66.72 68.72
5 20.00 65.03 64.77 61.73 59.54 65.74 67.95 69.12
6 16.67 64.45 61.21 60.73 59.72 65.23 66.64 67.36
7 14.29 65.19 61.57 60.64 57.87 65.45 67.30 68.17
8 12.50 64.10 62.11 60.81 59.61 64.35 66.64 68.14
9 11.11 63.36 61.24 62.07 58.53 63.91 65.42 67.66
10 10.00 63.91 62.44 61.87 58.84 64.69 65.99 67.34

Table 3. Accuracy (%) on the Year 3 data set

Fold# Labeled
data (%)

Random
forest

Self-training Tri-training Co-forest Semi-RF_2/3 Semi-RF minSemi-RF

2 50.00 72.11 69.04 66.57 67.99 72.19 73.39 75.86
3 33.33 71.89 68.52 68.97 65.93 72.26 73.24 74.55
4 25.00 70.64 65.97 67.79 63.52 71.01 72.59 73.59
5 20.00 69.90 67.88 68.12 64.47 70.01 71.50 73.78
6 16.67 69.54 67.21 66.19 65.05 69.93 71.02 72.11
7 14.29 69.00 67.08 65.84 63.53 69.60 71.55 72.89
8 12.50 68.97 66.13 64.79 62.91 69.78 71.02 72.99
9 11.11 68.68 67.05 68.61 62.34 68.68 70.78 71.58

10 10.00 67.32 65.95 66.33 63.94 67.89 69.12 71.55

Table 4. Accuracy (%) on the Year 4 data set

Fold# Labeled
data (%)

Random
forest

Self-training Tri-training Co-forest Semi-RF_2/3 Semi-RF minSemi-RF

2 50.00 74.44 72.04 72.11 68.22 74.89 77.21 77.74
3 33.33 72.41 69.57 71.06 66.12 72.41 74.48 74.93
4 25.00 72.16 70.26 70.09 66.99 72.31 73.11 75.86
5 20.00 71.55 69.45 69.40 65.69 71.87 72.77 74.27
6 16.67 70.72 70.13 69.22 65.35 71.21 73.55 74.20
7 14.29 72.45 68.80 68.18 65.14 72.68 73.98 75.07
8 12.50 69.98 68.15 67.74 65.31 70.15 73.15 73.89
9 11.11 70.77 69.30 69.09 64.25 70.80 71.51 72.75
10 10.00 70.51 67.77 66.38 65.22 70.98 71.83 73.16
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showing that the final classifier from minSemi-RF provides better predictions than
those from the other algorithms. However, the maximum improvements are around
10 % for the “Year 3” and “Year 4” data sets, which is a little bit less than one for the
“Year 2” data set, implying that our minSemi-RF algorithm performs well on sparser
data.

It is also worth noting that the accuracy of Semi-RF is always better than that of
Semi-RF_2/3, implying that the setting of the probability threshold of one in Semi-RF
and minSemi-RF is reasonable. Furthermore, the accuracy of minSemi-RF is always
better than that of Semi-RF, implying that the use of the global convergence point is
appropriate. Thus, the design of our proposed minSemi-RF algorithm is effective.
Regarding the percentages of labeled data in each experiment group, it is realized that
the more labeled data, the higher prediction accuracy is reached with our minSemi-RF
algorithm. Therefore, once the unlabeled data are predicted, adding those newly pre-
dicted data into the training data set and utilizing them in the learning process is
significant for a better classifier. This approach is also meaningful in practice as
unlabeled data arrive and need to be predicted over the time.

5 Conclusions

In this paper, we have considered the study status prediction task at the program level
for detecting in-trouble undergraduate students in an academic credit system. We
formulate this task as a multi-class classification task in a practical situation where
labeled data available for the task are limited and many unlabeled data that need to be
predicted in the task exist. A new approach is addressed for the task to overcome the
limitation of labeled data and exploit the richness of unlabeled data. In particular, a
random forest-based self-training algorithm, minSemi-RF, is defined with a global
convergence point. As a result, it provides an effective classifier to make better pre-
dictions on the real data sets than the one from the other existing algorithms. Above all,
our proposed algorithm is parameter-free and thus, helpful for practical uses.

In the future, we plan to build a decision making support model based on the
resulting classifier in practice to enhance a knowledge-driven educational decision
support system. In addition, more data characteristics such as imbalance, overlapping,
sparseness, etc. will be considered in the proposed approach for more effectiveness.
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Abstract. In this paper, we present a link between preference-based and
multiobjective sequential decision-making. While transforming a multi-
objective problem to a preference-based one is quite natural, the other
direction is a bit less obvious. We present how this transformation (from
preference-based to multiobjective) can be done under the classic con-
dition that preferences over histories can be represented by additively
decomposable utilities and that the decision criterion to evaluate poli-
cies in a state is based on expectation. This link yields a new source of
multiobjective sequential decision-making problems (i.e., when reward
values are unknown) and justifies the use of solving methods developed
in one setting in the other one.

Keywords: Sequential decision-making · Preference-based reinforce-
ment learning · Multiobjective markov decision process · Multiobjective
Reinforcement Learning

1 Introduction

Reinforcement learning (RL) [27] has proved to be a powerful framework for
solving sequential decision-making problems under uncertainty. For instance,
RL has been used to build an expert backgammon player [28], an acrobatic
helicopter pilot [1], a human-level video game player [15]. RL is based on the
Markov decision process model (MDP) [21]. In the standard setting, both MDP
and RL rely on scalar numeric evaluations of actions (and thus histories and
policies). However, in practice, those evaluations may not be scalar or may even
not be available.

Often actions are rather valued on several generally conflicting dimensions.
For instance, in a navigation problem, these dimensions may represent dura-
tion, cost and length. This observation has led to the extension of MDP and
RL to multiobjective MDP (MOMDP) and RL (MORL) [24]. In multiobjective
optimization, it is possible to distinguish three interpretations for objectives.
c© Springer International Publishing AG 2016
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The first one corresponds to single-agent decision-making problems where actions
are evaluated on different criteria, like in the navigation example. The second
comes up when the effects of actions are uncertain and one then also wants to
optimize objectives that correspond to probability of success or risk for instance.
The last interpretation is in multiagent settings where each objective represents
the payoff received by a different agent. Of course, in one particular multiobjec-
tive problem, one may encounter objectives with different interpretations.

More generally, sometimes no numerical evaluation of actions is available at
all. In this case, inverse reinforcement learning (IRL) [16] has been proposed
as an approach to learn a reward function from demonstration provided by a
human expert who is assumed to use an optimal policy. However, this assumption
may be problematic in practice as humans are known not to act optimally.
A different approach, qualified as preference-based, takes as initial preferential
information the comparisons of actions or histories instead of a reward function.
This direction has been explored in the MDP setting [12] and the RL setting
where it is called preference-based RL (PBRL) [2,9].

This theoretic paper presents a short overview of some recent work on multi-
objective and preference-based sequential decision-making with the goal of relat-
ing those two research strands. The contribution of this paper is threefold. We
build a bridge between preference-based RL and multiobjective RL, and high-
light new possible approaches for both settings. In particular, our observation
offers a new interpretation of an objective, which yields a new source of multi-
objective problems.

The paper is organized as follows. In Sect. 2, we recall the definition of stan-
dard MDP/RL, their extensions to the multiobjective setting and their general-
izations to the preference-based setting. In Sect. 3, we show how MORL can be
viewed as a PBRL problem. This then allows the methods developed for PBRL
to be imported to the MORL setting. Conversely, in Sect. 4, we show how some
structured PBRL can be viewed as an MORL, which then justifies the application
of MORL techniques on those PBRL problems. Finally, we conclude in Sect. 5.

2 Background and Related Work

In this section, we recall the necessary definitions needed in the next sections
while presenting a short review of related work. We start with the reinforcement
learning setting (Sect. 2.1) and then present its extension to the multiobjective
setting (Sect. 2.2) and to the preference-based setting (Sect. 2.3).

2.1 Reinforcement Learning

A reinforcement learning problem is usually defined using the Markov Decision
Process (MDP) model. A standard MDP [21] is defined as a tuple 〈S,A, T,R〉
where:

– S is a finite set of states,
– A is a finite set of actions,
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– T : S × A × S → [0, 1] is a transition function with T (s, a, s′) being the
probability of reaching state s′ after executing action a in state s,

– R : S×A → R is a reward function with R(s, a) being the immediate numerical
environmental feedback received by the agent after performing action a in
state s.

In this framework, a t-step history ht is a sequence of state-action:

ht = (s0, a1, s1, . . . , st)

where ∀i = 0, 1, . . . , t, si ∈ S and ∀i = 1, 2, . . . , t, ai ∈ A. The value of such a
history ht is defined as:

R(ht) =
t∑

i=1

γi−1R(si−1, ai)

where γ ∈ [0, 1) is a discount factor. A policy specifies how to choose an action
in every state. A deterministic policy π : S → A is a function from the set of
states to the set of actions, while a randomized policy π : S × A → [0, 1] states
the probability π(s, a) of choosing an action a in a state s.

The value function of a policy π in a state s is defined as:

vπ(s) = E
[ ∑

t≥0

γtRt

]
(1)

where Rt is a random variable defining the reward received at time t under
policy π and starting in state s. Equation (1) can be computed iteratively as the
limit of the following sequence: ∀s ∈ S,

vπ
0 (s) = 0 (2)

vπ
t+1(s) = R(s, π(s)) + γ

∑

s′∈S

T (s, π(s), s′)vπ
t (s′). (3)

In a standard MDP, an optimal policy can be obtained by solving the Bell-
man’s optimality equations: ∀s ∈ S,

vπ(s) = max
a∈A

R(s, a) + γ
∑

s′∈S

T (s, a, s′)vπ(s′). (4)

Many solution methods can be used [21] to solve this problem exactly: for
instance, value iteration, policy iteration, linear programming. Approaches based
on approximating the value function for solving large-sized state space have also
been proposed [27].

Classically, in reinforcement learning (RL), it is assumed that the agent does
not know the transition and reward functions. In that case, an optimal policy
has to be learned by interacting with the environment. Two main approaches
can be distinguished here [27]. The first (called indirect or model-based method),
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tries to first estimate the transition and reward functions and then use an MDP
solving method on the learned environment model (e.g., [26]). The second (called
direct or model-free method), searches for an optimal policy without trying to
learn a model of the environment.

The preference model that describes how policies are compared in standard
MDP/RL is defined as follows. A history is valued by the discounted sum of
rewards obtained along that history. Then, as a policy in a state induces a
probability distribution over histories, it also induces a probability distribution
over discounted sums of rewards. The decision criterion used to compare policies
in standard MDP is then based on the expectation criterion.

Both MDP and RL assume that the environmental feedback from which the
agent plans/learns a (near) optimal policy is a scalar numeric reward value.
In many settings, this assumption does not hold. The value of an action may
be determined over several often conflicting dimensions. For instance, in the
autonomous navigation problem, an action lasts a certain duration, has an energy
consumption cost and travels a certain length. To tackle those situations, MDP
and RL have been extended to deal with vectorial rewards.

2.2 Multiobjective RL

Multiobjective MDP (MOMDP) [24] is an MDP 〈S,A, T,R〉 where the reward
function is redefined as R : S × A → R

d with d being the number of objectives.
The value function v π of a policy π is now vectorial and can be computed as
the limit of the vectorial version of (2) and (3): ∀s ∈ S,

v π
0 (s) = (0, . . . , 0) ∈ R

d (5)

v π
t+1(s) = R(s, π(s)) + γ

∑

s′∈S

T (s, π(s), s′)v π
t (s′). (6)

In MOMDP, the value function of policy π Pareto-dominates that of another
policy π′ if in every state s, v π(s) is not smaller than v π′

(s) on every objective
and v π(s) is greater than v π′

(s) on at least one objective. By extension, we say
that π Pareto-dominates π′ if value function vπ Pareto-dominates value function
vπ′

. A value function (resp. policy) is Pareto-optimal if it is not Pareto-dominated
by any other value function (resp. policy). Due to incomparability of vectorial
value functions, there are generally many Pareto-optimal value functions (and
therefore policies), which constitutes the main difficulty of the multiobjective
setting.

Similarly to standard MDP, MOMDP can be extended to multiobjective
reinforcement learning (MORL), in which case the agent is not assumed to know
the transition function, neither the vectorial reward function.

In multiobjective optimization, four main families of approaches can be dis-
tinguished. One first natural approach is to determine the set of all Pareto-
optimal solutions (e.g., [14,33]). However, in practice, searching for all the
Pareto-optimal solutions may not be feasible. Indeed, it is known [20] that this
set can be exponential in the size of the state and action spaces. A more practical
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approach is then to determine an ε-cover of it [7,20], which is an approximation
of the set of Pareto-optimal solutions.

Definition 1. A set C ⊆ R
d is an ε-cover of a set P ⊆ R

d if

∀v ∈ P,∃v′ ∈ C, (1 + ε)v′ ≥ v

where ε > 0.

Another approach related to the first one is to consider refinements of Pareto
dominance, such as Lorenz dominance (which models a certain notion of fairness)
or lexicographic order [10,34]. In fact, with Lorenz dominance, the set of optimal
value functions may still be exponential in the size of the state and action spaces.
Again, one may therefore prefer to determine its ε-cover [20] in practice.

Still another approach to solve multiobjective problems is to assume the
existence of a scalarizing function f : Rd → R, which, given a vector v ∈ R

d,
returns a scalar valuation. Two cases can be considered: f can be either linear
[3] or nonlinear [17–19].

The scalarizing function can be used at three different levels:

– It can be directly applied on the vectorial reward function leading to the defi-
nition of a scalarized reward function. This boils down to defining a standard
MDP/RL from a MOMDP/MORL, which can then be tackled with standard
solving methods.

– It can also aggregate the different objectives of the vector values of histories
and then a policy in a state can be valued by taking the expectation of those
scalarized evaluation of histories.

– It can be applied on the vectorial value functions of policies in order to obtain
scalar value functions.

For linear scalarizing functions, those three levels lead to the same solutions.
However, for nonlinear scalarizing functions, they generally lead to different solu-
tions. In practice, it generally only makes sense to use a nonlinear scalarizing
function on expected discounted sum of vector rewards (i.e., vector value func-
tions), as the scalarizing function is normally defined to aggregate over the final
vector values. To the best of our knowledge, most previous work has applied
a scalarizing function in this fashion. In Sect. 3, we describe a setting where
applying a nonlinear scalarizing function on vector values of histories could be
justified.

A final approach to multiobjective problem assumes an interactive setting
where a human expert is present and can provide additional preferential infor-
mation (i.e., how to trade-off between different objectives). This approach loops
between the following two steps until a certain criterion is satisfied (e.g., the
expert is satisfied with a proposed solution or there is only one solution left):

– show potential solutions or ask query to the expert
– receive a feedback/answer from the expert
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The feedback/answer from the expert allows to guide the search for a preferred
solution among all Pareto-optimal ones [25], or elicit unknown parameters of
user preference model [22].

In both standard MDP/RL and MOMDP/MORL, it is assumed that numeric
environmental feedback is available. In fact, this may not be the case in some
situations. For instance, in the medical domain, it may be difficult and even
impossible to value a treatment of a life-threatening illness in terms of patient
well-being or death with a single numeric value. Preference-based approaches
have been proposed to handle these situations.

2.3 Preference-Based RL

A preference-based MDP (PBMDP) is an MDP where possibly no reward func-
tion is given. Instead, one assumes that a preference relation � is defined over
histories. In the case where the dynamics of the system is not known, this set-
ting is referred to as preference-based reinforcement learning (PBRL) [2,4,6,9].
Due to this ordinal preferential information, it is not possible to directly use the
same decision criterion based on expectation like in the standard or multiobjec-
tive cases. Most approaches in PBRL [4,6,9] relies on comparing policies with
probabilistic dominance, which is defined as follows:

π � π′ ⇐⇒ P[π � π′] ≥ P[π′ � π] (7)

where P[π � π′] denotes the probability that policy π generates a history pre-
ferred or equivalent to that generated by policy π′. Probabilistic dominance is
related to Condorcet methods (where a candidate is preferred to another if more
voters prefers the former than the latter) in social choice theory. This is why the
optimal policy for probabilistic dominance is often called a Condorcet winner.

The difficulty with this decision model is that it may lead to preference cycles
(i.e., π � π′ � π′′ � π) [12]. To tackle this issue, three approaches have been
considered. The first approach simply consists in assuming some consistency
conditions that forbid the occurence of preference cycles. This is the case in
the seminal paper [35] that proposed the framework of dueling bandits. This
setting is the preference-based version of multi-armed bandit, which is itself a
special case of reinforcement learning. The second approach consists in consid-
ering stronger versions of (7). Drawing from voting rules studied in social choice
theory, refinements such as Copeland’s rule or Borda’s rule for instance, have
been considered [5,6]. The last approach, which was proposed recently [8,12],
consists in searching for an optimal mixed1 policy instead of an optimal deter-
ministic policy, which may not exist. Drawing from the minimax theorem in
game theory, it can be shown that an optimal mixed policy is guaranteed to
exist.

1 The randomization is over policies and not over actions, like in randomized policies.
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3 MORL as PBRL

An MOMDP/MORL problem can obviously be seen as a PBMDP/PBRL
problem. Indeed, the preference relation � over histories can simply be taken as
the preference relation induced over histories by Pareto dominance. Then prob-
abilistic dominance (7) in this setting can be interpreted as follows. A policy
π is preferred to another policy π′ if the probability that π generates a history
that Pareto-dominates a history generated by π′ is higher than the probability
of the opposite event. A minor issue in this formulation is that incomparability
is treated in the same way as equivalence.

More interestingly, when a scalarizing function f is given, scalarized values
of histories can then be used and compared in (7), leading to:

π � π′ ⇐⇒ P[f(R(Hπ)) ≥ f(R(Hπ′))] ≥ P[f(R(Hπ′)) ≥ f(R(Hπ))]

where Hπ (resp. Hπ′) is a random history generated by policy π (resp. π′) and
R(Hπ) (resp. R(Hπ′)) is its vectorial value. Notably, this setting motivates the
application of a nonlinear scalarizing function on vector values of histories, which
has not been investigated before [24].

More generally, viewing MOMDP/MORL as a PBMDP/PBRL, one can
import all the techniques and solving methods that have been developed in the
preference-based settings [6,9,12]. As far as we know, both cases above (with
Pareto dominance or with a scalarizing function) have not been investigated.
We expect that efficient solving algorithms exploiting the additively decompos-
able vector rewards could possibly be designed by adapting PBMDP/PBRL
algorithms.

When transforming a multiobjective into a preference-based problem, the
decision criterion has generally to be changed from one based on expectation to
one based on probabilistic dominance. This change may be justified for different
reasons. For instance, when it is known in advance that an agent is going to face
the decision problems only a limited number times, the expectation criterion
may not be suitable because it does not take into account notions of variability
and risk attitudes. Besides, when the decision problem really corresponds to a
competitive setting, probabilistic dominance is particularly well-suited.

4 PBRL as MORL

While viewing MOMDP/MORL as PBMDP/PBRL is quite natural, the other
way around may be less obvious and more interesting. We therefore develop in
more details this direction by focusing on one particular case of PBMDP/PBRL
where the preference relation over histories is assumed to be representable by
an additively decomposable utility function and the decision criterion is based
on expectation (e.g., as assumed in inverse reinforcement learning [16]). This
amounts to assuming the existence of a reward function R̂ : S×A → {x1, . . . , xd}
where the xi’s are unknown scalar numeric reward values. Exploiting this
assumption, we present two cases where PBMDP/PBRL can be transformed into
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MOMDP/MORL, and justifies the use of one scalarizing function, the Chebyshev
norm, on the MOMDP/MORL model obtained from a PBMDP/PBRL model.

4.1 From Unknown Rewards to Vectorial Rewards

The first transformation assumes that an order over unknown rewards is known,
while the second assumes more generally that an order over some histories are
known.

Ordered Rewards. In the first case, we assume that we know the order over
the xi’s. Without loss of generality, we assume that x1 < x2 < . . . < xd.

Following previous work [29,30], it is possible to transform a PBMDP into
an MDP with vector rewards by defining the following vectorial reward function
R̄ from R̂:

∀s ∈ S,∀a ∈ A, R̄(s, a) = 1i if R̂(s, a) = xi (8)

where 1i is the i-th canonical vector of Rd. Using R̄, one can compute the vector
value function of a policy by adapting (5) and (6). The i-th component of a
vector value function of a policy π in a state can be interpreted as the expected
discounted count of reward xi obtained when applying policy π. However, note
that because of the preferential order over components, two vectors cannot be
directly compared with Pareto dominance. Another transformation is needed to
obtain a usual MOMDP.

Given a vector v, we define its decumulative v↓ as follows:

∀k = 1, . . . , d, v↓
k =

d∑

j=k

vj

A PBMDP/PBRL can be reformulated as the following MOMDP/MORL where
the reward function is defined by:

∀s ∈ S,∀a ∈ A,R(s, a) = 1↓
i if R̂(s, a) = xi (9)

Using this reward function, the vector value function v π of a policy π can be
computed by adapting (5) and (6). One may notice that v π(s) is the decumu-
lative vector computed from v̄π.

The relations between the standard value function vπ, the vectorial value
functions v̄π and v π are stated in the following lemma.

Lemma 1. We have:

∀s ∈ S, vπ(s) = (x1, x2, . . . , xd) · v̄π(s) = (x1, x2 − x1, . . . , xd − xd−1) · vπ(s)

where x · y denotes the inner product of vector x and vector y.

It is then easy to see that if v π(s) Pareto-dominates v π′
(s) then vπ(s) ≥ vπ′

(s)
thanks to the order over the xi’s.
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Ordered Histories. In some situations, the order over unknown rewards may
not be known and may not be easily determined. For instance, in a navigation
problem, it may not be obvious how to compare each action locally. However,
comparing trajectories may be more natural and easier to perform for the system
designer. Note that although vectorial reward function R̄ in (8) can be defined,
without the order over rewards xi’s, vectorial reward function R in (9) (and thus
the corresponding MOMDP/MORL) cannot be defined anymore.

In those cases, if sufficient preferential information over histories is given, the
previous trick can be adapted using simple linear algebra. We now present this
new transformation from PBMDP/PBRL to MOMDP/MORL. We assume that
the following comparisons are available:

h1 ≺ h2 ≺ . . . ≺ hd (10)

where the hi’s are histories. Using the vector reward R̄, one can compute the
vector value of each history, i.e., ∀i = 1, 2, . . . , d, if hi = (s0, a1, s1, . . . , st) then
its value is defined by:

r̄i =
t∑

j=1

γj−1R̄(sj−1, aj) ∈ R
d.

We assume that {r̄1, . . . , r̄d} form an independent set, which implies that the
matrix H whose columns are composed of {r̄1, . . . , r̄d} is invertible. Recall
H is the basis change matrix from basis {r̄1, . . . , r̄d} to the canonical basis
{11, . . . ,1d} and its inverse matrix H−1 is the basis change matrix in the other
direction. Rewards xi’s represented by the canonical basis can then be expressed
in the basis formed by the independent vectors {r̄1, . . . , r̄d} using the basis change
matrix H−1. Now, let us define a new vector reward function RH by:

∀s ∈ S,∀a ∈ A,RH(s, a) = H−1↓
i if R̂(s, a) = xi (11)

where H−1↓
i is the decumulative of the i-th column of matrix H−1. Using this

new reward function, one can define vector value function v π of a policy π by
adapting (5) and (6).

Lemma 2. We have:

∀s ∈ S, vπ(s) = (r1, r2 − r1, . . . , rd − rd−1) · vπ(s)

where ri is the value of history hi, i.e., ri = (x1, . . . , xd) · r̄i.

As the value of the ri’s is increasing with i, if v π(s) Pareto-dominates v π′
(s),

then π should be preferred.

Applying MORL Techniques to PBRL. We have seen two cases where a
PBMDP/PBRL problem can be transformed into an MOMDP/MORL problem.
As a side note, one may notice that the second case is a generalization of the
first one. Thanks to this transformation, the multiobjective approaches that
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we recalled in Sect. 2.2 can be applied in the preference-based setting. We now
mention a few cases that would be interesting to investigate in our opinion.

Here, a Pareto-optimal solution corresponds to a policy that is optimal for
admissible reward values that respects the order known over rewards or histories.
Like in MOMDP/MORL, it may not be feasible to determine the set of all
Pareto optimal solutions. A natural approach [20] is then to compute its ε-cover
to obtain a representative set of solutions that are approximately optimal.

Another approach is to use a non-linear scalarizing function like the Cheby-
shev distance to an ideal point. A policy π∗ is Chebyshev-optimal if it minimizes:

π∗ = argmin
π

max
i=1,...,d

Ii −
∑

s∈S

μ(s)v π
i (s) (12)

where Ii = maxπ

∑
s∈S μ(s)v π

i (s) defines the i-th component of the ideal point
I ∈ R

d, μ is a positive probability distribution over initial states and v π
i is the i-

th component of the vector value function of an MOMDP/MORL obtained from
a PBMDP/PBRL. It is possible to show that a Chebyshev-optimal policy is a
minimax-regret-optimal policy [23], whose definition can be written as follows:

π∗ = argmin
π

max
x∈R

max
π′

∑

s∈S

μ(s)x · v π′
(s) −

∑

s∈S

μ(s)x · v π(s) (13)

where R ⊂ [0, 1]d is the set of nonnegative values representing differences of
consecutive reward values.

Lemma 3. A policy is Chebyshev-optimal if and only if it is minimax-regret-
optimal.

It is easy to see that the maximum (over x) in (13) is attained by choosing x
as a canonical vector and equal to the maximum (over i) in (12). This simple
property justifies the application of one simple non-linear scalarizing function
used in multiobjective optimization in the preference-based setting.

The interactive approach mentioned in Sect. 2.2 has been already exploited
for eliciting the unknown rewards in interactive settings where comparison
queries can be issued to an expert by interleaving optimization/learning phases
with elicitation phases in PBMDP with value iteration [11,31] and PBRL with
Q-learning [32]. It would be interesting to use an interactive approach to elicit
the reward values by comparing the element of an ε-cover of the Pareto optimal
solutions. This technique may help reduce the number of queries.

5 Conclusion

In this paper, we highlighted the relation between two sequential decision-making
settings: preference-based MDP/RL and multiobjective MDP/RL. In particular,
we showed that multiobjective problems can also arise in situations of unknown
reward values. Based on the link between both formalisms, one can possibly
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import techniques designed for one setting to solve the other. To illustrate our
points, we also listed a few interesting cases.

Besides, in our translation of a PBMDP/PBRL to an MOMDP/MORL, we
assumed that rewards were Markovian, which may not always be true in practice.
It would be interesting to extend our translation to the non-Markovian case [13].
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Abstract. Ontology learning helps to bootstrap and simplify the com-
plex and expensive process of ontology construction by semi-automatical-
ly generating ontologies from data. As other complex machine learning or
NLP tasks, such systems always produce a certain ratio of errors, which
make manually refining and pruning the resulting ontologies necessary.
Here, we compare the use of domain experts and paid crowdsourcing for
verifying domain ontologies. We present extensive experiments with dif-
ferent settings and task descriptions in order to raise the rating quality
the task of relevance assessment of new concept candidates generated by
the system. With proper task descriptions and settings, crowd workers
can provide quality similar to human experts. In case of unclear task
descriptions, crowd workers and domain experts often have a very dif-
ferent interpretation of the task at hand – we analyze various types of
discrepancy in interpretation.

Keywords: Ontology learning · Evaluation · Crowdsourcing · Human
computation

1 Introduction

With the emergence of Web technologies, knowledge creation has evolved into a
distributed process that integrates groups of users with different levels of exper-
tise [5]. Recent approaches further broaden the knowledge creation process to
include large populations of non-experts by using crowdsourcing techniques [6].
Crowdsourcing, in the form of gamification, and esp. in the form of paid micro-
task crowdsourcing, has become a popular means to solve tasks that computers
cannot solve yet. It is often used to create training data for supervised machine
learning, or for annotation and evaluation tasks.

Ontology engineering is a crucial knowledge acquisition process in the area
of the Semantic Web. Ontologies are the vocabulary and therefore the back-
bone of the Semantic Web. Ontology construction is a complex and expensive
task, therefore ontology learning systems, which (semi-)automatically generate
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 243–254, 2016.
DOI: 10.1007/978-3-319-49397-8 21



244 G. Wohlgenannt

ontologies from existing data (eg. unstructured domain text corpora), have been
proposed. As the automatically generated ontological constructs need re-design
and pruning, we apply crowdsourcing and domain experts for evaluating various
parts of the ontologies.

More specifically, in our ontology learning system [13,16], we have applied
both domain expert evaluation, as well as paid crowd workers to rate the domain
relevance of domain concept candidates generated by the system. The ontology
learning system learns lightweight ontologies from scratch in monthly intervals
– in various knowledge domains. Therefore, the system has accumulated a lot
of data which we will use in this publication to compare the characteristics and
quality of domain expert judgments versus ratings by crowd workers.

We want to give some insights and lessons learned about the following ques-
tions: what are the quality and characteristics of crowd worker judgments in a
task setting like judging the domain relevance of concept candidate labels? What
are the differences in task setup and task description between crowd workers and
domain experts? What influence do task description and settings in the crowd-
sourcing platform have on the resulting quality? And, in general, how well suited
is crowdsourcing for domain specific knowledge acquisition jobs?

To address the research questions, we first compared the original ratings of
crowdsourcing and domain experts for the data collected between 2013–2016.
Then, we had another domain expert evaluation using a clearer task description
in order to create a gold standard. We also repeated the crowdsourcing rating
process with an extended task description and a careful selection of crowd work-
ers, with the goal to improve the quality of the crowdsourcing results as far as
possible – with regards to the gold standard. In a nutshell, our experiments show
that crowd workers can provide quality similar to domain experts, if measures
to raise quality are taken. But, obviously, the more specialized and complex the
domain and the tasks, the harder it is to maintain good quality.

2 Related Work

There are three main types of crowdsourcing methods: paid-for crowdsourcing,
games with a purpose, and altruism. Games with a purpose include human
computation tasks as a side effect into playing (online) games [1,7]. In paid-for
crowdsourcing, more precisely Mechanized Labor, contributors carry out small
tasks for a small amount of money, this is also call micro-task crowdsourcing.
Two popular marketplaces that bring together crowd workers and customers are
Amazon Mechanical Turk and CrowdFlower.

In the realm of ontology engineering, paid crowdsourcing has been used for
various tasks. Eckert et al. [4] build concept hierarchies in the philosophy domain
using Amazon Mechanical Turk. They use crowdsourcing to judge the related-
ness of concept pairs, and to find taxonomic structures. An important aspect of
ontology creation is taxonomy building, Noy et al. [10] verify the correctness of
taxonomic relations with paid micro-task crowdsourcing. Wohlgenannt et al. [15]
build and evaluate a crowdsourcing plugin for the Protege ontology editor.
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The authors focus on the tight integration of crowdsourcing (paid crowdsourcing,
and games with a purpose) into the knowledge engineering workflow, and analyze
the benefits of crowdsourcing in terms of cost, time and scalability as compared
to domain experts.

A closely related field of research is ontology alignment, where Sarasua
et al. [11] use crowd workers to evaluate the correctness of sameAs relations, and
to choose relations between terms. ZenCrowd [3] verifies the output of automatic
entity linking algorithms. For a given term, crowd workers select the best fitting
DBpedia URL that represents the entity. Rather recently, Amazon Mechanical
Turk was used to generate Semantic Web benchmark data in the Conference
track of the Ontology Alignment Evaluation Initiative (OAEI).

Most previous work which studies the quality of annotations generated by
crowd workers in the field of knowledge acquisition comes to the conclusion that
the quality delivered by crowd workers is similar to domain experts, esp. when
the complexity of the task is moderate [2]. Here, we want to provide more detailed
insights into differences between domain expert and crowd worker judgements,
and on task setup and task description for improved crowd worker quality.

3 System Description

This section includes a short description of the ontology learning system used to
generate the concept candidates. More details about the system can be found for
example in [9,13]. The goal of the system is to learn lightweight ontologies from
so-called sources of evidence. These evidence sources include (domain-filtered)
text collected from news media Web sites, social sources such as text from Twit-
ter and Facebook, and structured sources like DBpedia and WordNet. Figure 1
provides an overview of the system. The starting point is a seed ontology. The
seed ontology typically contains 2–3 root concepts in the respective domain.

Fig. 1. The ontology learning process.
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For these seed concepts, the system collects new evidence for related terms from
the evidence sources. All this new evidence is stored into a Semantic Network.
The neural networking algorithm of spreading activation then helps to select
the most important concept candidates from the Semantic Network [14]. These
concept candidates are then manually verified for domain relevance by either
domain experts or crowd workers. Finally, the verified concepts are positioned
in the existing ontology, resulting in an extended ontology. The extended ontology
now serves as new seed ontology, and the extension process starts over. Usually
we do three extension runs.

For this work, the most important step is the selection of concept candidates–
as these will be evaluated in the remainder of the paper. From the plethora of
terms in the Semantic Network (typically many thousands of terms), our system
selects the 25 most promising concept candidates, according to their activation
levels from the spreading activation algorithm.

4 Evaluation Setup

All data used in the experiments in this paper stems from ontology learning
experiments conducted from October 2013 to December 2015. In every month
the system [13] computes ontologies in various domains, in each for various
system settings, from scratch. Each month we only use the corpus data (for
example from news media sites) collected in that respective month, which leads
to an evolution of ontologies.

The ontology system generates (among other things) concept candidate
labels, which are then manually evaluated for domain relevance using either
domain experts (DE) or crowd workers (CW). In this research we evaluate 4
domains, but only one domain (Tennis) has concept candidate relevance rat-
ings by both DE and crowdsourcing. In crowdsourcing, we collected five votes
for each concept candidate label, and used majority voting to make a decision.
Figure 2 shows a screenshot of what a crowd worker is presented when doing the

Fig. 2. Screenshot of an evaluation question on CrowdFlower.
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evaluation task. We did not include the task instructions in the screenshot, as
they would take up too much space.

5 Results

This section presents the evaluation results. In Sect. 5.1 we give an overview
of the evaluation data collected, and then compare the original crowdsourcing
and domain expert evaluations. In Sect. 5.2 we do a re-evaluation of the concept
candidates with domain experts – using more precise task descriptions. This
gives us a gold standard evaluation, which we then compare to the original
evaluation of DE and CW. Section 5.3 presents the results from repeating the
CW evaluations with improved task descriptions and settings, and compares
them to the gold standard. And finally, in Sect. 5.4 we compare the original to
the repeated CW evaluations.

5.1 Analysis of Original Data

Firstly, we present an aggregated view on the evaluation data. Table 1 shows the
ratio of concept candidates judged as relevant in our four domains. In this table
the statistics are referring to distinct concept labels. The concepts are counted
only once, even if the concept candidates are occurring in various ontologies
for the specific domain over time. We distinguish between results from domain
experts and crowd workers.

Table 1. Concept candidate labels judged relevant compared to total number of can-
didates automatically generated by the system in the domain; this table uses distinct
concept labels, disregarding repeated occurrence of a label.

Domain Domain experts Crowd workers

Tennis 137 of 647 (21.17 %) 157 of 291 (53.95 %)

Climate change 304 of 889 (34.19 %)

NOAA 147 of 358 (41.06 %)

Middle-east crisis (DE) 322 of 570 (56.49 %)

The most obvious observation in Table 1 is that CW were by far less strict
with judging concept candidates. Crowd workers rated between 53 %–57 % of
distinct concepts as relevant, whereas the ratio was only between 21 % and 41 %
for DE, depending on the domain. So, domain experts naturally tend to have a
stricter view on the world, and CW are more likely to accept a term if in doubt
– esp. if they are not given precise task instructions.

Table 2 is similar to Table 1, but now we take multiple occurrences of the
same concept candidates in different ontologies into account. As the underlying
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Table 2. Ratio of concept candidate labels judged relevant; this table takes into account
repeated occurrence of a concept label.

Domain Domain experts Crowdworkers

Tennis 1675 of 4165 (40.22 %) 632 of 1030 (61.36 %)

Climate change 11508 of 16332 (70.46 %)

NOAA 578 of 1124 (51.42 %)

Middle-east crisis (DE) 592 of 1025 (57.75 %)

data changes, the light-weight ontologies evolve, but obviously many domain
concept candidates often re-occur.

When we take repeated occurrence of concepts into account, the ratio of
relevant concepts raises drastically for both judgments from DE and CW. The
reason is the following: the concepts that re-occur over time and under different
settings are typically the concepts which the ontology learning system regards
the most relevant, whereas the concept candidates that are generated very rarely
over time are likely to be not as important to the domain or the result of rather
random appearance in the underlying text corpora. In domains where we have
ratings both from CW and DE, ie. Tennis, we still have the situation of DE
being more strict with their judgments.

The percentage of concepts ranked positive in the climate change domain
is very high, although the concept labels have been ranked by DE. Our inter-
pretation is the following: In the climate change domain we apply high quality
corpora, not only mirrored from general news media sites, but also from domain-
specific Websites of environmental NGOs. The corpora are larger and of better
quality than for the other domains. (ii) The climate change domain is more stable
than the other domains, and has a number of relevant concepts which re-occur in
most generated ontologies, such as “global warming” or “climate”. Savenkov and
Wohlgenannt [12] evaluate the ontology learning data, which is also underlying
this work, regarding ontological volatility, and find that the Tennis domain is
more volatile than climate change.

In order to better interpret the observation that DE are much stricter in
judgment, we analyzed the concept candidates that are overlapping, ie. which
both appear in ontologies in the Tennis domain – which were evaluated using
either by DE or CW. In total we have 691 distinct concept candidates in the
Tennis domain, 247 of these overlapping between the evaluation methods (DE,
CW). Taking into account repeated occurrence, the numbers change to 5195
total candidate concepts, and 4380 overlapping.

Similarly to a confusion matrix, Table 3 separates the overlapping concepts
into four classes: (a) where both CW as well as DE judged the label as relevant
to the domain, (b) DE say the concept is relevant, CW say it is not, (c) DE rate
as non-relevant, but CW rate as relevant, (d) where both evaluator types come
to the same conclusion that the concept candidate is not relevant to the domain
(of Tennis).
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Table 3. Relevance judgments for overlapping concept labels between Domain Experts
(DE) and Crowd Workers (CW). Gives the numbers for repeated occurrence of a con-
cept label in different ontologies, and in parenthesis counts for distinct concept labels.

CW: relevant CW: non-relevant

DE: relevant 1889 (69) 108 (6)

DE: non-relevant 966 (76) 1417 (96)

Taking multiple occurrence of concept candidates into account, we can see
the DE and CW agree in most cases (1889 plus 1417), which is an agreement
on about 75 % of candidates. But there is also a big group of concept candidates
where crowd workers are less strict with their judgment (966). Only 108 of the
4380 overlapping concept labels DE judge as relevant, while CW rate as non-
relevant.

Looking closer at the data, we can see that many of the terms in group CW:
relevant/DE: non-relevant fall in one of three categories: (a) terms which have
some relevance, but where the DE were more strict, eg. baseline, field, loss
or summer, (b) wrong judgments by CW, for example test, table tennis, or
dog, (c) terms which are not proper English words or phrases, such as world no
or ausopen.

In order get a clearer picture of the differences between DE and CW, we had
another domain expert re-evaluate (rate) all the 691 distinct concept candidates
in the Tennis domain. This time we gave very clear instructions on how to
measure domain relevance, most importantly: (a) only accept proper English
phrases and abbreviations as relevant. For example ATP or us open is relevant,
but not usopen; (b) if in doubt if a term is (closely) related to the domain rate
as relevant.

5.2 Re-evaluation with an Additional Domain Expert

In this section, we used an additional evaluation made by a domain expert over
all 691 concept candidate labels as a gold standard – in order to analyze and
interpret the results from the original DE and CW judgments.

First, we evaluated the accuracy, ie. the ratio of judgments, where CW and
DE agree with ratings given in the gold standard. Table 4 shows the percentage
of agreement, split into three categories: concept candidates rated relevant by

Table 4. Accuracy of DE and CW ratings with regards to the GS, for concept candi-
dates incl. re-occurring candidates; distinct values in parenthesis

Relevant Non-relevant Total

Accuracy DE 72.93 % (58.51 %) 96.46 % (94.09 %) 84.00% (83.72 %)

Accuracy CW 85.38 % (85.71 %) 66.12 % (58.72 %) 77.37% (69.75 %)
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the gold standard evaluation, concepts rated not relevant, and the sum of the
two (total). In the table we distinguish, again, between taking the number of
occurrences of concept candidates into account, and using distinct concepts only
(in parenthesis).

We see some interesting facts, for example that most concepts rated non-
relevant by the gold standard evaluation were also rated non-relevant by DE
evaluations, with 96.46 %. So there is a strong agreement on non-relevant con-
cepts, but for concepts rated relevant by the gold standard (GS) evaluation,
agreement is much lower. This shows that the original DE were a lot stricter with
accepting concept candidates as relevant. For CW evaluations the data shows
the opposite effect, strong overlap for rating concepts as relevant, but only for
66.12 % of the concepts rated as negative by the gold standard evaluator the
CW agreed.

In total, as expected, the ratio of overlap is higher between DE evaluations
and the gold standard evaluations than for CW versus GS, although the differ-
ences are rather small (84.00 % versus 77.37 %).

We also applied Cohen’s kappa as prominent measure to compute inter-
annotator agreement. The kappa value for CW and GS is 0.53 (again taking
the number of occurrences into account), for DE and GS it is 0.68. According to
the interpretation of Landis and Koch [8] we see substantial agreement between
DE and GS, and moderate agreement between CW and GS.

A closer look at the data reveals some of the causes for the observation
made. In a number of cases, GS evaluations rated concepts as relevant, whereas
DE did not. Examples are: draw, lawn, history, baseline. All these exam-
ples are at least remotely relevant for the Tennis domain. The relatively high
number of disagreement about relevant concepts clearly stems from the instruc-
tions given to the gold standard evaluator, namely to judge as relevant when
in doubt. In contrast to DE versus GS, for CW compared to the GS, there was
a lot of disagreement on concepts judged to be non-relevant by the GS evalu-
ations. As in the last section, this often concerns concepts labels with are not
English terms (eg. womenstennis, andymurray), plainly wrong ratings by CW
(eg. hair, garden, inning), or terms too remotely relevant for the domain
(eg. foot, qualifier, livescore).

5.3 Repetition of Crowdsourcing with New Settings

With the lessons learned from our original experiments, in May 2016, we repeated
the CrowdFlower evaluations for all the 291 (overlapping) concept candidates
in the Tennis domain. In this new crowdsourcing job, we gave preciser task
instructions, which included a number of examples. The instructions were similar
to the instructions given to the gold standard domain expert evaluator, but a
bit more detailed. Furthermore, we tried to get high quality results by only
accepting the best workers (level 3 workers), and restricting worker residence to
English speaking countries such as UK or US. Finally we used carefully designed
test questions, which are called “gold units” in CrowdFlower, and crowd workers
needed to pass at least 80 % of the gold units.
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Table 5. Accuracy of repeated (modified) CW evaluation with regards to the GS,
for concept candidates including re-occurring candidates; distinct values in are given
parenthesis.

Relevant Non-relevant Total

Number of terms 2157 of 2631 1591 of 1801 3748 of 4432

Number of terms (distinct) 93 of 119 153 of 172 246 of 291

Accuracy CW 81.98% (78.15%) 88.34% (88.95%) 84.56% (84.53%)

Again, we use the GS evaluation as a baseline, and compare the newly
gathered crowdsourcing results (CW-new) to the gold standard. Table 5 presents
the results, distinguishing between agreement on relevance resp. non-relevance
of candidate concepts for the Tennis domain.

As we can see, the accuracy of the new CW evaluation is substantially higher
than for the original CW data. Cohen’s kappa is now 0.68 for distinct candidates,
and 0.69 when taking the number of occurrences into account – as compared to
0.53 in the original CW evaluation. We attribute the improvement mainly to
the updated task instructions. In CW-new we now rarely see unwanted terms
such as andymurray (which is not a proper entity), but obviously there are still
problems. For example, CW-new rated quarterback as relevant, which hints at
domain knowledge missing. Another example is world no, which is a bi-gram
fragment, and should not be rated as relevant. On the other hand, some terms
which are relevant according to the GS evaluation, such as ball games, fight,
defender, which were rated as non-relevant by CW-new.

Improved task instruction will never solve uncertainty with borderline cases
regarding domain relevance, but should help to reduce other reasons for wrong
judgements. We analyzed our two main reasons for wrong judgements: (i) concept
candidates which are clearly not relevant to the domain, and (ii) terms which are
not proper English concept labels (eg. hashtags, etc.). For group (i) the number
of errors was reduced from 21 to 3, and for group (ii) from 14 to 3. This clearly
shows that the improved task descriptions and settings helped with these sources
of errors.

Despite the occasional errors, the quality of CF-new has the same level of
agreement to the GS as the original DE evaluation. In an attempt to further
improve quality, we did another set of CrowdFlower evaluations of the 291 terms,
where we only accepted workers that had at least 99 % of the test questions (gold
units) correct. From this additional crowdsourcing evaluation we expected an
increase in accuracy, but actually it stayed about the same. We archived a total
accuracy of 84.2 % on distinct candidates, and 82.1 % when taking the number
of occurrences into account. Cohen’s kappa was 0.66 and 0.65, respectively. This
shows the limits of human evaluation, which are caused by two main reasons:
Most importantly, for some terms domain relevance is not clear, they are border-
line cases. Furthermore, humans make mistakes in judgment, either because they
did not understand the task instructions in all details, or they lack knowledge
of parts of the domain.
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5.4 Comparing the Crowdsourcing Evaluations

Finally, we investigate the differences between the results of the original CW
evaluation, and the new CW evaluation. Table 6 shows the agreement on relevant
and non-relevant concept candidates, as well as the differences between the two
evaluations.

Table 6. Relevance judgements comparing the original CW evaluation (CW-orig) and
the re-evaluation with new settings and task descriptions (CW-new). Given are the
numbers counting repeated occurrence of a concept label in different ontologies, and
in parenthesis the numbers for distinct concept labels.

CW-orig: relevant CW-orig: non-relevant

CW-new: relevant 1785 (98) 582 (49)

CW-new: non-relevant 430 (81) 1635 (145)

There is a large discrepancy between CW-orig and CW-new, the agreement is
only moderate, with a Cohen’s kappa value of 0.54. For distinct terms, the kappa
is even lower, at 0.30. Again, the differences mostly come from the improved and
clearer task descriptions. The original CW evaluation led to a more open view
on the domain, and as already mentioned, included many terms which are not
proper phrases or entities as relevant.

5.5 Discussion

One of the key learnings regarding task setup is that crowd workers will have a
different interpretation of task definitions than domain experts. Therefore task
definitions for crowd workers must be very precise and be backed up by more
examples on how to solve a task. So extensive and precise task descriptions
are crucial when using crowd workers, in addition to traditional measures to
improve worker quality, such as using gold units (with CrowdFlower), allowing
only workers with the highest skill level (as recorded in previous tasks), and
only native English speakers. A discussion of the detailed results for various
evaluation setups is included in the sections above already.

All the data itself, examples of task descriptions, gold units, and the code we
used to analyze the data can be found online1.

6 Conclusion and Future Work

In this paper, we compare micro-task crowdsourcing to the use of domain experts
for the task of domain relevance assessment of concept candidates in ontology
learning. First, we compared the data from our original crowdsourcing evaluation

1 https://aic.ai.wu.ac.at/∼wohlg/miwai2016.
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to the original domain expert evaluation. Then, we repeated the domain expert
evaluation with improved task descriptions to create a gold standard. We also
repeated the crowdsourcing evaluations with improved task descriptions and
settings with the goal to raise crowd worker quality, and then compared that
data to the gold standard.

We found that a very precise task description, including a number of exam-
ples, as well as strict worker selection and the use of gold units are crucial to
ensure high quality results from crowd workers. Using these measures allows to
deliver quality similar to human experts. But esp. in complex domains, crowd
worker quality will vary, so we advise to explore the results with experiments
with different settings and task descriptions in such cases. A limitation of all
evaluation types (crowdsourcing and domain experts) are cases which cannot
be judged clearly – in our case concept candidates with only moderate domain
relevance. Disagreement in judgment among crowd users helps to detect these
cases.

The main contributions of this work are the following: (i) evaluating the
suitability of crowdsourcing for a specific ontology learning task, (ii) comparing
the quality of crowd worker assessment to domain experts – based on extensive
experiments which used different settings and variations, (iii) doing a detailed
analysis of the effects of evaluation strategies on the quality of results and the
types of errors, (iv) giving guidelines on how to set up crowdsourcing tasks in
order to improve the evaluation quality.

In future work we will have a closer look at other domains used in our system,
such as climate change, and also re-evaluate its respective concept candidates
with updated CrowdFlower settings and task description. Furthermore, our sys-
tem keeps relevance judgements about concepts only for a given time period – in
order to facilitate the evolution of the domain by data-driven change. Concept
candidates which re-appear will be judged again in a 6 month interval. For the
data collected we will study how concept relevance understanding changes over
time.
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Abstract. Governments want to establish a financial safety net (FSN) to pre-
vent financial crises from spreading. The FSN is a series of institutional
arrangements to preserve financial stability. In the real FSN, it includes the
central bank, deposit insurance institutions and their premium, commercial
banks and their benefit rates, etc., and these parameters are interdependent and
dynamic change. And thus, analysis and computing of the FSN is very chal-
lenging. Inspired by evolutionary game theory, in this paper, we first establish a
network game model of the FSN to analyze the evolution of bank deposit
insurance strategies, and further propose a method to measure the effectiveness
of the FSN. Finally, we use computational experiments to simulate the operation
of the FSN. In the experiments, an evolutionary computation method is
employed to compute banks’ decisions to reduce computing time. Experimental
results show that our evolutionary approach is suitable for the FSN, and is able
to provide suggestions of macro policy for regulators.

Keywords: Evolutionary computation � Evolutionary game � Financial safety
net � Simulation � Effectiveness measurement

1 Introduction

The concept of the financial safety net (FSN) was first proposed by Bank for Inter-
national Settlements in 1986. Later, it is a series of institutional arrangements to pre-
serve financial stability in financial sector. It consists of prudential regulation, last
resort of the central bank and deposit insurance system [1]. As financial crises break out
in recent years, governments want to design and build an effective FSN in order to
prevent financial crises from spreading. The design objectives of the FSN, on the one
hand are to preserve financial stability, and on the other hand are to maximize social
benefits of all members in financial system. This financial issue also attracts scholars’
attentions on mathematics [2], management science [3], computer science [4] fields. In
this paper, we propose an evolutionary analysis approach to understand the mechanism
of the FSN, and use computational experiments to simulate the operation of the FSN.
Experimental results can help regulators to design the optimal FSN.

The design of the FSN is a multi-objective optimization problem [2]. Research
methods to this problem are broadly divided into the following categories. The first is
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the cost-benefit analysis, which is a widely used theoretical approach. By adjusting
factors of regulation cost, this problem becomes a Pareto optimization process [5, 6].
Secondly, appropriate deposit insurance policies, such as: insurance limit and premium
pricing, are designed to strengthen market disciplines [7, 8]. Finally, based on game
analysis, an incentive-compatible mechanism is designed, so that the benefits objec-
tives of banks and regulators are agreed [9, 10]. The analysis approach of this paper is
similar to the last category, but we give special consideration to a challenge problem
that there exists asymmetric information in real financial environment.

First, we develop a network game model to describe the FSN. Under the deposit
insurance system, financial stability is a public good [9]. Because, if a bank takes a
full-amount insurance strategy, after a crisis of this bank occurs, the crisis will not
spread throughout financial system due to guarantee of deposit insurance institutions,
so financial stability is preserved. On the contrary, if a bank does not take deposit
insurance and the central bank will do not rescue after a crisis of this bank occurs, this
situation may lead to crises spread in financial system and result in losses of other
banks. So the effectiveness of a single bank’s insurance strategy depends on other
banks. Thus, a public goods game is formed, and the game equilibrium status is the
steady-state of the FSN under operation. In addition, we introduce an ineffectiveness
index of game theory to measure the effectiveness of the FSN.

Due to the information asymmetry in the FSN, a bank does not have full infor-
mation, not knowing benefit function of other banks, not knowing the central bank’s
rescue policy. Therefore, a bank is unable to compute equilibrium strategy. To address
this difficulty, we notice that the strategy of a bank is a dynamic tuning process.
Inspired by evolutionary game theory, we propose updating rules for a bank seeking
optimum strategy, which does not depend on the other bank’s information. We prove
that the evolution of banks’ strategies can converge to equilibrium status.

Next, in order to simulate the FSN’s operation, we need to solve computational
complexity problems. Because computing of the FSN is related to the central bank,
deposit insurance institutions and their premium, commercial banks and their benefit
rates, etc., and these parameters are interdependent and dynamic change. For com-
puting of complex networks, evolutionary computation is a suitable optimization
approach based on Darwinian evolution, reducing computing time. Evolutionary
computation approaches mainly include genetic algorithms, genetic programming,
multi-objective evolutionary algorithms and evolutionary game method. These meth-
ods are widely employed for financial optimization issue [11]. For example, genetic
algorithm is employed for portfolio optimization [12] and financial fraud detection [13]
problems. Multi-objective evolutionary algorithms employed for related transactions
mining [14] and credit portfolios [15] problems. Evolutionary game method is
employed for market simulation [16] and crises spread [17] problems.

In this paper, we employ the best response algorithm, one of evolutionary game
method, to compute approximate solution of the game equilibrium strategy. We give a
theorem that the time complexity of our algorithm is bounded.

Finally, we make simulation experiments by using the real bank asset data as
experimental parameters. Our computation method is employed to compute banks’
decision in parallel, simulating the evolution of bank insurance strategies. After finite
iteration computing, bank strategies are nearly invariable, and it means that the bank
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strategies reach a stable state. We find that there is a negative correlation between the
effectiveness of the FSN and the deposit insurance premium. Experimental results show
that our evolutionary analysis approach can be adapted to the optimization problem of
the FSN.

The contributions of this paper are:

• We develop a network game model to describe the FSN, and analyze the evolution
of bank insurance strategies.

• We give a measure method for the effectiveness of the FSN.
• We employ an evolutionary computation method to solve the approximate equi-

librium of the game, reducing computing time.

The paper is organized as follows. In Sect. 2, we describe the FSN model and benefit
functions. In Sect. 3, we analyze the operation of the FSN. In Sects. 4 and 5, an evo-
lutionary computation method is applied to simulation experiments. In the last Section,
we conclude this paper. The proofs of theorems of this paper are given in the Appendix.

2 The FSN Model

Considering a country’s FSN, it includes 1 central bank, n commercial banks and
m deposit insurance institutions. We model relationships of these institutions as Fig. 1.
Below, we further illustrate their competitive or cooperative relationships by proposing
their benefits functions below.

First, from the perspective of commercial banks, they absorb funds from depositors,
then invest. The operation objective is to maximize benefits. Denote the average success
rate of investment by h. Denote the average benefits rate of investment by p. Under
interest rate market environment, there are 2 deposit rates, one is in guarantee of deposit
insurance institution, and another is out of guarantee. Denote the deposit rate in guarantee
by a, denote the deposit rate out of guarantee by b, and a < b.Under the deposit insurance
system, banks pay the premium if depositor funds are insured by insurance institutions.
Denote the premium rate by l. Denote the assets of bank i by Ai, i 2 {1, …, n}. Denote
total assets of all banks in financial system by W. Thus, W =

P
iAi.

Fig. 1. A financial safety net model
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Under the deposit insurance system, banks can choose insurance or not. When a
bank chooses the insurance, it first pays premiums. If its investment is successful, the
benefits rate is (p − a), otherwise, an insurance institution compensates depositors’
funds. Thus, if a bank chooses the insurance, its benefits rate v can be expressed as

v ¼ h � p� að Þþ 1� hð Þ � l ð1Þ

If a bank does not choose insurance, and its investment is successful, then the
benefits rate of the bank is (p − b), otherwise, it may get rescue from the central bank
with probability q to compensate depositors’ funds. Thus, if a bank does not chooses
the insurance, its benefits rate u can be expressed as

u ¼ h � p� bð Þþ 1� hð Þ � q ð2Þ

Next, from the perspective of the central bank, let H denote the total amount of risk
assets in financial system. If the value of H is very small (i.e., H = 0), then the central
bank can fully rescue (i.e., q = 1). Otherwise, the value of H reaches the maximum (i.e.,
H = W), then the central bank has not enough funds to rescue (i.e., q = 0). Therefore, the
rescue probability of central bank q is a decreasing function of H, We have

q Hð Þ ¼ 1� H=Wð Þe ð3Þ

where e is the central bank’s risk aversion degree, e � 1.
Let �r denote the average benefits rate of all banks, then

�r ¼ u � H=W þ v � 1� H=Wð Þ ð4Þ

Let a = h∙(p − b), b = (1 − h), and c = h∙(p − a) + (1 − h) − l. We have v = c,
u = a + b ∙ q.

In the FSN, there are competitive relationships between banks. There are rescue
relationships between each bank and the central bank because the central rescue of
bank is the last resort to financial crises. If a bank chooses one of deposit insurance,
then there are insurance relationships between them.

3 Evolutionary Analysis on FSN

3.1 The Game Equilibrium

We first analyze the mixed strategies of the public goods game in the FSN. Denote the
action space for each bank by S = {0, 1}. Let action (1) and action (0) denote a bank
chooses to insure or not. Let pi denote the mixed strategy of bank i, 0 � pi � 1. It
does not choose to insure with probability pi, and chooses to insure with probability
(1 − pi). Denote the mixed strategies combination of n banks by p = (p1, p2, …, pn).
Then, the expected value of uninsured assets of bank i is pi � Ai, and the expected value
of uninsured assets of all banks is

P
i pi � Ai. Thus, the total amount of risk assets H is a

function of p.
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H pð Þ ¼
Xn
i¼1

pi � Ai ð5Þ

Together with Eq. (3), we have

q pð Þ ¼ 1� 1
W

�
Xn
i¼1

pi � Ai

 !e

ð6Þ

When the mixed strategies combination p is chosen, denote the expected benefits
rate of bank i by ri.

ri pð Þ ¼ pi � aþ b � q pð Þð Þþ 1� pið Þ � c ð7Þ

Denote the expected benefits of bank i by Fi, and its function is

Fi pð Þ ¼ ri pð Þ � Ai ð8Þ
From Nash existence theorem, Nash equilibrium of this public goods game exists.
Furthermore, we explain below that this bank game is also a potential game.

Potential game obeys a potential function, which is an objective function of common
benefits for all game participants. Potential game processes have some nice properties.
Pure equilibrium always exists. After a finite number of iterations of participants’
strategies, the optimal solution of the objective function can be found [18]. Potential
game is widely used in network model for real-world problems. Here we introduce the
definition of a potential game.

Definition 1 [18]. A game is a potential game, if there exists a continuous differen-
tiable scalar function, which gradient is equal to a vector of this game’s utility function,
namely, @U pð Þ=@pi ¼ @Fi pð Þ=@pi, where pi is the strategy of participant i, p is the
strategy combination of all participants, Fi(p) is the utility function of participant i,
U(p) is called the potential function of this game.

Referring to construction method of potential function [19], we give our theorems as
below and their proofs in Appendix.

Theorem 1. The bank game is a potential game in the FSN, and Eq. (9) is the potential
function of this game.

U pð Þ ¼
Z H

0
uðxÞdxþðW � HÞ � v ð9Þ

There is another important property of potential game. The strategies are Nash
equilibrium when potential function reaches extreme values [20]. Thus, the equilibrium
strategies of our bank game process the following property.

Theorem 2. Let p� ¼ ðp�1; p�2; � � � ; p�nÞ be a Nash equilibrium of the bank game in the
FSN, and Eq. (10) holds.

Xn
i¼1

p�i � Ai ¼ aþ b� cð Þ=bð Þ1=e�W ð10Þ
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3.2 Computing of Effectiveness

Since the game equilibrium is not the optimal solution of the system, there is the most
popular measure of the inefficiency of equilibrium, namely, the Price of Anarchy
(PoA), which is defined as the ratio between the worst objective function value of an
equilibrium of the game and that of an optimal outcome [20]. Therefore, we also use
the PoA to measure the effectiveness of the FSN.

By deposits and loans, banks obtain benefits while promoting the development of
the real economy. Thus, we define that, the social welfare of the FSN is the sum of all
commercial banks’ benefits. Denote the social welfare function of the FSN is

R pð Þ ¼
Xn
i¼1

Fi pð Þ ð11Þ

Denote the effectiveness value by I, and we define

I ¼ R p�ð Þ�R pOPT
� � ð12Þ

where p* is the Nash equilibrium strategies of the game, pOPT ¼ argmaxp R pð Þ. We
give our theorem for computing the effectiveness as below and its proof in Appendix.

Theorem 3. The formula of the effectiveness value of the FSN is Eq. (13)

I ¼ c � aþ b� cð Þ2�m
.
2b � mþ 1ð Þ

� �
þ c

� ��1
ð13Þ

3.3 Evolution of Strategies

When making decisions, banks do not know the benefits function of other banks, and
they can not compute the exact equilibrium strategies. However, since the operation of
banks is a long-term process, the behavior of making decisions is also a dynamic tuning
process. Therefore, in order to depict such evolution of banks’ strategies, we propose
updating rules for banks seeking optimum decisions as follow.

We set an accounting period as a time unit, and analyze the evolution of banks
insurance strategies. Denote a strategies combination in the k-th accounting period by p
[k], and p[k] = (p1[k], p2[k], …, pn[k]). Banks do settlements at the end each period,
and know the benefits rates u[k] and v[k]. Then, the strategy of bank i in the (k + 1)-th
period is adjusted according to the following updating rules.

pi½kþ 1� ¼ pi½k� þ l½k� � d½k� � pi½k� � 1� pi½k�ð Þ ð14Þ

where l[k] is the learning rate of banks on surrounding environment in the k-th period, d
[k] is the difference between two benefits rates, namely, d[k] = (u[k] − v[k])/(a + b − c).
From Eq. (14), we know that strategies of current period only depend on strategies and
results of last period.
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Sastry et al. [21] have proved that the discrete probability sequence pi[k] in Eq. (14)
converges to pi(t) for any i when l[k] ! 0, where pi(t) is the solution of the following
continuous time ordinary differential equation.

_pi tð Þ ¼ k � pi tð Þ � 1� pi tð Þð Þ � u pi tð Þð Þ � v pi tð Þð Þ½ � ð15Þ

By using Lyapunov stability method, we give our convergence theorem for
Eq. (15). The detailed proof is in Appendix.

Theorem 4. For the bank game in the FSN, p0 is an initial strategies combination. If
n(p0, t) is a solution of ordinary differential Eq. (15), then n(p0, t) converges towards
Nash equilibrium and each bank’s benefits rate is equal as t ! ∞.

However, because the strategy of bank is a continuous value, it is impossible to
reach the accurate strategy of Nash equilibrium according to the discrete Eq. (14).
Therefore, we propose a concept of approximate equilibrium.

Definition 2. ~p is a strategy combination of the bank game in the FSN. Let
Id ¼ i 2 1; . . .; nf gjri ~pð Þ\ 1� dð Þ � �rf g, Ad ¼

P
i2Id Ai. The strategy combination ~p is

e − d approximate equilibrium iff Ad=W � e.

4 Evolutionary Computation

In this section we employ an evolutionary computation method to compute the
approximate equilibrium of our bank game.

Updating rules of banks’ decision behavior, Eq. (14), is a class of dynamic model
in evolutionary game theory. And our bank game is a potential game from Theorem 1.
Therefore, we can employ a best response algorithm, which always converge to Nash
equilibrium [21]. More specially, the strategy of each bank is computed in each period
in parallel. The adjustment direction of strategies is close to the exact solution in next
period. Then, such computation is repeated until conditions of approximate equilibrium
are reached. The main steps of our algorithm are shown in Table 1.

The control parameter l[k] in Eq. (14) is the learning rate of banks on surrounding
environment. Because operation principles of banks are smooth and orderly develop-
ment, the adjustment of insurance strategies does not have large fluctuations. Through
experiments, we observe that it can ensure p[k] orderly convergence to equilibrium by
setting l k½ � ¼ �r k½ �, where �r k½ � is the average benefits rate in the k-th period. We give our
theorem for computing time of this algorithm as below and its proof in Appendix.

Theorem 5. According to the algorithm of Table 1, banks’ strategies converge toward
the e − d approximate equilibrium by iterative computation. The number of iterations
is bounded by
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O ln Rmax=Rminð Þ�ed2� �
where Rmin and Rmax are the minimum and maximum of social welfare, respectively.

5 Experiments

In this section, we use computational experiment to simulate the operation of the FSN.
By using the real bank asset data as experimental parameters, we employ the algorithm
in Table 1 to compute the evolution process of banks’ insurance strategies. Moreover,
we compute the effectiveness of the FSN, and analyze the relevance between the
effectiveness and financial indicators.

We run experiments on a PC with Windows operating system, which is configured
as a 4G memory and a 1.6 GHz CPU.

The input of experiments is a FSN. We use assets data of 238 Chinese banks in
2014 [22]. The total asset size W = 1550419 hundred million. According to uniform
distribution on the interval [0, 1], random numbers are selected as an initial strategy of
each bank. In addition, there is only one deposit insurance institution in the FSN. We
also use financial indicators as experimental parameters. Referring to banks
non-performing loans ratio of 1.75 %, set h = 0.9825 (the average success rate of
investment). Referring to year bank lending rate of 4.75 %, set p = 0.0475 (the average
benefits rate of investment). Under interest rate market environment, there are two
kinds of deposit rates. One is in guarantee of deposit insurance institution, and another
is out of guarantee. Referring to year bank fixed deposit interest rate of 1.5 %, set
a = 0.015 (the deposit rate in guarantee). Referring to floating benchmark interest rate
1.1 times, set b = 0.0165 (the deposit rate out guarantee). Set l = 0.2 % (the deposit
insurance premium rate). Set e = 1.2 (the central bank’s risk aversion degree).

The output of experiments is the evolution process of the banks’ insurance
strategies and their benefits.

We set e = 0.1 and d = 0.05 as conditions of experiment termination.

Table 1. The evolutionary algorithm

Fig. 2. Evolution of banks’ benefits rate
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5.1 Convergence of Strategies’ Evolution

The purpose of this experiment is to simulate the evolution of banks’ strategies by
computing benefits rate and decisions of each bank in each period.

The experiment results are shown in Fig. 2. After computing in 25 iterations, ter-
mination condition is reached. It illustrates the convergence of our algorithm, which
matches Theorem 4. Further, the number of iterations is bounded, which matches
Theorem 5. Secondly, lines show changes of banks’ benefits rate, where we select bank
1, bank 51 and bank 151, respectively. Benefits rates are orderly increasing with period,
and there are no fluctuations. It illustrates that control parameters of the algorithm are
reasonably set. In addition, when the approximate equilibrium state is reached in the last
period, banks’ benefits rates are close to the average rate, which matches Theorem 4.

5.2 Computing of the Effectiveness of the FSN

The effectiveness of the FSN can be directly computed from experimental results.
Below we set different financial indicators and execute repeatedly experiments. By
changing input parameters, we analyze the relevance between the effectiveness and
indicators.

Figure 3 shows the effectiveness value based on 6 experiments. By setting different
deposit insurance premium rates in each experiment, we observe that there is a negative
correlation between the deposit insurance premium and the effectiveness of the FSN,
which matches Eq. (13).

Figure 4 shows the calculated effectiveness value based on other 6 experiments. By
setting different the central bank’s risk aversion degree in each experiment, we observe
that there is also a negative correlation between the central bank’s risk aversion and the
effectiveness of the FSN, which also matches Eq. (13).

Fig. 4. Relevance between the central bank’s
risk aversion and the effectiveness

Fig. 3. Relevance between the deposit insur-
ance premium and the effectiveness
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6 Conclusion

This paper develops a network game model to describe the FSN. Based on evolutionary
game theory, updating rules of bank insurance strategies are proposed. Such analysis
can help to really understand the operation of the FSN. We verify the convergence of
the evolution of banks’ strategies by theoretical proof and computational experiments.
In addition, we give a measure method for the effectiveness of the FSN. Such an
approach can provide suggestions of macro policy for regulators.

For the research on the optimal FSN, there are still many problems to answer in the
future. In this paper, we define that social welfare is the sum of all commercial banks’
benefit. In fact we should also consider rescue costs of the central bank and payment of
deposit insurance institutions. But this makes the problem more difficult due to more
optimization objective. In addition, we do not consider dynamic changes of external
factors, such as deposit interest rates and bad debt rate. How these factors syn-
chronously affect the FSN, is also a difficult problem.
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Appendix

We give proofs of theorems in this paper as below.

Theorem 1: We understand that the bank game is a routing game for funds seeking a
better investment path. There are 2 alternative paths, and the funds amounts are H and
(W − H), respectively. Therefore, the potential function of the bank game is

U pð Þ ¼
Z H

0
uðxÞdxþ

Z W�H

0
vðxÞdx ¼

Z H

0
uðxÞdxþðW � HÞ � v

∎

Theorem 2: Since strategies are Nash equilibrium when potential function reaches
extreme values, compute its first and second order derivative of U.

U0ðHÞ ¼ uðHÞ � v ¼ aþ b� c� b � H=Wð Þe, U00ðHÞ ¼ �b � He�1 �W�e\0.
Thus, U reaches the maximum when U0ðHÞ ¼ 0. And due to H =

P
i pi � Ai, we get

this theorem. ∎

Theorem 3: Compute the first and second order derivative of social welfare function.
R Hð Þ ¼ u Hð Þ � Hþ v � W � Hð Þ ¼ �b � H � H=Wð Þe þ aþ b� cð Þ � Hþ c �W , then
R0 Hð Þ ¼ aþ b� cð Þ � b � eþ 1ð Þ � H=Wð Þe,
R00 Hð Þ ¼ �b � e � eþ 1ð Þ � H�1 � H=Wð Þe\0, R(H) reaches the maximum when

R0 Hð Þ ¼ 0. Then, ROPT ¼ aþ b� cð Þ2�m
.
2b � mþ 1ð Þ

� �
þ c

� �
�W . In addition,
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R p�ð Þ ¼ c �W from Theorem 2, together with the Eq. (12), we finally get the formula
of this theorem. ∎

Theorem 4: Let Lyapunov function be L pð Þ ¼ U� � U pð Þ, where U(p) is given by
Eq. (9), U* is the maximum of U(p). Thus, L(p) is positive definite.

_L pð Þ ¼ � _U pð Þ ¼ � u pð Þ � vð Þ � _H ¼ � u pð Þ � vð Þ �
X
i

Ai � _pi tð Þ

¼ � u pð Þ � vð Þ �
X
i

Ai � k tð Þ � pi tð Þ � 1� piðtÞð Þ � uðpÞ � vð Þ

¼ � u pð Þ � vð Þ2�
X
i

Ai � k tð Þ � pi tð Þ � 1� piðtÞð Þ� 0

According to Lyapunov stability theorem, the solution n(p0, t) of Eq. (15) is
asymptotic stable. Iff u(p) = v, _L pð Þ ¼ 0 holds. Therefore, n(p0, t) converges to the
Nash equilibrium as t ! ∞. ∎

Theorem 5: Let W p tð Þð Þ ¼ U p tð Þð ÞþRmin, and its first order derivative with respect
time t ofW is _W p tð Þð Þ ¼ _U p tð Þð Þ� 0. Iff u pð Þ ¼ v, it holds _W ¼ 0, and ri ¼ �r for each i.

According to Definition 2, if p(t) is not e − d equilibrium, then, it at least has e � W part
of funds amount, and its benefits rate is 1� dð Þ � �r at most. We use Jensen inequality in
the following case. Suppose: the benefits rate of e � W part is equal to 1� dð Þ � �r, the rate
of the rest (1 − e) � W part is equal to r̂. Therefore, �r is given as below.

�r ¼ e � ð1� dÞ�rþð1� eÞ � r̂ ð16Þ

Jensen inequality is employed again, we have:

_W p tð Þð Þ� k eW � ð1� dÞ�rð Þ2 þð1� eÞW � r̂2 �W � �r2
� �

ð17Þ

We get r̂ ¼ �r � 1� eþ edð Þ=1� e from Eq. (16), and substitute it into Eq. (17), then

_W p tð Þð Þ� keWd2�r2
�
1� eð Þ ¼ eWd2�r

�
1� eð Þ� eWd2�r ¼ ed2R

Next, W ¼ UþRmin � 2eþ 3ð ÞR= eþ 1ð Þ, Substitute it into above inequality, we
have

_W p tð Þð Þ� ed2 �W p tð Þð Þ � eþ 1ð Þ� 2eþ 3ð Þ

Thus, if p(t) is not e − d equilibrium in period (t + Dt), it holds that

W p tþDtð Þð Þ�W p tð Þð Þ � exp ed2 � eþ 1ð Þ� 2eþ 3ð Þ � Dt� �
These periods include (t0 + Dt0), (t1 + Dt1), …, (tm + Dtm), …
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Let T =
P

m Dtm, When m goes to infinity, T includes the total periods when p does
not reach equilibrium, we have

exp
eþ 1
2eþ 3

ed2 � T
� �

� W pðti þDtiÞð Þ
W pðt0Þð Þ � Wmax

Wmin
� Umax þRmax

Rmin
� 2eþ 3

eþ 1
� Rmax

Rmin

T � eþ 1ð Þ ln 2eþ 3ð ÞRmax= eþ 1ð ÞRminð Þ= 2eþ 3ð Þed2 �O ln Rmax=Rminð Þ�ed2� �
∎
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Abstract. In this paper, we investigate the knowledge acquisition and
the learning ability of an agent in a three-dimensional (3D) environment
using data mining techniques. We apply three data mining techniques:
näıve Bayes, decision tree and apriori; to a human-controlled navigation
and then investigate the characteristic of knowledge discovered from each
of these techniques. The results shows that the agent is able to learn to
navigate automatically in the environment but with different outcomes
and limitations.

Keywords: Navigation · Machine learning · Apriori · Decision tree ·
Näıve bayes

1 Introduction

Our work is motivated by the goal of building a machine capable of learning to
automatically navigate in an unknown environment. A self-navigating machine,
can be useful, especially in a hazardous situation for example. This paper inves-
tigates the knowledge acquisition and learning abilities of a goal-directed agent
using data mining techniques. We model an agent that is able to automatically
navigate its way in a 3D environment using knowledge discovered by mining
human-controlled navigation dataset.

Initially, humans are responsible in teaching the agent on how to navigate
through the environment by controlling and selecting the best action for the
agent in respect to the state of the environment. The players actions that navi-
gates the agent to the goal are recorded over 4090 runs. This forms a substantial
dataset that we apply data mining (DM) techniques (näıve Bayes [1], decision
tree [2], apriori [3]) and examine emerging patterns which will formulate the
knowledge for the agent. This paper investigates (i) whether the agent can nav-
igate in a new environment using knowledge learned from the human-controlled
navigation dataset, and (ii) the nature of the agents performance based on these
three knowledge discovery techniques.

The rest of the paper is organized as follows. In Sect. 2, we present the related
works. Section 3 defines and formulates the problem and provides an overview
c© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 271–278, 2016.
DOI: 10.1007/978-3-319-49397-8 23
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of the environment and agent. Section 4 outlines the experimental design. Our
experimental results and discussions are reported in Sect. 5. Finally, we conclude
our findings and propose our future work in Sect. 6.

2 Related Works

A self-navigated agent must be able to learn from their experiences; how to
avoid obstacles and to find the optimal path to its destination. Many intelligent
computing techniques have been investigated e.g., reinforcement learning [4],
Dempster-Shafers theory of evidence [5], fuzzy logic rules [5], etc.

There are many types of techniques and approaches involved in machine
learning that have been studied by researchers in the field of Artificial Intel-
ligence (AI). Inclusively, many of these works have shown that knowledge can
be learned from observed data. A previous work used history replays of Real-
Time Strategy (RTS) games as the dataset to learn the gamers behavior [6]. In
addition to learning behavior, Derezynski et al. [7] identified future actions as
well as simulate their possible future actions and/or identified novel strategies
based on the dataset obtained from logs of past games. The study [8] that built
a probabilistic model that uses the historic behavior of gamers in a commercial
social videogame as their dataset and provides a real-time estimation of next
action expected. Although these works offer useful information to the research
fields, few others modeled this knowledge into an automated agent capable of
proficiency gaming. Such study is made by Weber et al. [9] where he developed
an autonomous agent using a Goal-Driven Autonomy (GDA) model that can
learn to perform tasks based on the demonstration in a RTS game. Similarly,
Gemine et al. [10] used set of recorded games and applied supervised learning to
teach an agent to learn building-production strategies. More recently, the appli-
cation of Artificial Neural Network (ANN) in learning to play a Tetris game is
investigated [11]. The ANN is also exploited in [12] to create an autonomous and
adaptive first person shooter agent that uses reinforcement learning based on an
observed environment.

One method of extracting knowledge is DM [13]. Knowledge can be described
as a relationship between stimuli and response, e.g., a proposition describing
antecedent and consequence. Many data mining techniques can find patterns in
this shape. For example, a study is made where the state of filled and unfilled
Tetris board was used as the condition to decide the actions of where to place
the next tetromino in a Tetris gameplay [14]. Through several gameplays, and
once enough data is collected, apriori algorithm is applied to mine stimuli and
response patterns. While this technique has been shown to work extremely well
in applications, the resulting predicted outcome relies entirely on the knowledge
discovered based on previous selected actions performed which in turn yields
a single outcome. The resulting outcome in [6,7], however, uses probabilistic
models which varies based on the possibility of occurrences and provides a variety
of selections which in turn might give a better performance to the application.
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In this work, we consider the agent to learn to navigate based on
knowledge and probabilistic approaches and to investigate the differences of these
approaches in a new environment.

3 Problem Formulation

In this section, we discuss the components used to formulate the problem
described. The environment used in this study is formulated first. This is followed
by an explanation of the agent used to navigate the environment.

3.1 3D Virtual Environment

The environment setup for this experiment is a real world human setting modeled
in a 3D virtual world representation using a Unity3D application. The environ-
ment is a virtual 3D space, populated with m game objects Om. An object may
be an agent A, a goal G, or obstacle such as wall W. The agent would navigate
its way to the goal while avoiding obstacles. For every state, the agent is able
to perform k actions, which in this case is a movement of one unit in any of the
eight directions (N, NE, E, SE, S, SW, W, NW ) in the environment but cannot
pass through obstacles. The game ends when the agent reaches the goal.

3.2 Agent

The agent is modeled similarly to a human, that can perceive its environment
through sensors and react accordingly through actions [15]. In this experiment,
the agent is assumed to be able to: (i) analyse the environment through percep-
tors; (ii) acquire knowledge through learning (iii) perform actions based on the
agent’s knowledge.

4 Experimental Design

Two experiments will be carried out for this study as outlined in the systems
architecture (see Fig. 1). In the first experiment, we (human) manually choose
the actions and control the agent based on the current state of the environment.
During this experiment, data is being collected for analysis. The collected data
is analysed using DM techniques to obtain the knowledge for the agent. The

Fig. 1. Learning to navigate in a 3D environment system architecture



274 N. Haji Mohd Sani et al.

Fig. 2. (a) The outline of the environment: An environment, an agent, a goal and
obstacles (exterior and interior walls); (b) Recording the environment as a data, taken
from the agents north direction. The data reads: 2W, 1W, 1W, 2W, 1W, 1W, 1W, 2W;

result based on the first experiment should provide the basic knowledge for
the agent. In the second experiment, the agent applies the knowledge learned
through interacting with the environment. Figure 2(a) shows the outline of the
environment (top view). The area of the environment is a 3D space with a size
of 10× 10× 2. For every new gameplay, the exterior 20 walls are positioned
stationery to form a squared-shaped room with five walls each side. One goal,
one agent and 15 interior walls are randomly positioned in the environment are
randomly positioned within the squared room. If a goal is reached, the position
of the walls remains and while the agent and the goal is relocated randomly.
This state can be repeated number of times until the player decides to end or
play a new game. This parameter setup is shown in Table 1.

Table 1. Parameter settings for the experiment

Parameter settings Values Remarks

Grid size 10× 10× 2 Default Unity3D unit

Number of agent, A 1

Number of goal, G 1

Number of walls, W 35 20 Walls surrounding the environment 15
randomly generated walls

Number of actions, k 8 Each action is a movement to one of the eight
directions (N, NE, E, SE, S, SW, W, NW)

Below are summary of the process involved in the knowledge acquisition stage
which focuses on obtaining the knowledge to train the agent outlined in Fig. 3(a):

i Agent percepts the environment using its sensors.
ii Human selects and controls the actions performed by the agent using one of

the directional buttons (up, left or right) based on the state of the environ-
ment. For example, if the right key is pressed once, the agent will face the
NE direction, twice E direction, thrice SE direction, etc. But data will only
be captured when the forward (up) button is pressed.

iii The selected actions are recorded along with the state of the environment.
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Fig. 3. (a) A Human Control Agent. It performs actions according to human control.
State of environment and Human/user control information is recorded to be analysed
for knowledge discovery; (b) A Knowledge-based Agent. Agent uses state of environ-
ment matched with policies to select which action to perform in environment.

The recorded data is analysed using DM techniques. This experiment is done
separately. Patterns emerging from the analysis is extracted as a knowledge for
the agent to perform in a new environment.

The knowledge application experiment (outlined in Fig. 3(b)) requires the
agent to use the knowledge learned in a new environment without human inter-
vention. This experiment was repeated three times, one for each of the three
different DM techniques. Below summarizes the processes in the experiment:

i Agent percepts the environment using its sensors.
ii The agent matches the percepted environment to the knowledge, and uses

the given projected outcome to perform its actions.

4.1 Recorded Data

We decided to record (i) the environment as viewed by the agent in 360 degrees
around him with division analysis according to the cardinal and ordinal direc-
tions of a compass (i.e. eight basic directions in a compass), that consist of one
of the following data: 1W, 2W, 1G, 2G (where 1 = near, 2 = far, W = wall and
G = goal); and (ii) the k action taken by the agent.

4.2 Association and Classification Rule Mining

The following DM techniques were applied to the collected data for analysis:

i Association: Apriori
ii Classification: J48 C4.5 decision tree and näıve Bayes

Weka [13] explorer toolkit is implemented to perform these DM analysis.
A ten-fold cross validation is used in our classification techniques and the con-
fidence level of 0.75 is set for our association technique while all other options
are set to default settings. The algorithms were conducted at different times
throughout the study. The Weka simulation is conducted separately and all the
three DM techniques are generated using the same dataset.
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4.3 Evaluation Criteria

The evaluation was conducted by observing the agents performance based on
two parameters: (i) the number of times the agent avoids an obstacle W; and
(ii) The number of times the agent A approaches goal G if it is visible.

5 Results and Discussions

A reasonable pattern emerged from all the three DM techniques from a total of
4090 recorded training instances from 40 game sessions. In order to apply each
of these knowledge to the agent, it requires an interpretation of the results. Some
of the raw results as well as the translated results are summarized in Table 2.

Table 2. Sample of analysed raw and interpreted rule for apriori, decision tree and
naive bayes

Technique Analysis Result Interpreted Result

Apriori

• angle N = 2G 518 ==>
action = N 518 conf : (1)

• angle N = 1G angle S = 2W
513 ==> action = N 513
conf : (1)

• IF angle N == 2G THEN
action = N

• IF angle N == 1G AND
angle S = 2W THEN
action = N

Decision
Tree

angle N = 1W
| angle NE = 1W
| | angle NW = 1W
| | | angle E = 1W
| | | | angle SE = 1W
| | | | | angle W = 1W
: S(13.0/1.0)
| | | | | angle W = 2W
| | | | | | angle S = 1W
: W (9.0)

IF angle N == 1W
IF angle NE == 1W

IF angle NW == 1W
IF angle E == 1W

IF angle SE == 1W
IF angle W == 1W

THEN action = S
ELSE IF angle W == 2W

IF angle S == 1W
THEN action = 2W

Naive
Bayes

angle N
1W 12.0 64.0 91.0 1.0 109.0 55.0 16.0 29.0
2W 27.0 84.0 298.0 644.0 243.0 62.0 28.0 48.0
1G 1.0 1.0 1.0 213.0 1.0 1.0 1.0 1.0
2G 1.0 1.0 1.0 283.0 1.0 1.0 1.0 1.0
[total] 41.0 150.0 391.0 1141.0 354.0 119.0 46.0 79.0

Apriori and decision tree algorithms directly translate the results into knowl-
edge. Näıve Bayes, however provides a more probabilistic approach, which
requires us to use a random variable R to determine the actions to be performed
for the agent. For example, suppose the analysed environment for N, NE, E,
SE, S, SW, W, NW are 2W, 1W, 2W, 1W, 1W, 1W, 1W, 1W, respectively. The
calculated probability and cumulative probability for each of the possible out-
come is sampled as illustrated in Table 3 and we decide that the order of these



Learning to Navigate in a 3D Environment 277

Table 3. Sample probability computed for the agent to select an action

Action N NE E SE S SW W NW

Probability 0.525 0.000 0.431 0.005 0.031 0.001 0.006 0.001

Cumulative probability 0.525 0.526 0.957 0.962 0.993 0.993 0.999 1

Table 4. Summary of experimental results

Technique Criteria Correctly performed Incorrectly performed

Tree diagram (i) 654 (100%) 0 (0 %)

(ii) 7 (100%) 0 (0 %)

Nave Bayes (i) 611 (98.5 %) 9 (1.5 %)

(ii) 66 (93%) 5 (7 %)

actions are stationary. If R, lets assume, equals to 0.61, based on the cumulative
probability, then an action k = E is selected.

Although the results given by apriori algorithm shows a reasonable knowledge
to the agent, the limitation to this is that the knowledge is incomplete. Some of
the environment percepted by the agent are unknown which results in action k
to be null. Because of this, experiment to run the simulator is impracticable.

Table 4 shows summary of experiments. In a sample of 661 instances that
has been recorded to run the interpreted result of decision tree, 654 (100 %)
actions are performed as expected with 0 % or no incorrect performed action
made. Although it shows an excellent result, the problem with this technique
is that the agent will only perform the action stated repeatedly when logically,
there are multiple choices. This behavior sometimes lead the agent into going
in circles and end up in a loop. The seven actions stated in criteria (ii) where
it found the goal most likely happened because the goal is already nearby when
the game started.

The agent also performed rather well (>90 %) by using näıve Bayes technique
with a collected sample of 691 instances. The 1.5 % and 7 % incorrect action is,
by any chance, selected because although the probability of that action is close to
0, there is still a possibility for that action to be selected. The advantage of using
this technique is that it gives more flexibility on the action chosen compared to
that of apriori and decision tree but the drawback is that some of the actions
are performed incorrectly.

6 Conclusions and Future Work

In this paper, we demonstrated a DM approach to study the learning ability of
an agent to navigate in a 3D Environment. We collected a total of 4090 data and
implemented apriori, decision tree and näıve Bayes by using Weka toolkit as the
techniques used to acquire knowledge for the agent based on human controlling
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navigation dataset. Our result shows the agent can learn to navigate in the 3D
Environment through this knowledge but with a few limitations.

As DM techniques allows knowledge discovery from dataset, possible future
work is to include more actions to improve the immersion of the 3D environment
and knowledge obtained by the agent can be further improvised, either by incor-
porating two or three techniques or by inserting extra knowledge to the learned
knowledge.
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Abstract. To calculate the similarity or dissimilarity of DNA sequences, a new
method is proposed based on pulse coupled neural network (PCNN) model.
First, according to the characteristics of PCNN model, we encode DNA primary
sequences using a simple coding method. Then we use PCNN model to extract
the entropy sequence (ES) of the encoded DNA sequence; the ES expresses the
features of the DNA sequences. At last, we calculate the similarity of the ES by
Euclidean distance to get the similarity of DNA sequences. We take several sets
of data to test our method. The experimental results demonstrate that our method
is effective.

Keywords: DNA sequences � Pulse coupled neural network � Euclidean
distance

1 Introduction

DNA sequences are composed of four bases over the four-letters alphabet A, C, G, T,
which play a significant role in the determination of the functions of various biological
structures. However, it is still very difficult to obtain the important information of DNA
primary sequences [1]. In DNA similarity analysis field, scholars have proposed many
methods to analyze the similarity of this kind of biological sequences [1–5]. In 1983,
graphical representations of DNA sequences were firstly initiated by Hamori and
Ruskin [1], and then the method was expanded by Nandy and Randic [2, 3]. Since this,
many new graphical representation based methods have been proposed by researchers
in two-dimension [4, 5] and three-dimension [6, 7]. Except graphical representation
based methods, Wavelet transforms and Fourier transform was applied to DNA
sequences similarity analysis and hierarchical clustering [8, 9]. Segmented K-mer
applied on similarity analysis of mitochondrial genome sequences [10], however, it still
did not completely solve the deficiency of the K-mer method in biological sequences
analysis, and would lose same information when DNA sequence data is condensed into
a vector of K-mer counts.
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In 1993, pulse coupled neural network (PCNN) based on Eckhorn research in cat’s
visual cortex was proposed [11–13]. It has been widely used in image processing
[14, 15], features extraction [16], and other fields [17, 18]. The capture features of
PCNN neurons will cause the capture and firing of the similar external neurons, by this
way, it can automatically couple and transmit the information to other neurons [18].
Compared with other artificial neural network in the pattern recognition field, PCNN is
no need sample to train and has an incomparable advantage over other traditional
artificial neural network [11–18]. Our researches in PCNN model reveal that it can be
used for extracting the features of DNA sequence, and the features will include not only
the structural and functional information of DNA sequences, but also the connection
among the bases in DNA sequences [19].

In this paper, we propose a new method of DNA sequences similarity calculation
based on PCNN model. First, according to the different permutations of bases of triplet
code, we encode DNA primary sequences using simple coding way, then the encoded
DNA sequences are normalized into numerical sequences range from 0 to 1, which will
make the code suit for PCNN model to extract the entropy sequence (ES) of DNA
sequences. At last, Euclidean distance is used to calculate the similarities among ES of
different species. In order to examine the validity of the new method, we analyzed the
similarity of the first exon sequences of b-globin genes of 11 species. The experimental
results show that our method is effective and consistent with the evolutionary relation
of the species.

2 DNA Sequences Code

Since most of the methods cannot deal with A, G, C, T alphabet sequences directly,
before processing we should recode the DNA sequences to make the letter sequences
numeralization. By this way, DNA primary sequences can be converted into
one-dimensional numerical sequences. There are many methods for transforming DNA
sequences into numerical sequences, such as CMI code analysis [20], codon-based
encoding [21]. However, most of the methods may lose the structural and functional
information of DNA sequences. Therefore, these methods may not fully reflect the
actual differences among DNA sequences.

We encode A, G, C, T by 1, 2, 3, 4, respectively, so that DNA sequences are
translated into quaternary sequences, and it will hold all the structural and functional
information of DNA sequences. Based on this simple method, four numerical
descriptors of DNA sequences are obtained without complicated calculations. After
coding, the coded sequences are normalized from 0 to 1, the rule is in accordance with
(1). It will be consistent with the range of normalized gray image pixel value, which
ranges from 0 to 1, and this range is suitable for PCNN to process DNA sequences
code. Besides, the process does not change the numerical characters of coded DNA
sequences. After this, we can use PCNN model to extract the features of the coded
sequences of DNA primary sequences.
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C ¼ Imax � i
Imax � Imin

; ð1Þ

where C is the normalized value, i is the input quaternary code, Imax and Imin are the
maximum and minimum of all input values.

3 DNA Sequences Features Extraction Based on PCNN

3.1 PCNN Model

PCNN model is described by five equations to, as (2)–(6).

FijðnÞ ¼ VF
X
kl

MijklYklðn� 1Þþ e�aFFijðn� 1Þþ Sij; ð2Þ

LijðnÞ ¼ VL
X
kl

WijklYklðn� 1Þþ Lijðn� 1Þe�aL ; ð3Þ

UijðnÞ ¼ FijðnÞ½1þ bLijðnÞ�; ð4Þ

hijðnÞ ¼ e�ahhijðn� 1ÞþVh
ij Yijðn� 1Þ; ð5Þ

YijðnÞ ¼ 1; UijðnÞ[ hijðnÞ
0; otherwise

:

�
ð6Þ

In above equations, the subscripts i and j represent the neuron location, n denotes
the current iteration. The receptive field is composed by L and F channels, and it will
receive neighboring neurons’ coupling input Y and external stimulus input S, which is
described by (2) and (3). In L and F channels of the receptive field, the neuron links
with its neighborhood neurons by the synaptic linking weights W and M, respectively,
the decay exponentials are aL and aF , while the channel amplitudes are VL and VF . The
total internal activity U is calculated according to L and F, and b is the linking strength
of the neuron. Pulse generator is described by (5) and (6), which will generate one
pulse would be output by the neuron when the threshold value h is less than U. ah and
Vh
ij is decay coefficient and amplification coefficient, respectively.
When PCNN is used for DNA sequences processing, each code is connected to a

unique neuron, and the number of the neurons is equal to the number of bases in the
input code sequences. And the code value of a base is taken as the external input
stimulus of the neuron in F channel, Sij ¼ Iði; jÞ. The output of each neuron results in
two states, namely, non-pulse and pulse, which are represented by 0 and 1. As a result,
the output status of the neurons is a binary sequence. And more information about
PCNN will be found in [11–19].
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3.2 DNA Sequences Linking Relations in PCNN Neurons

In PCNN model [14–19], the matrix W and M represent the synaptic connection
weights. We usually let W equal to M, and it is a very important characteristic of
PCNN model. For image processing, PCNN is a single layer two-dimensional array of
laterally linked pulse coupled neurons, and all neurons are identical. As a result, the
matrix W and M is two-dimensional. In this paper, the codes of the DNA sequences are
served as the input of the PCNN, which are one-dimensional. A code bit is corre-
sponding to a neuron, the matrix W and M are also one-dimensional, which makes the
PCNN model can deal with one-dimensional DNA sequences. There are many setting
methods for the matrix, and one simple setting way is that let the element of the matrix
equal to the reciprocal of the distance between the central neuron and its adjacent
neurons. For the neuron (i, j), the element of the matrix can be defined by (7).

Wijkl ¼ 1
ði� kÞ ; ð7Þ

where Wijkl denotes the element of linking matrix, (i, j) is the central neuron, and
(k, l) is adjacent neuron.

As we all know the information of the DNA sequences represent the composition
and distribution of the bases in DNA sequences. However, normal analysis ways do not
consider their linking relations. One base has a great relationship with its adjacent
bases, so their linking relation does need a special consideration. One codon has three
bases, which contacts with two codons. Therefore, one base at least has a close-knit
linking relation with 8 bases, and the length of W in this paper is 8.

3.3 The Entropy Sequences of DNA Sequences

In image processing field, the output of PCNN is two-dimensional binary pulses
map. The entropy of each two-dimensional binary pulses map is the description of the
features in the image, which can translate the binary pulses maps into a number
sequence. The number sequence is known as entropy sequence (ES). In DNA
sequences processing field, we encode DNA primary sequences with a simple coding
way to keep all structural and functional information of DNA primary sequences, then
PCNN model is used to extract the features of the coded DNA primary sequences.
According to PCNN model, different Sij will have different pulse status at the same
time, some neurons will output pulses, but others will not, namely, non-pulse (0) and
pulse (1), so the output statuses of neurons comprise a binary sequence (0 or 1). These
binary sequences contain the connection, composition and distribution information of
the bases in DNA sequences, and ES of the binary sequences can effectively express
the features of the coded DNA primary sequences.

The compute mode of ES is described by (8) and (9). We calculate the entropy of
the output binary sequences at each time of iteration using (12). We arrange the entropy
according to its appearing in order to obtain an one-dimensional ES, which is denoted
by ES(n), as shown in (9). ES is a comprehensive description of the code DNA
sequences, and each code DNA sequences will have its own unique ES according to the
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characters of PCNN model. So it can be applied to DNA primary sequences pattern
classification.

E½YðnÞ� ¼ �P1 log2 P1ð Þ � P0 log2 P0ð Þ; ð8Þ

ESðnÞ ¼
XN
1

E½YðnÞ�; ð9Þ

where E½YðnÞ� is the entropy of Y n½ � at nth iteration. P1 is the probability of 1 status in
binary sequences; P0 is the probability of 0 states in binary sequences. ES(n) is ES of
the DNA sequences, N is the total number of iterations, n varies from 1 to N.

From above analysis, we can know that ES of PCNN can be used to calculate the
similarity of the primary DNA. ES not only reflects the composition and distribution of
the bases in DNA sequences, but also embodies the connections among the bases.
Figure 1 is ES bar chart of sample 1, 4, 6 and 8 in Table 1, respectively. In Fig. 1, it
can be seen sample 4 is obviously different with others. We all know that sample 4 is
poultry and the others are mammal. However, ES of sample 6 and 8 are very similar,
they are murine. Besides, ES of three kinds of mammal also have a little difference,
which depends on the evolutionary relationship among the species. Therefore, we can
infer that the close species have similar ES, and distant species have different ES. So
we can use ES of PCNN to measure the similarity of the primary DNA, it will express
kinship among the species.

4 Algorithm Process and Experimental Analysis

To verify the validity of the presented algorithm, we use the first exon of b-globin gene
in different species as experimental samples, which DNA sequences are often used, as
shown in Table 1. It should be pointed out that we use Euclidean distance to calculate

 

Fig. 1. The ES of sample 1, 4, 6 and 8.
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DNA sequences similarity. The parameters of PCNN model are:W ¼ ½1=5 1=4
1=3 1=2 1 1=2 1=3 1=4 1=5�, b ¼ 0:01, aF ¼ 0:54, aL ¼ 0:2, ah ¼ 0:2, VL ¼ 1,
VF ¼ 0:1, Vh ¼ 15 and the iteration N ¼ 300.

Table 2 is similarity matrix, it can be seen that the three kinds of primates (human,
chimpanzee and gorilla), which are strongly similar to each other, for the smallest
distances are associated with human–gorilla and gorilla–human, chimpanzee–human.
Besides, the two kinds of muridaes’ (mouse and rat) DNA sequences are similar to each
other as well. And goat and bovine are the most similar with each other. On the other
hand, Gallus is the only none mammal among them, so it shows great dissimilarity with
others among 11 species. Lemur shows greater similarities to rabbit, chimpanzee,
human, gorilla than to the other species. This is analogous results were reported by
other authors [4, 5, 7], which proved the proposed method was feasible.

Table 1. The DNA sequences of the first exon of b-globin gene of 11 species

Species Coding sequence

Human ATGGTGCACCTGACTCCTGAGGAGAAGTCTGCCGTTACTGCCCTGTGGGGCAAGGTGAACGTGGATGA
AGTTGGTGGTGAGGCCCTGGGCAG

Goat ATGCTGACTGCTGAGGAGAAGGCTGCCGTCACCGGCTTCTGGGGCAAGGTGAAAGTG
GATGAAGTTGGTGCTGAGGCCCTGGGCAG

Opossum ATGGTGCACTTGACTTCTGAGGAGAAGAACTGCATCACTACCATCTGGTCTAAGGTGCAGGTTGACC
AGACTGGTGGTGAGGCCCTTGGCAG

Gallus ATGGTGCACTGGACTGCTCAGGAGAAGCAGCTCATCACCGGCCTCTGGGGCAAGGTCAATGTGGC
CGAATGTGGGGCCGAAGCCCTGGCCAG

Lemur ATGACTTTGCTGAGTGCTGAGGAGAATGCTCATGTCACCTCTCTGTGGGGCAAGGTGGATGTAGAGA
AAGTTGGTGGCGAGGCCTTGGGCAG

Mouse ATGGTTGCACCTGACTGATGCTGAGAAGTCTGCTGTCTCTTGCCTGTGGGCAAAGGTGAACCCCGA
TGAAGTTGGTGGTGAGGCCCTGGGCAGG

Rabbit ATGGTGCATCTGTCCAGTGAGGAGAAGTCTGCGGTCACTGCCCTGTGGGGCAAGGTGAATGTGGA
AGAAGTTGGTGGTGAGGCCCTGGGC

Rat ATGGTGCACCTAACTGATGCTGAGAAGGCTACTGTTAGTGGCCTGTGGGGAAAGTGAACCCTGATA
ATGTTGGCGCTGAGGCCCTGGGCAG

Gorilla ATGGTGCACCTGACTCCTGAGGAGAAGTCTGCCGTTACTGCCCTGTGGGGCAAGGTGAACGTGGAT
GAAGTTGGTGGTGAGGCCCTGGGCAGG

Bovine ATGCTGACTGCTGAGGAGAAGGCTGCCGTCACCGCCTTTTGGGGCAAGGTGAAAGTGGATGAAGT
TGGTGGTGAGGCCCTGGGCAG

Chimpanzee ATGGTGCACCTGACTCCTGAGGAGAAGTCTGCCGTTACTGCCCTGTGGGGCAAGGTGAACGTGGAT
GAAGTTGGTGGTGAGGCCCTGGGCAGGTTGGTATCAAGG

Table 2. The similarity matrix of eleven different species

Human Goat Opossum Gallus Lemur Mouse Rabbit Rat Gorilla Bovine Chimpanzee
Human 0 1.4910 1.4560 1.6750 1.5850 1.4077 1.2965 1.6530 0.0761 1.3057 0.4985
Goat 1.4910 0 1.6441 1.9841 1.8822 1.3144 1.4384 1.5509 1.4994 0.7923 1.4160
Opossum 1.4560 1.6441 0 1.9269 2.1256 1.4288 1.8076 1.6523 1.4762 1.6895 1.3973
Gallus 1.6750 1.9841 1.9269 0 2.5710 2.0517 2.2715 2.3574 1.6662 1.8955 1.7628
Lemur 1.5850 1.8822 2.1256 2.5710 0 1.6710 1.3634 1.5605 1.5954 1.7784 1.3910
Mouse 1.4077 1.3144 1.4288 2.0517 1.6710 0 1.2821 1.1518 1.4183 1.2353 1.1992
Rabbit 1.2965 1.4384 1.8076 2.2715 1.3634 1.2821 0 1.5014 1.3039 1.3352 1.0783
Rat 1.6530 1.5509 1.6523 2.3574 1.5605 1.1518 1.5014 0 1.6740 1.6296 1.4758
Gorilla 0.0761 1.4994 1.4762 1.6662 1.5954 1.4183 1.3039 1.6740 0 1.3060 0.4993
Bovine 1.3057 0.7923 1.6895 1.8955 1.7784 1.2353 1.3352 1.6296 1.3060 0 1.2258
Chimpanzee 0.4985 1.4160 1.3973 1.7628 1.3910 1.1992 1.0783 1.4758 0.4993 1.2258 0
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UPGMA phylogenetic tree of Table 2 was built from the similarity-matrix using
the proposed method, as shown in Fig. 2. We note that the classification of 11
mammals is basically consistent with the evolution, all the mammals are on a branch,
and are far and gallus. Figure 2 and Table 2 are associated with the group of human,
gorilla and chimpanzee; all the primates are closely related to each. On the contrary, the
longest distance was observed between the group of primates and gallus. The pairs
mouse and rat, goat and bovine. The method can almost distinguish the genetic rela-
tionship among 11 species. Although the method has some not perfect aspects, it
should be a promising area for further research. The results basically conform to the
evolution rule of the biological species.

5 Conclusions

In this paper, we proposed a novel method based on PCNN for DNA sequences
similarity calculation. Our encoding method is simple, which can hold all the infor-
mation of DNA sequences and be suitable for PCNN to extract ES of the species. ES is
independent of the lengths of DNA sequences, so it can deal with different lengths
DNA sequences. Using the characters of PCNN, ES can effectively express the features
of DNA sequences. At last, we calculate the similarity by Euclidean distance to get the
similarity matrix from DNA primary sequences. The experimental results show that the
proposed method for the analysis of DNA sequences is relatively reasonable and
effective.

Acknowledgements. Our work is supported by the National Natural Science Foundation of
China (Grant 61365001, 61463052).
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Fig. 2. Phylogenetic tree of the first exon of b-globin gene in Table 2.
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Abstract. Building sentiment lexicons is an essential task that provides “ma-
terial” for all sentiment analysis levels: document-based, sentence-based, and
aspect-based. For Vietnamese researchers, this problem is still a hot issue and
should be resolved because the Vietnamese sentiment corpus is not complete. In
this paper, we propose a fuzzy language computation based on Vietnamese
linguistic characteristics to provide an effective method for computing the sen-
timent polarity of adjective phrases. Then, from this base, we built a sentiment
phrase dictionary for Vietnamese with fine-grained scores. In our experiments on
a real data set, we show that our approach gives perfectly acceptable results.

Keywords: Sentiment lexicons � Valence shifter � Language computation �
Linguistic variable � Vietnamese hedges � Fuzzy logic � Approximate reasoning

1 Introduction

In the task of sentiment analysis, researchers aim to identify positive, negative, and
neutral opinions, emotions, and evaluations of target objects, such as products, indi-
viduals, or topics. Building sentiment lexicons is an essential task that provides “ma-
terial” for all sentiment analysis levels: document-based, sentence-based, and
aspect-based. One of the biggest English sentiment lexicons is SentiWordNet [8]. It
contains sentiment terms extracted from WordNet with a semi-supervised learning
method and is available for research purposes. In recent years, some researches on
Vietnamese text have been published by Vu et al. [12], Nguyen et al. [2], and Trinh
et al. [7] in which [7] is the newest one building a Vietnamese emotional dictionary that
contains five sub-dictionaries of noun, verb, adjective, adverb, and proposed features.
However, the way the authors calculated the sum of the emotional values of the hedges
was based on feelings.

In this paper, based on Vietnamese linguistic characteristics and the fuzzy com-
putation proposed by Zadeh [4, 13], we present an effective method for the compu-
tation of the sentiment polarity of adjective phrases, and from this we built a sentiment
dictionary for Vietnamese. Zadeh developed the concept of fuzzy linguistic variables
that modify the meaning and intensity of their operands, and we developed a modified
fuzzy function suitable for use with the Vietnamese language. In our experiments, we
showed that our system provides good results.
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With this paper, we describe our research contributions, as follows: (1) The mining
of Vietnamese linguistic characteristics to propose sentiment computing rules for
adjective phrases. (2) Proposal of modified fuzzy functions suitable for Vietnamese
linguistic variables. (3) Taking of steps toward building a Vietnamese sentiment phrase
dictionary with fine-grained scores.

We organized the rest of this paper as follows: in Sect. 2 we present the linguistic
characteristics of Vietnamese; in Sect. 3 the proposed model is described; in Sect. 4 we
report our experiments; and finally, we conclude the paper and discuss possibilities for
future work.

2 Linguistic Characteristics of Vietnamese

Vietnamese is an isolating language with lexical tones and monosyllabic word struc-
ture. These characteristics are evident in all aspects: phonetic, vocabulary, and gram-
mar. In this paper, we focus on adjectives and adverbs.

2.1 Vietnamese Adjectives

Adjectives are words that indicate the features, qualities, and characteristics of things,
such as the shape, color, and size, etc. Based on the meaning and the ability to be
combined with others, we can divide adjectives into three types: relational adjectives,
degree adjectives (relative adjectives), and non-degree adjectives (absolute adjectives).

Relational Adjective. In Vietnamese, relational adjectives: (1) take a role as a com-
mon noun: tác phong (rất) công nghiệp industrial style. (2) take a role as a proper noun:
thái độ (rất) Chí Phèo Chi Pheo attitude. However, some linguists like Than [6]
believes that Vietnamese does not have relational adjectives.

Degree Adjectives. These adjectives are characterized by determining the nature of
things. These adjectives can be combined with degree adverbs or they can make a
comparable structure.

• Quality adjectives for colors: xanh, đỏ, vàng (green, red, yellow).
• Quality adjectives for tastes: chua, cay, mặn, ngọt (sour, spicy, salty, sweet).
• Quality adjectives for physical appearances: cứng, mềm (hard, soft).
• Quality adjectives for sounds: ồn ào, im lìm, yên lặng (noisy, quiet, silent).
• Intellectual adjectives: thông minh, sáng suốt, ngu đần (smart, wise, stupid).
• Mental adjectives: vui vẻ, buồn, chán (happy, sad, bored).
• Qualitative adjectives: morality: tốt (good); physiological characteristics: ốm yếu,

khỏe mạnh (sick, healthy); manners (actions): nhanh nhẹn (agile).
• Adjectives for temperature: nóng, lạnh, ấm (hot, cold, warm).
• Quality adjectives for sizes: to, nhỏ, ít, nhiều (big, small, little, many).
• Quality adjectives for shapes: thẳng, vuông, gầy, (straight, square, thin).
• Quality adjectives for intensities: mạnh, yếu (strong, weak).
• These adjectives can often create opposite meaning pairs: vui/buồn (happy/sad),

mạnh/yếu (strong/weak), or giàu/nghèo (rich/poor).
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Non-Degree Adjectives. These adjectives are characterized by themselves and contain
significant levels of nature (usually at the absolute level), so they are not normally
combining with degree modifiers.

2.2 Vietnamese Adverbs

Adverbs are words that modify or describe verbs, adjectives, clauses, sentences, and
other adverbs. For Vietnamese, a selection of the types of adverbs and their ability to
combine with adjectives [5] are presented in Table 1.

3 Proposed Model

In this model, we try to compute the sentiment scores for word phrases that include
adjectives and adverbs based on Vietnamese linguistic characteristics. By combining
with some adverbs, the adjective phrases will have a smoother sentiment scaling.

3.1 System Architecture

Our system architect is presented in Fig. 1. We used the English sentiment dictionary,
SentiWordNet, and the translate tools Vdict1 and Google Translate2 to build the core
adjective lexicons with sentiment polarities for Vietnamese. The fuzzy rules then
computed the sentiment scores for the whole phrase that included the adjectives and
associated adverbs.

Building Core Adjectives. We constructed a handcrafted opinion dictionary con-
taining approximately 1,500 adjectives. The number of words was large enough to
cater to the problem we sought to solve. These words:

1. appeared in the review corpus that we obtained from [9, 10].
2. are matched with corresponding English words in SentiWordNet, we used Vdict

and Google Translate to check this. We assigned opinion words scores that were the
same as the scores of words in SentiWordNet.

Table 1. Vietnamese adverbs and their ability to combine with adjectives.

Types Terms Examples

Request đừng, chớ (don’t) đừng làm (don’t do (it))
Degree quá, lắm (too) đẹp lắm (very beautiful)
Finish, completion rồi (already) tốt rồi (good enough)
Circumstance mãi, luôn (forever always) trẻ mãi (young forever)
Consequence lên, lại, đi (up, again, rather) già đi (rather old)
Invert không, chẳng, chưa, chả (not) không ngoan (not good)
Continuity cứ, vẫn (just, still) vẫn giỏi (still good)

1 http://vdict.com.
2 https://translate.google.com/.
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In Table 2 we describe some of the opinion words that appear in this core
dictionary.

3.2 Fuzzy Rules

Overall sentiment scores for the adjective phrases were calculated thanks to fuzzy rules
that were associated with the combination between the adjective (denotes x) and the
adverb (denotes y). We used fuzzy functions to incorporate the effect of the adverbs in
the adjective phrases. We considered the sentiment score of an adjective to be its initial
fuzzy score l(x). Based on Vietnamese characteristics, we realized five sentiment
shifting scalings for adverbs, and these were intensifier, booster, diminisher, minimizer,
and modifier. Some Vietnamese adverbs are presented by Table 3.

Table 2. Fragment of core opinion dictionary.

Name Positive score Negative score POS Tag

đẹp beautiful 0.75 0 Adjective Qualitative
xấu urly 0 0.75 Adjective Qualitative
tốt fine 0.625 0 Adjective Morality
xấu xa bad 0 0.625 Adjective Morality

Fig. 1. System architecture.

Table 3. Some Vietnamese adverbs with their scalings.

Intensifier Booster Diminisher Minimizer Modifier

cực kỳ extremely rất very khá rather cũng seemingly không no

cực strongly quá too tương đối relatively hơi a bit chẳng no

siêu super lắm much tạm rather rồi already chả no

Computing Sentiment Scores of Adjective Phrases for Vietnamese 291



In our system, Vietnamese adverbs are also organized in a database. In Table 4 we
describe some of the adverbs that appear in our adverb database. In there, “Tag” is the
scaling category to which an adverb can belong.

Similar to Zadeh’s proposition [13], if the adjective had a preceding adverb, its
modified fuzzy score was computed by (1).

f ðlðxÞÞ ¼ 1� ð1� lðxÞÞd ð1Þ

We chose d = 4, 2, 1/2, or 1/4 if the adverb was a(n) intensifier, booster, diminisher, or
minimizer, which gives us a modified fuzzy score as indicated in (2).

f ðlðxÞ; yÞ ¼
1� ffiffiffi

4
p

1� lðxÞ y 2 Minimizer
1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� lðxÞ2
p

y 2 Diminisher
1� ð1� lðxÞÞ2 y 2 Booster
1� ð1� lðxÞÞ4 y 2 Intensifier

8>><
>>:

ð2Þ

With ƒ(l(x),y) is the sentiment score of an adjective phrase, in which x: adjective, y:
adverb; and l(x) is the sentiment score of an adjective. Table 5 presents an example of
adjective phrases and their sentiment scores.

Exceptions

(a) Negation. Adjectives for morality, manner, and nature: Van Ban [1] believes that
the negatives of these adjectives are inversions if they are positive, and the others
are neutral, as in (3).

f ðlðxÞ; yÞ 2 ModifierÞ ¼ �lðxÞ x 2 Morality AND x is positive
0 x 62 Morality OR x is negative

�
ð3Þ

For example: ƒ(không đẹp no beautiful) = 0, but ƒ(không tốt no good) = −ƒ(tốt
good) = −0.625

Table 4. Some Vietnamese adverbs with their tags.

Adverbs Types Tag

cực kỳ degree intensifier
không invert modifier
rồi finish minimizer

Table 5. Sentiment score of adjective phrases.

f(l(x),y) l(x)

Intensifier Booster Diminisher Minimizer Modifier Adjective
cực kỳ (đẹp) rất (đẹp) khá (đẹp) cũng (đẹp) không (đẹp) đẹp
0.99 0.94 0.5 0.29 0 0.75
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(b) Position between adverb and adjective in sentence.We believe that the position
interchange of the two words will usually emphasize the adjective meaning. For
example. ƒ(đẹp cực kỳ) > f(cực kỳ đẹp extremely beautiful) and f(hay tuyệt) > f(tuyệt
hay extremely interesting) etc.
In this case (the adjective precedes the adverb), ƒ(l(x),y) equals the mean of the
original sentiment score (the adjective follows the adverb) and the next sentiment
level score in the formula (2). If the original sentiment score is the highest value,
then we assign the next sentiment score to 1, as in (4). For example: ƒ(đẹp cực
kỳ) = (ƒ(l(đẹp), cực kỳ) + 1)/2 = (0.99 + 1)/2 = 0.995.

f ðlðxÞ; yÞ ¼

ð1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
41�lðxÞÞ

p
þð1�

ffiffiffiffiffiffiffiffiffiffiffi
1�lðxÞ2

p
Þ

2 y 2 Minimizer
ð1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1�lðxÞÞ2

p
þð1�ð1�lðxÞÞ2Þ
2 y 2 Diminisher

ð1�ð1�lðxÞÞ2Þþ ð1�ð1�lðxÞÞ4Þ
2 y 2 Booster

ð1�ð1�lðxÞÞ4 þ 1Þ
2 y 2 Intensifier

8>>>>><
>>>>>:

ð4Þ

(c) Adverbs for finish, completion. There is not too much sentiment for a finishing
adverb (denotes z), for example, “đẹp rồi”, “sáng rồi”. The adverb “rồi” is only
equivalent to the Minimizer level [1], but they can combine with another adverb
(denotes y): “đẹp lắm rồi”, “tốt quá rồi”, and “cực đẹp rồi”. In this case, ƒ(l(x),
y,z) equals the mean of the original sentiment score (phrase without finishing
adverb, z) and the preceding sentiment level score in the formula (2). If the
original sentiment level is the lowest level, then we select the preceding sentiment
score as being equal to 0. If y is a Modifier, we choose a parameter b = 3/4 to
scale down the score of the function ƒ(l(x),y,z), as in (5).
For example: ƒ(cũng đẹp rồi pretty well already) = (ƒ(cũng đẹp pretty well) +0)/
2 = (0.29 + 0)/2 = 0.145.

f ðlðxÞ; y; zÞ ¼

ð1� ffiffi
4

p
1�lðxÞÞþ 0
2 y 2 Minimizer

ð1� ffiffi
4

p
1�lðxÞÞþ ð1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1�lðxÞÞ2

p
2 y 2 Diminisher

ð1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1�lðxÞÞ2

p
þð1�ð1�lðxÞÞ2Þ
2 y 2 Booster

ð1�ð1�lðxÞÞ2Þþ ð1�ð1�lðxÞÞ4Þ
2 y 2 Intensifier

�lðxÞ � 3
4 y 2 Modifier

8>>>>>>><
>>>>>>>:

ð5Þ

with z is an adverb with Finish type.

4 Experiments

We randomly collected 100 sentences from Agoda3 to evaluate the system performance.
These sentences included 252 adjective phrases, and the system was capable of handling
245 phrases. The highest score was 0.99 (cực kỳ đẹp extremely beautiful), and the lowest

3 https://www.agoda.com/vi-vn.
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score was −0.99 (vô cùng tệ extremely worse). After that, we examined the effect of the
valence shifters on classifying the sentences to three classes: positive/neutral/
negative. Then we compared the results with the SVM approach that was proposed
in [11]. To classify the sentences, we simply counted the mean scores of negative and
positive phrases in each sentence. If the final score was more than +0.1 the sentence was
considered to show a positive emotion. If the score was less than −0.1 the sentence was
considered to show a negative emotion. Otherwise, the sentence was considered to show
a neutral emotion.

Contextual Situation. There was an exception if the word “nhưng but” appeared in the
sentence, as the total sentiment valence did not include the score of the preceding
words/phrases.

For example: Bãi biển khá đẹp nhưng nhân viên không thân thiện (The beach quite
nice but the staff is unfriendly). Total score: ƒ(khá đẹp quite nice (nhưng but)) + ƒ(không
thân thiện unfriendly) = 0 + ƒ(không thân thiện unfriendly) = −0.75. Therefore this sen-
tence is a negative emotion.

To compare with the SVM approach, we made use of the Accuracy rate (Acc),
which is computed as:

Acc ¼ 100% � 1� PS � APj j=PSð Þ ð6Þ

where, Acc is the percent accuracy, PS is the standard value, and AP is the value we
measured.

Cohen’s Kappa Coefficient. Two judges participated in categorizing the sentences as
“positive,” “negative” or “neutral”. To compute the “between judges agreement,” we
used the Cohen’s kappa coefficient [3], as follows:

k ¼ Pr að Þ � Pr eð Þ
1� Pr eð Þ ð7Þ

where Pr(a) is the relative observed agreement among the judges and Pr(e) is the
hypothetical probability of a chance agreement. The Cohen’s kappa coefficient of our
corpus was k ¼ 0:88 (Pr(a) = 0.94 and Pr(e) = 0.5).

We report the classification results from the three systems in Table 6. The results
showed that the system with contextual valence shifter achieved the best accuracy rate.

Table 6. Test results for sentiment classification.

System Accuracy rate

SVM method proposed in [11] 84 %
System without contextual valence shifters 85 %
System with contextual valence shifters 88 %
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5 Conclusions

In this paper we presented a mechanism for computing the sentiment scores of
adjective phrases by mining the Vietnamese language characteristics and using fuzzy
functions. We have shown this approach to be effective. By identifying the opinion
phrase polarity automatically, the method can be used to deal with many sentiment
analysis problems. In our future research, we will adopt this approach for developing
Vietnamese sentiment lexicons with noun phrases and verb phrases as well as
increasing the number of adjectives.
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Vietnam National University Ho Chi Minh City (VNU-HCM).
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Abstract. Aspect-based sentiment analysis is an emerging trend in the NLP
area nowadays. One of the major tasks in this work is to identify corresponding
aspects for rating sentiment. Ontology is considered highly useful to cope with
this issue, due to its capability of capturing and representing concepts in a
certain domain. However, ontology-based sentiment analysis suffers from the
difficulty when handling anaphoric coreference of mentioned entities, which
commonly occurs in textual documents. This paper addresses this problem by
introducing an approach combining coreference resolution with ontology
inference. The initial results are quite promising.

Keywords: Aspect-level sentiment analysis � Aspect-oriented sentiment
ontology � Anaphoric coreference resolution

1 Introduction

Sentiment analysis [1] is an emerging trend nowadays in the Natural Language
Processing (NLP) field. There are three levels of sentiment analysis: (i) document-
based level; (ii) sentence-based level; and (iii) aspect-based level. In this paper, we
focus on the problem of aspect-level [2]. To be more precise, apart from rating
positive/negative sense of a mention, the objects (or aspects) targeted by the mention
must also be identified. Ontology is often used to represent the aspects in a
machine-readable form. However, ontology-based approaches usually suffer from the
difficulty of handling anaphoric coreference problem commonly occurring in natural
languages. To illustrate it, let us consider the following example.

(S1) I consider an iPhone 6S. Unlike Samsung S7, it is unfortunately not really
affordable for students. However, the design looks nice and eye-catching.

When analyzing the above text, Stanford CoreNLP toolkit [3], one of the most
popular tools for natural language processing, returns the result shown in Fig. 1. Here
one can observe an example of anaphoric coreference, when the pronoun it in the
second sentence implies the aspect iPhone6 in the first sentence. However, the prob-
lems which are still left in this example for further processing are as follows. In the
second sentence, the negative term “is not really affordable” has already been detected
by Stanford CoreNLP Toolkit. Similarity, the positive terms of “nice and eye-catching”
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in the third sentence have also been recognized. However, these terms are not con-
nected to the corresponding aspects, which are iPhone 6 and design respectively.
Moreover, as design is an attribute of iPhone6 in this context, those positive terms
should also be connected to iPhone6 as well.

In this paper, we address those problems by the following approach. Firstly, con-
ceptual graphs (CGs) are used to represent individual sentences. Then, we perform
anaphoric conference resolution to link the coreference nodes on the generated CGs
together. Ontology inference is also used to make connection from the attributes with
corresponding aspects. Eventually, we conduct sentiment analysis on the final resultant
combined CGs.

2 Related Works

2.1 Ontology-Based Aspect-Level Sentiment Analysis

Ontology is often used more when conducting sentiment analysis at aspect level.
Kontopoulos et al. [4] used ontology for analyzing the twitter posts. In [5], a fuzzy
product ontology has been proposed. Hierarchical structures of ontology have been
proved effective for handling online reviews [6–9]. In NETOWL [10] tool, the
ontology-based problem for aspect sentiment and coreference resolution have also been
mentioned. However, there is no concrete work reported to combine these two
approaches.

2.2 Coreference Resolution

Research on the anaphoric coreference problem primarily focused on the resolution
based on noun, pronoun (anaphora) and name entities (NEs). The approaches include
using the supervised [11]; semi supervised or unsupervised [12] and machine learning
techniques [11]. Work on semantic characteristic such as vocabulary and syntax [13,
14] are also reported. Other remarkable approaches include graph algorithm [15] and
rule-based approaches [13]. In particular, Stanford CoreNLP Toolkit [3] has emerged
recently as the most notable system for anaphoric coreference resolution.

Fig. 1. The processing result of Stanford CoreNLP Toolkit for (S1)
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3 Aspect-Oriented Sentiment Ontology

To adopt ontology for sentiment analysis, we firstly introduce formal definition of
Aspect-oriented Sentiment Ontology as follows.

Definition 1 (Aspect-Oriented Sentiment Ontology). An aspect sentiment ontology
SO is a pair of {C, R}; where C = (CA, CS) represents a set of concepts, which consists of
2 elements: CA is a set of aspect concepts, and CS is a set of sentiment concepts; R = (RT,
RN, RS) represents a set of relationships, which consists of 3 elements: RN is a set of
non-taxonomic relationships, RT is a set of taxonomic relationships, RS is a sentiment
relationship. Each concept ci in C represents a set of objects, or instances, of the same
kind, denoted as instance-of (ci). Each relationship ri(cp, cq) in R represents a binary
association between concepts cp and cq, and the instances of such a relationship, denoted
as instance-of (ri), are pairs of (cp, cq) concept objects. Especially, an instance rsi a; sð Þ in
RS implies a relationship between an aspect a 2 A and a sentiment term s 2 S.

To graphically visualize an ontology, we rely on the idea of T-Box and A-Box [16].
Basically, a T-Box captures the relations between concepts and an A-Box describes
instances of concepts. Figure 2 presents the T-Box and A-Box of Generic Ontology
Go. Generally speaking, Go consists of one aspect concept of Thing, whose instances
can be any real-life concepts. An instance of Thing can be mentioned or implied by a
Sentiment Term, which can be either Positive Term or Negative Term. We also
introduce two specific sentiment relationships for sentiment ontology, known as
mentioned-by and implied-by. An aspect instance c can be mentioned-by a sentiment
term s, meaning that c is being positive or negative rated, depending on whether s
belongs to Positive Term or Negative Term classes, respectively. Moreover, implied-by
is similar to mentioned-by, but carrying on more specific meaning. An aspect instance
c can be implied-by a sentiment term s, that is s is only applicable for c, not for other
aspects. Thus, when s occurs in a textual statement #, one can infer that c is also
implied in #, without explicit mention.

Fig. 2. An example of Generic Ontology
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4 Proposed Method

Our proposed method is carried out as follows. Firstly, we base on the work presented
in [17] to construct conceptual graphs (CG) for the sentences in the given context.
For example, the CGs of sentences in (S1) are generated as illustrated in Fig. 3.

Then, we perform anaphoric coreference resolution and ontology inference to
combine the corresponding nodes on the separate CGs. Ontology inference is per-
formed in a heuristic-based manner. That is, once the system captures the occurrences
of two related aspects in the same or two consecutive sentences, it infers that two
aspects refer to the same entity. For instance, in the statement (S1), S7 camera and
design are inferred as the same entity object where design is an attribute of S7 camera.

Finally, based on the discovered mentioned-by and implied-by as previously dis-
cussed, the system can establish relationships between aspects and sentiment terms.
Depending on the opinion orientation of the sentiment terms, the rating (positive/
neutral/negative) will be evaluated accordingly (Fig. 4).

Fig. 4. An example of sentiment analysis on conceptual graph

Fig. 3. Conceptual graphs are generated from sentences in (S1)
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5 Experimental Result

In order to conduct an experiment from real-life data, we obtain real datasets of user
reviews on smartphone products from YouNet Media (YNM), a company dedicated for
social listening and market intelligence1. The dataset covers 32 smartphone brands, 234
products. It consists of 2809, 3098 and 365 negative, neutral and positive mentions,
respectively. The experts of YNM also helped us to define aspect (attribute) of the
Smartphone domain, as depicted in Table 1.

We then measured the accuracy of our sentiment analysis approach. We did
compare the performance of four sentiment analysis strategies as follows. The first
strategy, SEN-FULL applied our full framework. SEN-NO-ONT and SEN-NO-RULES
did not use Aspect-oriented Sentiment Ontology and Anaphoric Coreference Resolu-
tion respectively. Eventually, we used SVM for sentiment classification, as this tech-
nique was employed by various related works.

Figure 5 presents the accuracy percentage when we applied those analysis strate-
gies on the collected datasets. It can be observed that in general our proposed method
gains better performance.

6 Conclusion

In this paper, we discuss an approach combining anaphoric coreference resolution with
ontology inference for aspect-level sentiment analysis. As a result, the Aspect-oriented
Sentiment Ontology is proposed, around which the coreference resolution and

Table 1. Some example of aspect and sentiment terms

Attribute Aspect term Sent. term (positive) Sent. term (negative)

Design Design, shape attractive, eye-catching cloddish, flat
Screen inch, pixel sharp, anti-glare opaque, stained screen
Camera lens, autofocus wide, bright blur, light-interference

Fig. 5. Accuracy performance of sentiment analysis strategies

1 http://www.younetmedia.com/.
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aspect-based sentiment analysis are centered. Our experiments on real datasets acquired
from the actual discussion on social channels have achieved promising performance.

Acknowledgments. This research is funded by Vietnam National University Ho Chi Minh City
(VNU-HCM) under grant number C2016-20-36. We are also grateful to YouNet Media for
supporting real datasets for our experiment.
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Abstract. In this paper, based on the simplified swarm optimization (SSO) al-
gorithm and genetic algorithm (GA), a novel GA-SSO hybrid optimization
algorithm is proposed to solve the NP-hard channel assignment problem of
multi-radio multi-channel (MR-MC) wireless sensors networks (WSN) which is
promising for data intensive application. The aim of channel assignment is to
minimize total network interference so as to maximize network throughput. In
the GA-SSO based channel assignment, an improved channel merging method
is proposed to satisfy the interface constraint condition. Matlab based simulation
results show that the proposed GA-SSO features better global search capacity
and can reduce the total network interference more effectively, compared to the
SSO and DPSO-CA algorithms.

Keywords: GA-SSO � Wireless sensors network � Multi-radio multi-channel �
Channel merging

1 Introduction

In recent years, wireless sensors networks (WSNs) are broadly adopted in
data-intensive applications, such as structural health monitoring, earthquake monitor-
ing, volcano monitoring and so on [1]. These applications usually need to transfer
massive data through the WSN. For these kinds of applications, how to maximize
throughput of the WSN is a critical issue that deserves to be solved.

Conventional WSNs are based on single-radio single-channel and work in
contention-based mode, which is hard to meet the requirement of massive data trans-
mission in data-intensive applications. This problem can be well solved by the
multi-radio multi-channel architecture. However, there only exist few researches about
the MR-MC WSNs [2–6]. Gao et al. [2] proposed a data gathering method for WSN,
which was composed of multi-radio sink node and double-radio relay nodes, which can
effectively improve the WSN performance. Ji et al. [3] proposed a multi-path
scheduling algorithm for snapshot data collection in single-radio multi-channel WSN
and a continuous data collection method for dual-radio multi-channel WSN, which
improved the network capacity. Li et al. [4] studied a jointly cross-level method used in
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dual-radio multi-channel WSN, which is composed of routing, scheduling and channel
assignment. Athota et al. [5] proposed two kinds of channel assignment algorithms for
MR-MC wireless mesh networks, which can minimize network aggregate interference
and assure connectivity.

In this paper, we propose a multi-radio multi-channel assignment method in WSN
based on GA-SSO algorithm, which mainly combines the simplified swarm opti-
mization algorithm (SSO) [7] with genetic algorithm (GA). The aim of this research is
to minimize the total interference and maximize the throughput of MR-MC WSNs for
data intensive applications.

2 Problem Formulation

In this section, firstly the network and interference model is described. And then, the
MR-MC channel assignment problem in WSNs is discussed in detail.

2.1 Network Model

The studied WSN model consists of a set of wireless sensor nodes with fixed position
in a plane, and every node is configured with a set of radios. We assume that all radios
work in half-duplex mode, the antenna is omni-directional, and the transmission dis-
tance is L. The WSN topology can be modeled as an undirected graph G ¼ ðV ;EÞ,
where V represents the set of wireless sensor nodes and E the set of communication
links. If node i and node j are in the communication range of each other, a link is
defined between node i and node j, denoted as ði, j). Figure 1(a) shows an MR-MC
network topology, which has seven node a, b, c, d, e, f, g and seven communication
links lab; lbc; lcd; lde; ldf ; lcg; ldg, which are numbered as 1, 2, 3, 4, 5, 6, 7 respectively.

To simplify the problem, the available channels are assumed to be completely
orthogonal. The set of available channels is denoted by K ¼ 1; 2; . . .; kmaxf g. Ri rep-
resents the number of radios, and Ki represents the set of available channels for
corresponding node i.

a b c d e1 2 3 4 e

f

5

g

(a) (b)

6 7

1 2 3

4 5 6

7

Fig. 1. A MR-MC network with 7 nodes and 7 links. (a) The communication graph consisting
of 7 nodes and 7 links. (b) The conflict graph corresponding to (a).
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2.2 Interference Model

In this paper, the protocol model is adopted. In this model, two links interfere with each
other if their physical distance is less than the interference distance. When two inter-
fering links transfer data in a same channel at the same time, communication conflict
will happen, leading to transmission failure. A conflict graph Gc ¼ ðVc;EcÞ can rep-
resent the interference model, and a set of vertices Vc correspond to the communication
links in the graph G, as shown in Eq. (1).

Vc ¼ lijjði; jÞ is communication link; lij 2 E
� � ð1Þ

In the conflict graph Gc, Vc is the set of the links in the communication graph;
A conflict edge ðlab; lcdÞ in Ec denotes that links ða, b) and ðc, d) interfere with each
other if they work simultaneously in the same channel. In this paper, interference
distance is configured to be identical with the communication distance L. Figure 1(b) is
the corresponding conflict graph of Fig. 1(a).

2.3 Multi-radio Multi-channel Assignment Problem

Assuming that every node in the WSN is configured with a certain number of radios,
we need to assign different channel to every link in WSN, and ensure that the number
of node’s operating channels is less than or equal to the node’s radio number. Our goal
is to minimize the total interference number so as to improve the whole network
capacity, so we define the sum of the interfering links’ number as the total interference
number.

Provided that the WSN consists of N sensor nodes, the problem is to find the
optimal function: f : Vc ! K which can minimize the overall network interference I fð Þ
and satisfy the interface constraint, which are defined as below:

Interface Constraint: 8i 2 N; k f ðeÞ ¼ k; e2 EðiÞjf gj j �Ri ð2Þ

Network Interference: I fð Þ ¼
X
e2Vc

interference number of e ð3Þ

2.4 Channel Merging

In the optimization process of the network interference, the interface constraint is very
likely to be violated. In order to handle the violation, the following ‘channel merging’
procedure is applied. The channel merging procedure proposed by [9] will introduce
new channel for relevant nodes, which might further violate the constraint. To solve the
issue, an improved channel merging operation is proposed. As shown in Fig. 2, Fig. 2
(a) is the network before merging operation, and Fig. 2(b) is after it.
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The details of channel merging operation are described as follows:

3 GA-SSO Algorithm

In this paper, based on GA and SSO optimization algorithms, a novel hybrid algorithm
GA-SSO is proposed to solve the channel assignment problem for MR-MC WSNs. The
GA-SSO’s process is detailed described as follows.

3.1 Encoding

Assume that the number of communication links in the WSN is L, and the links are
numbered by 1; 2; . . .; Lf g. The particles of the GA-SSO algorithm represent a channel
assignment scheme. The particle i’position at current time step t is represented by
Xt
i ¼ ðxti1; xti2; . . .; xtiLÞ, where xtik denotes the channel assignment for node k at time t.

The best position of the particles which is achieved so far is represented by
Pbestti ¼ ðpti1; pti2; . . .; ptiLÞ. The global best position in the population is represented by
Gbestt ¼ ðgt1; gt2; . . .; gtLÞ.

2
1 2
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2
2

1
1

2
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1
1 1

3
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2
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1
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3i

(a)Before     (b)After

Fig. 2. The communication graphs of node i in the network before and after merging operation
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3.2 Population Initialization

In the initialization of the GA-SSO algorithm, channel merging operation is performed
after assigning a random position value to each particle in order to satisfy the interface
constraint. The particle’s position initialization process for the topology in Fig. 1(a) can
be shown in Fig. 3, in which each node owns two radios and there are three available
orthogonal channels.

3.3 Particle Position Update

The GA-SSO algorithm mainly consists of two parts: one is that Pbest and Gbest have
effects on particle position by generic crossover operation, and the other is that particles
change position by generic mutation operation. The basic iterative formula of GA-SSO
algorithm is presented as follows:

Xt
i ¼

Xt�1
i ; if r 2 0;Cw½ Þ;

Cross(Xt�1
i ; Pbestt�1

i Þ; if r 2 Cw;Cp
� �

;

Cross(Xt�1
i ;Gbestt�1Þ; if r 2 Cp;Cg

� �
;

Mutate(Xt�1
i Þ; if r 2 Cg; 1

� �
:

8>><
>>:

ð4Þ

where i ¼ 1; 2; . . .;m, m is the swarm population. Xt
i is the current time position value

of the i - th particle, and Xtþ 1
i is the next time position value; Pbestti is the i - th

particle’s personal best position until current time; Gbestt is the global best position in
the current whole population;Cw;Cp and Cg are three predetermined positive constants
with 0\Cw\Cp\Cg � 1, Cw is the probability to remain the same, Cp is the crossover
factor with Pbest, Cg is the crossover factor with Gbest; r is a random number with
0\r\1. The position update strategy of the GA-SSO can be summarized as follows:
in each iteration of position update, the particles choose one of the four operations
according to the value of r. The four operations include: (1) remaining the same,
(2) crossover with Pbest, (3) crossover with Gbest, and (4) mutation.

3.4 Fitness Function

The main objective of our algorithm is to minimize the total network interference so as
to maximize network throughput. Therefore, the total network interference number is
used as the GA-SSO algorithm’s fitness value. Fitness Function can be represented as
I fð Þ, as shown in Eq. 3.

a b c d e1 2 3 2 e

f

1

g

2 3

a b c d e1 2 3 2 e

f

2

g

2 3

(a) Particle initialization position       (b) Position value after channel merging 

Fig. 3. Particle initialization process
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3.5 Algorithm Pseudocode

The algorithm pseudocode is shown as follows. Assume that each node has the same
number of radios. The termination condition in algorithm is “iteration times”.

4 Experimental Results

In this section, the performance of the designed GA-SSO algorithms is verified by
Matlab based simulation. In order to evaluate the GA-SSO algorithm and channel
merging approach proposed in paper, it is compared with the SSO [7] and DPSO-CA
[8]. The simulation experiments perform in finite random networks, which have
variable number of radios and channels. In a square meters area 1000m� 1000m, we
consider that the networks have 25 nodes deployed randomly. It is supposed that the
range of transmission and interference are all 250 m, and the WSN nodes havethe same
number of radios.

The metric Interference Percentage is used to evaluate our algorithms’ performance,
which is defined by Eq. 5 as follows.

Interfðf Þ ¼ Iðf Þ=ðL � ðL� 1ÞÞ ð5Þ

where f is a feasible assignment solution, Iðf Þ is the interference value in network, and
L is total interference links in Gc. This metric refers to the thought of normalization
method.

Figure 4 shows the simulation results in a network (consisting of 25 nodes), where
every node has 12 available channels and radios’ number varying from 2 to 12. With
the increasing number of radios, the interference percentage reduces. From Fig. 4, it
can be observed that when the radio number is less than 5, the interference percentage
can be obviously reduced by increasing the number of radios. Overall speaking, the
performance of the proposed GA-SSO is better than the other two algorithms.
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Table 1 shows the experimental results in the network (25 nodes) with channel
number as 3 and radio number as 5. The running speed of GA-SSO is superior to SSO,
but slightly inferior to DPSO-CA. The iteration process of GA-SSO can inherit the last
iteration, which can reduce the time from channel merging. But the inheritance
property of SSO is worse than GA-SSO’s. Moreover, the GA-SSO can effectively solve
the premature convergence problem and improve the global convergence performance,
which benefits from generic algorithm’s property.

Overall, GA-SSO algorithm can obtain better result among the three algorithms.

5 Conclusion

In this paper, a novel hybrid optimization algorithm named GA-SSO is proposed to
solve the NP-hard channel assignment problem for data-intensive MR-MC WSN.
Moreover, an improved channel merging method is proposed to satisfy interface
constraint condition. Compared with SSO and DPSO-CA algorithm through Matlab
simulation, the proposed GA-SSO has a better global search and thus can improve the
network capacity. In future, the authors will consider how to apply this algorithm to
real MR-MC WSNs.
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Fig. 4. Interference percentage in WSN with 25 nodes (12 available channels)

Table 1. Comparision results (3 channels and 5 radios)

Parameter SSO DPSO-CA GA-SSO

Iteration time per round/s 0.278 0.184 0.192
Interference percentage/% 6.42 5.75 5.55
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