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Preface

Welcome to the proceedings of the 10th International Conference on Asia-Pacific
Services Computing (APSCC 2016), which was jointly organized by Central South
University, Guangzhou University, Jishou University, and North China University of
Technology.

APSCC 2016 was held in Zhangjiajie, China, during November 16–18, 2016. The
conference aims at bringing together researchers and practitioners from both academia
and industry who are working on services computing, cloud computing, big data, and
social/peer-to-peer/mobile/ubiquitous/pervasive computing. APSCC is an important
forum in which to exchange information regarding advances in the state of the art and
practice of IT/telecommunication-driven business services and application services, as
well as to identify emerging research topics and define the future directions of services
computing. Previous APSCC conferences were held in Guangzhou, China (2006),
Tsukuba Science City, Japan (2007), Yilan, Taiwan, China (2008), Biopolis, Singapore
(2009), Hangzhou, China (2010), Jeju, Korea (2011), Guilin, China (2012), Fuzhou,
China (2014), and Bangkok, Thailand (2015).

As a premier conference on services computing, APSCC 2016 received research
papers on related research areas from all around the world. This year we received 107
submissions for the main conference. These manuscripts underwent a rigorous
peer-review process with at least three reviewers per paper. According to the review
results, 38 papers were selected for oral presentation at the conference, giving an
acceptance rate of 35.5 %.

We would like to offer our gratitude to Prof. Hai Jin from Huazhong University of
Science and Technology, China, and Dr. Liang-Jie Zhang from Kingdee International
Software Group Company Limited, China, the Steering Committee chairs, for leading
the conference and guiding its course. We are also indebted to the Program Committee
members and the external reviewers, who contributed their valuable time and expertise
to provide professional reviews working under a very tight schedule. Thanks also go to
the conference secretariat, Dr. Chen Liu from North China University of Technology,
for assembling an excellent Program Committee to expertly manage the paper
reviewing and selection process.

Thanks also go to: the publicity chairs, Dr. Peter Mueller, Dr. Md. Zakirul Alam
Bhuiyan, and Dr. Wenbin Jiang; the publication chair, Dr. Wenjun Jiang; the organi-
zation chairs, Prof. Fang Qi, Dr. Xiaofei Xing, Prof. Qingping Zhou; the registration
Chair, Ms. Pin Liu; the conference secretariat, Dr. Chen Liu; and our Webmaster,
Ms. Shan Peng.

We also take this opportunity to thank all the authors, participants, and session
chairs for their efforts, many of whom traveled long distances to attend this conference
and make their valuable contributions. Last but not least, we are very grateful to our
keynote speakers who kindly accepted our invitation to give insightful talks.



Finally, we sincerely hope that the conference provided a very good opportunity for
attendees to learn from each other. Enjoy the conference proceedings.

October 2016 Guojun Wang
Rasmus Hjorth Nielsen

Rongbo Lu
Yanbo Han

Gregorio Martínez Pérez

VI Preface
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COPO: A Novel Position-Adaptive Method for
Smartphone-Based Human Activity Recognition

Changhai Wang, Yuwei Xu(B), Jianzhong Zhang(B), and Wenping Yu

Department of Computer and Control Engineering, Nankai University,
Tianjin 300350, China

{storm xp2008,yuwenping}@mail.nankai.edu.cn, {xuyw,zhangjz}@nankai.edu.cn

Abstract. In recent years, smartphone-based human activity recogni-
tion has become a promising research field of mobile computing, and
is widely applied in inertial positioning, fall detection, and personal-
ized recommendation. In practical scenario, smartphone can be placed
at several body positions, such as trouser pocket, jacket pocket and so
on. Since data is collected from the accelerometer embedded in smart-
phone, different body locations cannot generate consistent data for the
same activity. As a result, the samples at a new position usually obtains
low recognition rate from the classifier trained by the original data col-
lected from other positions. In this paper, we propose a COntinuity-based
POsition-adaptive recognition method, abbreviated COPO, for dealing
with this problem. Considering the continuous results with high prob-
ability of correct recognition, we select them as the retraining data in
COPO for updating the initial classifier. To prove the effectiveness of
retraining data selecting method theoretically, we use Hidden Markov
Model (HMM) to calculate the probability that the continuous recogni-
tion results are correctly recognized. Finally, a number of experiments
are designed to verify our COPO, including data collection, performance
comparison, and parameter analysis. The results show that the recogni-
tion rate of COPO is 2.62 % higher than other common methods.

Keywords: Accelerometer · Activity recognition · Phone location inde-
pendent · Hidden markov model · Activity duration

1 Introduction

In the past decades, accelerometer-based human activity recognition has been a
research focus of industry and academia all over the world [1,6]. A lot of works
have been put forward in the target of recognizing human activities(such as walk-
ing, running, going upstairs and so on) by the sensing data which is generated by
accelerometer, and the research results have been widely applied in elderly health
monitoring [11], human behavior tracking [10] and other commercial ways.

With the popularity of smartphone, PDA, and other kinds of mobile termi-
nals, the mobile internet era comes. Since the accelerometer can be embedded
in each smartphone, the smartphone-based human activity recognition is now
becoming a novel hotspot in the research field of mobile computing. If obtaining
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 1–14, 2016.
DOI: 10.1007/978-3-319-49178-3 1
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a user’s daily body activities, we are able to analyze his behavior, learn much
about personal information, and even speculate the surrounding environment.
All of those information is useful for application development [6], personalized
recommendation, and advertising targeted delivery. Overall, the smartphone-
based human activity recognition is a promising research direction with great
potential.

However, every coin has two sides. When enjoying the convenience, we have to
face a new problem brought by smartphones. Different from traditional methods
binding the accelerometer to a fixed position, a smartphone is usually placed
at various positions of the human body, such as trouser pocket, jacket pocket
and so on. For the same activity, those positions make accelerometer generate
inconsistent data. As a result, it is difficult to use the classifier which is trained
by original data to recognize the samples collected at a new position. In this
case, the recognition rate of new samples is much lower than usual. In order
to maintain the performance, a position-independent method should be further
studied.

In this paper, we propose a COntinuity-based POsition-adaptive recognition
method, abbreviated COPO, for dealing with the above problem. The contribu-
tions of our work are summarized as follows.

– We propose COPO to update the classifier by the continuous results, which
is able to maintain high recognition rate for the samples collected from a new
location.

– We use Hidden Markov Model (HMM) to theoretically analysis the probability
that the continuous recognition results are correctly recognized in order to
select the beneficial results for COPO.

– We prove the feasibility of COPO by the experiments on real dataset, compare
it with the traditional methods, and also analyze its affecting factors.

This paper focuses on the issue of smartphone position adaptive activ-
ity recognition method. The paper is organized as follows. Section 2 will give
the related research on human activity recognition. Section 3 will describe the
overview of our method. Section 4 will analyze the retraining data selecting
method theoretically. Section 5 will introduce the experiments, including the
performance of different methods, influence of different parameters and so on.
Section 6 presents the conclusions of this work.

2 Related Work

In recent years, a growing number of smartphones are embedded with accelerom-
eters, gyroscopes and other sensors. These sensors can collect user’s personal
information and environment information. Rui W. et al. [16] leveraged smart-
phones to aware human’s mental problem through analyzing user’s habits includ-
ing daily activities. Anshul R. et al. [13] applied human activity recognition to
indoor localization. Hoseini-Tabatabaei S. et al. [6] and Bulling A. et al. [1]
summarized the current situation of smartphone based activity recognition.
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In order to improve the recognition rate when the phone’s position is unfixed,
several position independent feature extraction methods [2,14,15] were pro-
posed. Chen et al. [2] proposed principal component analysis (PCA) dimension
based feature extraction algorithm. This method could extract robust features
for activity recognition. We proposed frequency domain features [15] and angle
features [14] to improve activity recognition rate. However, position independent
feature extraction methods can just reduce the impact of phone position. Due
to the diversity of the phone positions, this problem can’t be thoroughly solved
through improving feature extraction algorithm.

Another method to solve this problem is using the new position’s activities
samples to update the original classifier. The updated classifier will significantly
improve the recognition rate. In these methods, selecting the retraining data
from unlabeled new positions’ activities samples is a key issue should be settled.
[2] proposed the concept of confidence which is calculated using extreme learning
machine (ELM) [7] outputs. High confidence results were chosen as the retraining
data in the updating. This method improved the recognition rate effectively. [3]
employed the same confidence method to cross-people activity recognition. But,
this confidence method has some limitation. The confidence which is calculated
using the ELM outputs relates to samples’ distribution. This correlation makes
high confidence results are not conducive to improving the performance of the
retrained classifier. The method of selecting retraining data has a large room for
improvement.

HMM is a statistical model that is used to describe the Markov Model with
hidden state. In recent decades, it has been widely used in speech recognition
[8], bioinformatics [5] and other fields. In video based activity recognition, the
HMM was used to recognize human activity [12] and detect abnormal activities
[4]. The HMM was also used in human abnormal activities detection [9] based on
accelerometer. These studies have shown that it can achieve good performance
leveraging HMM to solve problems on human activity recognition.

This paper proposes COPO which is an improved method based on [2]. Com-
pared with [2] which selects high confidence results as the retraining data, this
method selects continuous results instead. In order to analyze the correctness
and limitation of this method, this paper introduces the HMM of activity recog-
nition and its parameters. The analysis result shows that the correct probability
of continuous activities is significantly larger than single activities. Finally, the
experiments show the advantages of this method.

3 Overview of COPO

3.1 Framework of COPO

Suppose that we have some labeled samples which are collected when the phone is
placed on several known body positions. These samples are the original training
set which are used to train an initial classifier. The initial classifier can effectively
recognize user’s activity when the phone is placed on these known body positions.
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In online activity recognition, the phone is placed on a new body position. In
this case, the recognition rate is low.

To improve the recognition rate, we want to label these unlabeled samples
using the recognition results, and select some correctly recognized samples to
update the initial classifier. After that, the recognition rate will significantly
enhance when the phone is placed on this new position. The framework of phone
position adaptive activity recognition is shown as Fig. 1.

Fig. 1. The framework of phone position adaptive activity recognition

In this framework, selecting the samples which are correctly recognized is the
most important step, and evaluating the correctness of recognition results is the
key issue of this step [2].

3.2 Retraining Data Selection

Consider the activity recognition in actual application. As human’s activities are
continuous, there is correlation between two adjacent activities. For example,
if the current activity is walking, the previous and the succeeding activities
hold high probability of walking, and the probability of activity conversion is
low. Taking this thought to the recognition results. In the recognition results
sequence, if the recognized label of a sample is different from its previous and
succeeding samples, this sample holds high probability of incorrectly recognized.
If several adjacent samples are recognized as the same label, the probability that
these samples are incorrectly recognized is relatively low. Thus, we define three
basic concepts.
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Definition 1. In actual applications, as an activity appears, the mean sample
number of this activity maintains is defined as activity duration.

For example, when the activity upstairs appears, it always lasts 10 samples.
The activity duration of upstairs is 10. This concept is used to calculated the
transfer matrix shown as Eq. 2 in Sect. 4.2.

Definition 2. Given a sequence of recognized labels, the labels who are different
with their adjacent labels are defined as the single labels, and the rests are named
continuous labels.

Definition 3. In the recognized labels sequence, if a label is the same with its n
adjacent labels, the continuous number of this label is n.

For example, if the results sequence is (w,r,r,r,w,r), the first, the fifth and
the sixth are single labels, the second to the fourth are continuous labels. The
continuous numbers of the second to the fourth are 3, and the rests are 1.

Based on these three definitions, we can evaluate the correctness of a recog-
nition result by observing its continuous number. If the continuous number is
one, the probability that the corresponding sample is correctly recognized is low.
Otherwise, the probability is relatively high. Thus, in the framework of phone
position adaptive activity recognition, we can choose the labels whose continuous
number is higher than a predefined threshold and their corresponding samples
as the retraining data.

3.3 Activity Recognition Algorithm

The detailed phone position adaptive activity recognition is shown as Algorithm 1.
As shown in Algorithm 1, the inputs are the initial classifier C0, the prede-

fined continuous number threshold τ , and the unlabeled samples sequence W .
The outputs are the new classifier C1 and the recognition results sequence L.
In Algorithm 1, the first step is classifying the unlabeled samples using the ini-
tial classifier. After this step, we can get a temporary labels sequence of W ,
denoted by L. As the recognition rate which the W is classified by C0 is low,
there are many incorrectly recognized labels in L. Step 3 to Step 13 devote to
selecting the correctly recognized labels from L, and adding these labels and
their corresponding samples to the retraining set which is denoted by D. The
method of selecting retraining set is detecting the continuous number of each
recognition label. If the continuous number of a recognition label is higher than
the threshold τ , this label and its corresponding sample are added to D.

After that, the selected retraining set is used to update the initial classifier,
and the new classifier is denoted by C1. As the new classifier is updated using
samples collected from new phone position, the recognition rate which W is
classified by C1 is relatively higher than C0. In the last step of Algorithm 1, C1

is used to classify W , and the finally recognition labels sequence is obtained.
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Algorithm 1. COntinuity-basedPOsition-adaptive recognitionmethod (COPO)
Input:

The initial classifier C0;
The predefined continuous number threshold τ ;
The unlabeled samples sequence collected from new phone positions W =
(w1, w2, · · · wm);

Output:
The updated classifier C1;
The recognition results of W , L = (l1, l2, · · · lm);

1: L = classification(C0,W );
2: D = ∅, len = 1, beg = 1; //Initialise the parameters
3: for i = 2 : m
4: if lbeg �= li||i == m
5: if len >= τ
6: D = D ∪ {(wj , lj) |beg ≤ j < i};
7: end
8: first = first + len;
9: len = 1;

10: else
11: len + +;
12: end
13: end
14: C1=update(C0,D);
15: L = classification(C1,W );

4 Analysis of Retraining Data Selecting Method

4.1 Definition of Pm

As shown in Fig. 1, selecting the retraining data from the unlabeled samples is the
most important step in this framework. The correctness of these retraining data
is directly related to the recognition rate of the updated classifier. In Algorithm
1, we suppose the recognized labels whose continuous numbers are larger than
τ hold high probability of correctly recognized, and the corresponding samples
are added to the retraining set. This section will analysis the correctness of our
retraining data selecting method theoretically. Generally, we define the Pm.

Definition 4. Given a subsequence containing m same labels, the probability
that this subsequence is correctly recognized is denoted by Pm.

In this definition, the m is the continuous number which defined in Definition 3.
The relationship between Pm and m will be analyzed through building the hidden
Markov Model.

As the definition, Pm is the probability that the actual label of this sequence
is k on the condition that the recognized label is k. Here, we define two events.
The event A is defined as the actual label of this subsequence is k. The event
B is defined as the recognized label is k. Thus, the Pm can be calculated using
Eq. 1.
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Pm = P (A|B) =
P (A) P (B|A)

P (B)
(1)

In Eq. 1, Pm is defined as the conditional probability which is the probability
that the event A occurs on the condition that the event B occurs. Using the
Bayes formula, it can be converted into three probabilities which are easy to
calculate. The P (A) is the probability that the actual label of this sequence
is k. The P (B|A) is the probability that the recognized label of this sequence
is k on the condition that the actual label is k, which is the probability that
this subsequence is correctly recognized. The P (B) is the probability that the
recognized label is k without considering the actual label of this subsequence.
To calculating the three probabilities, HMM should be used. Section 4.2 will
introduce the HMM of activity recognition and its parameters. Section 4.3 will
give the detailed derivation of Pm. Section 4.4 will focus on the analysis of Pm.

4.2 HMM Parameters

The HMM includes two states. One is hidden state while the other one is visible
state. In activity recognition, the hidden states correspond to human’s actual
activities, while the visible states are recognized results. The state set is written
as S = {S1, S2, · · · , Sn}, which includes all the possible activities. The HMM of
activity is shown in Fig. 2.

Fig. 2. The Hidden Markov Model of activity recognition

In Fig. 2, state A is the actual activity sequence, and the state O is the
recognized activity sequence. When t = i, the hidden state is Ai, and Ai ∈ S .
With the changes of t, the human body may maintain the current activity, or
change to another. The probability that one activity turn to another is called
transfer probability. All transfer probabilities compose the transfer matrix, which
describes the conversion relationship between different activities. In this paper,

the transfer matrix is described as |qij |n×n. Where 0 ≤ qij ≤ 1, and
n∑

j=1

qij = 1.

qij indicates the probability that the current activity is Si, and the succeeding
activity is Sj .
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In actual applications, this parameter is related to the duration of activity
Si. If the activity duration is li, qij can be calculated using the Eq. 2.

qij =

{
li−1

li
, i = j

1
li(n−1) , i �= j

(2)

Corresponding with Ai, the observable state Oi is the recognized activity
at t = i, and Oi ∈ S . The purpose of the activity recognition algorithm is
making the recognized activity the same with the actual activity. But in practical
application scenarios, not all the activities can be recognized correctly. In this
model, the probability that activity Si is recognized as activity Sj is called
confusion probability. All the confusion probabilities compose confusion matrix.
The confusion matrix in this paper is described as |pij |n×n. Where 0 ≤ pij ≤ 1,

and
n∑

j=1

pij = 1. pij indicates the probability that the activity Si is recognized

as the activity is Sj .
Another important parameter of HMM is the initial state vector, which

describes each activity’s probability in the state A1. The initial state vector

is written as [β1, β2, · · · , βn]. Where 0 ≤ βi ≤ 1, and
n∑

i=1

βi = 1. βi means the

activity Si’s probability is βi in the state A1.

4.3 Derivation of Pm

In Sect. 4.1, we introduced Pm. In the equation, three probabilities should be
calculated, that is P (A), P (B|A) and P (B), which will be given in this section.

According to Sect. 4.2, the probability that the first activity is k is βk. In the
following m − 1 states, the human maintains this activity. Thus, P (A) can be
calculated using the Eq. 3.

P (A) = βkqkk
m−1 (3)

When the actual activity sequence is continuous and the activity label is
k, P (B|A) is the probability that this sequence is correctly recognized. For
each activity, the correctly recognized probability is pkk. Thus, P (B|A) can be
calculated using the Eq. 4.

P (B|A) = pkk
m (4)

When the model parameters are given, the P (B) is the probability that the
recognized sequence is continuous and the label is k. In HMM, it is a classical
issue which has been solved by the Forward algorithm [8]. Based on the Eqs. 3,
4 and the Forward algorithm, the Pm can be calculated using Eq. 5.

Pm =
βkqkk

m−1pkk
m

∑n
i=1 αm (i)

(5)
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Where,
n∑

i=1

αm (i) is P (B), and

αm (i) =

⎧
⎨

⎩

βipik, m = 1

pik

n∑

j=1

αm−1 (j) qji, m > 1 (6)

As shown in Eqs. 5 and 6, Pm is affected by the initial state vector, the
transfer matrix and the confusion matrix, where the transfer matrix is directly
related to the activity duration. As the Eq. 6 is a recursion formula, we should
analyze the Pm through simulation. In the simulation, these parameters are set
to different values, and the Pm is calculated. It will be introduced in the following
section.

4.4 Simulation of Pm

In this section, HMM parameters are set to different values and Pm is calculated
according to Eqs. 5 and 6. These parameters include the initial probability βk,
the correctly recognized probability pkk, and the activity duration lk.

For the initial probability, we assume other activities except activity k have
the same initial probability. Thus, βi = 1−βk

n−1 when i �= k. For the confusion
matrix, the probability that activity k is recognized by other activities is assumed
has the same value. Thus, pik = 1−pkk

n−1 when i �= k. Figure 3 shows the curves of
Pm as these three parameters are set to different values.

Fig. 3. The Pm of different parameters

In Fig. 3, there are four curves which represent different groups of parameters.
For the Cur.1, the initial probability is 0.2, the correctly recognized probability
is 0.6, and the activity duration is 5. As shown in Cur.1, when m = 1, Pm = βk.
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With the increase of m, Pm is significantly increased. Compared to the Cur.1, the
activity duration of Cur.2 reduces to 3. Comparing these two curves, it can be
found that the Pm of Cur.2 is smaller than Cur.1. But the correctly recognized
probabilities of continuous labels are still larger than single labels.

Compared to the Cur.1, the initial probability of Cur.3 increases to 0.3. But
the tendencies of these two curves are substantially the same. It reveals that
the initial probability doesn’t affect the correctness of this assumption which
the correctly recognized probabilities of continuous labels are larger than single
ones. Compared to the Cur.1, the Cur.4 decreases the recognition rate from 0.6
to 0.4. Although the Pm becomes smaller, the correctly recognized probabilities
of continuous labels are still larger than single ones.

Through the analysis of Fig. 3, we can know that the correctly recognized
probabilities of continuous labels are much larger than single labels. The next
section will evaluate our activity recognition method through experiments.

5 Experiments

While the COPO is introduced in Sect. 3 and the effectiveness of this method
is analyzed in Sect. 4, this section will focus on the experimental evaluations.
In Sect. 5.1, it will introduce the data collection and experimental approach.
Section 5.2 will give the performance of different methods. Section 5.3 will analyze
the impact of activity duration.

5.1 Data Collection and Feature Extraction

Before the experiments, the activities data were collected. The activities include
standing still, walking, running, going upstairs and going downstairs. The
data collecting device was MI 2S smartphone which embedded with a tri-axial
accelerometer. The sampling frequency was 100 Hz. In the collecting, the smart-
phone was fixed on a specified body position while the participant performs these
activities. Phone positions are shown in Fig. 4.

Fig. 4. Phone positions of data collection
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As shown in Fig. 4, the positions of smartphone are front pockets (e.g.
1,2,3,4), hands (e.g. 5,7), rear pant pockets (e.g. 6) and next to the ears (e.g.
8). In the collecting, the collected data were automatically saved in the smart-
phone. After data collecting, we copied these data to PC for simulation. Before
run the COPO, half-overlapping sliding window was used to divide these raw
data to windows. Each window contains 256 raw data. Window numbers of each
activity and each position are shown in Table 1.

Table 1. Window numbers of activities

Running Upstairs Downstairs Standing Walking Total

Loc.1 230 176 162 176 185 929

Loc.2 178 180 175 150 180 863

Loc.3 195 184 177 157 176 889

Loc.4 195 166 161 166 180 868

Loc.5 186 168 163 169 176 862

Loc.6 195 170 174 151 172 862

Loc.7 215 162 162 172 186 897

Loc.8 179 175 170 149 172 845

Total 1573 1381 1344 1290 1427 7015

After window division, frequency domain [15] and angle feature [14] were
extracted from each window. Each window’s features compose a vector which
was called a sample. In the experiments, samples collected from 7 positions were
used to train the initial classifier, while samples collected from the rest position
were used to apply the COPO and test the performance of the updated classifier.
The classifier in our experiment is ELM [2]. The following section will give the
performance of different methods.

5.2 Performance Comparison

In the simulation, the initial classifier was trained using the training set first.
Then, the testing set was used to perform the COPO. After classification, we
recorded the number of samples which were correctly recognized, and the ratio
between this number and total testing samples number was regarded as the
recognition rate. The simulation repeated 1000 times for each position. The
mean value of the 1000 times was regarded as the finally recognition rate.

The current popular phone position independent activity recognition method
is TransELM which was proposed in [2]. Table 2 shows the performance of
TransELM and our method. In TransELM, the confidence threshold was set to
0.6, in which the TransELM can achieve the best performance. In our method,
the activity duration of testing set was set to 10 and the continuous number
threshold τ was set to 3. Moreover, the None is the performance of the initial
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Table 2. The performance of different methods

None(%) TransELM(%) COPO(%) Best(%) Improved(%)

Loc.1 94.73 96.27 96.53 97.51 0.26

Loc.2 93.60 93.71 93.79 94.52 0.08

Loc.3 97.77 97.66 98.12 98.47 0.46

Loc.4 83.06 81.76 88.93 98.99 7.17

Loc.5 71.51 75.74 82.44 95.55 6.70

Loc.6 83.34 89.13 90.12 92.27 0.99

Loc.7 82.88 84.41 85.88 87.22 1.47

Loc.8 80.15 86.04 89.90 89.18 3.86

Aver 85.88 88.09 90.71 94.21 2.62

classifier which is not updated. The Best is the performance that the classifier
was trained using samples collected from 8 positions. The Improved is the value
of COPO minus TransELM.

In Table 2, the first row is the recognition rate which samples collected
from Loc.1 are the testing set. The same goes for other rows. Comparing
TransELM and COPO in Table 2, it can find that the COPO performs better
than TransELM. In addition to Loc.2 whose recognition rate is approximately
equal, other positions are all improved. The recognition rate of Loc.4 improves
most, about 7.17 %. Overall, COPO can improve the recognition rate about
2.62 %.

5.3 Impact of Activity Duration

This section will focus on the impact of activity duration which is another impor-
tant parameter in HMM of activity recognition. As the activity duration is dif-
ferent from scene to scene, the performance of COPO will be different. To ana-
lyze the impact of activity duration, the testing samples sequence are randomly
restructured in this section. In the restructuring, the duration of each activ-
ity is set to a specified value, and the conversion between different activities is
randomly appointed. After restructuring, we can get a new activity sequence.
It could simulate different scenarios by simply changing the activity duration.
Figure 5 depicts activity recognition rate as activity duration changes when the
phone is on Loc.7. Substantially the same goes for other positions.

Figure 5 depicts the recognition rate as the activity duration changes from 2
to 151. Analyzing the COPO individually, when the activity duration is 2 and
3, the recognition rate is relatively lower than other values. The main reason
is that, as the activity duration is small, the number of incorrect recognized
labels in continuous recognized results is large (see Cur.2 in Fig. 3). Incorrect
recognized labels and their corresponding samples can reduce the recognition
1 When the activity duration is 2, the continuous number threshold is set to 2.
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Fig. 5. The impact of activity duration

rate of updated classifier. As the activity duration is larger than 4, the number
of incorrectly recognized samples is significantly reduced. Thus, the recognition
rate floats near the highest value. But the performance of COPO is better than
TransELM for all activity durations.

6 Conclusion

Smartphone based activity recognition is widely applied in inertial positioning,
health monitoring. As the smartphone is always placed on different body posi-
tions, position adaptive activity recognition algorithm is badly needed. This
paper proposed COPO which improved the most popular method TransELM.
First, this paper gave the overview of COPO which selects continuous recog-
nized results as the retraining data to update the initial classifier. Then, HMM
of activity recognition is built in order to verify the correctness of retraining data
selecting method. Finally, experiments show that compared with TransELM,
TranCon improves the recognition rate about 2.62 %.

There are still plenty of advanced issues worth research in the further work.
Comparing the COPO and the Best in Table 2, we can know that there is a gap
between current method and the best situation. The issue of selecting retraining
data still should be improved in the future work.
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Abstract. The number of APIs on the Web has increased rapidly in recent years.
It becomes quite popular for developers to combine different APIs to build
innovative Mashup applications. However, it is challenging to discover the
appropriate ones from enormous APIs for Mashup developers (i.e., API users). In
order to recommend a set of APIs that most satisfy the users’ requirements, we
propose a multi-relation based manifold ranking approach. The approach exploits
the textual descriptions of existingMashups andAPIs, aswell as their composition
relationships. It firstly groups Mashups into different clusters according to their
textual descriptions, then exploresmultiple relations betweenMashup clusters and
between APIs. Finally, it employs a manifold ranking algorithm to recommend
appropriate APIs to the user. Experiments on a real-world dataset crawled from
ProgrammableWeb.com validate the effectiveness of the proposed approach.

Keywords: Mashup clustering �Web API �Multi-relation �Manifold ranking �
API recommendation

1 Introduction

Mashup, as an emerging Web development mode, enables a developer easily com-
bining the content from more than one source on the Web to create new applications for
end-users. For example, a developer can combine the addresses and photographs of
their library branches with a Google map to create a map Mashup [1]. With the spread
of service computing and cloud computing, the past decade has witnesses a tremendous
growth in the Application Programming Interfaces (APIs) published on the Web, which
provide a variety of services such as data, storage, computing, and communication.
How to Mashup APIs to create new applications thus has attracted great attention from
both industry and academia. Although a user can occasionally employ a single API to
meet his/her needs in Mashup creation, more often than not, the fulfilment of his/her
needs relies on a combination of APIs. Therefore, to develop a Mashup, identifying a
set of related APIs rather than a single specific one, becomes a key task.

According to latest statistics, the number of APIs and Mashup applications has been
growing exponentially in recent years [2]. This observation indicates that finding
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appropriate APIs for Mashup developers become increasingly difficult, even for an
experienced developer. For one thing, most APIs only provide a single functionality,
which may not satisfy users’ comprehensive needs. Therefore, APIs are often com-
posed together to build a single application. How to discover and choose the appro-
priate APIs to compose for users’ requirement is critical [3]. For another, only a few
APIs were ever used by the users and the reuse rate of most services is rather low [4].
How to improve the usage rate of the existing APIs is also an important issue.

In order to solve the two problems mentioned above, we propose a multi-relation
based manifold ranking algorithm to assist Mashup developers discovering a list of
suitable APIs. Firstly, we cluster existing Mashups into groups according to their
textual descriptions so that the Mashups within a cluster are similar in functionality.
When a user proposes his/her requirement, we can measure the similarities between the
user’s requirement and the Mashup clusters to identify which cluster matches the best
with the user’s requirement. This can save more time than matching the user’s
requirement with the description of every single Mashup. Secondly, we measure the
similarity relations between Mashup clusters by exploiting cosine similarity according
to TF-IDF (Term Frequency–Inverse Document Frequency) vectors of them so that the
Mashup clusters can associate with each other in a way of similar functionality.
Thirdly, we measure the similarity relation, composition relation and potential com-
position relation between existing APIs so that a set of APIs relevant to the user’s
requirement can be identified. Finally, by integrating the different relations and the
popularity of APIs, we employ a manifold ranking algorithm to recommend top-K most
appropriate APIs to the user. Our approach can not only recommend APIs that are
popular in the Mashups, but also recommend APIs that have similarity relations,
composition relations, and potential composition relations with each other.

The main contributions of this paper are outlined below:

• We propose a multi-relation based manifold ranking algorithm to recommend APIs
for Mashup creation according to the user’s requirement.

• We define several relations between Mashups and between APIs, and present a set
of algorithms to mine the relations.

• We conduct a set of experiments on a real-world dataset, experimental results
validate the effectiveness of the proposed approach and show that our approach
outperforms baseline approaches.

The remainder of the paper is organized as follows: Sect. 2 presents the framework
of our approach. Section 3 gives a detailed description of our multi-relation based
manifold ranking algorithm for API recommendation. Section 4 describes the experi-
ments and discusses the results. Section 5 surveys the related work. Section 6 con-
cludes the paper.

2 Framework

In this section, we describe the framework of our approach. The framework contains
two parts: offline part and online part, which is shown in Fig. 1. The offline part
includes the following main steps:
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• Cluster Mashups into groups so that Mashups within a cluster are closely connected
based on the similarities of their textual descriptions.

• Measure the similarity relations between Mashup clusters by using TF-IDF vectors
generated from their textual descriptions.

• Measure the similarity relation, composition relation, and potential composition
relation between APIs.

• Measure the inclusion relation between Mashup clusters and APIs according to the
number of times that an API included in a Mashup cluster.

• Aggregate the above similarity relation, composition relation, potential composition
relation and apply a manifold ranking algorithm to recommend APIs for every
Mashup clusters.

The online part includes four main steps:

• Input requirement for Mashup creation. The user specifies his/her requirement of
functions that he/she would like to develop for a Mashup creation.

• Match the input requirement with Mashup clusters. We calculate the similarities
between the user’s requirement description and every single Mashup cluster.

• Identify the matched clusters. On the basis of the similarities between Mashup
clusters and the user’s requirement, we choose two most similar clusters.

• Recommend APIs for Mashup creation. After identifying the similar Mashup
clusters, we recommend the user with those APIs that are not only popular in the
Mashups, but also have similarity relation, composition relation and potential
composition relation with each other.

It is worth noting that we choose two most similar Mashup clusters instead of one
single cluster in our approach. This is because the user’s requirement may be

Fig. 1. The API recommendation framework of our approach
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complicated and needs more than one API to implement. Only one Mashup cluster may
not be able to fulfill the user’s requirement. For example, if a Mashup developer wants
to create a Mashup that has the functions of location and sending messages, both the
map cluster and the message cluster of Mashups may be needed. One can also choose
three or more similar Mashup clusters to cover even more APIs. However, this may
increase the algorithm complexity and reduce the precision of API recommendation.

3 Approach

In this section, we first describe the Mashup clustering algorithm, then introduce how to
mine the relations between Mashup clusters and between APIs. At last, we present our
proposed multi-relation based manifold ranking algorithm for API recommendation.

3.1 Mashup Clustering

Firstly, we collect the textual information of all Mashups. Secondly, we preprocess the
Mashup description data, such as filtering stop words; extracting stem of words, and so
on. Thirdly, we convert the preprocessed textual description of each Mashup into a
TF-IDF vector. Finally, we use the K-Medoids algorithm [5] to cluster Mashups into
similar groups in functionality. Specially, in order to measure the similarity relations
between Mashup clusters, each Mashup cluster is also represented by a TF-IDF vector,
which is computed by simply aggregating the description of each Mashup in it.

K-Medoids is a classical partitioning technique of clustering that clusters the data
set of n objects into k clusters known a prior. A medoid can be defined as the object of a
cluster whose average dissimilarity to all the objects in the cluster is minimal, i.e. it is a
most centrally located point in the cluster. It is more robust to noises and outliers as
compared to K-Means because it minimizes a sum of pair-wise dissimilarities instead of
a sum of squared Euclidean distances [6].

3.2 Relation Definition and Mining

In this section, we define several relations: similarity relation between Mashup clusters
and between APIs, composition & potential composition relations between APIs, and
inclusion relation between Mashup clusters and APIs. We measure the similarity
relations between Mashup clusters so that the similar Mashup clusters can be associated
with each other. We measure the similarity, composition and potential composition
relations between existing APIs so that a set of APIs relevant to a user’s requirement
can be identified. We measure the inclusion relation between Mashup clusters and APIs
so that it will be conducive to recommend APIs that are popular in the Mashups.

Definition 1 (Similarity relation): Both the similarity relation between Mashup clusters
and between APIs are exploited in this work. Let m be the number of Mashup clusters,
n be the number of APIs. Let M be an m� m matrix representing the similarity relation
between Mashup clusters. Let Asim be an n� n matrix representing the similarity
relation between APIs. Let Vi and Vj be the TF-IDF vectors of Mashup clusters or APIs.
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The cosine similarity of two vectors can be calculated by using the following formula:

Simðvi; vjÞ ¼ Vi � Vj

Vij j � Vj

�� �� ð1Þ

Thus, Mij ¼ Sim mi;mj
� �

and Asim
ij ¼ Sim ai; aj

� �
.

Definition 2 (Composition relation): The composition relation between two APIs
represents that the two APIs have been jointly used by at least one Mashup, i.e., have
been composed for creating at least one Mashup. Let Acom be an n� n matrix repre-
senting the composition relation between APIs. W aið Þ be a set of Mashups that invokes
API ai. We employed the idea of resource allocation [7, 8] to measure the composition
relation in this paper.

Given a pair of API ai and aj, which can be used by different Mashups, among
these Mashups, some Mashups may invoke both of the APIs. These Mashups can be
regarded as resources allocated to ai and aj. If ai and aj have common Mashups, they
are considered to have a composition relation between them. In this regard, the com-
position relation between API ai and aj can be calculated with the following formula:

‘ðai; ajÞ ¼
X

c2WðaiÞ \WðajÞ

1
kðcÞ ð2Þ

where c is the common Mashup that invokes both ai and aj, and k(c) is the number of
APIs that c has used.

The values of ‘ðai; ajÞ are likely to be greater than 1. So, we normalize the values of
‘ðai; ajÞ into range [0, 1] using the following formula:

Comðai; ajÞ ¼ 1� e�‘ðai;ajÞ ð3Þ

where Com ai; aj
� �

represents the normalized composition relation, Acom
ij ¼ Comðai; ajÞ.

Obviously, the larger of ‘ðai; ajÞ, the larger Com ai; aj
� �

will be, i.e., the stronger is the
composition relation between API ai and aj.

Definition 3 (Potential Composition relation): The composition relation between two
APIs means that the two APIs have not been composed for Mashup creation, but have
potential to be composed. Let Apcom be an n� n matrix representing the potential
composition relation between APIs. Based on the previously calculated similarity
relation and composition relation, we measure the potential composition relation
between APIs through a link prediction ideology.

To infer potential composition relation, we develop two heuristic rules based on our
observations:

• Heuristics 1: If API ai has a composition relation with API ak, and API ak has a
composition relation with API aj, then ai and aj are likely to be composed for
Mashup creation. To verify this statement, we analysed the API network based on
the composition relationship and found that the clustering coefficient of the network
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is 0.618, which is quite high, indicating there are many triangle-like structures in the
network. Therefore, Heuristics 1 is reasonable.

• Heuristics 2: If API ai has a composition relation with API ak, and API ak is very
similar (or equivalent) to API aj, then ai and aj are likely to be composed for
Mashup creation. Because API ak and API aj are very similar, aj can be considered
as an alternative of ak. This Heuristics is also reasonable due to our intuition.

The potential composition relations between APIs based on Heuristics 1 can be
formulated as:

PH1comðai; ajÞ ¼ ðAcomAcomÞij ¼
X

k2CðaiÞ \CðajÞ
Comðai; akÞ � Comðak; ajÞ ð4Þ

where Γ aið Þ and Γ aj
� �

are neighbor set of API ai and aj respectively. The more APIs
acting as the role of ak, the greater is the value of PH1com ai; aj

� �
.

In a similar manner, to calculate the potential composition relation between APIs
based on Heuristics 2, we adopt the following formula:

PH2comðai; ajÞ ¼ ðAcomAsimÞij ¼
X

k2CðaiÞ \CðajÞ
Comðai; akÞ � Simðak; ajÞ ð5Þ

Finally, we combine both Heuristics 1 and Heuristics 2 to infer the potential
composition relation between APIs. The computation formula is:

Pcomðai; ajÞ ¼ qPH2comðai; ajÞþ ð1� qÞPH1comðai; ajÞ ð6Þ

where Pcom ai; aj
� �

represents the final potential composition relation between APIs ai
and aj, and ρ is a real number in range [0,1] which can be customized according to
specific application scenarios, Apcom

ij ¼ Pcomðai; ajÞ.
Definition 4 (Inclusion relation): The inclusion relation between a Mashup cluster and
an API means that the API has been used by at least one Mashup in the Mashup cluster.
We use an m� n matrix P to represent the inclusion relation between Mashup clusters
and APIs, where each entry denotes the number of times an API was included in a
Mashup cluster. We can also model the inclusion relations between Mashup clusters
and APIs as a heterogeneous bipartite graph.

3.3 Multi-relation Based Manifold Ranking Algorithm

Manifold ranking, a semi-supervised graph based ranking algorithm, has been widely
applied in information retrieval (such as image retrieval), and shown to have excellent
performance and feasibility on a variety of data types. The core idea of manifold
ranking is to rank the data with respect to the intrinsic structure collectively revealed by
a large number of data [9–11].

20 F. Xie et al.



1. Original manifold ranking algorithm description

Given a set of data X ¼ x1; x2; . . .; xnf g � Rm and build a graph on the data. Let
W 2 Rn� n be the adjacency matrix wherein each entry wij represents the weight of the
edge between point i and j. Let F : X ! R be a ranking function which assigns to each
point xi via a ranking score Fi. Finally, we define an initial vector q ¼ q1; . . .; qn½ �T , in
which qi ¼ 1 if xi is a query and qi ¼ 0 otherwise.

The cost function associated with F is defined to be

OðFÞ ¼ 1
2

Xn
i; j¼1

wij
1ffiffiffiffiffiffi
Dii

p Fi � 1ffiffiffiffiffiffi
Djj

p Fj

�����
�����
2

þ m
Xn
i¼1

Fi � qik k
0
@

1
A

2

ð7Þ

where v > 0 is the regularization parameter and D is a diagonal matrix with
Dii ¼

Pn
j¼1 wij. The first term in the cost function is a smoothness constraint, which

makes the nearby points in the space have close ranking scores. The second term is a
fitting constraint, which means the ranking result should fit to the initial label
assignment.

2. Our manifold ranking algorithm

In our application scenario, let MR ¼ MR1; . . .;MRm½ �T and AR ¼ AR1; . . .;ARn½ �T be
ranking results of Mashup clusters and APIs respectively. Since we are trying to rank
APIs for a given Mashup, we set MQ ¼ MQ1; . . .;MQm½ �T in which query Mashup
clusters are set to 1 and others are set to 0, and AQ ¼ AQ1; . . .;AQn½ �T in which the
corresponding APIs for the query Mashup cluster are set to 1.

After obtained the above five matrices, namely, M, Asim, Acom, Apcom, P, we employ
our multi-relation based manifold ranking algorithm to recommend APIs.

By integrating multiple relations (i.e. the similarity relation between Mashup
clusters and between APIs, the composition and potential composition relations
between APIs, and the inclusion relation between Mashup clusters and APIs) into the
original manifold ranking algorithm, our multi-relation based manifold ranking algo-
rithm consists of seven terms, the first five terms are smoothness constraints, and the
last two terms are fitting constraints. Details are as follows:

• The similarity relation between Mashup clusters

v1 ¼
1
2
a
Xm
i; j¼1

Mij
1ffiffiffiffiffiffiffiffi
DMii

p MRi � 1ffiffiffiffiffiffiffiffi
DMjj

p MRj

 !2

ð8Þ

This term makes the similar Mashup clusters have close ranking scores.

• The similarity relation between APIs
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v2 ¼
1
2
b
Xn
i; j¼1

Asim
ij

1ffiffiffiffiffiffiffiffiffiffi
DAsim

ii

q ARi � 1ffiffiffiffiffiffiffiffiffiffi
DAsim

jj

q ARj

0
B@

1
CA

2

ð9Þ

This term makes the similar APIs have close ranking scores.

• The composition relation between APIs

v3 ¼
1
2
h
Xn
i; j¼1

Acom
ij

1ffiffiffiffiffiffiffiffiffiffi
DAcom

ii

p ARi � 1ffiffiffiffiffiffiffiffiffiffi
DAcom

jj

q ARj

0
B@

1
CA

2

ð10Þ

This term makes the composable APIs have close ranking scores.

• The potential composition relation between APIs

v4 ¼
1
2
k
Xn
i; j¼1

Apcom
ij

1ffiffiffiffiffiffiffiffiffiffiffiffi
DApcom

ii

p ARi � 1ffiffiffiffiffiffiffiffiffiffiffiffi
DApcom

jj

q ARj

0
B@

1
CA

2

ð11Þ

This term makes the potential composable APIs have close ranking scores.

• The inclusion relations between Mashup clusters and APIs

v5 ¼ c
Xm
i¼1

Xn
j¼1

Pij
1ffiffiffiffiffiffiffiffiffiffiffi
DPMii

p MRi � 1ffiffiffiffiffiffiffiffiffiffi
DPAjj

p ARj

 !2

ð12Þ

This term makes the popular APIs in a certain Mashup cluster have close ranking
scores.

• The fitting constraint

v6 ¼ l
Xm
i¼1

MRi �MQið Þ2 þ g
Xn
i¼1

ARi � AQið Þ2 ð13Þ

These two terms make the APIs’ ranking results be consistent with the queried
Mashup cluster.

In the above seven terms, 0 < α, β, θ, λ, γ, µ, η < 1 are the regularization parameters
and we set α + β + θ + λ + γ + µ + η = 1. Wherein, α controls the similarity relation
between Mashup clusters, β controls the similarity relation between APIs, θ controls
the composition relation between APIs, λ controls the potential composition relation
between APIs, γ controls the inclusion relation between Mashup clusters and APIs.
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Based on the above seven terms, we model our objective function as follows:

UðMR;ARÞ ¼
X6
t¼1

vt ð14Þ

Our goal is to minimize the objective function and infer AR from M, Asim, Acom,
Apcom, P, MQ, AQ. By minimizing it, we can get the ranking of Mashup clusters and
APIs as close as possible to the given training data.

In order to simplify the objection function, we symmetrically normalizeM,Asim,Acom,
Apcom, P by the form like S ¼ D�1=2 W D�1=2 [12].With simple derivations, each part can
be transformed to vector representation form as MT

R I � SMð ÞMR;AT
R I � SsimA
� �

AR;

AT
R I � ScomA

� �
AR;AT

R I � SpcomA

� �
AR; MT

RMR þAT
RAR � 2MT

RSPAR [13].
Then we can rewrite the objective function in the equivalent matrix-vector form:

UðMR;ARÞ ¼ aMT
R ðI � SMÞMR þbAT

RðI � SsimA ÞAR þ hAT
RðI � ScomA ÞAR þ kAT

RðI � SpcomA ÞAR

þ cðMT
RMR þAT

RAR � 2MT
RSPARÞþ lðMR �MQÞTðMR �MQÞþ gðAR � AQÞTðAR � AQÞ

ð15Þ

Where I is the corresponding identity matrix.
We minimize the objective function with respect to MR and AR by differentiating it

and set the corresponding derivatives to 0. Namely,

@U
@MR

¼ ð1� b� h� k� gÞI � aSM½ �MR � cSRAR � lMQ ¼ 0 ð16Þ

@U
@AR

¼ ð1� a� lÞI � bSsimA � hScomA � kSpcomA

� �
AR � cSTPMR � gAQ ¼ 0 ð17Þ

Let u ¼ ð1� a� lÞI � bSsimA � hScomA � kSpcomA and / ¼ ð1� b� h� k� gÞI � aSM ,
then we can obtain AR.

AR ¼ u�1 cSTPð/� c2SPu
�1STPÞ�1ðuMQ þ cSPu

�1gAQÞþ gAQ

h i
ð18Þ

After computing AR, we can employ it to recommend APIs for mashup clusters.

3. Recommend APIs for Mashup creation

Through our multi-relation based manifold ranking algorithm, we can obtain the
recommended APIs for Mashup clusters. Now we can recommend APIs for Mashup
developers according to his/her requirement specification. Firstly, we calculate the
cosine similarities between the user’s requirement and the Mashup clusters to identify
which clusters match best with the user’s requirement. Secondly, we choose two most
similar Mashup clusters, because the developer may have a variety of requirements.
Thirdly, after matching the two Mashup cluster, we recommend top-K APIs for
Mashup creation. What’s more, we can recommend APIs are not only popular in the
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mashups, but also have similarity relation, composition relation, and potential com-
position relation with each other.

4. General expression

For the ease of understanding, we use pseudo code to describe our multi-relation
based manifold ranking algorithm in Table 1. Line 00 clusters Mashups into groups
according to their textual description and aggregates the Mashup descriptions of each
clusters as the whole description of the Mashup cluster; Lines 01–05 compute the
similarity relation between Mashup clusters; Lines 06–11 compute the similarity and
composition relations between APIs; Lines 15–23 compute the potential composition
relation between APIs; Line 25 builds the bipartite graph between Mashup clusters and
APIs which is based on the number of times APIs are invoked by Mashups in a certain
Mashup cluster; Line 26 integrates M, Asim, Acom, Apcom, P, MQ, AQ and employs the
manifold ranking algorithm to recommend APIs for Mashup clusters; Line 27 obtains
the top-K APIs recommendation list for Mashup clusters.

Table 1. The multi-relation based manifold ranking algorithm
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4 Experiment

In this section, we present a set of experiments to validate our approach on a real
dataset and give an analysis of experimental results.

4.1 Dataset Description

In our experiments, the dataset used is crawled from ProgrammableWeb.com website
in the range from June 2005 to December 2013. We remove Mashups that are of the
same name and contain no more information except its name. After manually pre-
processing the dataset, we obtain a collection of 5955 Mashups and 1069 APIs. An
overview of the APIs information and Mashups information are shown in Tables 2 and
3 respectively. Moreover, an overview of the dataset is shown in Table 4. We use this
dataset to recommend APIs for Mashup developers. All of the experiments are con-
ducted on computer with Intel(R) Core(TM) i3 CPU(3.2 GHz and 6.0 GB RAM) and
all algorithms are implemented in Matlab 2014.

4.2 Determination of the Number of Clusters

Because the number of Mashup categories is unknown in our dataset, we firstly con-
duct an experiment to determine the number of clusters, which is necessary in the
following experiments.

Table 2. The information of APIs

APIID APIName APIDescription

1 Cloudmade
Leaflet

CloudMade provides application developers with tools and APIs
for creating unique location based applications across all major
web and mobile platforms. Leaflet is a modern, lightweight
BSD-licensed JavaScript library for making tile-based interactive
map

2 Acapela Acapela is a Voice as a Service provider. The service offers text to
speech solutions to give voice to content in up to 25 languages and
up to 50 voices. The Acapela API lets developers integrate speech
into their application and control the voice generat

3 Cohuman Cohuman is a task-centric, team productivity tool that helps users
coordinate and plan their daily tasks to effectively complete
projects on time. The Cohuman API allows anyone to develop
applications for the web, mobile devices and the desktop. With the
API users can make a new task, assign the task to a person or to a
team of people, and add content to the task by starting a
conversation thread, attaching a file, or scheduling a due date.
The API uses RESTful protocol and responses are formatted in
XML and JSON.
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We select 85 % Mashups as training data and the rest as testing data. We then
cluster these Mashups into multiple Mashup clusters with a number from 10 to 100 at a
step 10 and employ the manifold ranking algorithm to recommend APIs. Finally, we
evaluate the performance of the recommendation list using F-measure. The result is
shown in Fig. 2.

Figure 2 shows a trend of decrease after an initial increase. When the cluster
number reaches 40, F-measure obtains the maximal value. Therefore, in the following
experiments, we set the number of clusters to be 40.

Table 3. The information of Mashups

MashupID Name APIs Tags Description

1 5th Bar Phone
Reviews

Amazon
Product
Advertising,
CNET, eBay,
YouTube

auction,
mobile,
shopping,
video

5th Bar is a new way to
avoid getting the wrong
phone again. Find and
share reviews and
information about mobile
phones, cell phone
carriers, and accessories.
Mashup content from
YouTube, eBay, Amazon,
and CNET.

2 A World of
Nirvana

Google Maps,
YouTube

mapping,
music,
nirvana,
video

Dynamic tribute to Kurt
Cobain, showing Nirvana
live concerts on a Google
map by year. Search for
videos directly by
keywords.

3 a.placebetween.
us

Google Maps events,
mapping,
social,
travel

a.placebetween.us aims to
simplify the task of
finding a place to meet
your friends. Provide your
addresses and the type of
place you want to meet at,
such as coffee, diner, or
movie and
a.placebetween.us does
the rest.

Table 4. Overview of the dataset

The total number of Mashups 5955
The total number of APIs used by Mashups 1069
The average number of APIs invoked by per Mashup 2.017
The minimum number of APIs in a Mashup 1
The maximum number of APIs in a Mashup 17
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4.3 Evaluation Metrics

Before evaluating the quality of our approach, we make some statistical analysis on the
dataset that we use. Figure 3 presents the relationship between the number of APIs in
each Mashup and the rate of Mashups.

As we can see, over 88.9 % Mashups invoke few than 3 APIs. In the whole dataset,
the average number of API used by Mashups is 2. It turns out that the usage of APIs is
considerable low. Therefore, it is essential to recommend a list of APIs for Mashup
developers.

Herein, we use the three measures of precision, recall, F-measure to evaluate the
performance of our approach. The evaluation metrics are defined as follows.

• Precision:

p ¼ TA \EA

TAj j ð19Þ

where, TA is the API recommendation result list, EA is the testing Mashup actually
used APIs, |TA| is the size of the API recommendation result list.

Fig. 3. Statistical analysis of the dataset

Fig. 2. Impact of number of Mashup clusters
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• Recall:

r ¼ TA \EA

EAj j ð20Þ

where, |EA| is the number of APIs the testing Mashup actually used.
• F-measure:

F ¼ 2 � p � r
pþ r

ð21Þ

It is a comprehensive evaluation on the precision and recall.

4.4 Performance of Our Approach

The API recommendation performance is likely to be influenced by data density. Data
density means how many records in the matrix can be employed. In order to study the
impact of training data density, in this experiment, we randomly remove 10 % to 90 %
data from the original data as the training dataset, and use the rest data as testing
dataset. There are a few parameters in our multi-relation based manifold ranking
algorithm (i.e. DMRrank). These parameters control the weight of different terms in the
manifold ranking formula. By adjusting these parameters, the approach can generate
different recommendation lists. In our approach, we set ρ = 0.1, α = 0.1; β = 0.1;
θ = 0.1; λ = 0.2; γ = 0.3; μ = 0.1; η = 0.1. With these settings, our approach can
perform better than other settings. We compare our approach with one of the
state-of-the-art approaches, i.e. GMrank [13], which used manifold learning as well.
We set the parameters of GMrank as α = 0.4, β = 0.1, γ = 0.1, μ = 0.1, η = 0.3, so that
GMrank can get the best performance on our dataset. Moreover, in order to compare
the impact on the number of selected Mashup clusters, we compare DMRrank with
another approach (i.e. MRrank) which is just like DMRrank but simply selects the most
similar Mashup cluster according to the user’s requirement. Namely, DMRrank
chooses one more similar Mashup cluster than MRrank and other settings are just
keeping the same.

Figures 4, 5 and 6 present the precision, recall and F-measure comparisons on the
training data with different density. As we can see, with the increasing density of training
data, the precision, recall and F-measure values also grow. This observation means that
larger density data is better for recommending APIs. Moreover, our approach outper-
forms theGmrank andMRrank approach in all cases. The results also show,DMRrank is
better than MRrank, and MRrank is better than GMrank. It means that considering the
composition and potential composition relations between APIs and selecting the two
most similar Mashup clusters is indeed helpful for recommending APIs.
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Fig. 5. Recall comparison

Fig. 6. F-measure comparison

Fig. 4. Precision comparison
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5 Related Work

In this section, we survey related work on service ranking and recommendation.
There are several research work focusing on service ranking. Almulla et al. [14]

presented a new Web services selection model based on fuzzy logic and proposed a
new fuzzy ranking algorithm based on the dependencies between proposed qualities
attributes. Jeh and Widom [15] designed a general similarity measure called SimRank,
which is based on a simple and intuitive graph-theoretic model and defines the simi-
larity between two vertices in a graph by their neighbourhood similarity. Mei et al. [16]
proposed a ranking approach called DivRank, which is based on a reinforced random
walk in an information network. It can automatically balance the prestige and the
diversity of the top ranked vertices in a principled way. Tong et al. [17] proposed a
goodness measure for a given top-K ranking list. It can capture both the relevance and
the diversity for a given ranking list. Zhou et al. [18] proposed a unified neighborhood
random walk distance measure called ServiceRank, which integrates various types of
links and vertex attributes by a local optimal weight assignment to tightly integrate
ranking and clustering by mutually and simultaneously enhancing each other.

With the increasing number of services in the Internet, service recommendation has
become a hot topic in recent years. Li et al. [19] proposed a relational topic model to
characterize the relationship among Mashups, APIs and their links to assist Mashup
creators by recommending a list of APIs that may be used to compose a required
Mashup given descriptions of the Mashup. Gao et al. [13] designed a manifold ranking
framework for API recommendation. They recommend APIs for each Mashup cluster
using manifold ranking algorithm which incorporates the relationships between
Mashups, between APIs and between Mashups and APIs. Huang et al. [20] developed a
novel approach for recommending developers in terms of navigation and completion of
Mashup components with a large-scale components repository. They model the rela-
tionships between Mashup components by a generic layered-graph model. Huang et al.
[21] presented a service recommendation method that suggests both services and their
compositions, in a time-sensitive manner. Xu et al. [22] proposed a novel social-aware
service recommendation approach, where multi-dimensional social relationships
among potential users, topics, Mashups, and services are described by a coupled matrix
model. Zheng et al. [23] presented a collaborative filtering approach for predicting QoS
values of Web services and making Web service recommendation by taking advantages
of past usage experiences of service users.

6 Conclusion

In this paper, we study the problem of recommending suitable APIs satisfying users’
need for Mashup creation. We present a multi-relation based manifold ranking algo-
rithm to assist Mashup developers by recommending a list of APIs that may be used to
compose a required Mashup by giving a description of a Mashup. We firstly cluster
existing Mashups into groups according to their textual descriptions. Then, we consider
multiple relations between Mashup clusters and between APIs. Next, we associate
Mashup clusters with APIs based on the popularity of APIs. Finally, we employ
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manifold ranking algorithm to recommend APIs that the user may be need for Mashup
creation and perform a set of experiments to validate our approach on a realistic dataset.
Experimental results validate the effectiveness of the proposed approach in terms of
precision, recall, and F-measure and show that our approach outperformed the baseline
approach for this particular dataset.

In future work, we would like to take the information of services providers and
services users into consideration, and along with their potential relationships. Matrix
factorization is a well-known service recommend method, so we will incorporate
matrix factorization to our manifold ranking algorithm to get better recommendation
performance.
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Abstract. The number of services is proliferating dramatically and the rate of
services’ evolution has also been increasingly fluctuating in recent years. The
demands of service composition also show the characteristics of individuation
and diversification at the same time. The traditional methods of service com-
position are difficult to meet the multiple granularity demands of users. This
paper proposes a novel multiple granular service composition model based on
services granular space. The model firstly constructs service granularity by ser-
vice clustering. And then constructs the service granularity space according to the
relationships between service granularities. So the process of getting appropriate
service compositions can be transformed into getting service compositions from
different granularity layers. Through experimental analysis, we can demonstrate
that this model can provide users with different granularity service compositions
which meet the multiple granularity demands of users. And can also decrease the
response time of service composition at the same time.

Keywords: Service computing � Service composition � Service
recommendation � Granular computing � Services granular space

1 Introduction

With the development of new concepts of service computing such as pervasive com-
puting and cloud computing, applications and data were available to the users in the
form of Web services(or network interfaces), the concept of Services Computing came
into being. Through the technology of services composition, users (cooperation or
individuals) can build a new application of complex functions according to their needs
utilizing the basic services which has existed on the Internet. As a new software
development paradigm, service composition can improve the efficiency of software
development and reduce costs of software development. At the same time, service
composition has an important impact on the service customization and value-added.

However, since the user’s own background and needs are different, services needs
are often different, too, which show the characteristics of multi-granularity. On the one
hand, the user needs for business construction have different granularity. For example,
some users need a series of services including “Ticket booking-hotel booking-Car
booking-Paying”, and some users only need one service “Ticket booking”. On the other
hand, even if the needs are the same, the description from different users varies widely.
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Some descriptions are abstract while some are specific. For example, services “tour” can
be specifically described as “Ticket booking-hotel booking-Car booking-Paying”,
which can also be described as “tourism” abstractly. Therefore, how to find the appro-
priate service compositions quickly which meet the multi-granular and complex needs
of users are the major challenge in services composition filed.

Users usually seek service composition from coarse to fine. For example: the user
wants to make a travel plan (Fig. 1), which may involve bank payments, transportation,
hotel selection and so on. Each part here has a variety of options. For instance, in the
payment part, users can choose to pay by ICBC, China Construction Bank or Bank of
Communications. The user’s final choice may be like this: pay by Bank of Commu-
nications → take the Air China aircraft → live in the Home Inns hotel.

Granular computing originated from the 1970 is a simulation of solving problems
in a human way. As Prof. Zhang Ling and Zhang Bo said: “The common characteristic
of human intelligence is that individuals can observe and analyze the same problem in
different granular. People can not only solve the problem in different granular worlds
but also jump from one world to another without any difficulties.” So the theory of
granular computing is considered to achieve the goal of getting multi-granularity ser-
vice composition. Granular computing, as one of the new concepts and methods in the
field of artificial intelligence, is an effective tool to deal with uncertain problems. The
feasibility of using granular computing theory to build the multi-granularity services
space is as follows: Build the services which have same or similar functions into
service grains. Build the multi-granularity service space by the relationships between
services. The advantages are that service composition can be sought and transformed in
different granular layers, which will not only meeting the complex user needs but also
assist the user who lack expertise knowledge to service composition.

Therefore, a hierarchical Service Granular Space (SGS) is constructed based on
granular computing: First, cluster services and mine service correlation to get related
and hierarchical service grains. Then, do service composition in SGS. This model can
be expected not only to provide users with multi-granularity service compositions but
also improve the efficiency of service composition.

The structure of this paper is as following: Sect. 2 presents related work. Section 3
introduces our research. Section 4 details the SGS. Section 5 describes algorithm based
on SGS. Section 6 evaluates the performance of the SGS algorithm. Section 7 concludes
this work.

Fig. 1. An example of service composition
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2 Related Work

The way of organization and management of services have a significant impact on the
efficiency of the service composition, while service correlation mining is the premise of
an effective organization for services. Many studies such as paper [1, 2] propose that
the co-occurrence relationship can be used to represent the composite relationship
between services, which can also be based on to do service recommendation.
Co-occurrence frequency can represents the combined strength of service composition,
but this co-occurrence relationship cannot express the relations of true predecessor-
successor (such as interface matching), which means it cannot accurately express the
potential composite relationship between services. Different with the ideas above,
Guiling [3] takes the precursor - successor relations into account and then recom-
mended successor services. The method firstly uses the input-output interface matching
information to build a model of service network, and then uses context tag of user
selections to do service recommendation based on the service network model. Xiao Lei
[4] uses the example of Geospatial Information Systems to study the recommendation
for service chains. By using the service description information and semantic infor-
mation of input-output interfaces to build a model of service network, users only need
to give the start and end information, with which the system can search for matched
chains from service network model and then rank and recommend them. Paper [5, 6]
consider that the API (services) and their Mushup (service composition) have the
characteristics of evolving with time (such as publishing, demise and update), putting
forward that the quality of service recommendation can be improved by the method of
service ecosystem. Paper [5] uses LDA model and time series prediction to extract
services evolutionary patterns, proposing a service recommendation for Mashup under
the basis of combining with the evolution of services, collaborative filtering and
matching method for content. Paper [6] introduced a Network Series Model, to rep-
resent the evolved service system, which can recommend the Top-K services and
service chains according to network evolution forecast. Current researches on the
service correlation mining, the construction of service network and service network
evolution are all based on the services organization to improve the validity of service
recommendation. However, limitations are: Firstly, the descriptions of correlation
between service precursor and service successor are inaccurate. On the one hand, many
researches utilise the co-occurrence relation to describe service correlation. Compared
with precursor-successor relation, co-occurrence relation lacks accuracy. On the other
hand, in terms of extraction of metrics related to service correlation, the existing studies
only takes the strength of service correlation into consideration, while ignoring an
important information that the structure of service correlation (such as sequential,
parallel). Secondly, the granularity of service recommendation is inflexible, which
precludes multi-granular service recommendations. Existing recommendation tech-
niques mainly provide recommendation for specific service (service-level) [1, 3] or
service chain (chain-level) [5]. Recommendations with service-level granularity are
commonly less informative, whereas chain-level service recommendations are highly
assertive. Neither of both is able to meet the complicated and diverse users demands.
The multi-granularity (service level, the relationship level and the chain level) service
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recommendation will be better able to meet the diverse and complex needs of users.
The “relationship level” means combined several services which have logical relations
based on the relationship between predecessor and successor service and the correlation
structures (such as sequential, parallel) information.

In recent years, the research on granular computing [7, 8] the field of artificial
intelligence has laid a theoretical foundation for us to study multiple granular of service
composition and service recommendation. For example, Swaroop [9] set the service as
a node in graph model. It is determined whether the semantic relationship between the
input and output of any two services according to the semantic description of the
service input and output. The relations between all the services will be able to describe
as a graph after setting the semantic relationships between the two services as the edge
in graph model. Shen [10] proposes a service composition algorithm based on hier-
archical quotient space by quotient space theory, by which build a user-oriented service
composition model: Use owl-s semantic to describe services and domain ontology as
the basis for semantic description. Then build hierarchical ontology concept tree and a
quotient space based on service equivalence relation, true preserving principle and false
preserving principle. Finally validate the algorithm through the analog service without
actual semantics. Also, the efficiency of the algorithm is analyzed along with the
average width level and the depth of the space. Experimental results show that the
smaller the width of the ontology concept tree and the greater the depth of ontology
concept hierarchy tree, the better the service grain structure. In order to deal with the
challenges of service compositions of multi-granular users demands under the envi-
ronment of cloud computing, Cai Huihui [11] proposes a service granularity space
model and a concrete construction method of service space, but how to select the
optimal service composition has yet to be perfected.

Other studies include: Romano [12] clustered the services into a service granularity
and design the corresponding genetic algorithm to find these services cluster in order to
reduce the number of service calls according to the user common service composition
mode. Chen [13] discusses the reusing issues in the field of service composition. The
traditional method is limited to reuse a single service or an entire packaged service
module, so that efficiency of reusing is low. A concept of variable granularity index
(VGI) based SSM-Tree is proposed, which can maximize the efficiency of reusing to
meet the needs of the complex invokes of user.

3 Identifiers and Definitions Involved

The identifiers are used as shown in Table 1 for better describing.
Some Core concepts are defined as follows:

Definition 1. Services: services can be abstract described as a four-tuple S = (Fun,
QoS, Input, Output). Respectively represent as services, quality of service, input and
output parameters.

Definition 2. Service grain: Services grain also has the properties of service. As more
focus should be laid on services’ level of construction, each of them is described as a
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triple SG = (Fun, Input, Output), sgi.Input = A represents a sgi is a service grain and
its input is A.

Definition 3. Relationship can be combined: For two service grains: sgi = (Funi,
Inputi, Outputi) and sgj = (Funj, Inputj, Outputj), if Inputj � Outputi, then sgi and sgj
service grains are combined, and donated as sgi ! sgj.

Definition 4. User needs: user needs can be expressed as two virtual services grain:
sgin = (null, null, Outputin) and sgout (null, Inputout, null), namely that sgin only have
output (user input), sgout only have input (user output).

Definition 5. Service composition: service composition means that for a particular user
needs sgin; sgoutð Þ, if there is a sequence of service grains set to meet the following
three conditions: (1) sgin ! sg1; (2) sgn ! sgout; (3) sgi ! sgi þ 1; i ¼ 1; 2. . .; n� 1,
then we think the service composition to meet user demand is found.

Based on the above definitions, the service node is adopted to represent service
grains and the straight line is adopted to represent the input-output relationship between
service grains. So the relationship between service composition and user needs is
shown in Fig. 2.

Table 1. Identifiers and its definition

Identifiers Definition

S ¼ s1; s2; . . .snf g Service set
SG ¼ sg1; sg2; . . .; sgnf g Service Granularity set
sgin the Input of user need
sgout the Output of user need
SGS Service Granularity Space
Fun Function of Service or Service Granularity
Goal User demand
Input ¼ in1; in2; . . .; innf g Input of service or service granularity
Output ¼ out1; out2; . . .; outnf g Output of service or service granularity
Similar Semantic similarity
CD Correlation of service granularity
AveCD Correlation between service granularity and service

granularity set
AGD Degree of Polymerization between service granularity
AveAGD Degree of Polymerization between service granularity set
Rc Correlation between service grains
Rh Hierarchy relationship between service grains
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4 Construction of Hierarchical Service Granular Space SGS

The SGS’s construction consists of three stages: ① Get service grains. Cluster the
services which are similar to each other but not related into one cluster and then get
service grain from the cluster. ② Service grains correlation mining. Discover the
correlation between service grains by calculating the degree of correlation between
service grains. The correlation can help users discover the composite relationship
between service grains. And the service grains correlation mining includes the corre-
lation between two service grains and correlation between a service grain and a set of
service grains. ③ Construction of SGS. Service grains are fine or coarse, which can be
a hierarchical structure. Having a hierarchical relationship between service grains
means that the degree of polymerization of service grains in the same layer are higher
and lower in different layers. The degree of polymerization can be calculated and used
to construct SGS. The details are as follows:

4.1 Service Grains

The semantic similarity of concepts refers to how closely the semantic association
between concepts, which can be expressed as the semantic distance between concepts
in semantic tree. After all, the essence of the semantic similarity of concepts is the
measurement of the distance between the concepts. The degree of similarity becomes
lower with the longer of the distance between the two concepts. On the contrary, the
degree of similarity becomes larger with the nearer of the distance between the two
concepts. If the distance between the concepts is zero, their similarity is one. The
distance between the concepts is infinity, its similarity is 0. Our definition of semantic
similarity between the concept Ci and Cj is:

Similar Ci, Cj
� � ¼ 1

dis Ci, Cj
� � ð1Þ

We use dis Ci;Cj
� �

to express the semantic distance between concept Ci and Cj in
the semantic tree. These concepts will correspond to the services as follows:

Fig. 2. Relationship between service composition and user needs
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For two service si and sj, their input and output are composed of a set of message
components and each message component corresponds to a concept in semantic tree.
The definitions of the input and output of services are as follows:

Inputi in1; in2; . . .; inmð Þ; Outputi ¼ out1; out2; . . .; outsð Þ;
Inputj in1; in2; . . .; innð Þ; Outputj ¼ out1; out2; . . .; outtð Þ:

(1) For service Si, similarity to the input of Sj is calculated as follows Sim Inputi;ð
InputjÞ :

Sim Inputi; Inputj
� �

¼
Pm
i¼1

Max
n

j¼1
Similar ini,inj

� �

m
ð2Þ

Similarly, for service Sj, the similarity to the input of Si is Sim Inputj; Inputi
� �

:

(2) The similarity of input messages of Si and Sj:

Similar Inputi; Inputj
� �

¼ 1
2
� Sim Inputi; Inputj

� �þ Sim Inputj; Inputi
� �� � ð3Þ

Similarly, the similarity of outputmessages of Si and Sj is Similar Outputi,Outputj
� �

(3) semantic similarity of service Si and Sj is

Similar si; sj
� � ¼ w1 � Similar Inputi; Inputj

� �þw2 � Similar Outputi;Outputj
� �� � ð4Þ

The weight of the input and output messages of the service is respectively w1 and
w2, and 0�w1;w2 � 1. We put the services which meet the threshold of similarity into
one cluster and extract service grains from the clusters base on the formula (4).

4.2 Service Correlation Mining

Service Correlation reflects the closeness of two related services. Service Correlation
between sgi and sgj can be expressed as:

CD sgi; sgj
� � ¼ Similar Outputi; Inputj

� � ¼ 1
2
� Sim outputi; Inputj

� �þ Sim Inputj;Outputi
� �� � ð5Þ

For Services grain set SG ¼ sg1; sg2; . . .. . .; sgnf g and service grain sgj, if output of
SG can be met by the input of the sgj, the correlation between SG and sgj can be
expressed as follows:
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AveCD sg1; sg2; . . .. . .; sgn; sgj
� �

¼
Pn
i¼1

CD sgi; sgj
� �

n
ð6Þ

The identifier “n” is the number of service grains. Based on the formula (5) and (6),
a correlation matrix SGCM can be formed after service correlation mining. The value 1
and 0 of the matrix respectively indicated whether has a correlation or not.

4.3 Construction of Hierarchical Service Granular Space SGS

After the service correlation mining, whether there exists a coarse service grain can be
checked that can accomplish the functions which should be completed by several
service grains. Once the service grain existed, we can build a hierarchical relationship
between them (Fig. 4).

For service grains sgk, sgi and sgj, sgi �!
Rc sgj, if sgi, sgj �!

Rh
sgk, the degree of

polymerization of service grain sgk and sgi, sgj can be expressed as:

AGD si; sj
� � ¼ w1 � SimilarðInputk; InputiÞþw2 � SimilarðOutputk;OutputjÞ ð7Þ

For SG ¼ sg1; sg2; . . .. . .; sgnf g; sgj and sgk; sg1 [ sg2 [ . . .[ sgn�!
Rc sgj , if sg1;

sg2; . . .. . .; sgn; sgj�!
Rh

sgk; the degree of polymerization between service grain sgk and
SG, sgj can be expressed as:

AveAGD sg1; sg2; . . .. . .; sgn; sgj; sgk
� �

¼ w1 �
Pn
i¼1

similar sgk:Input; sgi:Inputð Þ
n

þw2 � Similar sgk:Output; sgj:Output
� �

ð8Þ

Based on the degree of polymerization calculated by the formula (7) and (8), a
coarse service grain can be found which is functionally equivalent to two or a set of
service grains, and build a hierarchical relationship between them.

The pseudo-code and flow charts are as follows:
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Fig. 3. The illustration of Algorithm 1
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5 Service Composition Algorithm Based on the Hierarchical
Service Granular Space SGS

First, get service composition list based on SGS. Then use the skyline [14, 15] algo-
rithm to filter them to obtain non-dominated service composition list, so that the
efficiency will be improve and the redundancy of service composition will be reduced.

Definition 6. Non-dominated service composition list: Suppose that in a n-dimensional
space, there is a service S1 p1; . . .; pnð Þ and S2 q1; . . .; qnð Þ, if the quality of service on any
dimension pi � qi; i 2 1; n½ �; and 9i 2 1; n½ � make that pi [ qi, then we say S1 disposal
S2. Non-dominated service composition list consisted by all the service compositions
which are not dominated by all the others.

The algorithm process is as follows:

(1) First, Add the needs(services) of the target user to the service composition list. If
the needs(services)can be decomposed into a sequence of fine-grained services
composition, continue to decompose, otherwise return the list of service
composition.

(2) If a service has a business process and can be decomposed continuously, check
that whether each sub-grain of this service can be decomposed. If so, the service
grain is considered can be replaced by its sub-grain services which means a new
service composition can be get. Then add it to the list of service composition.

(3) For the new service composition list, decompose all the service grains which has a
business processes iterative, and return a series of different granular service
compositions, until all the service grains in the service composition we got are
atomic.

Fig. 4. The illustration of Algorithms 2 and 3
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(4) For service composition list we got, if there exists any parent service grains that
contains service grains customized, substitute it with the service grains cus-
tomized, otherwise remove it. Finally, return the service composition list which
meet user demands.

(5) As there are so many service compositions which contains mass number and
varying quality of services, the Skyline algorithm is adopted to eliminate those
redundant candidate services which are dominated by other services, in order to
reduce the search space when service composition.

The major research contents is the creating of SGS instead of neither the skyline
algorithm nor the course of reasoning Non-Dominated Solution Sets, whose related
contents are available in the group’s previous study [16].

Figures 3, 4, and 5 show the flow chart of the whole process based on SGS. As is
shown in the pictures, the Algorithm 1 corresponds to the evolution course from
services to service clusters and then to service granularity. Algorithm 2 and Algorithm
3 correspond to the process of how to build service granular space from service grain.
Figure 5 shows the process of service composition algorithm which corresponds to how
to get service composition.

6 Simulation

The experiments were done on a laptop which has Windows 10 x64 operating system,
Inter Core i3-5005U CPU@2.00 GHz, and 8 GB RAM. The codes were running in the
Java programming environment. The dataset was stored in the MYSQL database. User
needs are the keywords used to describe the service. Although there are a lot of real
data sets, such as WSDL and Mashup, the Web service WSDL data sets are messy and
have no relationship, and Mashup API services has no semantic description after
viewing the WSDL and Mashup statics crawled from the web. So they are not suitable
for the experiment.

Fig. 5. The illustration of Service Composition Algorithm Based on SGS
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The test used simulated data sets SD (Simulated Data). Simulated dataset SD was
mainly generated by imitating the real Web service features, including service id,
service input, service output, type and QoS. The description of services inputs and
outputs were used of the semantic description in semantic tree from China HowNet
[17] randomly. QoS value was assigned by the random function of JAVA. The size of
SD was controlled by the size parameters of JAVA algorithm artificially.

6.1 Parameter

The Optimal Granular. To reflect how the granular have an impact on the perfor-
mance of service composition, a size of 1000 services are simulated. Change the
granular and number of services grain by changing the similarity parameter between
the services. Get five service compositions for each degree of similarity. Use the
average response time and the average number of granular as the final result. Take the
service response time as the metrics to determine the optimal granular.

As the number of services is fixed, when we change the parameter of similarity, the
number of service grains is varied. The higher the degree of similarity, the smaller the
number of atomic services in each service grain contained. The larger the number of
services grain, the smaller service granularity. Limited by the experimental data, the
changing of amplitude is subtle in the second decimal place of similarity parameter, and
the experimental results did not change much as well. From Figs. 6 and 7, it is obvious
that response time is the least when the service grains number is in the range of 6–10.
And when the number of the service grain is not in this range, service composition
response time increased significantly. So it can be confirmed that there is a range of
service grain number that can significantly shorten the response time of service
composition.

Fig. 6. Service composition response time
changes with the number of service grains

Fig. 7. Number of service grains changes with
similarity
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Optimal Degree of Polymerization. The degree of polymerization between service
grains is the basis of SGS’ building. Different degrees of polymerization parameters are
set to observe the number of layers of SGS and service response time. The optimal
threshold of degree of polymerization also can be confirmed according to the obser-
vation. The test set is randomly generated, which consist of 1000 services. Generate
service compositions in five times for each degree of polymerization and calculate the
average time of 5 services composition response time each group.

Limited by the experimental data, the experimental results did not change much as
well when the changing of amplitude is subtle in the second decimal place. This test
only compares a degree of polymerization of the decimal point. Figure 6 shows that the
optimal degree of polymerization is 0.4.

Since the degree of polymerization affects the SGS construction, in order to observe
the changes of the SGS layers, 500,1000,1500 services are generated respectively. For
each degree, 5 service compositions are generated. This experiment uses the average
number of layers of service granular space as metrics. Figures 8 and 9 shows that: the
number of layers is almost identical, and the number of layers is 4 when the degree of
polymerization is optimal. From the result it can be inferred that when the degree of
polymerization is optimal, no matter how big the size of the services, there is always a
range of number of SGS layers, which is consistent with a general point of service
composition: the more layers of services grains, the more complex of the SGS, the
longer of searching time.

6.2 Performance Test

From the Figs. 8 and 9, it is easy to find that when the similarity is between 0.2–0.5 the
minimum response time of service composition. So this test takes the median value
0.35 as the value of similarity. And the follow experiment takes 0.4 as the value of
degree of polymerization.

Comparison of Service Correlation Mining. This experiment randomly generates
100, 300, 500, 1000, 1500, 2000 size of services. Record the mean time of service

Fig. 8. Service composition response time
changes with the degree of polymerization

Fig. 9. The number of layers changes with the
degree of polymerization
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correlation mining (non-clustered and clustered) of each group to compare the time
efficiency.

Seen from Fig. 10, after using a cluster algorithm, the number of service correlation
excavated is far less than not using cluster algorithm. This may due to the inherent
functionality similar phenomena among atomic services, after a cluster processing, a
large number of non-affiliated service was filtered out. At the same time, it can be seen
from Fig. 11: Time efficiency has been greatly improved, and the more of services
number, the more obviously of the effect.

Comparison on Service Granular Space SGS using Skyline or not. This test uses
different sizes of services as test sets. Execute algorithm several times on the case of
before pruning and after pruning. Record the mean service composition response time
to compare.

Fig. 10. Comparison of service correlation
mining number

Fig. 11. Comparison of service correlation
mining time

Fig. 12. Comparison on pruning of SGS using Skyline
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From Fig. 12, it can be seen that the response time of service composition dra-
matically increased with the services number increasing in the case of not using skyline
algorithm. On the contrary, the response time increased slowly with the increasing of
services number after using skyline algorithm. This experiment demonstrates the
effectiveness of the skyline pruning algorithm.

Multi-granularity Service Composition Algorithm based on SGS Testing. To test
the efficiency of SGS model, traditional method Graph [18, 19] SGS-Type methods were
chosen respectively. SGS-Type is a combination of SGS algorithm and ZhangWei’s [20]
thoughts: First, get the Web service grain. Next is to find the relationships between the
Web service grains. Then build SGS-Type model based on the type property. As a result,
theWeb service grains in the same field are divided into the same category, thus a “Field -
Web service grain -Web service” three-layer service space model was formed. To get the
service composition, the first step was determining the needs of users to its corresponding
field, and then mapped the user need into corresponding type field. The last step was to
find the service composition in the model. We still use service composition time to
compare among SGS, SGS-Type and graph-planning.

As shown in Fig. 13, when number of services is small, response time of service
composition based on graph-planning is relatively similar to response time of SGS.
This is because when you start a service granularity space construction, the difference
between the various atomic services is relatively large, and the effect of clustering
services is not obvious. Furthermore, the number of service cluster is small, correlation
between services is not high, and the number of service grain in each layer is also
small, so the response time of service composition is increased. With the increasing of
number of atoms services, graph-planning methods involving large semantic calcula-
tions, son the time greatly increased in correspondence. Compared to SGS, SGS-Type
is too simple and tough when using SGS-Type to do hierarchical classification and less
flexible than SGS algorithm, so the efficiency is worse than SGS. While in the case of
SGS model, the degree of similarity and correlation between services is increased,
service clustering effect becomes strong, number of services also increased in each

Fig. 13. Comparison on SGS, SGS-Type and Graph-planing
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layer, the size of service granular space is bigger, the response time of service com-
position increases slowly. When the service composition is sufficient to meet the
specific needs of users, service response time gradually stabilized, which shows service
granularity space has the character of stabilizing from unstable and self-organization.

Scalability Testing. To further verify the validity of service granular space, we used
bigger size of services for testing. The results are shown in Fig. 14 and Table 2 below.

Figure 14 and Table 2 show that, when the number of services is large, service
composition response time based on SGS is relatively stable, and the response time of
SGS-Type increases more fast than SGS, even the response time of graph-planing
increases sharply. The comparison showed SGS stability and adaptability.

7 Conclusions

A service granular space (SGS) is proposed by using granular computing to order the
large number of disordered services from different vendors so as to achieve the goal of
getting multi-granularity service composition. First, clustering and correlation mining
algorithm is invoked to order the atomic services in order to get the service grain which
has correlation, hierarchical relationships and inheritance relationship. Then get the
optimal service composition in the service granular space. Simulation results show that

Fig. 14. Response time of service composition changes with the number of services

Table 2. Results of scalability Testing

Services SGS (ms) SGS-Type (ms) Gragh planning (ms)

1000 296 1147 158542
2000 352 1689 — —

5000 756 3620 — —

10000 2065 10284 — —

15000 3882 21532 — —
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it is more efficient for service composition using SGS than using the graph-planning. At
the same time the method can provide users with multi-granular service composition to
meet the different granularity of needs of service users.
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Abstract. Health states, which are the abstract concepts for body
recognition, represent a set of body conditions. Forming the accurate
concepts, which are constantly tuning as the growth of human expe-
riences, may be a long-term process in the human history. Nowadays,
advances in technology have made monitoring the various data of body
condition available. As the explosion of the data, it goes far beyond the
ability of our brain to handle. But the computer can help us discover
the patterns from the big data. In order to discover new representative
health states, we propose forming them based on clustering. We use K-
means clustering algorithm to discover the nine body constitution (BC)
types in traditional Chinese medicine (TCM) according to the items in
Constitution in Chinese Medicine Questionnaire (CCMQ). The results
illustrate the ability of computer system to discover human health states.

Keywords: Unsupervised learning · Clustering analysis · Health state ·
Body constitution · Traditional Chinese medicine · K-means

1 Introduction

Human body is a kind of complex dynamical systems, which can be described
by numerous features, such as height, weight, temperature, heart rate, and even
the abstract personality. The mechanism of human body is too complicated
to recognize meticulously. Although it is difficult to look through the human
body and model the system precisely, we could use some abstract concepts of
health states to generalize the complicated human body phenotypes. In the long-
term history of human society, the abstract health state concepts were gradually
formed by observations, records and analyses. With the development of computer
technology and bioinformatics, human beings hugely extend their abilities in
data acquiring, memory capacity and operational capability. It means that we
can obtain more comprehensive human body data and record all of them for
retrieval and analysis under the assistance of computer.

Traditional Chinese medicine (TCM) is built on a foundation of more than
2,500 years of Chinese medical practice. TCM formes many abstract concepts
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 52–64, 2016.
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to explain the mechanism of human body. Body constitution (BC), an ancient
core concept in TCM, is widely applied in daily practice by Chinese medicine
practitioners [19]. The most common BC instruments are the Constitution in
Chinese Medicine Questionnaire (CCMQ) developed by Wang et al. in Mainland
China for measuring BC type [16] and the Body Constitutions Questionnaire
(BCQ) developed by Su et al. in Taiwan [8,12,13]. The CCMQ was developed
by expert panel discussion, validity, and reliability on 2,854 subjects in Mainland
China of these questionnaires in populations [17].

The contributions of this paper are: (1) Giving an insight into BC types based
on the facts of CCMQ; (2) Illustrating the forming process of the BC concepts
from the view of the computer. The clustering algorithms are the methods of
data analysis in computer. The efficient K-means clustering algorithm is used to
illustrate the mapping process from the human body features to the BC types.
We provide a view of the clustering method for human body recognition, which
has potential to assist the analysis of manpower.

The rest of this paper is organized as follows. To begin with, Sect. 2 intro-
duces the diagnostic methods and the Body Constitution (BC) types in TCM.
Then, the information process and the clustering method for classes discovery
are introduced in Sect. 3. After that, Sect. 4 shows some experiments to illus-
trate how to use the clustering method to discover the BC types. Section 5 is the
overview of the related works. Finally, we have conclusions in Sect. 6.

2 Body Constitution Types in TCM

2.1 The Four Diagnostic Methods of TCM

There are four well known diagnostic methods of TCM: inspection, auscultation
(listening) & olfaction (smelling), interrogation, and palpation.

Inspection. Inspection is one kind of examining method which is applied to
knowing the condition of disease by means of doctor’s visual sense to look
over the vitality, color, figure, posture of patient’s whole or partial body
and the changes of the figuration, color, texture and quality of the patient’s
discharges.

Auscultation & Olfaction. Auscultation is to find the abnormal sound of
speech, respiration and cough etc. by means of auditognosis (listening). Olfac-
tion is to know the smell of the patient’s body, the secretion and excreta by
means of osphresis (smelling).

Interrogation. Interrogation is to know the onset, development, treatment,
present symptoms and other information of disease by questioning patient or
the accompanying people for diagnosis.

Palpation. Palpation includes pulse examination and body pressing-touching.
They are diagnostic methods that doctor uses his tactile sensation of fingers
and palm to touch patient’s body to get diagnostic data. Pulse examination
is to feel the pulse while body pressing-touching is to touch and press the
different parts of patient’s body such as skin, hands and feet, chest and
abdomen and so on.
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Chinese medicine practitioners assess a person’s state of health by collecting
and analyzing clinical information on the basis of the four diagnostic methods.
They just use their sensory perceptions without resorting to any apparatus.
They can diagnose internal pathological (disease) changes through observation
and analysis of external signs.

2.2 Classification Based on the Diagnostic Methods

Chinese medicine practitioners built their analytical theory on the basis of the
clinical information collected from the four diagnostic methods. Wang [15] built
the constitutional theory to classify body constitution (BC) types. The Consti-
tution in Chinese Medicine Questionnaire (CCMQ), which synthesized the tra-
ditional diagnostic methods, was developed by Wang et al. in Mainland China
[16]. It has 60 items measuring the 9 BC types, see Table 1.

Table 1. BC types

BC type Brief description

Gentleness Strong physique, stable emotional state and feel optimistic

Qi-deficiency Flabby muscles, introvert and timid in personality

Yang-deficiency Flabby muscles, quiet and introvert in personality

Yin-deficiency Thin physique, outgoing and impatient in personality

Phlegm-wetness Overweight, a mild temper, steady and patient

Wetness-heat Normal or thin physique, irritable and short-tempered

Blood-stasis Impatient and forgetful, a dull complexion, spots on the face, et al.

Qi-depression Thin, emotional unstable, melancholy or suspicious

Special diathesis Inborn weakness, allergy

The items could correspond to the four diagnostic methods respectively. Its
reliability and construct validity were proven in 2500 people from five differ-
ent geographical districts in China [23]. It has used in China nationwide cam-
paigns mainly in epidemiological studies on the prevalence of BC types [18]. We
have provided a webpage to evaluate the BC types based on CCMQ, see www.
tizhiceshi.cn/EN.

3 The Clustering Method for Classes Discovery

It is worthwhile to have an intuition of the information process at the beginning.
We provide a general view, see Fig. 1. Every entity will generate information to
its external environment. In order to recognize an entity, we have to acquire its
emission information into data as much as possible. Then we should transform
the raw data to the reduced features that contain the information. Finally we
use codes or classes to represent them. When the process runs in reverse, the
codes could restore an image of the original entity.

www.tizhiceshi.cn/EN
www.tizhiceshi.cn/EN
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Fig. 1. The process of entity information encoding and decoding

To some degree, there are similarities between the human analysis and the
computer process. Next, we specify the process of discovering the nine BC types
from the view of computer. Among the unsupervised learning methods, the clus-
tering technique can be used to encode different features into classes. We exhibit
a classic clustering algorithm, K-means, to handle the data here.

3.1 K-Means Clustering Algorithm

K-means is one of the most popular clustering algorithms. It was elected as the
top 10 algorithms in data mining by the IEEE International Conference on Data
Mining (ICDM) [20]. Even though K-means has a history of over half a century,
it is still famous for its simplicity and efficiency in clustering large data sets
[5,11]. The algorithm is described as follows.

Let X = {x(1), ...,x(m)} be the set of m n-dimensional points to be clustered
into a set of K clusters, C = {c(1), ..., c(K)}. K-means algorithm finds a partition
such that the 2-norm error between the mean of a cluster and the points in the
cluster is minimized. Let μ(k) be the mean of cluster c(k), and then it can be
calculated as Eq. 1.

μ(k) =
1

|c(k)|
∑

x(i)∈c(k)

x(i) (1)

The 2-norm error between μ(k) and the points in cluster c(k) is defined as
Eq. 2.

J(c(k)) =
∑

x(i)∈c(k)

‖x(i) − μ(k)‖22 (2)
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The goal of K-means is to minimize the sum of the 2-norm error over all K
clusters. So the objective function is described as Eq. 3.

J(C) =
K∑

k=1

∑

x(i)∈c(k)

‖x(i) − μ(k)‖22 (3)

When K � 2, minimizing this objective function is known to be an NP-hard
problem [4]. Thus K-means can only converge to a local minimum. However,
K-means often finds a near-optimal partition according to abundant empirical
evidence through so many years. Meilă [10] has shown that with a large prob-
ability K-means could converge to the global optimum when clusters have low
distortions. The steps of K-means algorithm are showed as Algorithm 1.

Algorithm 1. K-means
Input:

The set of instances, X = {x(1), ...,x(m)};
The number of clusters, K;

Output:
The clusters, C = {c(1), ..., c(K)};

1: Random select K centroids: μ(1), ...,μ(K) ∈ R
n;

2: Repeat until centers are fixed
3: For all x,
4: k := argminj ‖x(i) − μ(j)‖2

2

5: c(k) := {c(k)} ∪ {xi};
6: For all μ,
7: μk :=

∑
x(i)∈c(k) x(i)/|c(k)|;

8: return C;

The input data are the samples of n-dimensional features and an argument of
cluster number, K. K-means will partition the points into K clusters. At start, it
selects K centroids arbitrarily in step 1. Then it goes to repeat updating clusters
until convergence. Step 2–7 are the main iteration. There are two inner iterations,
step 3–5 and step 6–7. Step 3–5 assign each point to the nearest centers. Step 6–7
recalculate the mean coordinates of each cluster.

The process of K-means algorithm is illustrated by Fig. 2. The input data,
which are generated by three 20-point Gaussian distributions, are scattered in
the two-dimension plane, as Fig. 2(a). The distance of points are measured by
Euclidean distance. At first, K-means has randomly produced three centroids,
as Fig. 2(b). Then, the points and centroids of each cluster are changing by each
iteration, as Figs. 2(c)–(e). After several iterations, the centroids are fixed finally,
as Fig. 2(f).

It is worth noting that K-means is sensitive to the starting centers. Indeed,
the algorithm can generate arbitrarily bad clusters when the centers are chosen
uniformly at random from the data points. In this case, we choose the starting
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Fig. 2. The process of K-means algorithm.

centers using the strategy similar to K-means++ [1], see Algorithm 2. First, it
takes one center μ(1) chosen uniformly at random from X. Then, it repeatedly
chooses x(i), which has the furthest distance to the nearest center that has
already chosen, as the next center μ(j), until to the Kth center. Finally we use
the chosen K centers as the starting centers that substitute the random selected
K centers chosen in the step 1 of Algorithm 1.

Algorithm 2. Select Initial Centroids
Input:

The set of instances, X = {x(1), ...,x(m)};
The number of clusters, K;

Output:
The seeds, μ(1), ...,μ(K) ∈ R

n;
1: Choose μ(1) uniformly at random from X;
2: For k=2:K
3: μ(k) := argmaxx(i)min ‖x(i) − μ(j)‖2

2, j ∈ {1, ..., k − 1};
4: return μ(1), ...,μ(K);

3.2 The Body Data Generation

Without loss of generality, we assume that the body features of a community
are similarly distributed as concluded in the Constitution in Chinese Medicine
Questionnaire (CCMQ). So we can generate our experiment data set using a
generative model.
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We form 60 features according to 61 questions, in which two questions only
for male or female form a feature, in the CCMQ. Each question corresponds to a
score from 1 to 5 points. So we can use a 60-dimensional vector p represents the
conditions of a body, and each value corresponds to a question in the CCMQ.
Different body constitution (BC) type has a different Gaussian distribution of
its values in the vector. In this case, each dimension has a zero covariance to
other dimensions that the covariance matrix is diagonal matrix. The generative
model of the i BC type can be written as

p(i) ∼ N(μ(i),Σ(i)) (4)

where μ(i) is a 60-dimensional vector of Gaussian means, and Σ(i) is a 60 ×
60 matrix of covariances. For instance, the group people of the first BC type,
gentleness, are generated from the model as

p(1) ∼ N(μ(1),Σ(1)) (5)

where the μ(1) and the Σ(1) are set by

μ(1) = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 4, 1, 1, 4, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)

Σ(1) =

⎛

⎜
⎝

1 O
. . .

O 1

⎞

⎟
⎠ = I

where I is a 60 × 60 identity matrix.
We use the parallel coordinate to visualize the data set, as Fig. 3. The data

set is generated from 9 Gaussian generative models, in which there are 20 %
of gentleness BC type and 10 % of other 8 types respectively. The covariance
matrix is set to 0.3I for observable convenience. The horizontal axis represents
the dimensions of a vector, and the vertical axis represents the value of each
dimension. Each line connecting the points from dimension 1 to 60 is a sample
of the data set.

4 Experiments

4.1 Discover the BC Types

Then we use K-means algorithm to gain an insight into the data set. At start,
we take a look into a data set containing 100 samples as Fig. 4 shows.

Given the data set without the labels, we use the K-means algorithm to
cluster it and set K=9. The clustering result as Fig. 5 shows. The means of the
clusters are illustrated as Fig. 6.
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Fig. 3. Visualization of the sampled 60-dimension data of 9 classes (Σ = 0.3I)

Fig. 4. The input data set of 100 samples (Σ = I)

Fig. 5. The clustering result of the 100 samples
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Fig. 6. The means of the clusters of the 100 samples (Σ = I)

After the clustering, we can regard the means of the clusters as the rep-
resentations of different body conditions, that is the discovered BC types. For
example, the first type (Class 1 in Fig. 6) acquired from the cluster mean as

μ(1) = (1.20, 0.84, 0.60, 0.86, 1.72, 0.76, 1.00,4.21, 1.610.40,
0.95, 0.89, 1.12,4.11, 0.90, 1.14, 0.87, 1.11, 1.43, 1.36,
1.04, 1.07, 0.58, 0.62, 1.13, 1.13, 1.12, 0.73, 1.10, 1.45,
1.31, 1.18,4.34,4.56,3.36,3.81, 0.23, 1.34, 1.39, 1.62,
1.10, 0.60, 0.68, 0.92, 0.74, 0.97, 0.96, 1.61, 0.99, 0.77,
0.64, 1.22, 1.13, 0.47, 1.31, 0.96, 0.98, 0.78, 0.80, 1.11)

This type have bigger values in 8th, 14th, 42nd, 43rd, 44th, 45th dimension of the
features around 4, and other features have smaller values around 1. We know
that it is the Wetness-heat BC type. For instance, the 8th feature dimension
corresponding to the 8th question, “Did your nose or your face feel greasyoilyor
shiny?”, located in www.tizhiceshi.cn/EN.

4.2 Count More Data

Even though the data set contains some noises, the inferred distribution will
be more and more approximate to the latent distribution as the growing of the
data. In order to illustrate this point, we use a data set of 1000 samples to repeat
the experiment. The means of the clusters as the Fig. 7 shows. We can see the
results are closer to the latent means of 4 or 1 comparing to Fig. 6.

4.3 Exploring More Types

As the data set becomes rich enough, it is possible to detect more fine-grained
classes. With the convenience of the computer, we can analyze the hyper-
parameter easily. Assume there is a BC type hidden in the gentleness BC type

www.tizhiceshi.cn/EN
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Fig. 7. The means of the clusters of the 1000 samples (Σ = I)

that we have not discovered. So we had better choose a bigger number of cat-
egories for clustering to discover the small group. Let the hidden type is called
sub-yin-deficiency that is a Gaussian distribution with mean given by

μ(2) = (2.5, 2.5, 2.5, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 2.5, 2.5, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 3.4, 1, 1, 3.4, 1, 1, 1, 2.5, 2.5, 2.5, 1, 1, 1, 1, 1)

Again we produce the data set according to the generative models. At first,
we set K = 9 when running the K-means algorithm. Figure 8 visualize the result
of the means.

We can see the type 1 (“Class 1” in Fig. 8) has a little big values around 1.7 in
the 1st, 2nd, 3rd, 24th, 25th, 53rd, 54th and 55th dimension respectively, while
the values of 46th and 49th dimension are around 3.7. It is a mix distribution of
two Gaussian generative models. Then we set K = 10 while running the K-means
algorithm. The result is as Fig. 9 revealed.

Fig. 8. Using K=9 to cluster samples of 10 classes (Σ = I)
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Fig. 9. Using K=10 to cluster samples of 10 classes (Σ = I)

At this moment, “Class 1” in Fig. 8 has been recognized as two types (“Class
1” and “Class 2” in Fig. 9). “Class 2” in Fig. 9 has values around 2.5 in the 1st,
2nd, 3rd, 24th, 25th, 53rd, 54th and 55th dimension respectively, while the values
of 46th and 49th dimension are around 3.4. So this type is the sub-yin-deficiency
type that we want to distinguish.

5 Related Works

In artificial intelligence of medical diagnosis, most of attentions are handling the
supervised learning task, which is usually using labeled data set to train a model
for classification or prediction. There are models like logistic regression (LR),
support vector machine (SVM), decision tree, and artificial neural networks
[3,7]. Caruana et al. [2] propose an intelligible and accurate model for predict-
ing pneumonia risk and hospital 30-day readmission. Zhao et al. [22] provide an
overview of machine learning algorithms in patient classification for Traditional
Chinese Medicine (TCM), especially in the four diagnosis methods of TCM.
However, only a very few unsupervised learning works are mentioned in their
literatures.

In the researches of body constitution (BC) types of TCM, Wang et al. [14]
review the establishment of the standard for classifying 9 BC types. Lu et al. [9]
have explored the relationship between TCM patterns and the diagnosis in bio-
medical. Jiang et al. [6] use LR model to the research on the association between
TCM constitution and maternal symptoms related to pregnancy, and find that
women with unbalanced constitutions in early pregnancy have a greater likeli-
hood of severe nausea and vomiting and poor sleep during pregnancy. In order to
determine the relationship between TCM classification and genetic classification,
Yu et al. [21] use the SVM model to classify the genetic samples. To the best
of our knowledge, there is still no detailed work of using unsupervised learning
methods for BC types discovery and validation.
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6 Conclusion

Human body is a kind of complex dynamical systems that are somewhat diffi-
cult to be described from the micro perspective. An alternative approach is to
analyze from the macro perspective. TCM provides a macro perspective for us.
According to the CCMQ, we illustrate the process of discovering the 9 types
of body constitution in TCM based on K-means algorithm. Furthermore, we
demonstrate its flexibility to distinguish more fine-grained types. It shows that
machine learning algorithms provide efficient and effective tools that can extend
medical practitioners’ data analysis ability to reveal interesting relationships in
their data.
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Abstract. Researches on crowdsourcing-based localization systems
have been attracting much attention. It is a main problem that device
diversity and short-duration signal strength measurement significantly
degrade the localization accuracy in crowdsourcing-based systems. In
this paper, we analyze underlying relationships between detected wireless
Access Points (AP) and received signal strength (RSS), which are rela-
tively invariable over devices and measurement times. Then we present
a novel solution which uses these underlying relationships as key values
for location determination. We use the first publicly available database
in this field to evaluate this solution. The experimental results confirm
that this solution provides high success rate and acceptable localization
accuracy.

Keywords: Crowdsourcing-based indoor localization · Device diver-
sity · Short-duration RSS measurement · Dependency of detected APs ·
RSS dependency

1 Introduction

There is a demand for more accurate location information along with the growth
of mobile devices. As a result, many indoor localization systems have been pro-
posed using wireless signals such as radio frequency identification, infrared, Blue-
tooth, ultrasonic and WiFi. Among these signals, WiFi is the most widely used. It
does not require the installation of any additional hardware since it uses the exist-
ing WLAN infrastructures and most mobile devices like smartphones are already
equipped with a WiFi module. In the last decade, a number of researchers have
proposed their research related to fingerprint-based indoor localization. A fin-
gerprint is a set of pairs: the MAC address and signal strength of a wireless
Access Point. They build a radio map in “Offline Training Phase” and then esti-
mate users’ location in “Online Localization Phase”. Most of these methods use
collected RSS values in their localization solutions which are easy and intuitive.

Indoor localization systems can be classified into two categories according
to professional literacy of the person who collects fingerprint data in the offline
training phase. The initial model is named “Expert Surveyor”. All the required
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 65–76, 2016.
DOI: 10.1007/978-3-319-49178-3 5
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jobs must be done by trained experts in this model. Taking into account the exist-
ing obstacles introduced by the indoor environment, the spread of radio signal in
indoor environments is very hard to predict [3]. In addition, the device type is an
important factor affecting collected RSS values. Experts have to prolong mea-
surement times and carry the same type of devices. This model involves intensive
costs on manpower and time, which limits the applicable building of wireless
localization worldwide. In order to solve this problem, researchers have started
applying the idea of crowdsourcing in their systems [7,9,11]. The crowdsourcing-
based model recruits untrained people as volunteers who are active to share
sensor data of their mobile devices. Untrained volunteers are allowed to par-
ticipate in the training phase. UJIIndoorLoc [5] is a model like this. Data are
collected by more than 20 users using 25 different models of mobile devices. This
model can significantly reduce the map-building and maintenance cost, but it
also introduces a new set of challenges:

– Device Diversity : As there is no constraint on type and number of devices, a
radio map is built with RSS values which are collected by diverse devices.

– Short-duration RSS Measurements: Every volunteer should not be forced to
sacrifice their time or their device’s resources. And they could not afford long-
enough measurement times for building a robust fingerprint database.

Measurement and calibration methods of RSS vary with different chipset and
antenna business organizations, which led to different devices report apparently
distinct RSS and distinct sets of APs even in the same location. So, it is necessary
for localization techniques to tolerate device diversity.

Due to multipath effect, shadowing, fading and delay distortion [6], RSS is
susceptible to environmental changes. A short period of times is incapable of
depicting the true characteristics of the RSS distribution at a specific location.
In order to solve this problem, experts prolong measurement times and use the
average RSS value for each AP in the “Expert Surveyor” model. But all volun-
teers have no obligation to sacrifice their time or their device’s resources. They
are free to fill their own time according to their own choice with participating the
training phase. And they could not afford long-enough measurement times for
building a robust fingerprint database. So, average RSS values are not the rep-
resentative values of detected APs in a crowdsourcing-based model. Therefore,
crowdsourcing-based localization system need a novel method that extracts a
reliable single value per AP from a short-duration RSS measurement. And these
systems should insure that their radio maps provide accurate fingerprints even
though they are built based on short-duration RSS measurement.

The rest of the paper has been organized as follows. Section 2 presents the
related works. These works include some indoor localization systems which han-
dle device diversity and short-duration measurement. Section 3 analyzes the
underlying relationships of detected APs and collected RSS. And then we present
our solution which uses these underlying relationships as key values for location
estimation. Section 4 shows our experiment results. Finally, in Sect. 5 some con-
clusions are given.
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2 Related Work

There are many indoor localization systems which can deal with diverse devices.
RSS values reported by different devices reflect the same relationship indicating
the distance to APs: the strongest RSS from the nearest AP and the weakest
RSS from the farthest AP. The signal strength patterns are almost the same
for different devices at a fixed location. So, some systems employ a calibration
step which creates a linear mapping between the RSS collected with diverse
devices. These calibration data need to be collected in advance [4]. Considering
the huge amount of different IEEE 802.11 clients in the market, these meth-
ods are unpractical to use worldwide. [2] proposes a method named Hyperbolic
Location Fingerprinting (HLF). HLF uses signal strength ratios between pairs
of APs instead of absolute RSS in its estimate method. [1] proposes a method
named DIFF. DIFF uses signal strength differences between pairs of APs in its
estimate method. HLF and DIFF do not need a learning period to find a linear
mapping between pairs of devices. The key idea of these two methods is that
relationships of pairs of APs are less effected by device diversity than collected
RSS values. As these relationships are expressed by RSS, [1,2,4] still need a
prolong-enough measurement times to extract a reliable single fingerprint value
per AP.

RSS varies over time due to moving objects, or prolonged dynamics like light,
temperature and weather changes in an indoor environment. A short period of
times is incapable of depicting the true characteristics of the RSS distribution at
a specific location [8]. FreeLoc [10] observes that the most-recorded RSS in the
case of the short-duration measurements is very close to the most-recorded RSS
in the long-duration measurement case. And it presents a method that extracts a
reliable single value pre AP from the short-duration RSS measurements. FreeLoc
find that there is a certain underlying overall relationship of RSS. This relation-
ship remains relatively stable in each sampling position, even though collected
RSS values greatly change in every individual location. Radio map building
and localization techniques are based on this overall relationship in FreeLoc. Its
location accuracy becomes less reliant on measurement times and collected RSS.
[1,2,8,10] show that traditional fingerprint is not the key distinguishing feature
among different locations. The key distinguishing feature is hidden in traditional
fingerprint and irrelevant to device attributes or measurement times. Following
issues are token into account in the rest of this paper.

– The area covered by WLAN infrastructures is limited. Within the coverage
area of a AP, all devices can detect this AP in each WiFi scan.

– Neighboring positions have a similar indoor environment including distribu-
tion of obstacles and relative distance to each AP. As a result, signal jitter
scope of each AP is relatively stable in a small scale.

– RSS variations can be caused by prolonged dynamics like light, temperature
and humidity changes in the environment. Considering such dynamics are
similar for neighbor locations, the relationship of how RSS depends on its
neighbors may exist.
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3 Methodology

We use UJIIndoorLoc database in our experiment, which is the first public acces-
sible database in indoor localization. There are 520 different APs and 933 sam-
pling positions in UJIIndoorLoc database. As shown in Table 1, 21049 sampled
points have been captured: 19938 for training and 1111 for validation. Each
record is directly related to a single WiFi capture and it contains the 529
numeric elements: 001–520 RSS levels, 521–523 real world coordinates of the
sample points, 524 building label, 525 space label, 526 relative position with
respect to space label, 527 user label, 528 phone label and 529 timestamp. The
520-element vector from each record contains the raw intensity levels of the
detected APs from a single WiFi scan. Not all the APs are detected in each
scan and the RSS values of undetected APs use the artificial value +100dBm by
default. Real-world coordinates of sampling position are represented by means of
three values in each record, the longitude and latitude coordinates and the floor
of a building. There is another value that indicates the building of sampling
positions. Building label is an integer value that corresponds to the building.
A good localization system should correctly locate validation fingerprints inside
the corresponding building and floor. And the average error in meters should be
as low as possible.

Table 1. Basic features of the training and validation data set in the UJIIndoorLoc
database.

Training date set Validation date set

Captures 19938 1111

APs 465 367

RSS range (dBm) [−104,0] [−102,−34]

Sampling points 933 Unknown

Users 18 Unknown

Devices 16 11

In this section, the underlying relationship of detected APs and RSS depen-
dency is completely described. Section 3.1 shows the relationship of detected
APs. Section 3.2 shows the relationship of signal’s jitter scope in a small scale.
Section 3.3 analyzes the underlying relationship of RSS depending on its neigh-
bors. At the end, Sect. 3.4 shows our estimate method in details.

3.1 Detected APs

Training records are collected with diverse devices in UJIInoodLoc database.
Measurement and calibration methods of RSS vary with different chipsets and
antennas. Each chipset and antenna organization has its own minimum standard
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of WiFi signal strength. A device can detect an AP only if the signal strength is
greater than the device’s minimum standard. This is why different devices may
report apparently distinct list of detected APs in a specific position. This dif-
ference between detected APs obviously degrade localization accuracy. Figure 1
shows the details about the number of detected APs in a single capture. It is
obviously that the main factors affecting to the number of APs reported by a
WiFi scan are the location and the phone model.

Fig. 1. Frequency distribution of the Number of APs which are detected on a single
WiFi scan.

Considering the continuity of WiFi infrastructures’ limited coverage, neigh-
boring positions have quite similar set of detected APs. The intersection of
detected APs sets is a reflection of the correlation of the distance between two
sampling positions.

There are slightly differences between set of detected APs in each
training record which is collected in position (−7541.2642999999225,
4864920.7782000005, 2). The number of simultaneously detected APs are over
80 % of total detected APs in each record even through they are collected by
different devices. Signal strengths of simultaneously detected APs are usually
strong-enough and are higher than most devices’ own minimum standard of
wireless signal strength. This set of simultaneously detected APs is more stable
and more representative in this sampling location. And it is marked as the key
detected AP set of this sample position. The key detected APs of this position
is expressed as keyFpi = {keyAP1, keyAP2, ..., keyAPk}.

We compare keyFpi with other key sets and get the similarity degree (the
number of APs in intersection/the number of APs in keyFpi) and the results
are grouped according to Euclidean distance between real world coordinates of
two records. As shown in Table 2, sampling records from the same floor have
a higher similarity degree than others. In addition, the max value of similar-
ity degree is generally higher when the Euclidean Distance is lower than 45 m.
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Table 2. The relationship between the key detected APs set and physical distance.

Floor Max value of similarity Max value of similarity Max value of similarity

degree(0,45 m] degree(45 m,90 m] degree(90 m,200 m]

0 0.4 0.2 0

1 0.8 0.2 0

2 1 0.2 0

3 0.4 0.2 0

4 0 0 0

When the Euclidean distance is greater than 90 m, similarity degree is 0 which
means that the intersection is empty.

We can use this similarity degree between key AP sets for rough location
estimating. This underlying relationship of detected APs is relatively stable over
devices. The higher similarity degree is, the smaller the physical distance between
two positions is. When the similarity degree is greater than 0.5, we add this
position to a candidate set of the estimate location. The estimate location of a
localization request will be selected from this candidate set. Considering limited
coverage of each AP, this rough estimating can reduce the possibility of locating
the error building. A key detected AP set only includes these APs whose signal
strength is strong-enough. Most devices can detect all these APs in a sampling
position. This key set is relatively stable over devices. So, device diversity has a
negligible effect on this step.

3.2 Signal’s Jitter Scope

As reported RSS values are clearly affected by device diversity and complicated
indoor environment, devices report apparently distinct RSS even in the same
location and over any small time period. But RSS values reported by different
devices reflect the same relationship indicating the distance to APs. The relative
RSS value between pairs of APs is much more stable. And each position has sim-
ilar indoor environmental impacts with its neighbors. The signal jitter scope of
each AP is relatively stable in smaller range. When each WiFi scan is collected
using different devices in a specific position, signal’s jitter scope of these records
have a positive correlation to each other and the correlation coefficients are the-
oretically closer to the ideal value. We use a vector as a digital representation of
this feature. We define this vector as scopei = (AP1: min(RSS1, RSS2, ...), AP1:
max(RSS1, RSS2,...), ...)(APj ∈ keyFpi) in position i. We can use this relation-
ship between scopei and its neighbors to further localization. We compute the
liner correlation coefficient of this relationship between scopei and fingerprints
in the candidate set, as shown in Table 3. When records are collected at same
building and floor, they have a positively correlation with scopei. Positive corre-
lation means that two positions exist similar signal jitter scope characteristics.
And minor differences are manifested as a numerical value of linear correlation
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Table 3. The relationship of signal’s jitter scope.

Floor The number of fingerprints Positive Range of correlation

in candidate set correlation(%) coefficient

0 NA NA NA

1 17 11 % [−0.698303, 0.0769472]

2 18 100 % [0.268661, 0.971561]

3 NA NA NA

4 NA NA NA

coefficient. The higher this numerical value is, the smaller the physical distance
between two positions is.

It is a feasible solution that the relationship of signal’s jitter scope is used
for further rough location estimate. Neighboring positions have a similar indoor
environment including distribution of obstacles and relative distance to each AP.
The digital representations of this relationship in neighboring positions are little
different and they have a positive correlation with each other. Hence, When the
liner correlation coefficient is lower than 0, this position should be removed from
the candidate position set.

3.3 RSS Depending on Its Neighbors

Training records are divided into groups according to their sampling position and
collected device. We use (LONGITUDE, LATITUDE, FLOOR, PHONEID) as
the key value of each group in remainder of this article. So do validation records.
More than 88.17 % training groups have no more than 10 scan records. More
than 98.7 % validation groups only have 1 scan record. Obviously, using average
RSS values or most-recorded RSS are not applicable in this situation. We need
a novel method that extracts a reliable single fingerprint value per AP with the
high tolerance of the RSS variation over short-duration measurements.

RSS varies over time due to moving objects, or prolonged dynamics like
light, temperature and weather changes in an indoor environment. The dynamics
are similar and have a similar effect in a small scale. In addition, neighboring
positions have a similar indoor environment including distribution of obstacles
and relative distance to each AP. The underlying relationship of RSS depending
on its neighbors is relatively stable over time. This relationship is relatively stable
in each WiFi scan. Each scan record is a digital representation of this relationship
in a sampling position. As each AP has its own jitter scope and jitter rule, a
WiFi scan record is a combination data of each AP’s signal strength which
falls within the AP’s signal jitter scope. Short-during measurement make we
only collect few records in each position. We only get few possible combinations
and these combinations are not always representative. During online estimating
phase, we generate a virtual WiFi scan record and use this virtual record to find
an estimate location. This virtual record meets the following requirements:
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– The virtual RSS value of an AP falls within the RSS value range of this AP.
– The virtual RSS value vector from this virtual record maximizes the liner

correlation coefficient between this vector and the validation vector among all
possible combinations.

This virtual record satisfies a fingerprint’s all basic features including the rela-
tionship of detected APs, signal jitter scope, and RSS depending on its neighbors.
And it is the most typical representative of how RSS depends on its neighbors in
this position, when we use a validation record as a baseline. If these two records
are sampled in the same position, the liner correlation coefficient between this
virtual record and this validation record is theoretically closer to the ideal value.

After rough location estimate, we get a candidate position set. Then we
generate a virtual scan record for each fingerprint in this candidate set. The liner
correlation between each virtual records and a validation record is calculated to
find the estimate position which maximizes this liner correlation coefficient.

3.4 Estimate Technique

We simulate that all training records are collected by volunteers and a radio
map is built with these records before online localization phase. All training
records in UJIIndoorLoc are grouped based on collected devices and sampling
positions. The uniquely identify of a fingerprint is (LONGITUDE, LATITUDE,
FLOOR, PHONEID) and the structure of fingerprints is mentioned in Sect. 3.1.
Each validation record is used as a localization request data.

The online localization phase is divided into two steps: rough location esti-
mating step and precise location estimating step in this paper.

As WLAN infrastructures have limited coverage, we firstly use this similarity
degree between key detected AP sets for rough location estimate. And device
diversity has a negligible effect on this step. Considering RSS reflect the relation-
ship indicating the distance to APs, the relative signal jitter scope between pairs
of APs is much stable in a sampling position. We use this relationship for future
location estimate. After this rough location estimate, we get a candidate set of
positions which have a higher likelihood being chosen as the estimate position.

The underlying relationship of RSS depending on its neighbors is relatively
stable in each WiFi scan. Each scan record is used as a whole for location esti-
mating in our method and single RSS value no longer has any significance in
precise location estimate step. We generate a virtual WiFi scan record which
satisfies a training fingerprint’s all basic features including the relationship of
detected APs, signal jitter scope, and RSS depending on its neighbors. It is the
most typical representative of how RSS depends on its neighbors in this posi-
tion, when we use a validation record as a baseline. Then we calculate the liner
correlation to find the winner virtual fingerprint which maximizes this liner cor-
relation coefficient between this training fingerprint and a validation fingerprint.
The real world coordinates of the winner fingerprint is marked as the estimate
location which will be sent to requester.
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The key idea of our method is that these underlying relationships are used
as key values for location estimating. And these relationships are more stable
than absolute RSS values.

4 Performance Evaluation

We analyze system performance in two aspects: success rate and localization
accuracy. The success rate corresponds to the percentage of validation records
correctly located inside the corresponding building and floor. Localization accu-
racy is the average error in meters of the validation fingerprints which are cor-
rectly located inside the corresponding building and floor. We compare our
method with Euclidean distance, DIFF, HLF and FreeLoc. Average RSS val-
ues are used in radio maps of Euclidean distance, DIFF and HLF. We have
developed the Nearest Neighbor in conjunction to the Euclidean distance, DIF
and DIFF as basic systems. Most-record RSS values are used in the radio map
of FreeLoc.

Table 4 shows simulation results. Euclidean Distance accumulates RSS dif-
ference between each AP. Localization accuracy of this method completely relies
on collected RSS values. Both short-duration measurement and devices diversity
have a serious effect on absolute RSS values. The success rate and localization
accuracy of this method are worst. So, Euclidean distance is not suitable for UJI-
IndoorLoc database. DIFF and HLF use average RSS values in their radio maps.
DIFF uses signal strength differences between pairs of APs instead of absolute
RSS values. HLF uses signal strength ratios between pairs of APs instead of
absolute RSS values. They rely on correlation between pairs of APs. This cor-
relation is expressed as difference or ratio between RSS values of two APs. So,
both these two methods need a robust radio map. But short-duration measure-
ment could not satisfy this demand. Compared to Euclidean Distance, DIFF and
HLF rely more on differences between pairs of APs which are more stable over
devices. The success rate and localization accuracy of both methods are much
better than Euclidean Distance.

FreeLoc extracts a reliable single fingerprint value pre AP from the short-
duration RSS measurements. In FreeLoc, radio map building and localization
techniques are based on the overall relationship among RSS of detected APs.
The relationship is underlying RSS values and much stable over devices and
measurement times. FreeLoc can handle device diversity and short-duration
measurement. And success rate and localization accuracy of it are much bet-
ter than methods mentioned above. But this method is not suitable for UJI-
IndoorLoc as most validation data contains only one WiFi scan for each loca-
tion request. The single fingerprint value per AP is calculated by a single WiFi
scan which inject uncertainty of validation fingerprints. Our method uses the
relationship of detected APs for rough estimating at first. This underlying rela-
tionship is relatively stable over devices. Then characteristics of signal jitter
scope are used to narrow the candidate set. This relationship is little influenced
by device diversity as the result of comparison between RSS values is device-
independent. This rough location estimate step relies on two common senses:
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WLAN infrastructures have limited coverage and RSS reflect the same relation-
ship indicating the distance to APs for diverse devices. These two relationships
are more stable over devices. Then we generate a digital representation of the
relationship of RSS depending on its neighbors in the precise location estimate
step. This representation satisfies all characteristics described in a fingerprint
and is not limited to detected RSS values. It is the most typical representative
of how RSS depends on its neighbors in this position, when we use a validation
record as a baseline. As shown in Table 4, our method has better success rate
and localization accuracy. And this result has verified the three relationships
mentioned above.

As shown in Table 5, there are 2 out of 1111 requests (0.18 %) in which the
building is not correctly predicted and 54 errors (5.4 %) in locating the correct
floor in our method. In online estimate phase, detected APs are much more
important than undetected APs. And a set of detected APs can be used for
rough estimating which can decrease the possibility of located at error build-
ings. Then the relationship of signal jitter scope is used to narrow the candidate
position set, which can decrease the possibility of located at error floors. Com-
pared with other methods, our method has lower positioning error rate. This
result confirms that the relationships of detected APs and signal jitter scope are
existing and remain relatively stable. Device diversity and short-duration mea-
surement have less effects in these two relationships. The rough estimate step
has high localization success rate.

Table 4. Simulation results of success rate and localization accuracy.

Method Success Min Average Max

rate(%) error(m) error(m) error(m)

Euclidean distance 89.7 % 0 8.2 121.5

DIFF 90.6 % 0 7.9 117.4

HLF 90.7 % 0 7.9 117.4

FreeLoc 94.2 % 0 7.1 99.2

Our method 94.4 % 0 7.0 102.8

Table 5. Simulation results of error rate including located in error building and error
floor.

Method Located in error Located in error

building(%) floor(%)

Euclidean distance 0.36 % 9.9 %

DIFF 0.27 % 9.1 %

HLF 0.27 % 9.0 %

FreeLoc 0.18 % 5.6 %

Our method 0.18 % 5.4 %



A Calibration-Free Crowdsourcing-Based Indoor Localization Solution 75

5 Conclusion

In this paper, we propose a calibration-free solution for handling device diversity
and short-duration measurement in crowdsourcing-based indoor localization sys-
tems. This solution has two basic steps: rough estimate and precise estimate. It
is clear that WLAN infrastructures have limited coverage. If the signal strength
of an AP is strong-enough in a fixed location, all devices can detect this AP in
each WiFi capture. Considering the continuity of each AP’s limited coverage,
neighbors have quite similar set of detected APs. This underlying relationship of
detected APs is relatively stable over devices or measurement times. We use this
similarity degree between detected AP sets for rough estimating. The higher sim-
ilarity degree is, the smaller the physical distance between two positions is. RSS
values reported by different devices reflect the same relationship indicating the
distance to APs. The relative signal jitter scope between pairs of APs is stable
in neighboring positions. This relationship is little influenced by device diversity
as the result of comparison between RSS values is device-independent. We use
this relationship for future rough estimate. Neighboring positions have a similar
indoor environment including distribution of obstacles and relative distance to
each AP. In addition, RSS varies over time due to prolonged dynamics which are
similar for neighboring positions and have a similar effect on a small scale. The
underlying relationship of RSS depending on its neighbors is relatively stable over
time. Each scan record is a digital representation of this relationship. We gen-
erate a virtual WiFi scan record in precise estimate step. This virtual record
satisfies a fingerprint’s all basic features. And then we find the estimate position
which maximizes this liner correlation coefficient. We compare our method with
4 methods, the simulation result confirms that these three relationships do exist
and our method is reliable and feasible.
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Abstract. Performance modeling for MapReduce applications with large-scale
data is a very important issue in the study of optimization, evaluation, prediction
and resource scheduling of the jobs over big data and cloud computing platforms.
In this paper, we study the Hadoop distributed computing framework, which is
the current trend of Big Data solutions. We use the locally weighted linear
regression (LWLR) algorithm and linear regression (LR) algorithm to establish
three kinds of computing models based on different characteristics to estimate the
execution time of the applications that have large-scale data and run on the
Hadoop framework, and at the same time we make comparison and improvement
to the three models. By building different types of experimental environments,
and running different types of jobs, we can draw a conclusion that all the three
models have very good results in predicting the execution time and evaluating the
performance of large-scale data applications with small-scale data.

Keywords: Big data � Hadoop � Private cloud � Mapreduce � Performance
prediction model � Job estimation

1 Introduction

With the development and popularity of many applications and services, the amount of
user data increases with exponential growth. The term ‘‘Big data’’ [1] is created to
describe this situation. MapReduce [2] provides an efficient and easy way to deal with
big data. Users specify the computation in terms of a map and a reduce function, and
the underlying runtime system automatically parallelizes the computation and handles
resource management and fault tolerance issues regardless of the system characteristics
or scale [2]. Hadoop is an open source implementation of MapReduce, providing easy
access to parallel computing. A lot of internet companies have deployed Hadoop
clusters for data processing.

Although the jobs have been transferred from traditional IT systems to the cloud for
running, how to save resources and time and how to reduce the cost of development
and maintenance are still the most concerning problems for users [3]. Meanwhile, they
are also the key indicators to evaluate the rationality of a system’s architecture. When
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the input data is large, the application execution time will become very long, and can
reach a few hours or even days. In this paper, we build models to predict overall job
execution time before the job starts to run and see whether the Hadoop job can meet a
deadline. Hadoop parameters tuning, scheduling policy and job performance opti-
mization are important issues which are closely related to job performance prediction.
Previous research on MapReduce performance prediction are on Hadoop 1. It is
challenging to build the performance prediction model for Hadoop 2 since the resource
allocation is different. Hadoop 2 uses YARN as the resource management system,
which allocates resource based on real demand instead of fixed slots. Here Hadoop 1
refers to the versions of Hadoop 0.20.x, Hadoop 1.x or Hadoop CDH3 series. Hadoop 2
refers to the versions of Hadoop 0.23.x, Hadoop 2.x or Hadoop CDH4 series.

In this paper, we use the locally weighted linear regression algorithm [4] and linear
regression algorithm to establish three kinds of computing models based on different
characteristics to estimate the execution time of the applications that have large-scale
data and run on the Hadoop framework, and at the same time we make comparison and
improvement to the three models. By building different types of experimental envi-
ronments, and running different types of jobs, we can validate the accuracy of the
improved models.

The main contributions of this paper are as follows:

• The performance prediction model used in Hadoop 1 is not suitable for Hadoop 2,
since Hadoop 2 allocates resource as containers instead of slots used in Hadoop 1.
This paper modifies the prediction model used in Hadoop 1 to adapt to Hadoop 2.

• Previous research on MapReduce performance prediction are based on HDFS. Ceph
is a unified, distributed storage system designed for excellent performance, relia-
bility and scalability. It has received more and more support and attention. This
paper validates the accuracy of the proposed models in Hadoop 2 which is deployed
on both Ceph and HDFS.

• Based on different algorithms and different perspectives, many MapReduce per-
formance prediction models were proposed. We make comparison and improve-
ment to several representative models, including LWLR model, LR model and
CRESP model. According to the specific needs of the user and provided conditions,
the cloud platform managers can select different features and models to achieve the
best performance prediction results.

• We build the Hadoop cluster in the private cloud to run the experiments. By
changing the VM cluster scale, VM specification, types of benchmarks and input
data size, we can validate the accuracy of the improved models thoroughly.

The rest of the paper is organized as follows. Section 2 gives related work.
Section 3 gives the verification architecture of the improved models. Section 4 ana-
lyzes MapReduce job process in Hadoop 2. Section 5 presents and compares the
improved job execution prediction models. Section 6 evaluates the accuracy and
effectiveness of the proposed approach. Section 7 concludes the paper and points out
some future work.
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2 Related Work

A number of models were proposed to predict the MapReduce performance. Herodotou
[5] built up a very expensive and comprehensive mathematical model of each phase of
MapReduce. Lin et al. [6] divided the job processing from the perspective of resources
dimension instead of the perspective of the execution order and proposed a cost vector.
However, no predictions on reduce tasks were presented. Song et al. [7] presented a
dynamic light-weight Hadoop job analyzer and a prediction module using locally
weighted regression methods. Tian and Chen [8, 9] proposed a cost model that showed
the relationship among the amount of input data, the available system resources (map
and reduce slots) and the complexity of the reduce function for the target MapReduce
job. Carrera [10] developed a simple model to predict execution time. It built a function
of the number of machines in the cluster and the input size workload. Verma et al.
proposed a framework ARIA [11], for a Hadoop deadline-based scheduler which
extracted and utilized the job profiles from the past executions. These job profiles were
used to compute the lower and upper bounds on the job completion time. Based on
ARIA model, the HP model [12] added scaling factors and used a simple linear
regression to predict the job execution for processing larger datasets. The work pre-
sented in [13] used a set of microbenchmarks to profile generic phases of the
MapReduce processing pipeline of a given Hadoop cluster. Zhang et al. divided the
map phase and reduce phase into six generic sub-phases and used a regression tech-
nique to predict the durations of these sub-phases. Then the overall job execution time
can be computed as [11]. Building on the HP model [12], Khan et al. [14] presented an
improved HP model for Hadoop job execution prediction. The improved HP model
employed Locally Weighted Linear Regression (LWLR) instead of a simple regression
technique to predict the execution time of a Hadoop job with a varied number of reduce
tasks. Further, it took multiple waves into consideration.

However, previous models on MapReduce performance prediction are all based on
Hadoop 1 which is very different from Hadoop 2. Hadoop 2 allocates resource as
containers instead of slots used in Hadoop 1. Moreover, previous models lack the
parameter of the cluster scale, which limits the use of the models.

In this paper, we use the locally weighted linear regression algorithm and linear
regression algorithm to establish three kinds of computing models based on different
characteristics to estimate the execution time of large-scale data applications running
on the Hadoop framework, and at the same time we compare and improve the three
models. By building different types of experimental environments, and running dif-
ferent types of jobs, we can verify the accuracy of the improved models.

3 Verification Architecture of Hadoop Performance
Prediction Model

3.1 Benchmark Programs

We employ two typical MapReduce applications [3]. First, the TestDFSIO benchmark
is a read and write test for file system. It is helpful for tasks to discover performance
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bottlenecks in network. Map tasks of TestDFSIO perform parallel read and write jobs
respectively and the reduce task processes statistical information to get the throughput
and average IO speed. Next, the Sort benchmark simply uses the MapReduce frame-
work to sort the input data. The inputs and outputs must be sequence files where the
keys and values are bytes writable.

3.2 Test Case Design

To validate the accuracy of the improved models thoroughly and study the effects of
different cluster configurations on the performance of the MapReduce application, and
to figure out how to enable applications to maintain high performance and low time and
resource cost, several types of test cases are designed as follows. A specific test case
will be a combination of the following options: benchmark in Sort and TestDFSIO,
storage mode in HDFS and Ceph, experimental type in scalability and specification
tests, the number of virtual machines and scale of data.

Performance comparison of different storage systems. By using HDFS and Ceph
respectively, the objective is to see the performance difference of the HDFS and Ceph.
When using HDFS, each computing node is also a storage node. If the data used in the
computation task just is stored in this computing node, there won’t be throughput
among the nodes. If the cluster uses Ceph, then the computing nodes will be separated
from the storage nodes. This experiment will use several fixed physical machines as the
Ceph nodes. Thus the data for computing nodes to read or write must be transmitted
across nodes and network throughput among nodes will increase. It can be expected
that the storage systems have great influence on the performance of I/O intensive
applications, and HDFS will have a relatively large impact on the I/O performance with
the increasing scale of the virtual machines. However, Ceph will have little impact on
the I/O performance with the cluster scale.

VM specification change test. In the specification tests, the number of total VCPUs
and the total memory are fixed to 96 cores and 384 GB. We set 4 clusters and the node
configurations of each cluster are shown as below (Table 1).

The purpose of this test case is to see the performance of less VMs with large
resources and more VMs with small resources. For CPU intensive jobs, the total
computing resource is fixed. If the number of VCPUs does not exceed the number of
physical cores, the performance does not make difference. The storage system has
larger impact on I/O intensive applications and the performance remains unchanged
when the Ceph is used.

Table 1. Node configuration in the VM specification change test

Node CPU Memory Disk

Master 4 cores 10 G 100 G
Slave in cluster1 6 cores 24 G 240 G
Slave in cluster2 4 cores 16 G 160 G
Slave in cluster3 3 cores 12 G 120 G
Slave in cluster4 2 cores 8 G 80 G
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VM scalability change test. In the scalability tests, slave nodes have the same VM
specification (2 VCPUs, 5 GB memory, 80 GB disk) and the same VM placement
(6VMs/PM). The only difference is the cluster scale. The number of VMs that compose
the clusters is 12, 24, 36 and 48. The purpose of this test case is to see whether cluster
performance linearly scale. When the number of VMs increases, the number of
physical machines increases at the same time. The performance of I/O intensive
applications will not show linear growth due to the influence of the disk I/O of the
physical machines. As for CPU intensive jobs, by adding VMs of the same specifi-
cations to the cluster, the performance shows linear growth, since it is less sensitive to
disk I/O and the number of VCPUs does not exceed the number of physical cores.

3.3 Target Environment Design

In the experiment, we use OpenStack in our lab as our virtualization platform, which is
made up of 9 physical machines, 8 of which are compute nodes which can hold VMs.
Each compute node has an Intel 2.4 GHz CPU with twelve cores, 64 GB memory,
10Gbps network bandwidth and 2T disk capacity, and runs CentOS 7.1. The VM runs
Ubuntu 12.04 64bit. Each compute node holds 6 VMs on it. We use Hadoop-2.7.1, and
the replication level of data block is set to 3.

HDFS environment design. We use Ambari to deploy Hadoop on every VM in the
Hadoop clusters as shown in Fig. 1.

Ceph environment design. In this experiment, Hadoop directly uses Ceph instead of
HDFS as the storage as shown in Fig. 2. When deploying Hadoop, we manually
configure the components to access Ceph osds by S3 API. Ceph osd configuration is
1.8 TB disk (every pm has one disk) and we have 5 Ceph nodes and 1 admin node.
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Fig. 1. Deployment architecture of Hadoop
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4 MapReduce Process Analysis

4.1 Resource Allocation of Hadoop 2

The MapReduce job consists of 3 parts in Hadoop 1: programming model, runtime
environment (JobTracker and TaskTracker) and data processing engines (MapTask and
ReduceTask). The resource model of Hadoop 1 mainly uses slots to organize the
resource on each node. A slot is a unit of resources (CPU, physical memory) that can be
assigned to a task. The maximum number of parallel map (reduce) tasks is the total
number of map (reduce) slots in the cluster.

There exists obvious defects in the resource management of Hadoop 1. Firstly,
Hadoop 1 uses a static resource allocation strategy. Once the slot has been set, it can’t
be changed dynamically. Secondly, the resources of map slots and reduce slots cannot
be shared. In addition, Hadoop 1 divides the resources of CPU and memory equally,
which leads that the granularity of the resource partition is too large and will cause the
performance degradation.

Hadoop 2 uses YARN as the resource management system, which allocates
resource based on real demand instead of slots. Each node provides the YARN
scheduler with all the available memory and CPU resource, and then the YARN
scheduler allocates these fine-grained resource to the applications. We build the fol-
lowing expression to get the maximum number of parallel map tasks Pm and the
maximum number of parallel reduce tasks Pr. The prediction models on Hadoop 1 use
the map and reduce slots. We find we can replace the number of map slot with Pm and
replace the number of reduce slot with Pr to build the improved prediction models.

M ¼ D
Blocksize

� �
ð1Þ

Pm ¼ min
yarn:nodemanager:resource:memory� mb

mapredurce:map:memory:mb
� V ;M

� �
ð2Þ

Pr ¼ min
yarn:nodemanager:resource:memory� mb

mapredurce:reduce:memory:mb
� V ;R

� �
ð3Þ

In these expressions, D is the size of input data. Blocksize is the size of a file block
and is usually the amount of data processed by a map task. V is the number of nodes in
the cluster. R is the reduce number. Usually Pr is equal to R. Yarn.nodemanager.
resource.memory-mb is the total physical memory of the node that is available to
YARN. mapreduce.map (reduce).memory.mb is the amount of memory required by
each map (reduce) task and the default value is set to 1 GB.

4.2 Analysis of MapReduce Process

Typical execution of a MapReduce job is characterized below. We trace the start and
finish time of every task in the MapReduce job, which can be extracted from the
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Hadoop log. Some obviously unreasonable job records due to the unstable running
environment (network delay, frequent task fail, etc) are eliminated. We select two
experimental scenarios from Sort and TestDFSIO respectively to analyze the
MapReduce process.

Sort. The experiments of Sort jobs in the “VM scalability change test” under HDFS are
carried out. The data size changes from 1 GB to 200 GB. The number of VMs is 36.
We set Pr = R = 2 × 36 = 72. Figure 3 shows the progress of the map and reduce
tasks over time (on the x-axis) vs the tasks (on the y-axis). Each line represents the life
cycle of task from the beginning to the end. The job execution results in a single map
and reduce wave with the 1 GB input dataset. As shown in Fig. 3(a) with the 50 GB
input dataset, since the number of map tasks is greater than the maximum number of
provided parallel tasks, the map phase proceeds in multiple rounds while the reduce
phase will be still completed in a single wave. Figure 3(b) shows that with the increase
of the data size, the execution time of each test presents an approximately linear
growth, which indicates that the linear model can be used to predict the execution time
of the MapReduce job.

TestDFSIO. We analyze the process of the read job of the TestDFSIO in the “VM
specification change test” under Ceph as shown in Fig. 3(d). The data size is 50 GB.
The number of VMs is 16. Figure 3(d) shows Pm = M = 80, Pr = R = 1. The reduce
task of TestDFSIO processes statistical information, so the number of reduce tasks is
always set to 1. Due to the characteristics of Ceph, the input file is not in the computing
node. In the read phase of map, the data is transferred from the Ceph node to the
computing node, which is influenced by the performance of network I/O. The launch of
tasks is affected by the network delay and the network I/O, so the parallel map tasks
may not start at the same time and there exists a little delay. The execution process of
the TestDFSIO write job is basically the same to the TestDFSIO read job, which is
shown in Fig. 3(c).

Fig. 3. The process of a sort job and a TestDFSIO read and write job
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5 Comparison and Improvement of Hadoop Performance
Prediction Models

5.1 The Framework of Hadoop Linear Performance Prediction Model

Feature sets. The performance model relies on a set of parameters to predict the total
job execution time. Hadoop parameter configurations, job settings, cluster scale,
application types and its workload, all of these factors will influence the job execution
time. We select some typical parameters from them to build the performance prediction
model. These parameters serve as the feature set to describe different jobs in different
Hadoop clusters.

Historical job profiles. The performance prediction model employs historical job
execution records as training samples to get the relationship among variables.

Job profiles to be predicted. The feature sets of the query jobs need to be the input of
the prediction model.

Algorithm. The performance prediction model mainly includes the regression algo-
rithm and the prediction result calculation algorithm.

The process of MapReduce performance prediction is divided into 3 steps:
Step 1: select appropriate algorithms and feature set.

CV ¼ P; S;A;C;Df g ð4Þ

where CV represents the feature set, P represents the Hadoop parameter configuration,
S represents the job setting, C represents the cluster scale, A represents the application
type and D represents its data scale.

Step 2: extract the data of the feature set from historical job profiles, and use the
expression below to calculate the coefficients of the features.

B ¼ regressðHisInpðT;CVÞÞ ð5Þ

where B are the coefficients, regress is the regression algorithm, HisInp(T, CV) are the
execution time and feature sets of the historical jobs.

Step 3: input the feature sets of the query jobs to the prediction model.

T ¼ fBðEstInpðCVÞÞ ð6Þ

where T is the predicted completion time of the job, f is the prediction result calculation
algorithm, and EstInp(CV) are the feature sets of the query jobs.

A lot of settings and their different values affect much of the job performance. For
simplicity, we set Hadoop parameters as default or constant values. Different
MapReduce applications have different logic and time complexity, so the training
samples are all from the historical job profiles with the same application type. As for
the job setting, we choose the most important ones to build the model and set other
parameters as default or constant values. The simplified feature set is CV={S, V, D}.
The specific feature set is determined by the selected model and actual situation.
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5.2 LR Model

Linear regression is an approach for modeling the relationship between one or more
independent variables and a dependent variable. It is the simplest one among the
regression functions. In linear regression, the relationships are modeled using linear
predictor functions whose unknown model parameters are estimated from the data. The
least squares approach is often used to fit the linear regression models [5].

Ivan Carrera proposed a linear regression performance prediction model [12]. In
this paper, this model is denominated for LR model. In such way, the feature set is
simplified to CV = {V, D} where V is the number of VMs and D is the input workload
size. The number of map tasks depends on the input data size and the reduce number is
set to a recommended value [3].

The following expression can be used to construct the performance prediction
model:

T ¼ b0 þ b1V þ b2Dþ b3
1
V

þ b4DV þ b5
D
V

ð7Þ

The coefficients B ¼ b1; b2; � � � ; b5f g can be obtained through the following
expression.

B ¼ regressðT; ½1;V ;D; 1
V
;DV ;

D
V
�Þ ð8Þ

Here T ¼ T1; T2; � � � ; TNf g are the completion time of the historical jobs, V ¼
V1;V2; � � � ;VNf g are the number of VMs for historical jobs, D ¼ D1;D2; � � � ;DNf g are

the input size for historical jobs, and regress is the linear regression function.

5.3 An Improved CRESP Model

Keke Chen et al. also proposed a performance prediction model using linear regression
[11] called the CRESP model. LR model uses cluster scale and data size as the feature
set without deep analysis on the MapReduce process. However, CRESP model uses
map and reduce number as the feature set from a different angle. CRESP model is
applied to Hadoop 1. This paper modifies the CRESP model to apply it to Hadoop 2.
The improved CRESP model employs Pm, M and R as the feature set:

CV ¼ Pm;M;Rf g; ð9Þ

where Pm is the maximum number of parallel map tasks, M is the number of map tasks
and R is the number of reduce tasks. These values are related to the number of VMs
and usually Pr = R, so Pr is not considered in this model.

By analyzing the MapReduce job process, we model T with Pm, M and R:
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T ¼ b0 þ b1Mþ b2Rþ b3
M
Pm

þ b4
M
R

þ b5
Pm

R
þ b6

MR
Pm

þ b7
MlogM

R
ð10Þ

Similarly, using historical job execution records, the coefficients B of the linear
regression can be calculated and then the completion time of a new job can be
predicted.

5.4 An Improved LWLR Model

Khan M et al. employed the LWLR to predict the execution time of a Hadoop job [16].
As the equation shows below, the LWLR model assigns a weight coefficient to each
sample point. The rule is that points are weighted by proximity to the predicted x using
a kernel.

wi ¼ expð� disðxi; xpÞ
2s2

Þ ð11Þ

where xi is the i th sample point, xp is the predicted point, wi is the i th weight
coefficient for xi, and s is the scope of neighbors which is a smoothing parameter.

We extend the LWLR model with a cluster scale parameter. The feature set of the
sample point xi in the improved LWLR consists of the input file size Di, the reduce
number Ri and the number of working machines in the cluster Ci. It can be expressed in
the following mathematical equation:

xi ¼ Di;Ci;Ri½ �Tði ¼ 1; 2; � � � ;mÞ ð12Þ

where m is the number of sample points.
Different features in each variable xi are standardized in the same range, which

makes different dimensions comparable. In this paper, we use the min-max algorithm to
normalize the samples.

Next we define a matrix X ¼ ½x1; x2; � � � ; xm� to contain all the training dataset and
a vector Y ¼ ½y1; y2; � � � ; ym�T to express the time that corresponds to the sample point
xi. For example, if you want to predict the average execution time of the shuffle task in
a new job, then yi represents the actual average execution time of the shuffle task in the
i th sample point. Y can be extracted from the past job execution records.

For the prediction of Tphase, we calculate the weight for each sample point to find
the most similar jobs. Then we use a distance as the following expression shows.

disðxi; xpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDi � DpÞ2 þðCi � CpÞ2 þðRi � RpÞ2

q
ð13Þ

Finally, using standard weighted least-squares theory, we can get Tphase, which is
the prediction time of different phases of the new instance xp. Further, we should take
the practical meaning of Tphase into consideration to ensure its value is positive.
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Tphase ¼ eT XT
x WXx

� ��1
XT
x WY

subject to Tphase [ 0
ð14Þ

Here W ¼ diagðwiÞ is the diagonal matrix where all the non-diagonal cells are 0.

e ¼ ð1; 0; 0; 0ÞT ð15Þ

Xx ¼
1 ðX1 � xpÞT
..
. ..

.

1 ðXn � xpÞT

2
64

3
75 ð16Þ

5.5 Comparison and Improvement of the Three Models

In this paper, the common points of the three Hadoop performance prediction models
are extracted as a framework of the Hadoop linear performance prediction model.
Moreover, we extend these models by applying them to Ceph. In order to be applied to
Hadoop 2, the improved prediction models replace the number of map slot with Pm and
replace the number of reduce slot with Pr. The mechanism of Ceph is very different
from HDFS, but when using the same YARN scheduler, the built model can be applied
to Ceph and the prediction accuracy is also very high.

While the linear regression model is very simple and doesn’t need to retain the
historical data, it also has high accuracy. It is a very good choice among all the
candidate models. The improved LWLR model relies on historical data. When the
amount of the historical data is large, the improved LWLR model costs more storage
and is relatively low in computation speed but the accuracy will be improved. How-
ever, the linear regression function between the feature set and job execution time is
hard to construct. It is very complex to form the characteristic polynomial and it needs
a lot of arithmetic reasoning and experiments to determine a more accurate function.
The improved LWLR model is relaxed on feature sets and it performs a regression
around a point of interest using only training data that are ‘‘local’’ to that point.

The improved CRESP model estimates the execution time of the map, shuffle, and
reduce phases. It is worth noting that since there exists overlap between the shuffle
phase and map phase, we need to divide the shuffle phase into two parts: the over-
lapping portion with map phase and the non-overlapping part. We characterize the two
shuffle parts respectively. Based on the improved CRESP model, the improved LWLR
model considers multiple waves in the shuffle phase. Then we utilize the bounds-based
model [13] to compute the upper bound and lower bound of execution time for different
phases in the job which are completed in multiple waves.
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6 Evaluation of the Improved Performance Prediction
Models

6.1 Evaluation Method

Cross Validation. We perform a leave-one-out cross validation [9] to study the pre-
diction accuracy of the improved models. That is, if there are N samples, each sample is
used as a validation set separately and the remaining N − 1 samples are used as the
training set. We utilize average relative errors (ARE) and R2 over the N rounds of
testing to formally assess the accuracy of performance model. ARE can be computed
using the following equation.

ARE ¼ 1
N

XN
i¼1

jtei � tai j
tai

ð17Þ

where tai represents the measured job execution time in the i th round of testing and tei
represents the predicted job execution time.

R2 is a measure for evaluating the goodness of fit in regression modeling. R2 = 1
means a perfect fit, while R2 > 90 % indicates a very good fit.

6.2 Evaluation Result

Typical evaluation results from different scenarios are shown here. We extract his-
torical job records to get the completion time of jobs and corresponding feature sets
which can be used to fit the model. Then we use these improved models to predict the
new job’s execution time.

We implement and evaluate these three performance models in the specification
and scalability scenarios on Ceph and HDFS as shown in Figs. 4 and 5. The data size
changes from 1 GB to 200 GB. Due to the characteristics of Ceph, the number of map
tasks is fixed with different input data in TestDFSIO jobs. In the specification changing

Fig. 4. Prediction of job execution time of Sort and TestDFSIO jobs using LR model (left) and
the improved LWLR model (right)
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tests, the number of total resources are the same among the clusters and thus the Pm
and Pr of different clusters is equal. Then, in the improved CRESP model, TestDFSIO
jobs have the same feature set, so the improved CRESP model can’t predict the
performance of TestDFSIO jobs in the specification changing tests under Ceph. The
blue dots on the graph represent predicted job execution time and the red dots represent
the actual measured values. The closer the two, the better quality the model has. All of
the 3 graphs show good fitting results.

6.3 Analysis and Comparison

Table 2 shows the ARE and R2 of these three models with leave-one-out cross vali-
dation under different scenarios. In the scenario of scalability test on HDFS, the
accuracy of performance prediction relatively decreases but R2 is still above 97 %. In
these three models, all of them perform well in execution time prediction of MapRe-
duce jobs. The LR model shows the best prediction while the improved CRESP model
performs less accurately than others. However, both the LR model and the improved
CRESP model ignore the impact of the number of reduce tasks on job performance. If
the reduce number changes, the improved LWLR model is a good choice to predict the

Fig. 5. Prediction of job execution time of Sort jobs using the improved CRESP model

Table 2. ARE and R2 in leave-one-out cross validation

Scenarios LR model The
improved
CRESP
model

The improved
LWLR model

ARE R2 ARE R2 ARE R2

Sort Ceph specification 0.048 0.996 0.083 0.982 0.0483 0.995
Sort HDFS scale 12VM 0.066 0.986 0.119 0.988 0.124 0.979
Sort HDFS scale 36VM 0.112 0.985 0.151 0.986 0.119 0.970
TestDFSIO-write Ceph specification 0.030 0.999 \ \ 0.046 0.998
TestDFSIO-read Ceph specification 0.025 0.999 \ \ 0.029 0.999
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performance. According to the specific needs of the user and provided conditions, the
cloud platform managers can select different features and models to achieve the best
performance prediction results. In the experiments, it is found that the results of the
performance prediction are not only related to the model itself, but also have a great
relationship with the experimental environment, application properties and parameter
settings. The job execution time and feature set have a good linear correlation and the
accuracy of these models can reach more than 95 % in a stable environment. However,
in an unstable cluster (with network delay, frequent task fail, etc), the results are not so
satisfactory and the accuracy only can reach 90 %.

7 Conclusion and Future Work

By building the performance model, we can predict job execution time, allocate
resources for jobs reasonably, improve performance and cut costs. In this paper, we use
the LWLR algorithm and LR algorithm to establish three kinds of computing models
based on different characteristics to estimate the execution time of the applications that
have large-scale data and run on Hadoop 2, and at the same time we make comparison
and improvement to the three models. By building different types of experimental
environments, and running different types of jobs, the accuracy of the improved models
can be validated. We can draw a conclusion from the validation that all the three
models have very good results in predicting the execution time.

As a next step, we will focus on whether the current model can be migrated or
extended to other frameworks. Furthermore, the enhanced performance prediction
model is utilized to estimate the amount of resources for Hadoop jobs with deadline
requirements.
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Abstract. Nowadays, Online Travel Agents (OTA) can provide mas-
sive amount of travel services (such as flights, hotels), which also bring
selection dilemma to users. Thus, it is critical to apply recommenda-
tion technology to help users. However, tourist service recommendation
such as hotel recommendation is challenging because of the data spar-
sity problem. Moreover, generally, only implicit feedbacks (e.g. booking
records) are available. In this paper, we propose to combine latent factors
and explicit features across multiple domains for tourist service recom-
mendation. Specifically, we extend Heterogeneous Matrix Factorization
(HeteroMF) with explicit features, e.g. price of the tourist product. We
also learn users’ preferences in different service domains with a transfer
matrix to convert users’ preferences from one service domain to another.
Furthermore, we train our model with respect to Bayesian Personal-
ized Ranking (BPR) optimization criterion. Experiments on a real-world
dataset show that our proposed model significantly outperforms Het-
eroMF and other baseline methods.

Keywords: Tourist service recommendation · Cross domain · Explicit
feature · Latent feature · Matrix factorization

1 Introduction

With the rapid growth of Online Travel Agents (OTA) in the last decades, people
could get more and more travel product information and booking services from
companies like Ctrip. However, the overloaded information costs user a lot of time
searching for the proper products. For instance, searching hotels in Shanghai on
ctrip.com will return approximately 2,000 results. To improve the service quality,
it is necessary to develop a tool to help users select the appropriate products
from massive candidates.

Recommender systems [1] have been widely applied to address this problem.
In general, a recommender system could be designed with content-based [3] or col-
laborative filtering based [6,8,12,13] methods. Content-based methods rely on the
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 92–105, 2016.
DOI: 10.1007/978-3-319-49178-3 7



Cross-Domain Tourist Service Recommendation 93

users’ profiles and context information while collaborative filtering based meth-
ods exploit explicit user-item ratings to calculate the missing ones. Some recom-
mender systems [4,14] try to improve the recommendation quality by combing
both content-based and collaborative filtering based approaches and obtain better
results. Recently, Matrix Factorization (MF) [10,11,16] based collaborative filter-
ing models have emerged and proved efficient in many cases. MF based methods
decompose the rating matrix into the product of two low rank latent matrices U
and V , where U stands for user latent factors and V stands for item latent factors.

However, unlike traditional recommendation tasks such as movie recommen-
dation, tourist service recommendation is much harder because of its severer
data sparsity problem. There are so many flights and hotels so that it is very
rare that a user takes the same flight or book the same hotel for many times. In
addition, most users don’t leave a rating to the tourist service and only implicit
data is available, i.e., booking records. In this case, recommender systems usually
suffer from the over-fitting problem. In order to alleviate data sparsity problem,
we introduce auxiliary data from another travel service domain to help com-
plete the target travel service domain recommendation task. For instance, we
can learn users’ tastes from flight service domain for hotel recommendation.

Another characteristic in tourist service recommendation is it has explicit fea-
tures that are known as important factors to support decision makings of users.
For instance, price has a strong impact on users’ decisions. The cost of a standard
room in Shanghai can vary a lot. For example, one night stay in a luxury hotel
may cost more than $500 while $20 is also enough to find a cheap hotel. In most
cases, price has the highest priority among users’ decision factors. Besides price
information, features like flight class and hotel star may also affect users’ choices.
Moreover, these features have latent relationships. For example, a 5 star hotel’s
regular guest probably won’t consider any 2 star hotels or economic class flights.

In this paper, we propose a personalized tourist service recommendation
approach called ExHMF, which exploits the combination of explicit features and
latent factors over auxiliary service domain and target service domain in order to
ease the sparsity problem. The main goal of our approach is to introduce users’
preferences over items’ attributes to the heterogeneous latent model. In ExHMF,
items are associated with explicit features, represented by a multi-dimensional
vector Cj . Users’ preferences over these attributes are represented by a Gaussian
prior N (μi, σ

2
i I). Instead of a fixed value, Gaussian distribution can better reflect

users’ uncertain interests. Also, due to the fact that users’ preferences to the
auxiliary service domain may differ from the target service domain, a transform
matrix will be learned to map the users’ preferences between these two domains.
Finally, rating of the user-item entry can be modeled as: N (Cj |μi, σ

2
i I) ·UT

i ·Vj .
The main contributions of this paper are summarized as follows:

– We develop a personalized tourist service recommendation approach, which
uses a transfer matrix to convert users’ preferences over both explicit features
and latent factors from auxiliary service domain into the target service domain.

– We learn our model with respect to Bayesian Personalized Ranking (BPR)
[15] optimization criterion.
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– We evaluate our approach on the real-world data. Experiments show that
our approach outperforms state-of-the-art HeteroMF and other baseline
approaches.

The rest of the paper is organized as follows: In Sect. 2 we briefly discuss related
work. In Sect. 3 we present our proposed ExHMF model. In Sect. 4 we describe
the experiment settings and results on a real-world dataset. Finally, We conclude
the paper in Sect. 5.

2 Related Work

Matrix Factorization (MF) [10,11,16] has been considered the state-of-the-art
approach for recommendation system. In general, MF approaches decompose the
rating matrix into the product of two low rank latent matrices: the user latent
factor and the item latent factor. A user often involves in multiple domains
and thus knowledge can be transferred from one domain to another. Traditional
MF approaches cannot take advantage of the data correlations between multiple
domains. Collective Matrix Factorization (CMF) [17] is proposed to work on mul-
tiple domains. CMF also decomposes rating matrices in different domains into
the product of two low rank latent matrices. The user latent factors are shared
across different domains in CMF, so that a user’s tastes in one domain can be
transfered into those of another domain. However, Moshen J. and Laks V.S.L. [9]
points out that CMF is problematic in two aspects. First, the user latent factors
will be mainly learned from the domain that is not cold-start. Second, when the
rating data in one domain is much more than another, this domain will dom-
inate the learning process. Therefore, in both cases, the latent factors cannot
be properly learned. Moreover, they suggest that the user latent factors should
not be identical across different domains and further propose Heterogeneous
Matrix Factorization (HeteroMF) to address these issues. HeteroMF introduces
a transfer matrix on top of CMF in order to map the user latent factors between
different domains.

Several works [2,5,7,18] related to travel product recommendation has been
done before. For example, CARD [5] is a composite travel service recommenda-
tion framework on top of relational database that supports composite metrics
definition, top-k recommendation, and preference learning. [2] aims to find the
top-k tuples of travel services by searching keywords in the document. The tuples
are of fixed size, i.e. one city, one hotel, and one flight. [18] further allows pack-
age to have variable size and proposes several approximate algorithms for top-k
packages of composite travel services. [7] proposes a cost aware latent factor
model, which uses a 2-dimensional vector to represent tourist’s cost as well as a
Gaussian prior to express the uncertainty of the travel cost.

Comparing with exisiting work, our model considers users’ preferences over
items’ attributes. The closest work to us is [7], where users’ preferences over cost
are learned with Probabilistic Matrix Factorization (PMF). However, their model
is designed on top of PMF, which doesn’t take advantage of the correlations
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between multiple service domains. Moreover, we propose a transfer matrix to
learn the relations between users’ preferences over different domains.

3 The ExHMF Model

3.1 Design of ExHMF

In this section we introduce our ExHMF model that extends HeteroMF with
explicit features and users’ preferences.

As we have mentioned, we introduce additional data from an auxiliary service
domain to target service recommendation in order to learn more knowledge. In
the following paper, we use superscripts a and t to distinguish between these
two domains. For example, we use Ct

j to denote the explicit attributes for item
j in target service domain, Ca

j to denote the explicit attributes for item j in
auxiliary service domain. Since attributes have different scales, we use Min-Max
Normalization method to fit the values into [0,1]:

Cj,k =
Aj,k − minj Aj,k

maxj Aj,k − minj Aj,k
(1)

where Aj,k denotes the value of k-th attributes of item j.
To better represent a user’s preferences, it is necessary to include uncertain-

ties instead of only using fixed values. Thus we choose Gaussian distribution
Gi = N (μi, σ

2
i I) to indicate a user’s interests. Then the similarity between a

user’s preferences and an item’s attributes can be modeled as:

S(Ca
j ,Ga

i ) = N (Ca
j |μ

i
, σ2

i I) (2)

S(Ct
j ,Gt

i ) = N (Ct
j |μiM,σ2

i I) (3)

where M is the transfer matrix that maps a user’s preferences from auxiliary
service domain into target service domain. The reason why we don’t use same
preferences for both services is similar to the idea of HeteroMF. Assuming a
user’s preferences are identical for both services is problematic. It is obviously
true that a user could have different preferences for two services.

Finally, the rating of user i to item j is designed to be the product of latent
factors and similarity of the user’s preferences over explicit features, which can
be calculated by:

r̂a
ij = S(Ca

j ,Ga
i ) · UT

i V a
j (4)

r̂t
ij = S(Ct

j ,Gt
i ) · UT

i BV t
j (5)

where B is the transfer matrix that maps user latent factors from auxiliary
service domain into target service domain, which is proposed in HeteroMF.
Figure 1(b) shows the graphic model of ExHMF. From the figure, we can see
that the main difference between our model and HeteroMF is the impact of
explicit features on the final rating.
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Fig. 1. Graphic models of HeteroMF and ExHMF.

3.2 Optimize with Sum-of-Squared-Errors

Usually, the optimization problem is to minimize the sum-of-squared-errors. In
our case, the sum-of-squared-errors in auxiliary service domain and target service
domain are:

Ea =
∑

i,j

Ia
ij(r

a
ij − N (Ca

j |μi, σ
2
i I) · UT

i V a
j )2 (6)

Et =
∑

i,j

It
ij(r

t
ij − N (Ct

j |μiM,σ2
i I) · UT

i BV t
j )2 (7)

In the above functions, Iij is an indicate matrix, Iij = 1 means user i rated
item j or 0 otherwise. The objective of collective matrix factorization is to min-
imize the weighted sum of the sum-of-squared-errors over two domains with
respect to U , V a, V t, B, μ, and M :

E = αEa + (1 − α)Et (8)

where α is the parameter that balances the influences of domains in the learning
process.

In addition, we introduce several regularization terms to alleviate the over-
fitting problem, and the final objective function can be written as:

E = α
∑

i,j

Ia
ij(r

a
ij − N (Ca

j |μi, σ
2
i I) · UT

i V a
j )2

+ (1 − α)
∑

i,j

It
ij(r

t
ij − N (Ct

j |μiM,σ2
i I) · UT

i BV t
j )2

+ λU ||U ||2F + λV (||V a||2F + ||V t||2F ) + λB||B||2F + λMZ||M ||2F (9)

where λU , λV , λB , λM are regularization factors, || · ||2F denotes the Frobenius
norm.
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A local minimum of the objective function can be found by gradient decent
algorithm:

∂E

∂Ui
∝ α

∑

j

Ia
ij(N (Ca

j |μi, σ
2
i I) · UT

i V a
j − ra

ij) · N (Ca
j |μi, σ

2
i I)V

a
j

+ (1 − α)
∑

j

It
ij(N (Ct

j |μiM,σ2
i I) · UT

i BV t
j − rt

ij)

· N (Ct
j |μiM,σ2

i I)BV t
j + λuUi (10)

∂E

∂V a
j

∝ α
∑

i

Ia
ij(N (Ca

j |μi, σ
2
i I) · UT

i V a
j − ra

ij)

· N (Ca
j |μi, σ

2
i I)U

T
i + λV V a

j (11)

∂E

∂V t
j

∝ (1 − α)
∑

i

It
ij(N (Ct

j |μiM,σ2
i I) · UT

i BV t
j − rt

ij)

· N (Ct
j |μiM,σ2

i I)U
T
i B + λV V t

j (12)

∂E

∂B
∝ (1 − α)

∑

i,j

It
ij(N (Ct

j |μiM,σ2
i I) · UT

i BV t
j − rt

ij)

· N (Ct
j |μiM,σ2

i I)Ui(V t
j )T + λBB (13)

∂E

∂μi
∝ α

∑

j

Ia
ij(N (Ca

j |μi, σ
2
i I) · UT

i V t
j − ra

ij) · UT
i V t

j N ′(Ct
j |μi, σ

2
i I)

+ (1 − α)
∑

j

Iij(N (Ct
j |μiM,σ2

i I) · UT
i BV t

j − rt
ij)

· UT
i BV t

j N ′(Ct
j |μiM,σ2

i I)M (14)

∂E

∂M
∝ (1 − α)

∑

i,j

It
ij(N (Ct

j |μiM,σ2
i I) · UT

i BV t
j − rt

ij)

· UT
i BV t

j (N ′(Ct
j |μiM,σ2

i I))
T μi + λMM (15)

where N ′(x|μ, σ2) is the derivative of Gaussian function with respect to μ.
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3.3 Optimization with Bayesian Personalized Ranking

As is known to all, implicit feedbacks only indicate positive information and miss-
ing values represent either positive or negative information. The most common
approach is to ignore all the missing values and use only positive feedbacks to
train the model. [15] proposed a novel approach by choosing item pairs as train-
ing data and optimizing the ranks between every item pairs, named Bayesian
Personalized Ranking (BPR). In BPR, items with positive feedbacks are assumed
to be preferred over that with none feedback. For each domain d, items V d and
user u, BPR aims to find a total ranking >d,u⊂ V d ×V d, in the meantime, >d,u

has to meet the following properties of total order:

∀i, j ∈ V d : i �= j ⇒ i >d,u j ∨ j >d,u i (totality)

∀i, j ∈ V d : i >d,u j ∧ j >d,u i ⇒ i = j (antisymmetry)

∀i, j, k ∈ V d : i >d,u j ∧ j >d,u k ⇒ i >d,u k (transitivity)

For convenience, we also define:

P d
u = {i|i ∈ V d : rd

ui > 0} (16)

From the user-item matrix of implicit feedbacks, BPR first construct user
specific item pairs as training data. User that has positive feedbacks for item i
but none for item j indicates user prefers i to j. Hence, we generate training
data of user u in domain d by:

T = {(d, u, i, j)|i ∈ P d
u ∧ j ∈ V d\P d

u} (17)

In order to find such a total order, BPR tries to maximize the following
posterior probability:

p(Θ| >d,u) ∝ p(>d,u |Θ)p(Θ) (18)

where Θ stands for the model parameters. By assuming users are independent
with each other in each domain and users act independently in different domains,
p(>d,u |Θ) can be rewritten as:

p(>d,u |Θ) =
∏

(d,u,i,j)∈Td
u

p(i >d,u j|Θ) (19)

Furthermore, we define the probability that a user prefers item i to j as:

p(i >d,u j|Θ) = σ(r̂d
uij(Θ)) (20)

where σ is the logistic function σ(x) = 1/(1 + e−x), r̂d
uij(Θ) is a real-valued

function of model parameters Θ that indicates the relation between user u, item
i, and item j.
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Finally, we assume Θ follows a multivariate Gaussian distribution Θ ∼
N(0, λΘI) and the BPR optimization criterion can be formulated as:

BPR-OPT : = ln p(Θ| >d,u)
= ln p(>d,u |Θ) + ln p(Θ)

=
∑

(d,u,i,j)∈Td
u

ln σ(r̂d
uij) − λΘ||Θ||2 (21)

where λΘ is the regularization terms for model parameters.
To solve the optimization problem, gradient descent based algorithms are

usually the first choice:

∂BPR-OPT
∂Θ

=
∑

(d,u,i,j)∈Td
u

∂

∂Θ
ln σ(r̂d

uij) − λΘ
∂

∂Θ
||Θ||2

∝
∑

(d,u,i,j)∈Td
u

(1 − σ(r̂d
uij))

∂

∂Θ
r̂d
uij − λΘΘ (22)

And the parameters Θ can be updated with:

Θ ← Θ + η((1 − σ(r̂d
uij))

∂

∂Θ
r̂d
uij − λΘΘ) (23)

where η is the learning rate.
In order to learn our proposed model with BPR optimization criterion, we

have to define the real-valued function that indicates the probability that user
u prefer item i to j, so we first define:

r̂d
uij = r̂d

ui − r̂d
uj (24)

where r̂d
ui is the predicted score for user u to item i in domain d, and d =

{auxiliary service, target service}.
Then we can calculate the gradients with respect to the model parameters

Θ = {Uu, V d
i , Bd, μu,Md}. The gradients in auxiliary service domain are as

follows:

∂r̂t
ui

∂Uu
= N (Ct

i |μuM,σ2
uI)BV t

i (25)
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∂r̂t
ui

∂M
= UT

u BV t
i (N ′(Ct

i |μuM,σ2
uI))

T μu (29)

and the gradients in target service domain are as follows:

∂r̂a
ui

∂Uu
= N (Ca

i |μu, σ2
uI)V

a
i (30)

∂r̂a
ui

∂V a
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= N (Ca
i |μu, σ2

uI)U
T
u (31)

∂r̂a
ui

∂μu
= UT

u V a
i N ′(Ca

i |μu, σ2
uI) (32)

In the experiments, we apply bootstraping based stochastic gradient descent
algorithm to learn our model with BPR optimization criterion, which randomly
selects (d, u, i, j) tuples from the training data to update the model parameters.
Simply transversing the training data in a user-wise or item-wise way could lead
to a poor convergence process as pointed in [15].

4 Experiments

In this section, we first describe the datasets and experiment settings. Then we
present the experiment results of our proposed model.

4.1 Datasets

The experiments are based on a real-world dataset. We choose hotel recommen-
dation as our target service recommendation task. In the meantime, flight service
domain is used as auxiliary data source. We’ve selected hotel booking records
in Shanghai and flight booking records from Peking to Shanghai starting from
March 2014 to March 2016. In the flight booking records, explicit features such
as price, flight class, takeoff time and arrival time are available. And in the hotel
booking records, we can also extract price, hotel star, location and check-in time,
etc. In the experiment, we use a 2-dimensional vector <price, flight class> as the
explicit features of a flight and <price, hotel star> as the explicit features of a
hotel. However, explicit ratings for these booking records are not available. Thus,
instead of using explicit ratings, we use implicit ratings in our experiments, i.e.
the number of booking records. Although more than 70 % of the implicit ratings
are 1, there are still a lot of implicit ratings larger than 1 and the maximum is
even larger than 20. Thus, to constrain the implicit ratings into interval [0,1],
we map the ratings using following function:

R(ui, vj) =
N(ui, vj)

max
j

N(ui, vj)
(33)

where N(ui, vj) means the number that user i has booked item j.
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Unlike the famous Movielens dataset, the hotel dataset is yet too sparse.
In order to reduce the challenge, we simply ignore users who ordered either
flight or hotel less than 5 times. After that, we finally get our hotel dataset
with sparseness of 1.004 %. And the flight dataset is a little bit denser, i.e. with
sparseness of 3.831 %. More statistics of the datasets are listed in Table 1.

Table 1. General statistics of the dataset

Statistics Flight Hotel

Number of users 1367 1367

Number of items 234 711

Number of rating pairs 12253 9756

Min number of rating 5 5

Max number of rating 27 24

Average number of rating 8.96 7.14

4.2 Experiment Settings

In Sect. 3, we’ve presented two optimizations for our proposed model. Hence,
here we use two kinds of evaluation metrics to measure the prediction quality.
For optimization with sum-of-squared-errors, we use Root Mean Square Error
(RMSE), defined as:

RMSE =

√∑
(uv)∈RTest

ruv − r̂uv

|RTest| (34)

where ruv denotes the true rating of user u to item v, r̂uv denotes the predicted
rating of user u to item v, and RTest is the set of (u, v) pairs in test dataset.

On the other hand, the AUC metric is used to evaluate the performance with
BPR optimization criterion. As done in [15], we apply the leave-one-out strategy
to construct the test set, i.e., we randomly remove one observed rating from P d

u

per user. The models are then learned from the remaining ratings Strain and the
predicted personalized ranking is evaluated on the test set Stest by the average
AUC:

AUC =
1

|U |
∑

u

1
|E(u)|

∑

(i,j)∈E(u)

δ(r̂ui > r̂uj) (35)

where E(u) is the evaluation pairs in the test set for user u:

E(u) = {(i, j)|(u, i) ∈ Stest ∧ (u, j) /∈ Stest ∪ Strain} (36)

In the experiments, we compare our proposed ExHMF with following baselines:

– CMF [17]: The collective matrix factorization method.
– HeteroMF [9]: The heterogeneous matrix factorization method that extends

CMF with a transfer matrix for user latent factors.
– GcPMF [7]: The cost-aware probabilistic matrix factorization on single

domain.
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4.3 Experiment Results

First, we evaluate the performance of ExHMF with sum-of-squared-errors opti-
mization criterion. Two important parameters need to be set in our model, i.e.
the latent dimension k and the domain weight α. Figure 2(a) shows the effect
of latent dimension on the RMSE performance of ExHMF. We can see that the
performance doesn’t increase after k > 10. In order to alleviate the over-fitting
problem and save the computational cost, we set k = 10 in the following experi-
ments. Figure 2(b) shows the effect of domain weight on the RMSE performance
of ExHMF, which demonstrates the tradeoff between learning from single ser-
vice domain and introducing another service domain. We also set α = 0.2 in the
following experiments for better performance.

(a) Latent dimension (b) Domain weight

Fig. 2. The effect of latent dimension and domain weight.

In the experiments, we have 1,3,5 and 7 hotel ratings per user that are given
as training data while the remaining ratings are used as testing data. Flight
ratings are always given fully. Results are shown in Fig. 3. From the figure, we
can see that our proposed ExHMF model outperforms other baseline methods
on all the four datasets. GcPMF performs slight better than HeteroMF on the
datasets with 3,5 and 7 observed ratings, which indicates the benefit of com-
bining matrix factorization with explicit features. However, GcPMF suffers a
significant performance loss on the dataset with 1 observed ratings. The reason
is clear: GcPMF works on single domain and no additional knowledge can be
learned from the flight matrix when the hotel matrix is extremely sparse. On
the contrast, ExHMF combines HeteroMF with explicit features, which improves
the performance on all the four datasets.

Second, we test the performance of ExHMF with BPR optimization criterion.
Figure 4 depicts the average AUC scores of the compared models. All the models
are trained on the whole dataset, where one item entry per user is reserved for
testing and others for training. From the figure, it is clear that our proposed
ExHMF model gives the best result. GcPMF and HeteroMF perform slightly
better than CMF, which implies that both explicit features and transfer matrix
for user latent factors can improve the performance. Meanwhile, we find that
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Fig. 3. RMSE performances of compared models on different observed rating sizes.

Fig. 4. Performance comparison in terms of AUC.

Fig. 5. AUC performances of compared models on different observed rating sizes.

ExHMF converges much faster than the other three baselines and finally gives
the highest AUC score.
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We also investigate the performance of compared models with BPR optimiza-
tion criterion with different data sparseness. Figure 5 presents the performance
comparison where the models are trained with different numbers of observed rat-
ings. Result clearly shows that our ExHMF method outperforms other baseline
methods no matter how sparse the dataset is. GcHMF still performs similar as
HeteroMF method except for the case that only 1 observed rating is available.

The overall experimental results validate that our proposed ExHMF model
can gain significant improvements by extending HeteroMF with explicit features.

5 Conclusion

In this paper, we have presented ExHMF that extended heterogeneous matrix
factorization with combinations of explicit and latent features for tourist ser-
vice recommendation. Due to the data sparseness in online tourism area, we
propose to integrate knowledge learned across multiple domains. Users’ prefer-
ences over features in each domain are linked via a transfer matrix. We further
extend ExHMF with BPR optimization criterion that aims to find a total rank-
ing order. Experiments on hotel recommendation task show that our proposed
model outperforms the baselines with a significant margin.
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Abstract. With the rapid advances in Internet technology, publishing
real-time statistics data, in a privacy-preserving way, has led to a large
body of research. The current state-of-the-art paradigm for privacy pre-
serving with differential privacy on data stream is w-event privacy. But
it neglects if only a few part of the elements of dataset change over time
and others are substantially stabilize, then processing all the user data
in specified timestamps will bring additional noise and reduce the util-
ity of data. In this paper, a novel privacy preserving approach called
G-event which follow the conventional use of w-event differential privacy
is proposed. We group the statistics result at each timestamp based on
difference calculation. Then the high difference group will publish more
often than the similar group. We guarantee that all result with greater
change will publish by adding noise, and the result with smaller change
will be approximate with the corresponding lastly published statistics.
Experiment using real-life dataset show that our approach improves the
utility of data.

Keywords: Differential privacy · Infinite stream release · Event group-
ing · Privacy preserving · Dynamic data

1 Introduction

The past decade has witnessed a huge growth in volumes of data from orga-
nizations and individuals has created. Numerous organizations maintain large
collections of personal information. Examples include Web application, public
health surveillance, traffic monitor, sense network, call detail records(CDRs),
etc. These data can either be used for science research or business valuation,
and brings significant research value to every area. Consider the example below:

Website statistic. An Internet service provider gathers dynamic data from each
website at regular intervals. For instance, the number of visits to the website.
More visitors always stand for more effective promotion of the website general-
ization. First, to understand the characteristics of the target population of the
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 106–116, 2016.
DOI: 10.1007/978-3-319-49178-3 8
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site, it provides an important basis for product design. Second, it analyzes the
coincidence degree of website visits between competitors. It is known as the most
convincing evaluation.

In the data publishing paradigm, a data collector gathers data from thou-
sands individuals and publish the statistics result on a web site once, then multi-
ple queries extract any desired information from the published data (eg., a subset
of counts). However, due to the original data may contain sensitive information
about individuals, sharing user dataset can lead to serious privacy breaches, such
as the notorious scandal, the privacy leakage of American On Line (AOL). Many
previous research only for static data privacy preserving, i.e., Data publisher only
responsible for the privacy of current results. But with the rapid development of
network technology, increasing number of data information present in the form
of data streams, many applications benefit from continuously detection of sta-
tistical data. In real life, user data stream arrive continuously over with time,
the size is unpredictable, and its length may be infinite. So the major problem
is how can data publisher continually release updated statistics, and meanwhile
preserve each individual’s privacy and utility?

There are already have been a few existing works on privacy preserving of
data streams [10]. But releasing anonymized information is not safe because of
unexpectable background knowledge. It is hard to model the attacker’s back-
ground knowledge in big data. The current state-of-the-art paradigm against
background knowledge is differential privacy [6], which requires a randomized
algorithm K to perturb the aggregate statistics, and the output of K remains
approximately the same if any single tuple in the input data is arbitrarily modi-
fied. Even an adversary can hardly infer much information about any individual
in the input by analysing the output of K. It guarantee that privacy is protected.

In the past, there have been a series of techniques proposed for differential
privacy data publication. In 2010, Dwork et al. proposed two privacy defini-
tions for data stream publishing called event-level and user-level [4], in which
the former can protect any single time series data point and the latter protect
the entire data history of any user. In terms of application, Fan and Xiong [7]
proposed a filtering and adaptive sampling method for releasing time series data
with user-level privacy. Bolot et al. [1] proposed a differential privacy algorithm
for delayed sums, also adopted the idea of event-level privacy.

However, those concept both have limited application. The scenario of event-
level privacy is not sufficiently responsible for individual because of each time
stamp may have background knowledge correlation which can be cause attack,
and user-level privacy also is unsuitable to application because most of real
streams are infinite. Hence, Kellaris et al. [9] presented a novel streaming data
privacy model called w-event which protect data points in every w contiguous
timestamps. This model successfully strike a nice balance between event-level
and user-level privacy. The problem is that w-event neglects if a small amount of
elements of the dataset change over time and the remaining stabilize. Moreover,
processing all the user data from a specific timestamp will bring additional noise
and reduce the utility of data.
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In this paper, we propose a novel approach which follow the conventional
use of w-event differential privacy mainly due to its ability to ensure the sum
of privacy budget in sliding window less than total budget and support private
analysis of infinite data streams with reasonable accuracy. We group the sta-
tistics result at each timestamp based on difference calculation. Then the high
difference group will publish more often than the similar group. We guarantee
that all result with greater change will publish by adding noise, and the result
with smaller change will be approximate with the corresponding lastly published
statistics. The advantage is all budget can be used as much as possible on the
high discrepancy.

The rest of this paper is organized as follows: In Sect. 2 we provide the pre-
liminary definitions which are necessary for the rest of the paper. Section 3 we
give a detailed introduction on entire framework and two components of G-event
differential privacy publishing. Section 4, we include detailed experimental eval-
uation of our G-event algorithm. Finally, Sect. 5 concludes our work.

2 Preliminaries

In this section, we introduce definitions on differential privacy and w-event pri-
vacy. For convenience, we summarize all frequently used notations in Table 1.

Table 1. Frequently used notation

Notation Description

D Original dynamic datasets

D∗ Released DP datasets for D

Di Released DP datasets at timestamp i

Dj Last released DP datasets at timestamp j

w Sliding window size

ε Overall privacy budget

ε1 Privacy budget for the difference calculation step

ε2 Privacy budget for the data publishing step

2.1 Data Stream Model

Traditional method of privacy protection is mostly for the static data. In con-
trast, we consider an infinite real-time data stream consisting of an infinite num-
ber of events. Each event belongs to a user which has an attribute value.

Definition 1 (neighbouring data stream [4]). If data stream s1 and s2 only differ-
ent in one timestamp t0, that is s1(t0) �= s2(t0). Then for ∀t �= t0, s1(t) = s2(t),
we call data stream s1 and s2 are neighbouring data stream.
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2.2 Differential Privacy

Differential privacy is first introduced by Dwork and has recently emerged as the
de facto standard for private data release. It uses to publish statistics computed
on dataset D and without compromising the privacy of the respondents. Its
biggest advantage is that the amount of noise is irrelevant to the size of dataset.
This makes it possible to provide strong theoretical guarantees on the privacy
and utility of released data. More specifically, irrespective of whether or not
an individual is present in the data set, differential privacy guarantee privacy
against intrusion by any adversary when all the entities in the database are
independent.

Definition 2 (Differential Privacy) [6]. Privacy mechanism A gives ε-differential
privacy if for any database D and D∗ differing on at most one record, and for
any possible output O ∈ Range(A)

Pr[A(Q(D)) ∈ S] ≤ eε · Pr[A(Q(D
′
)) ∈ S] (1)

Then we call mechanism A achieves ε-DP, ε is a given positive parameter,
called privacy budget, used to control unitary privacy level. In general, the lower
value of ε indicates stronger privacy guarantee with lower utilization and a higher
value indicates a weaker guarantee but provide better utilization.

Laplace Mechanism. The first and most widely used method for achieving dif-
ferential privacy is the Laplace mechanism [8], which adds random noise following
the Laplace distribution to the true answers to the query functions. ε-differential
privacy can be achieved by adding independent Laplace random noise x to the
answer of query Q. In the following, Q∗(D) and Q(D) denote the noisy data and
a given original data, respectively.

Q∗(D) = Q(D) + x (2)

Definition 3 (Laplace Mechanism) [3].

x ∼ (x|λ) =
1
2λ

∗ exp(−|x|/λ) (3)

where λ is a scale parameter of Laplace distribution, which equals to divide
the Global sensitivity of query Q by ε. Global sensitivity is the maximum L1

distance between the query results for any two neighboring databases.

Synthetic Theory. This theorem allows us to view ε as a privacy budget that
is distributed among the r mechanism.

Theorem 1 [9]. Let S1, ..., Sr be a set of sub-components, where Si provides εi-
differential privacy. Let S be another mechanism that executes S1(D), ..., Sr(D)
using independent randomness for each Si, and returns the vector of the outputs
of these mechanisms. Then, S satisfies (

∑r
n=1 εi)-differential privacy.
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2.3 w-event Privacy

Since the differential privacy is proposed, various mechanisms have been pre-
sented to enhance the accuracy of DP data publishing. In order to process the
data stream efficiently, Dwork et al. [4] further propose the definition of event-
level and user-level privacy, in which the former can protect any single time series
data point and the latter protect the entire data history of any user. To solve
the limitation, Kellaris et al. [9] propose a novel approach to merge event-level
and user-level privacy called w-event privacy.

Definition 4 (w-event privacy) [9]. Let A be a mechanism that takes as input a
stream prefix of arbitrary size. Also let S be the set of all possible outputs of A.
We say that A satisfies w-event differential privacy if for all sets S ⊆ S∗,
all w-neighboring stream prefixes St, St, and all t, it holds that

Pr[A(Q(D)) ∈ S] ≤ eε · Pr[A(Q(D
′
)) ∈ S] (4)

2.4 Utility Metrics

Following the convention in [2], We quantitatively evaluate the data utility by
Mean of Absolute Error (MAE) and Mean of Relative Error (MRE). The MAE
measures the average magnitude of the errors in a set of forecasts, without con-
sidering their direction. It measures accuracy for continuous variables. Expressed
in words, the MAE is the average over the verification sample of the absolute val-
ues of the differences between forecast and the corresponding observation. It is a
linear score which means that all the individual differences are weighted equally
in the average. We adopt the classical statistical metric of Mean Absolute Error
and Mean Relative Error as shown below:

MAE =
1
M

M−1∑

i=0

|pi − qi| (5)

MRE =
1
M

M−1∑

i=0

|pi − qi|/max {qi, μ} (6)

where μ is a user-specified constant to mitigate the effect of excessively small
query results (e.g., zero). We set μ = 1 throughout the entire stream for count
data [8].

3 Proposed Methods

In this section, we propose G-event privacy, a event grouping optimization algo-
rithm for infinite data stream with differential privacy inspired by w-event pri-
vacy scheme. First, we provide an overview of our data stream perturbation
algorithm and then elaborate its two key components: event-grouping compo-
nent and data publishing component.
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3.1 Overview

As shown in Fig. 1, we present the framework of G-event privacy. Event-grouping
component is responsible for anonymizing all the samples in the data sequence
with differential privacy. It prevents the background knowledge of user from
privacy of dataset. To achieve this goal, We consider scenario of a trust server
collects dynamic data streams if user’s spatiotemporal data points continuously
at each timestamp i ∈ [1, t] and assume that a user only appear at most once at
each timestamp. When the incoming database Di arrived, we specify a variable
ε for privacy level, namely the privacy budget. We let M to indicate the total
amount of sampling result (i.e., the size of sliding window). Previous researches
show that a lower value of ε can achieve a strong privacy protection, but cause
higher noise. Our approach first distributes ε/M parts of privacy budget to each
sample (e.g. the count) based on the synthetic theory. Then we perform a dif-
ference calculation between two neighboring elements of Di and the last private
release Dj and divide the calculation result into two groups. One is released
by adding Laplace noise, and the other is approximated with the corresponding
lastly released result. We develop an approximation strategy cooperating with
dynamic budget allocation component to raise data utility. Algorithm 1 presents
the pseudocode of our G-event privacy data publishing.

Fig. 1. Overview of G-event mechanism.

3.2 Event Grouping

This component is the main innovation of this paper, we group elements at each
timestamp according to the difference comparison. Results with bigger difference
will be released by adding noise and others will approximate them with the
corresponding lastly released statistics.

In previous research, such as w-event privacy, they perform the calculation
of the average difference between all the elements of each column to determine
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Algorithm 1. Private publication by G-event privacy
Require: D = {Di|1 ≤ i ≤ N, i ∈ Z}, ε and w

Ensure: D̃ =
{

D̃i | 1 ≤ i ≤ N, i ∈ Z
}

1: Set ε1 = ε/kw, ε2 = ε − ε1;
2: Computer ci = Q (Di);

3: For D1, release a DP dataset D̃1 with ε2/w privacy budget;
4: for each timestamp ti with i > 1 do
5: Identify last noise-added release ol from (o1, · · ·, oi−1);
6: for each element ei in ci and el in ol do
7: dis = |ei − el|;
8: if dis > (w/ε2) then
9: add {ei, el} to Group1 ;

10: else
11: add {ei, el} to Group2 ;
12: end if
13: end for
14: end for
15: for each element {ei, el} in Group2 do
16: Return oi = ol;
17: end for
18: for each element {ei, el} in Group1 do
19: Inject Laplace Noise by Mechanism BA;
20: end for

whether add random noise to the released data or approximate them. It helps
data publisher to improve data validation. However, this approach ignores the
difference between the individual element of each column. In many cases, only a
small part of statistics in a column are changed. Based on average calculation, if
we release all the elements in column, it will lead to most of the elements which
should be chosen to approximate but adding noise to release. That will affect
the availability of the entire dataset. Therefore, we propose a novel grouping
approach to compare each pair of element {ei, el} in timestamp {ti, tl} and
segment every Di into two groups. Formally, our approach first distributes ε/M
parts of privacy budget to each sample (e.g. the count) based on the synthetic
theory. If the original node xk which appears in timestamp k, with privacy budget
ε/M , then a ε/M -differentially privacy value rk will be generated by adding a
Laplace noise ν to the original value:

zk = xk + ν, p(ν) ∼ Lap(0,M/ε) (7)

If mechanism decide to release data on the timestamp i, it indicates the statis-
tical results in i is different from the last released data. Thus, it is advantageous
to invest a high privacy budget to the statistics at i for avoiding reducing the
difference between the current result and last released data. In the next session,
we will introduce the Data publishing method.
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3.3 Data Publishing

In this session, data publishing component decides how to release each element
of data stream in a sliding window. The key challenge is to improve the utility
of the mechanism while preserving privacy level. i.e., How to measure whether
spending privacy budget is a worthwhile investment or not?

Algorithm 2. Mechanism BA
Require: dis, ei , el , εi,2 and εl,2
Ensure: ei
1: num null =

εl,2
ε/(2 ∗ ω)

− 1;

2: if i − l � num null then
3: ei = null ;
4: else
5: Set num absorb = i − (l + num null);
6: Set εi,2 = ε/(2 ∗ ω) and λi,2 = 1/εi,2;
7: if dis > λi,2 then
8: ei = ei+ Lap(λi,2);
9: else

10: ei = null ;
11: end if
12: end if

when receiving the grouping result, data publishing component release data
in timestamp i with privacy budget ε2. In this paper, we divide the privacy
budget into two parts, one for calculating the difference, and the other for adding
noise when data is decided to publish. To further increasing the validity of the
released data, we learn that when the number of column d is much larger than
the sliding window size w, the amount of noise which is allocated to the difference
calculation mechanism becomes small. Hence, we may define a smaller value λ
from the beginning, thus data publishing component receive more privacy budget
for data release. Paper [5] propose that the scale value of 1/ε can provide high
accuracy. We set the ε1 and ε2 as below:

ε1 = ε/d, ε2 = ε − ε1 (8)

Moreover, we employ Mechanism BA to effectively release data stream via
sliding window methodology. This method is proposed in paper [9]. In the algo-
rithm, we first obtain the number of timestamps which has the null budget after
l. If i − l ≤ num null, we output ei = null, it means ei is approximated with
the corresponding lastly released result. Otherwise, after absorbing the bud-
get, mechanism calculates ε2 and decides on whether to release the element by
adding noise or just approximate them. Algorithm2 presents the pseudocode of
Mechanism BA.
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4 Experimental Evaluation

We have implemented G-event privacy in Java, and used Java Statistical Classes
(JSC) for simulating the Laplace distribution. All the experiments are performed
on a PC with a 2.8 GHz CPU and 16 GB memory. We experimented with a real
time-series datasets as below. And in order to compare the average case, each
algorithm runs 10 times then outputs the average results.

– WorldCup. a well-known archived dataset which includes 1,352,804,107 Web
server logs made to the FIFA 1998 Soccer World Cup website in 88 consecutive
days. It contains 89997 unique URLs and the number of timestamps are 1320.
The statistics result of this dataset shows that 92.18 % of the value recorded
as zero.

Fig. 2. Error vs. sliding window size

Benchmark methods. We compare our Group algorithm with benchmarks
BA, BD and Sample. BA and BD algorithm is proposed in paper [9], adopting
w-event privacy module and dynamically allocate the available privacy budget
over time. BD algorithm optimistically assume that only a few data will be
released in each sliding window, therefore we can allocate more privacy budget
for each release. BA algorithm assume that there is not much difference between
continuous neighbouring statistical results. the algorithm will allocate a larger
privacy budget to the current data release, and hope it can obtain enough accu-
rate approximate results in the next several release. Sample algorithm put the
whole privacy budget ε into one timestamp in sliding window, so that the accu-
racy of this released data attain its maximum. However, it need to approximate
the next w − 1 statistical results after releasing one. If these statistics much
different from the prior release, the error may become excessive and lose the
availability.

Figure 2 illustrates the MAE and MRE of our approach as a function of sliding
window size w for the WorldCup dataset. We set up w from 40 to 200. With
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the increase of the sliding window size, G-event privacy method outperforms all
competitors in all size. Its MAE (MRE) is 48.85 % (39.33 % ) smaller than BA.

Figure 3 compares our approach with other methods under various privacy
budget. With the change of privacy budget, we observe that our grouping method
is more stable than Sample and BD algorithm and outperforms all competitors
in all cases. According to calculations, G-event privacy method can improve the
accuracy of BA by up to 39.45 %.

Fig. 3. Error vs. privacy budget

5 Conclusion

In this paper, we consider the problem of continuously publishing over an infi-
nite data stream while satisfying differential privacy. We have proposed a novel
sanitization framework G-event consisting of two components: event grouping
component and data publishing component. Based on experimental, we guar-
antee that all result with greater change will publish by adding noise, and the
result with smaller change will approximate them with the corresponding lastly
published statistics. The advantage is all budget can be used as much as possible
on the high discrepancy. However, we strongly believe that there are no “univer-
sal” sanitization solutions that fit all applications, i.e., provide good accuracy
in all scenarios. We may change a different perspective to find out the research
purpose in the next step.
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Abstract. Recently, the data center networks consume a large amount of
energy, therefore, the energy saving is becoming increasingly important. Most
previous works consolidate flows into as few switches as possible, which is not
suitable for network-limited flows which require huge bandwidth to finish traffic
transmission within deadline. To solve the challenge of energy-efficient path and
deadline satisfied for network-limited flows, in this paper, we formulate the
routing problem as a 0-1 integer programming problem, and propose a two-phase
energy-efficient flow routing algorithm. Both energy saving and link utilization
maximization are considered. Simulation results show that our algorithm
achieves better performance in terms of energy saving, link utilization, as well as
the active switch ratio.

Keywords: Data Center Network � Energy efficiency � Flow routing � Link
utilization

1 Introduction

As the number and size of data centers grow explosively, huge amount of energy is
being consumed to run data-intensive applications from cloud services such as search,
web email. For example, US data centers are expected to consume about 140 billion
kWh by 2020 [1]. The huge energy consumption of data centers has limited the sus-
tainable development of cloud services and raised economic and environmental con-
cerns. As a result, energy efficiency of data centers has attracted significant attention [2].

Energy efficiency can be improved from two aspects: infrastructure facilities (in-
cluding cooling and power conditioning systems) and IT equipments (including ser-
vers, switches, storage, etc.), which are two main parts of energy consumption in a data
center [3]. In the past years, the power efficiency of infrastructure facilities has been
significantly improved. For example, the cooling power in Google data center is less
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than 6 % [4]. Hence, more progress will be obtained by focusing on the energy saving
on IT equipments rather than on cooling or power distribution.

As for energy saving on IT equipments, most past efforts studying the IT equip-
ments focused on servers. However, the fact is that the network (including switches and
communication links) accounts for 10-20 % of the overall power consumption in
typical data centers [5]. Recently, researchers pay more attention to data center network
(DCN) to save energy of the data center [6–9].

In order to achieve higher network capacity, many advanced network architectures,
such as Fat-Tree [10], Bcube [11], are proposed to replace the traditional tree topology.
These new architectures employ abundant switches and links to achieve a 1:1 over-
subscription ratio for traffic peak workload. The traffic in data center fluctuates heavily,
which results in low link utilization ranging between 5 % and 25 % [12]. Therefore, a
great number of network devices work in idle state in these richly-connected networks.
What’s more, because switches have the fixed overheads such as fans, switching fabric
and line-cards, the energy consumption of switches is not proportional to the traffic
workload, with the idle switch consuming up to 90 % of the peak power consumption
[13]. Thus a large number of idle network devices waste significant amounts of energy.

To save energy consumed by DCN, some energy efficient flow routing approaches
are proposed [14, 15]. The general idea is to consolidate the network flows into a subset
of switches, and let the idle switches go into sleep mode for energy saving. The above
methods may work well for application-limited flows, but they are not suitable for
network-limited flows which require huge bandwidth to finish traffic transmission
within deadline [7]. As we know, when selecting path, it’s important to meet the flow’s
deadline, otherwise the transmission of the flow is useless [16]. However, all the above
problems will bring a huge challenge for routing the network-limited flows. On one
hand, many switches are expected to provide enough bandwidth for network-limited
flows. On the other hand, many switches may lead to much energy consumption.
Therefore, it’s necessary to design an energy-efficient routing algorithm for the
network-limited flows.

In this paper, we design a two-phase energy-efficient routing algorithm for
network-limited flows in the data center. In the first phase, we allocate an energy-
efficient path and expected bandwidth to each flow, and the expected bandwidth just
satisfies the deadline of each flow. Besides, the flow can share links with others for
energy saving. In the second phase, we allocate the available bandwidth of bottleneck
links along with its expected bandwidth to flow, which maximizes the link utilization
and reduces the completion time of network-limited flows at the same time. As we
know, it’s the first time to maximize the link utilization by adjusting bandwidth
assigned to network-limited flows.

The rest of this paper is organized as follows. Section 2 discusses the related work.
Section 3 formulates the path selection problem as a 0-1 integer programming problem.
Section 4 introduces the two-phase flow routing algorithm. Section 5 evaluates the
performance of our proposed algorithm and Sect. 6 concludes this paper.
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2 Related Work

Most of flows are TCP packets in the data center, and TCP’s performance is signifi-
cantly reduced when packets need reordering, therefore, only one path is assigned to
each flow to make its packets all take the same path [17]. Equal cost multi-path
(ECMP), a traditional flow routing algorithm, is often used to forward packets in the
data center network [17, 18]. However, this algorithm focuses on load balance rather
than flow consolidation, wasting energy.

To consolidate flows into a subset of switches, in [19], Wang et al. propose a
correlation-aware power optimization algorithm based on the discovery that the
bandwidth demands of different flows do not peak at the same time. This algorithm
greedily consolidates as many weak-correlation flows as possible into one path and
further adjusts the data rate of each link to fully utilize the link and save energy.
However, this algorithm is not suitable for data-intensive data centers which have
highly correlated flows.

To maximize the energy saving in the data center, virtual machine (VM) placement
and network flow routing are jointly considered in [20]. In particular, it uses depth-fast
search to quickly traverse between different switch layers and best-fit criterion to
consolidate flows. The bandwidth each flow occupies is its required bandwidth which
can be obtained from the flow’s information. Besides, flows can share the link band-
width with all occupied bandwidth less than the link capacity, which is very likely to
result in low link utilization.

Fairly sharing routing approach is proposed in both [7, 14] to improve the link
utilization. In [7], Li et al. design a greedy approximate algorithm (named Willow) to
schedule flows in an online manner. In [14], Heller et al. present a power-efficient
manager namely elastic tree, by dynamically adjusting the set of active network
elements-links and switches to satisfy changing data center traffic loads. The power
manager also considers the tradeoff between energy efficiency, performance and robust.
However, both in [7, 14], the flows get their bandwidth by fairly sharing the bandwidth of
the bottleneck links, which obtains full utilization of the bottleneck links. However, this
approach results in low utilization of some non-bottleneck links, wasting energy on them.

To further improve the utilization of more links, a new solution to energy-aware
flow routing is explored in [8], in which flows always exclusively utilize the bandwidth
of links in its routing path. Simulation results show that this approach is more energy
efficient than regular fair-sharing routing approach in both Fat-Tree and BCube net-
works. The key is that exclusive occupation of link resources usually brings higher link
utilization in high-radix data center networks. However, this flow routing method is not
suitable for flows which may often compete with others for bandwidth to finish flow
transmission within deadline.

In this paper, we design a two-phase energy-efficient flow routing algorithm. In our
algorithm, flows can share links with others to make more network-limited flows finish
traffic transmission within deadline. To save energy, flows are consolidated to as few
switches as possible. Besides, link utilization is improved as much as possible by allo-
cating the available bandwidth of the bottleneck links along with expected bandwidth
to flows.
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3 Problem Formulation

3.1 Energy Consumption Model

The switch in data center network has two states: idle and active. The idle switch
consumes up to 90 % of the peak power consumption, so the idle switch is often put
into sleep mode or powered off for energy saving. The power consumption of an active
switch is composed of two parts: the fixed part (including chassis, switch fabric, etc.)
and dynamic part (including ports in the switch). The fixed part is a constant when the
switch is on, while the dynamic part is proportional to the number of active ports. The
idle port can also be put into sleep mode to save energy. In this paper, the power
consumption of an idle switch and an idle port is assumed to be 0. In particular, only
when one switch is on, can the ports in it be on.

The energy consumption of communication links is ignored in this paper.
According to [8], we use Eq. (1) to denote the energy consumed by the data center
network.

E ¼
XM

i¼1

ri � Pi � ti þ
XMi0

i0¼1

qi;i0 � Qi;i0 �t0i;j0
 !

ð1Þ

Where the two elements in the bracket denote the fixed and dynamic part of energy
consumption in switch i, respectively. We assume that there are M switches in the
network and M0

i ports in switch i. Pi is the fixed power consumption in switch i, and
Qi;i0 is the power consumption by port i0 in switch i. Here, both ri and qi;i0 are 0-1
variables. ri is 1 if switch i is active; 0, otherwise. qi;i0 is 1 if port i0 in switch i is active;
0, otherwise. In particular, only when ri is 1, can qi;i0 be 1. Otherwise, qi;i0 is always 0.
ti denotes the working time of switch i, and t0i;i0 denotes the working time of port i0 in
switch i. Switch i must keep active if any port in it is active, therefore, ti is the
maximum value of t0i;i0.

Since many data center networks employ homogenous switches, Pi, Qi;i0 and M0
i are

same for all switches. We use P0, Q0 to stand for the fixed power consumption of any
switch and power consumption of any port in the switch, respectively. M0 is used to
stand for the number of ports in each switch. Therefore, Eq. (1) can be further sim-
plified as

E ¼
XM

i¼1

ri � P0 � ti þQ0 �
XM0

i0¼1

qi;i0 � t0i;j0
 !

ð2Þ

3.2 Problem Description

Figure 1 is the architecture of a partial 4-ary Fat-Tree. There are two main elements
named switch and server in the data center. According to functionality, switches are
classified to three kinds: core switch, aggregation switch and edge switch. Core switches
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are at the root of the tree, and the aggregation switches are responsible for routing, and
the edge switches hold the pool of servers. For simplicity, it is assumed that all switches
are same and the bandwidth capacity of all links in the topology is same.

In a k-ary Fat-Tree DCN, there are k pods, each of which has k/2 aggregation
switches and k/2 edge switches. In a pod, each k-port edge switch is directly connected
to k/2 servers and k/2 aggregation switches. Besides, each k-port aggregation switch is
directly connected to k/2 edge switches and k/2 core switches. Obviously, the DCN has
k2=4 core switches and can hold k3=4 servers. From Fig. 1, it is observed that between
any given source and destination server pair connected to different pods, there are k2=4
equal-cost paths, each corresponding to a core switch.

Although the link capacity is high in modern network, for network-limited flows
with deadline demand, it’s unavoidable to share and compete for the same resources,
such as bandwidth. Our goal is to design a feasible routing algorithm for
network-limited flows to save energy consumption of the data center network.

There are M switches and N servers in the data center network. si is the ith i 2
1; 2. . .Mf g switch, and hj is the jthj 2 1; 2. . .Nf g server. l x; yð Þ is the link connecting

two elements, such as a switch and a server or two switches. C is the link bandwidth
capacity, which is a constant in the Fat-Tree DCN. As mentioned above, ri denotes
whether si is active, and qi;i0 denotes whether the port i0 in switch si is active.

There are K network-limited flows in the data center network, where fk is the
kthk 2 1; 2. . .Kf g flow. fk is defined as following: fk ¼ srck; desk; zk; dkð Þ, which
denotes the source server, the destination server, the traffic size and the deadline,
respectively. Assume that the traffic size and deadline of flow fk is obtained when the
flow arrives. P is the set of paths in the DCN. ep;k denotes whether path p is assigned to
flow fk, where p 2 P. dp; l x;yð Þ denotes whether path p includes link l x; yð Þ. srck and desk
are connected to their dedicated edge switches, respectively, so the link connecting the

s5 s6 s7 s8

s9 s10 s11 s12

core

aggregation

edge 

s1 s2 s3 s4

 h1  h2 h3 h4

Pod0 Pod1

1 GE link L3 swtich server

  h5  h6 h7 h8

server

Fig. 1. A partial Fat-Tree network architecture
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servers and their edge switches are certainly in the assigned path. Therefore, we pay
more attention to dp;l i;ið Þ, where l i; i�ð Þ is the link connecting two different switches,
i� 2 1; 2. . .Mf g and i� 6¼ i. bk is the expected bandwidth by flow fk to finish traffic
transmission within deadline. b0k is the final bandwidth allocated to flow fk .

To save energy consumption in the DCN, multiple network-limited flows may
share the same link bandwidth. Make sure that the bandwidth occupied by flows in the
same link is no more than the link capacity.

With the above notations(summarized in Table 1), the optimization problem is
formulated as the following 0-1 integer programming problem.

Min
XM

i¼1

ri � P0 � ti þQ0 �
XM0

i0¼1

qi;i0 � t0i;j0
 !

ð3Þ

Table 1. Symbols and their meanings in problem formulation

Symbol Meaning

P the set of paths in the data center network
P0 the fixed power consumption of each switch
Q0 the power consumption of a port in each switch
C the bandwidth capacity of each link
M the number of switches in the data center network
M0 the number of ports in each switch
N the number of servers in the data center network
K the number of flows in the data center network
si the ith switch in the data center network
hj the jth server in the data center network
ti the working time of switch i
t0i;i0 the working time of port i0 in switch i

fk the kth flow
srck the source server of flow fk
desk the destination server of flow fk
zk the traffic size of flow fk
dk the deadline of flow fk
bk the bandwidth expected by flow fk
b0k the bandwidth allocated to flow fk
l x; yð Þ the link between a switch and a server or two switches
l i; i�ð Þ the link between switch i and switch i�
ri decision variable: 1 if switch i is active, 0 otherwise
qi;i0 decision variable: 1 if port i

0
in switch i is active, 0 otherwise

ep;k decision variable: 1 if path p is assigned to flow fk , 0 otherwise
dp;l i;ið Þ the relationship between path p and link l i; i�ð Þ: 1 if path p includes link l i; i�ð Þ, 0

otherwise
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s:t:8k;
X

p2P
e p; kð Þ ¼ 1 ð4Þ

8i; k; ri ¼ ep;k � dp;l i;ið Þ ð5Þ

8i ; k; ri ¼ ep;k � dp;l i;ið Þ ð6Þ

8k; bk ¼ zk
dk

ð7Þ

8k; b0k � bk ð8Þ

8l i; ið Þ;
XK

k¼1

X

p2P
ep;k � dp;l i;ið Þ � bk �C ð9Þ

Equation (3) is the objective function to minimize the energy consumption of the
data center network. Constraint (4) ensures that just one path is assigned to each flow,
because TCP’s performance is significantly reduced when packets need reordering.
Thus all packets of each flow take the same path. Equations (5) and (6) ensures that the
switch is active when there is flow passing it. Equation (7) is the bandwidth expected
by each flow, which just satisfies the flow’s deadline. Constraint (8) ensures that the
final bandwidth assigned to each flow is more than its expected bandwidth to satisfy the
flow’s deadline. Constrains (9) satisfies that the total bandwidth assigned to flows
sharing the same link cannot exceed its link capacity.

As above, there are k2=4 different paths for each flow whose source and destination
servers are connected to edge switches in different pods. Since the formulation covers
all possible flow routing solutions, the solution space is very large when the network
becomes large and the output solution is considered to be optimal on energy con-
sumption. Therefore, it’s a 0-1 integer programming problem and NP-hard problem.

4 Flow Routing Algorithm

To find the optimal allocation solution and improve the link utilization, we propose a
two-phase energy-efficient routing algorithm, as shown in Algorithm 1. We find path
for flows one by one. In phase 1, allocate one path and expected bandwidth to each
flow. To save energy, the selected path is the one with the least number of increased
switches and the least energy increment. In phase 2, adjust bandwidth allocated to each
flow, that is, the available bandwidth of bottleneck links along with its expected
bandwidth is allocated to flows, to improve the link utilization.

In phase 1, first, sort all flows in descending order of their expected bandwidth, to
route flows with the larger expected bandwidths first (line 1). Next, select paths sat-
isfying the flow’s expected bandwidth from all its available paths (line 3–4). There will
be two cases for P0

k: empty or not. If P0
k is empty, that is, none path satisfies flow fk, it

will be suspended, not transmitting traffic (line 5–7). Otherwise, we select paths with
the least number of increased switches (line 9–12). Then, assign path with the least
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incremental energy pk to flow fk, and update the decision variable ep;k as 1 (line 13–14).
Finally, update the available bandwidth of links in path pk, that is, subtract the expected
bandwidth of flow fk (line 15–16).
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In phase 2, first, sort all flows in descending order of their deadlines, to adjust
bandwidth for flows with longer deadline first and let them finish transmission more
quickly (line 20). Second, calculate the available bandwidth of the bottleneck link in
path pk. If it is 0, jump to the next flow; else, allocate the available bandwidth along
with the expected bandwidth to flow fk, and update the available bandwidth of all links
in pk (line 21–28).

5 Simulation

In this section, we carry out simulations to evaluate the effectiveness of our proposed
algorithm by comparing with ECMP. Simulation results illustrate that our proposed
algorithm has advantages in saving the data center network energy consumption,
improving the link average utilization and reducing active switch ratio.

5.1 Simulation Setup

Network topology. Fat-tree is a popular advanced network architecture, and it is chosen
as the data center network topology in our simulations. The bandwidth capacity of each
link is 1 Gbps. We simulate the impact of data center size on the network energy
consumption by using switches with 4-port, 8-port, 12-port, 16-port and 20-port,
respectively. Hence, the number of servers supported by the data center is 16, 128, 432,
1024 and 2000, respectively. For each network, it is assumed that there are half of
servers having traffic flows to transmit. Every server pair has a flow, the number of
flows in the simulation is as shown in Table 2. Without loss of generality, servers
having flows are randomly selected.

Traffic flows. The flows used in our simulations follow an exponential distribution with
the expected size of 64 MB, which is the typical size in distributed system in data
centers [21]. Besides, the source and destination servers of each flow are chosen
randomly. In particular, we remove the source and destination servers connected by the
same edge switch, because the energy-efficient path is undoubtedly the one which
passes the connected edge switch. The number of flows in the data center is half of
servers having flows. Besides, we assume the completion time of each flow is pro-
portional to its traffic size. The deadlines of flows are satisfied by allocated expected
bandwidth to flows.

Power parameters. In simulation, we use the power parameter of Cisco Nexus 2224TP
switch, whose fixed power consumption is 24 W and the power consumption of each
port is 2 W [22]. The idle switch or port is assumed to enter sleeping immediately, that
is, the transmission time between active state and sleeping state is ignored. The energy
consumption of the data center network is calculated according to Eq. (2).

Table 2. Flow set used in our simulation

Number of switch ports in Fat-Tree 4 8 12 16 20
Number of flows in Fat-Tree 4 32 108 256 500
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5.2 Simulation Results

We simulate the impact of different network topology on the total energy consumption,
the link average utilization and the active switch ratio of our proposed algorithm and
ECMP algorithm. The active switch ratio is the ratio of active switches to all switches
in the data center network. The flow set in our simulation is shown in Table 2. The
simulation results are shown in Figs. 2, 3 and 4, respectively.

Figure 2 shows that the energy consumption of the data center in both algorithms
increases quickly in larger networks, because more switches will become active to
support more flows. Compared to ECMP algorithm, our proposed algorithm achieves
about 30 % less energy consumption, because ECMP tends to use all switches all the
time to balance the core switches’ traffic, while our algorithm tries its best to save
energy in two aspects. On one hand, it tries to consolidate flows into minimum number
of switches to save energy. On the other hand, it reduces the running time of switches
and ports as much as possible by assigning more bandwidth to flows, to reduce the
completion time of flow.

Figure 3 shows that the average link utilization in each algorithm increases slowly
as the data center become larger. In particular, the link utilization in ECMP algorithm is
always below 50 %, while our proposed algorithm is greater than 70 %. Thus our
proposed algorithm is about 70 % higher link average utilization than that of ECMP
algorithm. Because our proposed algorithm assigns additional bandwidth to the flow as
long as the bottleneck links in the selected path have available bandwidth, to make full
use of the bottleneck links’ bandwidth and maximize the non-bottleneck links’
utilization as much as possible.
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Fig. 2. The total energy consumption in the data enter of our proposed algorithm and ECMP
algorithm
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Figure 4 shows the active switch ratio in two algorithms, that is, the ratio of active
switches to all switches in the data center network. It is observed that the active switch
ratio in ECMP algorithm increases quickly as the data center becomes larger, while our
proposed algorithm increase less than 10 % in total. Furthermore, the number of active
switches in our algorithm is about 30 % less than that of ECMP algorithm. Because our
proposed algorithm selects paths having the least number of increased switches for
each flow and then selects the path with the least incremental energy consumption,
while ECMP algorithm ignores the number of switches increased by the selected path.
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Fig. 3. The average link utilization in data center of our proposed algorithm and ECMP
algorithm
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Fig. 4. The active switch ratio in data center of our proposed algorithm and ECMP algorithm
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6 Conclusion

The data center network has become an important part of energy consumption in the
data center. In this paper, we design a two-phase energy-efficient flow routing algo-
rithm to optimize energy consumption in the data center network. We first allocate an
energy-efficient path and expected bandwidth to the flow, to make the flow finish
transmission within deadline. Then, we adjust bandwidth allocated to the flow by
allocating the available bandwidth of the bottleneck links in the selected path along
with its expected bandwidth to the flow. Finally, we conduct simulations to evaluate the
performance of our scheduling algorithm in energy consumption, link utilization and
active switch ratio, respectively. Simulation results show that our algorithm saves about
30 % network energy, improves more than 70 % average link utilization and reduces
about 30 % active switch ratio compared with ECMP algorithm.
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Abstract. Cloud computing extends the data processing ability and storage
ability of wireless sensor networks (WSNs). However, due to the weak com-
munication ability of WSNs, how to upload the sensed data to the Cloud within
the limited time becomes a bottleneck of sensor-cloud system. To solve this
problem, we propose to use multiple mobile sinks to help with data uploading
from WSNs to Cloud. An efficient algorithm is designed to schedule the mul-
tiple mobile sinks, with several provable properties. We conduct extensive
simulations to evaluate the performance of proposed algorithm. The results
show that our algorithm can upload the data from WSNs to Cloud within the
limited latency and minimize the energy consumption as well.

Keywords: Sensor-cloud � Multiple mobile sinks � Latency � Energy

1 Introduction

Nowadays the WSNs have been widely deployed in various applications including
health monitoring [1], forest fire detection [2], etc. The WSNs in these applications
frequently produce intensive data which need to be collected and processed under
urgent delay constraint. Beyond that, sensors have limited battery, computing ability
and storage ability to support vast data transmission and processing, which often leads
to a short lifetime of networks. Fortunately, cloud computing extends the data pro-
cessing ability and storage ability of WSNs. Moreover, inherited from cloud com-
puting, the performance of WSNs can be enhanced, such as energy consumption,
computing latency, service quality, etc. Therefore, combining WSNs and cloud com-
puting is an inevitable trend and sensor-cloud was born [3, 4].

However, due to the weak communication ability of WSNs [5, 6], how to upload
the sensed data to Cloud within limited latency becomes a bottleneck of sensor-cloud
system. For example, a larger number of dispersed sensors are deployed to continu-
ously monitor the temperature, humidity and gases of forest. If the sensed data are not
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transmitted to managers in time, the best rescue time for putting out fires would be
missed. In [5], Zhang J. et al. proposed a novel variable width tiered structure routing
scheme named variable width tiered structure routing to address delay and reliability of
data collection. On the other hand, with the development of WSNs, mobile elements
have been deployed for data gathering in WSNs in recent work [7, 8]. For one thing,
the network lifetime could be prolonged by balancing the load of each sensor and
avoiding the cost of multiple hops transmission. For another, the energy consumption
of sensors could be reduced since mobile sinks can supplement their energy by
recharging or replacement. However, when mobile sinks are applied to collect sensory
data, a problem that cannot be neglected is the high delivery latency. Due to the limited
velocity of mobile sinks, it usually costs hours to tour a large sensing field, which
cannot meet the requirements of many delay-sensitive applications [9].

In this paper, we propose an efficient scheduling algorithm for gathering data from
WSNs to Cloud with multiple mobile sinks. The multiple sinks move to cooperatively
collect the sensory data in WSNs layer and upload the data to Cloud. When delivery
delay is controlled within limited time, we focus on minimizing the network energy
consumption to prolong the network lifetime. The main contributions of this paper are
listed as follows:

1. We propose the data collection problem form WSNs to Cloud with multiple mobile
sinks, while traditional data collection problem with mobile sensors focus on data
collection from sensors to the sink.

2. We design an efficient algorithm aiming at uploading data from WSNs to Cloud
within a limited time constrain and minimizing energy consumption. The algorithm
is with several provable properties.

3. We conduct experiments to evaluate the performance of the proposed algorithm and
the experimental results validate its effectiveness.

The remainder of this article is organized as follows: Sect. 2 reviews research
related to the work presented herein. Section 3 discusses modeling of our study. The
implementation details for our proposed MMSA algorithm is described in Sect. 4. Then
Sect. 5 presents the analysis of our proposed algorithm. Section 6 shows simulation
results, and the last section concludes our work.

2 Related Work

The proliferation of the implementation for low-cost, low-latency, multiple functional
sensors has made WSNs a prominent data collection paradigm for extracting local
measures of interests. In the traditional WSNs, sensors are generally densely deployed
and randomly scattered over a sensing field and they form into autonomous organi-
zations to collect or relay data to static sink [10, 11]. However, most of sensors send
data to static sink through multiple-hop wireless communication, which highly
increases the energy consumption. Furthermore, the sensors that close to the sink
representatively deplete their energy due to more data transmission quantity. This
phenomenon results in a bad connectivity and coverage of network. Accordingly, to
mitigate these problems, the usage of mobile sinks is proposed in recent research.

Efficient Data Collection in Sensor-Cloud System 131



Tunc C. et al. [12] propose Ring Routing a novel, distributed, energy-efficient mobile
sink routing protocol, suitable for time-sensitive applications, which make use of
mobile sink to provide load-balanced data delivery and achieve uniform-energy con-
sumption across the network. Arquam M. et al. [13] propose a routing algorithm with
sink mobility in hierarchical WSNs to improve network lifetime by eliminating energy
holes. In their proposal, they consider upper and lower bound on delay while opti-
mizing sojourn locations and sojourn time. Hou G. et al. [14] design an efficient path
algorithm VG-AFSA based on Virtual Grids to meet most applications’ requirements
for data latency, which divides nodes into groups with virtual grids to scale down the
space of searching optimal set of visited-nodes. However, these methods are based on
single mobile sink, which are not applicable for the networks with large number of
sensors and stringent time constrain.

In order to address these problems, methods with multiple mobile sinks are
designed, which focuses on the issue of multiple mobile sink scheduling [15–17]. For
example, Yi-Fan Hu et al. [15] design an efficient routing recovery protocol with
endocrine cooperative particle swarm optimization algorithm (ECPSOA) to establish
and optimize the alternative path, which improves the routing protocol robustness and
efficiently. Meanwhile, the method reduces the communication overhead and the
energy consumption. Using multiple mobile sinks to assist in data collection can
increase the network connectivity and reliability, reduce cost, and decrease energy
consumption at individual nodes, which is shown in [18]. To get the maximum benefit
with the minimum cost, it is essential to design a schedule scheme for multiple mobile
sinks to collect data in efficient manner. Wichmann et al. [19] focus on using faster
mobile sinks to reduce the physical collection delay. However, such mobile sinks are
often motion-constrained and require smooth path which cannot fits all kinds of
application. Moreover, current methods merely consider the data collection from
sensors to Cloud and cannot be applied to the sensor-cloud environment.

3 Problem Definition

In this paper, we assume the WSN consists of N sensors, denoted by a set
S ¼ fS1; S2; . . .; SNg. The set K ¼ MS1;MS2; . . .;MSMf g represents M mobile sinks
(MSs). For any Si 2 S, the sensing data rate is C byte/s, the single hop latency is t s and
communication radius is R m. Any MSi 2 K can collect data from sensors and upload
data to Cloud. The throughput from sensors to MS is D byte/s, and the uploading rate
from MS to cloud is Q byte/s. The velocity of MS is denoted by v m/s. We focus on the
problem that multiple mobile sinks cooperate to Collect sensed data from WSNs to
Cloud within a limited latency Tspe (hereafter referred to as CWC problem). The target
is to minimize the network energy consumption while guaranteeing the delivery
latency.

A simple example is illustrated in Fig. 1, where circles and small cars stand for
fixed sensors and mobile sinks, respectively. Figure 1a shows the initial plan of data
collection with two mobile sinks. The route of mobile sink M1 is shown as solid arrows
and the dotted arrows represent the route of mobile sink M2. Both M1 and M2 can
collect the data from sensors and then upload to Cloud. In Fig. 1b, the dark nodes
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represent the sensors that have been visited. When M1 is busy for collecting data of
sensor 2, the M2 has finished its job and becomes free. When there is a sensor 3 waiting
for M1, it leads to a longer collection time. In this situation, M2 can be dispatched to
help M1 collect the data of sensor 3. Obviously, it is essential to design a schedule
algorithm to efficiently collect data from WSNs to Cloud.

We have the following theorem regarding to the complexity of the CWC problem:

Theorem 1: For the CWC problem, designing the optimal method is a NP-hard
problem.

Proof: We prove this theorem by showing a special case of SD-MSS, in which M = 1,
the sensor transmission radius is zero and uploading time is zero. In this case, the CWC
is equivalent to find a shortest path visiting all of the given sensors. Note that in order
to minimize the path length, any optimal solution would not visit the same sensor
twice, otherwise we can make it shorter by using triangular inequality. Therefore
finding an optimal solution of this special case of SD-MSS is equivalent to find an
optimal solution of Hamiltonian path problem (i.e., finding a path to visit all sensors
with the minimum length), which is a well-known NP-hard problem.

3.1 Network Model

We model the WSN as an unoriented-weighted graph G ¼ fVse; Eseg, where Vse ¼ S,
Ese 2 fVse � Vseg is a set of edges, where Ei;j 2 Ese is the edge if the distance di;j
between Si and Sj is small than R. Then we transform the G to a Minimum Cost
Spanning Tree MST ¼ fTnode; Tedgeg, where Tnode ¼ Vse and Tedge�Ese. The mobile
sink will be controlled to visit portion of sensors called Polling Point (PP), denoted by
PP�SjP1;P2; . . .;Pkf g.

Fig. 1. An example of data collection from WSNs to Cloud with multiple mobile sinks
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3.2 Delay Model

With multiple mobile sinks synchronously working, the network delivery delay can be
estimated as follow:

Tnet ¼ Max TMS1 ; TMS2 ; . . .; TMSMf g ð1Þ

where TMSi is the delivery time of MSi. Each TMSi consists of four parts formulated as
follows: transmission time Tt:

Tt ¼
Ps

j¼1 C

D
ð2Þ

uploading time Td:

Td ¼
Ps

j¼1 C

Q
ð3Þ

Multi-hops delay Th:

Th ¼
Xs

j¼1
hj � t ð4Þ

and MSi travel time Tm:

Tm ¼ Ltsp
V

ð5Þ

Where s is the number of sensors assigned to MSi. The variable hj is the amount of
hops from sensor Sj to MSi and Ltsp is the routing length MSi traveled. We assume
MSi 2 K can upload data to Cloud at any time. Therefore, the TMSi can be calculated as
formula (6):

TMSi ¼
Ps

j¼1 C

D
þ

Xs

j¼1
hj � tþMax

Ltsp
V

;

Ps
j¼1 C

Q

� �
ð6Þ

Based on formula (6), we can conclude that hj, Ltsp and the amount of sensors
assigned to MSi are the main factors affecting TMSi , which motivates us to design the
algorithm in next section.

4 Multiple MS Scheduling Algorithm (MMSA)

4.1 Overview of the Algorithm

The MMSA consists of three stages: first, dividing the coverage area into M Sectors
and generating the Minimum Cost spanning Tree MST (MS-MST); second, selecting

134 Y. Li et al.



the polling points (PPs) in each sectors (S-PPA); last, based on the limited latency Tspe,
designing the Schedule Scheme (SSA).

Figure 2 shows the main process of MMSA. The gray rectangle represents the
coverage area of sensors, and the black circle is the circumscribed circle of rectangle in
Fig. 2a. We divide the circle into M sectors equally with degree 2p

M such as M1, M2 and
M3. A minimum cost spanning tree (MST) is generated in each sector to provide
delivery routes. Second, parts of sensors are selected as PPs like the star nodes in the
Fig. 2b. The MS can gather the whole sensory data via dotted lines among the star
nodes, and the remaining sensors send data to MS when MS stays at star nodes.
However, due to the limited speed of MS, the delivery time may become larger than the
limited latency Tspe. So we have to reduce delivery time by decreasing displacement
distance of MS. Our method is to change part of PPs to the general sensors so that MS
can visit less PPs to save moving time. Until there is only one PP in each sector, MS
stays at a fixed sensor and serves as a static sink. As shown in Fig. 2c, the black nodes
are sensors that parts of them deliver data to MS directly like the solid arrows and the
remaining sensors send their data to MS through multiple hops transmission.

4.2 MS-MST: Partition and Generating MST

This stage is the first part of MMSA. It can be divided into two steps. First, the
circumscribed circle of coverage area is equally divided into M sectors with central
angle 2p

M . Second, the sensors in each sector constitute M weighted graphs

fGMSiðVseci ;EseciÞji ¼ 1; 2; . . .;Mg, where Vse ¼
PM
i¼1

Vseci . Besides, the weight of edge

can be calculated by formula Ei;j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSi:x� Sj:xÞ2 þðSi:y� Sj:yÞ22

q
, where Si:x , Si:y

represent the abscissa and ordinate of sensor, respectively. If the edge Ei;j is larger than
radius R, the weight of this edge would be set as infinity. Then based on the sub graph
GMSiði ¼ 1; 2; . . .;MÞ in each sector, we generate M minimum cost spanning trees by
Prim algorithm, denoted as Msti Vti;Etið Þji ¼ 1; 2; . . .;Mf g. According to the properties
of MST, when delivery time of each mobile sink TMSi is smaller than the limited latency
Tspe, the communication cost of network is the minimum.

Fig. 2. The basic idea of MMSA algorithm
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4.3 S-PPA: Selecting Polling Points in Each Sector

This stage focuses on the selection of polling points. A basic principle can be described
as follow. When Sj is within the transmission range of Si, MS can stay at Si to collect
data of Si and Sj. Consequently, MS can visit polling points to complete data collection.
A reasonable selection of PP can reduce the trajectory length of MS. It inspires us to
design a trajectory to visit less PP but access to all sensors. In the MS-MST we
proposed, the sensors that construct a MST can be classified into three types: root node,
potential PP node, leaf node. Root node is the start point of MS. Potential PP node is
kind of sensors that connected with more than one sensor directly. Leaf node is the
sensor connected with only one sensor. Figure 3a gives a physical storage structure of
MST called children linked list, which shows a clear relationship of sensors in MST.

Fig. 3. (a) The physical structure of MST (b) The logic structure of MST
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S4 is the root node. S6, S0, S2 are the potential PP nodes. S1, S3, S5, S7, S8, S9 are the leaf
nodes.

It’s easy known that MS can through visiting S6, S2, S0 and S4 to gather the whole
sector sensed data. Then we set S6, S2, S0, and S4 as PPs like the gray nodes in Fig. 3b.
On one hand, the trajectory of MS can be optimized by TSP algorithm. On the other
hand, when MS stays at PP, the leaf nodes deliver data to MS through single hop to
realize the energy consumption minimum.

4.4 SSA: Multiple-MS Scheduling Algorithm

From the above stages, we have designed an initial trajectory of MS in each sector. As
we known, employing mobile sinks in WSNs can balance the load of sensors to
prolong network lifetime. However, due to limited speed of MS, this method always
has a high latency for data collection. In this stage, we make a multiple mobile sinks
schedule scheme to ensure the delivery time TMSi � Tspe and minimize energy con-
sumption of network. In the initial phase, all sensors deliver data through single hop
like white nodes in Fig. 4a.The gray nodes are PPs. Then we calculate collection time
TMSi by formula (6). If TMSi is greater than Tspe, the algorithm would execute the
schedule strategy. As shown in Fig. 4a, the orders of dotted arrows represent the order
that PP becomes general sensor until just one PP is left. The strategy can be concluded
that the PP who has less child nodes becomes general sensor node earlier.
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5 Analyses

Assuming that sensor coverage area is a rectangle (L×H) and the number of MSs is
M. The following properties of MMSA algorithm have been proved.

Property 1: The trajectory length of each MS Ltsp is smaller than ð1þ p
MÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L2 þH2
p

.

Proof: The sensor coverage area is a rectangle L*H and its circumscribed circle is

shown in Fig. 5. The circle radius is R ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
L2 þH2

p
2 . Then the circle is divided into

M sectors equally and the central angle of each sector is h ¼ 2p
M . The arc of each sector

is s ¼ h � R. The maximum path of MS is DistL ¼ 2 � Rþ s. Consequently,
Ltsp �ð1þ p

MÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 þH2

p
.

Property 2: The time complexity of MMSA in the worst case is O(n3), where n is the
number of sensors.

Fig. 4. The schedule of multiple mobile sinks
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Proof: The MMSA can be divided into three stages. In the first stage, the coverage
area is divided into M sectors and time complexity of this stage is O(1). In the second
stage, MST is generated by Prim algorithm in M sectors and the complexity of each
sector is O(n2), denoted by M*O(n2). When M is equal to n, the complexity is O(n3). In
the last stage, the complexity of nearest neighbor heuristics TSP is O(n2). Conse-
quently, the time complexity of MMSA in the worst case is O(n3).

Property 3: For the general value of Tspe, the delivery time Tnet is smaller than Tspe.
For the extreme value of Tspe, the delivery time Tnet is minimized.

Proof: Assume sensors S ¼ fl1 [ l2 [ . . . [ lMg, where lið1� i�MÞ represents
the set of sensors in sector di. Each #i 2 li is a set of the polling points and ci ¼
li � #i is set of left sensors in di which send sensory data to MS through hops. Based
on the delay model in formula (6), the situation can be analyzed as follow in Fig. 4a.

Where ci � C ¼ Ps
j¼1

C; hj ¼ 1ðj ¼ 1; 2; . . .;NÞ and Ltsp is the total distance to visit all

PPs in #i, and we assume that MS can upload data to Cloud when MS is moving.
Therefore, the delivery time of MS can be shown as formula (7).

TMSi ¼
ci � C
D

þ ci � tþMax
Ltsp
V

;
ci � C
Q

� �
ð7Þ

However, in this occasion, due to the limited speed of MS, the move time may
occupy integral part of delivery time. Consequently, removing the sensors in #i and
adding it to ci can reduce length of route that MS has to travel until TMSi � T . Fur-
thermore, with the decreasing of #i and the increasing of ci, each MS stays at fixed
sensor like the static sink and another sensors in ci send data to MS through multiple
hop such as Fig. 4b, Ltsp ¼ 0: Therefore, in the general value of limited Tspe, the
network delivery time Max TMS1 ; TMS2 ; . . .; TMSMf g can meet the requirement. Even
though the value of delay requirement is extreme small, our proposed algorithm can
minimize the delivery time. It can be concluded in math description as follows, where
Tideal represents the ideal delivery time of network.

Fig. 5. M sectors in circumscribed circle of coverage area
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(1) If Tspe � Tideal;
ci�C
D þ ci � tþMaxðLtsp

V ; ci�CQ Þ
hj ¼ 1

(
� Tspe

(2) If Tspe 	 Tideal;

ci�C
D þ ci � tþMax Ltsp

V ; ci�CQ
� �

hj ¼ 1

(
� Tspe && Tspe �

ci�C
D þ ci�C

Q þ Pci
j¼1 hj � t

c1 ¼ c2 ¼ . . . ¼ cM

(

(3) If Tspe � Tideal;
ci�C
D þ ci�C

Q þ Pci
j¼1 hj � t

c1 ¼ c2 ¼ . . . ¼ cM

�
	 Tideal

6 Evaluations

6.1 Experimental Environment Setting

We consider a wireless sensor network consisting of 100 sensors deployed in a 100 m
× 100 m rectangle region. The data generating rate of each sensor is 5 byte/s. The
transmission range of each sensor is 30 m and its initial energy capacity is 30 J. Energy
consuming rate of sensor node of transmitting is 6×10−7 (J/bit) and receiving is 3×10−7

(J/bit). The speed of the mobile sink is 3 m/s. The data uploading rate from the mobile
sink to Cloud is 5 byte/s. In the general case, there are 5 mobile sinks deployed in the
WSNs.

To evaluate the effectiveness of proposed algorithm, we also implement two
existing algorithms, EMMS [20] and SG-MIP [21] as benchmarks. The delivery delay
Tms is the max delivery time among all mobile sinks. The energy consumption rep-
resents the max energy consumption among all sensors. The energy consumption of
each sensor is calculated based on the energy model in [22].

6.2 Performance Test

Figure 6 demonstrates the delivery delay and energy consumption under the scenarios
with different number of sensors. As shown in Fig. 6a, when the number of sensor
increases from 100 to 500, the delivery delay shows a rising trend. Due to the stringent
deadline, when Tspe is smaller than 400 s, the delay requirement cannot be guaranteed.
As the Tspe increases, our algorithm performs well on different number of sensors,
which fitly proofs the third property of MSSA. Figure 6b shows the energy con-
sumption for data collection. No matter the value of latency requirement is, as the
number of sensors increases, the energy consumption decreases gradually since more
sensors can deliver data to MS through the less hops. Moreover, the lower value of
latency requirement is, the higher energy consumption is. This is because the number
of PPs will be cut down to shorten the travel time of MS, which means more sensors
will deliver data via multiple hops.
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We now evaluate the algorithms on delay. As shown in Fig. 7a, with the increase of
the number of sensors, our proposed algorithm MMSA achieves the best performance
among these three algorithms. Specifically, the delay achieved by SG-MIP is about
twice than that of out algorithm. When the number of sensors is 250, the delay gen-
erated by EMMS is extreme high. In Fig. 7b, when the number of MSs increases, all
algorithms perform better, but MMSA performs the best.

We now evaluate the effectiveness of algorithm on energy consumption and net-
work lifetime. In Fig. 8a, the energy consumption achieved by EMMS stays steady due
to single hop transmission of all the sensors. Beyond that, the energy consumption in
MMSA and SG-MIP decrease when the number of MS is added, and MMSA realize
the lower energy consumption. Figure 8b shows the trend of network lifetime with the
variance of number of MS. As more MSs are employed in WSNs, the lifetime becomes
longer. This is because sensors have more opportunities to communicate with MS
directly. In contrast, the lifetime achieved by SG-MIP is shorter than our algorithm.

From the above figures, we can conclude that the MMSA we proposed performs
well on uploading the data from WSNs to Cloud within the limited latency, meanwhile,
the energy consumption is reduced as well.

Fig. 6. (a) Number of sensors vs. delay (b) Number of sensor vs. energy consumption

Fig. 7. (a) Number of sensor vs. delay (b) Number of MSs vs. delay
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7 Conclusion

Due to the weak communication ability of WSNs, how to upload the sensed data to the
Cloud within the limited time becomes a bottleneck of sensor-cloud system. In this
paper, we have studied the data collection problem from WSNs to Cloud with multiple
mobile sinks and formulated it as a constrained optimization problem. We designed
MMSA algorithm for the problem with several provable properties. The performance
of the proposed method is validated through simulations. Simulation results demon-
strate that the proposed algorithm can reduce the delivery delay and energy con-
sumption significantly.
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Abstract. Facing massive services with different non-functional properties,
obtaining the optimal composite service consumes considerable time. In order to
reduce the search space and shorten the time of looking for the approximately
optimal composite service, several methods based on skyline have been raised.
However, these methods mainly focus on Quality of Service (QoS), which
cannot describe non-functional properties adequately. Thus, service contracts
are widely researched to make up for the deficiencies of QoS. Therefore, how to
define the skyline services based on QoS and service contracts is becoming a
critical challenge. To attach this issue, this paper proposes contract-oriented
skyline services, including non-personalized skyline services and personalized
skyline services. In addition, we discuss the natures of personalized skyline
services. Besides, to deal with excessive skyline services, a method based on
hierarchical clustering is presented, which contributes to the algorithm for
contract-oriented service composition. Eventually, the verification experiments
have been conducted, which illustrate the effectiveness of our methods.

Keywords: Service contract � Customer expectations � Service composition �
Skyline services � Quality of service

1 Introduction

Nowadays customers’ demands become so diversified and personalized that single
service cannot meet the needs of customers. As a result, a mass of coarse-grained
composite services are generated by mashup technology in both business and IT levels.
How to acquire an optimal composite service that maximizes the overall utility value
and satisfies global constraints has been a critical issue. Therefore, massive researchers
have concerned service composition problems and achieved good results.

Zeng et al. [1, 2] focus on dynamic and quality-driven selection of services. Global
planning is used to find the optimal service components for the composition. They
adopt the mixed linear programming techniques to find the optimal selection of
component services, which can meet the customers’ needs in theory. And using linear
programming to solve the global optimization problem has become a classic method of
service composition. Similar to this approach, in [3], the authors extend the linear
programming model to contain local constraints. Linear programming methods are
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quite effective for small-scale problem, but have poor scalability due to the exponential
time complexity of the applied search algorithms [4].

However, facing an increasing number of services with the same functional and
different non-functional properties in the market, it is time-consuming to achieve the
optimal service composition, based on the number of subtasks comprising the service
process and the number of alternative services for each subtask [5]. Here, integer
programming algorithm cannot be adaptive. To acquire an appropriate composite
service effectively and quickly, heuristic algorithms have been widely used to effi-
ciently find an approximately optimal solution [6], including the Genetic Algorithm [7],
the artificial bee colony algorithm [8], etc. Besides, several researchers observe that
those services that belong to the skyline [9] have more contributions to the service
composition. Therefore, in order to reduce the search space, the service selection
method based on skyline has been raised. And several efficient algorithms have been
proposed for skyline computation [10]. However, because of the distributions of QoS,
the scale of skyline services may still be large. The literature [5] presents a method for
further reducing the search space by examining only subsets of the candidate services.

Nevertheless, most researches pay more attentions to the optimization of service
composition based on QoS(Quality of Service) [11] which cannot adequately describe
the personalized customer’s demand as well as the characteristics of the service offered
by the broker. Therefore, service contracts have been introduced to make up for the
deficiencies of QoS in [12], where we have built novel formal models for atomic and
composite service contract. Based on the previous work, in this paper, we define the
contract-oriented skyline service model and propose a new method to resolve the
excessive skyline services. Besides, a novel algorithm to solve the contract-oriented
service composition problem efficiently has been presented. Eventually, several
experiments have been conducted, which illustrate the effectiveness of our methods.

The main contributions of this paper can be summarized as follow:

• We define two types of contract-oriented skyline services for service composition,
including non-personalized skyline services and personalized skyline services.

• We discuss the natures of these two types of contract-oriented skyline services.
• We use a method based on hierarchical clustering to address the problem that arises

when the amount of skyline services is quite large.
• We propose a novel algorithm to solve the contract-oriented service composition.

The remainder of the paper is organized as follows. Section 2 presents the
contract-based service composition. Section 3 introduces contract-oriented skyline
services and its natures. Section 4 describes the representative contract-oriented skyline
services. Section 5 discusses the verification experiments. Finally, Sects. 6 offers some
concluding remarks and overviews the future work.

2 Contract-Based Service Composition

2.1 Service Contract

In our previous work [12], we extend QoS by introducing the service contract, which
contains three types of terms, including (1) numeric terms (i.e., traditional qos,
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e.g., response time, reliability, price), (2) non-numeric enumeration type terms (e.g.,
payment method, service coverage, information offering method), (3) non-numeric 0-1
type terms (e.g., certification, payment security). We employ the vector Vs = {v1(s),…,
vk(s), …, vr(s)} to represent the values of the contract terms of service s, which are
published by the service provider or the broker.

The global contract term values of a composite service are determined by the
corresponding contract term values of its component services and the composition
structures (e.g., sequence, parallel and selective structures). The service contract com-
position is performed by applying composition rules [12] on comparable contractual
terms available in the compatible contracts. The values vector of contract terms of a
composite service CS = {s1,…,si,…,sn} is defined as VCS = {v1(CS), …, vk(CS), …,
vr(CS)}, 1 ≤ k≤r, in which vk(CS) is the aggregated value of the k-th contract term termk

(CS) and vk(CS) can be computed by aggregating the corresponding values of the
component services using composition rules.

2.2 Customer Expectations and Utility Function of Composite Service

We assume that the customer proposes one or more constraints on the aggregated
values of contract terms of the requested composite service. These constraints are
regarded as global expectations of contract terms, which are denoted by a vector
E = {E1,…,Ek,…, Er}, 1 ≤ k≤r, Ek represents the expectation of the k-th global contract
term.

Given an abstract service process SP = {A1,. .., Ai, …, An} constituted of n activ-
ities and a set of directed flows between activities and a vector of one customer’s global
expectations E = {E1,…, Ek,…, Er}, a feasible solution for service composition
expressed as CS = {s1,…,si,…,sn} consists of exactly one service selected from the
corresponding candidate service set of each activity in the SP, and its aggregated values
of contract terms satisfy the customer expectations of contract, i.e., vk(CS) is not worse
than Ek, 8k2[1, r].

For a given composite service CS = {s1,…,si,…,sn}, we can get its composite
contract. We use the degree of the composite contract satisfying customer’s expecta-
tions to measure the utility of CS. The larger the degree, the higher the utility of CS, in
other words, the CS with higher utility is better. The utility computation of CS needs to
scale the aggregated contract attributes’ values to define a uniform measurement of the
multi-dimensional service qualities, which is independent of their units and ranges.

Different contract terms correspond to different scaling criterions. For numeric
contract terms, the value of each term is unified into a value belonging [0, 1]. For
negative numeric terms (e.g., Price, Time), values are scaled according to formula (1).
For positive numeric terms (e.g., Reliability), values are unified based on formula (2).

V
0
kðCSÞ ¼

vmax
k ðCSÞ�vkðCSÞ

vmax
k ðCSÞ�vmin

k ðCSÞ ; vmax
k ðCSÞ 6¼ vmin

k ðCSÞ

1; vmax
k ðCSÞ ¼ vmin

k ðCSÞ

8<
: ð1Þ
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V
0
kðCSÞ ¼

vkðCSÞ�vmin
k ðCSÞ

vmax
k ðCSÞ�vmin

k ðCSÞ ; vmax
k ðCSÞ 6¼ vmin

k ðCSÞ
1; vmax

k ðCSÞ ¼ vmin
k ðCSÞ

8<
: ð2Þ

In addition, those non-numeric contract terms should be quantified firstly. Here, we
discuss how to quantize these non-numeric contract terms. For an enumerated type
contract term termk, when customer raises expectation on it, he can state preferences for
its different values, denoted by Favor (termk) 2 [0, 1]. Then the quantization method is
based on formula (3).

V
0
k CSð Þ ¼ FavorðtermkðCSÞÞ ð3Þ

For instance, assuming that termk = payment method, the customer puts forward
expectation and offers preferences on payment method of CS, i.e., Ek = {Favor (Apple
Pay) = 1, Favor (WeChat Pay) = 0.9, Favor (AliPay) = 0.8, Favor (others) = 0}. IF
termk(CS) = AliPay, then Vk

’ (CS) = Favor(AliPay) = 0.8.
If termk is the 0-1 type term whose value is either equal or not equal to Ek, the

quantization method is according to formula (4).

V
0
k CSð Þ ¼ 1; termkðCSÞ ¼ Ek

0; termkðCSÞ 6¼ Ek

�
ð4Þ

Now the overall utility of a composite service CS is computed by formula (5).

UðCSÞ ¼
Xr

k¼1

ðV 0
kðCSÞ � wkÞ ð5Þ

where wk2 [0, 1] and
Pr

k¼1 wk ¼ 1: wk represents the weight of termk, which represents
customer’s priorities.

3 Contract-Oriend Skyline Services

3.1 Contract-Oriented Non-personalized Skyline Services

Several researchers have proved that those services belonging to the skyline [9] con-
tribute more for the service composition. Thus, in this paper, we propose contract-
oriented skyline services. First, we define skyline services without considering cus-
tomer expectations, which is called contract-oriented non-personalized skyline ser-
vices. In other words, whether one candidate service is skyline service has no relation
to customer expectations, but depends on the corresponding candidate service set.

Definition 1 (Contract-based Dominate). Given a candidate service set S, two services
x, y 2S, are characterized by a set of attributes T, i.e., various contract terms. x dominate
y can be denoted as x ≺ y, only if x is as good as or better than y in all attributes of
T and better in at least one attribute, i.e., x ≺ y⇔8k2[1,|T|]: termk(x) is BetterThan or
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as good as termk(y) and 9k2[1,|T|]: termk(x) is BetterThan termk(y). The BetterThan
relations of different types of contract terms can be defined as follow.

• Numeric terms

(1) termk is negative attribute (e.g., price, response time):
termk(x) is BetterThan termk(y)⇔termk(x) < termk(y)

(2) termk is positive attribute(e.g., reliability):
termk(x) is BetterThan termk(y)⇔termk(x) > termk(y)

• Non-numeric terms

(1) termk is enumerated type
If there exists inclusion relation (�) between the values of termk(x) and
termk(y), then termk(x) is BetterThan termk(y) ⇔termk(x)�termk(y).
For instance, if termk is payment method, and termk(x) = exactlyAll{Apple Pay,
WeChat Pay, AliPay, Cash}, termk(y) = exactlyAll{Apple Pay, AliPay}, thus
termk(x) is BetterThan termk(y).

(2) termk is 0-1 type
For the 0-1 type term, the term value is either equal or not equal to the customer
expectation. Due to no considering the customer expectations, we cannot judge
which one of the two is better than the other, which means that we cannot define
the BetterThan relation for the 0-1 type term.

Definition 2 (Non-Personalized Skyline Services). For a set of candidate services S, the
non-personalized skyline services of S denoted as NPSLs contain these services that are
not dominated by any other services. i.e., NPSLS = {x2S|¬9y2S: y ≺ x}.

3.2 Contract-Oriented Personalized Skyline Services

Based on the definitions of the general non-personalized skyline services in Sect. 3.1,
the personalized skyline services for individuals considering customer expectations are
defined. For the diverse customer expectations, the Contract-based Dominate relation
between x and y may be different, thus, we may get diverse skyline services. As a
result, the definition of Contract-based Dominate has to be changed, which says that
the definition of BetterThan relation should be altered as well.

Contract-based Dominate is still described as above, yet the BetterThan relation of
different types of terms needs to be redefined by considering customer expectations.

• Numeric terms

(1) termk is negative attribute (e.g., price, response time):
termk(x) is BetterThan termk(y)⇔termk(x) < termk(y)

(2) termk is positive attribute (e.g., reliability):
termk(x) is BetterThan termk(y)⇔termk(x) > termk(y)
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• Non-numeric terms

(1) termk is enumerated type
These non-numeric enumeration type terms cannot compare their value directly
like the numeric qos. However, when a customer raises expectation on the
termk, he can state preferences order on different values of the termk, denoted as
Favor (termk).
termk(x) is BetterThan termk(y)⇔Favor(termk(x)) > Favor(termk(y))
For instance, the customer puts forward expectation on payment method, i.e.,
Ek = {Apple Pay = 1, WeChat Pay = 0.9, AliPay = 0.8, other methods = 0},
therefore, Favor (Apple Pay) > Favor(WeChat Pay) > Favor(AliPay). Then,
termk(x) = Apple Pay, termk(y) = AliPay, which also indicates that termk(x) is
BetterThan termk(y).
Besides, combined with Sect. 3.1, the BetterThan relation of enumeration type
terms can be summarized as follows:
termk(x) is BetterThan termk(y) ⇔Favor(termk(x)) > Favor(termk(y)) or
termk(x)� termk(y)

(2) termk is 0-1 type
The term value is either equal or not equal to the customer expectation. Thus,
the customer expectation should be the selecting standard of deciding whether
one service is included in the skyline services. Suppose that
termk(x) ≠ termk(x).
termk(x) is BetterThan termk(y) ⇔termk(x) = Ek

The services that are not dominated by others and can satisfy the customer
expectations will be selected as skyline services. The customer expectations
E are proposed for the composite service, however some global expectations Ek

can break into local expectation as AEk_Si for Ai in the SP. For instance, one
customer expects that the composite service should have authoritative certifi-
cation, which means that each activity Ai in the SP should have authoritative
certification, then AEk_Si = Ek, 8i2[1, n].

Definition 3 (Personalized Skyline Services). For a set of candidate services S, the
personalized skyline services of S denoted as PSLs are comprised of these services that
are not dominated by any other services and satisfy the customer expectations. i.e.,
PSLS = {x2S|¬9y2S: y ≺ x&&8termk(x): termk(x) is as good as or BetterThan Ek}.

The numeric terms (qos) which can compare their values directly are relatively
simple. Then, we assume that for a candidate service set S, each service is described by
five non-numeric enumeration type terms, as illustrated in the toy example of Fig. 1.
Each term corresponds to a coordinate axis, and the values on each coordinate axis are
discrete, which are arranged in order of customers’ preferences. Therefore, each service
can be expressed as a pentagon in five-dimensional space with the coordinates of each
pentagon corresponding to the values of the service in these five terms. In the coor-
dinate space, if one pentagon is completely covered by another one, in other words, all
the five terms of the former pentagon are better than the later pentagon, then the former
dominates the later. As Fig. 1 shows, s2 dominates s1 and s5 while s2 do not dominates

Selecting Contract-Oriented Skyline Services 149



s3 and s4. The pentagons corresponding to s2, s3 and s4 cannot not be completely
covered by any other pentagons, which means that s2, s3 and s4 are not dominated by
any other services. If their five terms all satisfy the customer expectations
AE1_S*AE5_S, then they are personalized skyline services.

3.3 The Effect of Customer Expectations on Personalized Skyline
Services

• The effect of customer expectations on the distribution of service contract terms

The scale of the skyline services has a significant difference for each dataset, as it
strongly depends on the distributions of the contract terms and correlations between the
different contract terms. And customer expectations may affect the distributions of
some service contract terms. The numeric terms (qos) can compare their values
directly, and their distributions are not affected by customer expectations. Therefore,
we simply think about non-numeric enumeration type terms whose distributions are
different for diverse customer expectations. Suppose that each service is described by
five non-numeric enumeration type contract terms shown in Fig. 2. According to
customer’s preferences, the five terms may present different distributions in terms of
different service sets. Besides, there may be anchoring relationship between the five
terms. As a result, different service sets can form three types presented in Fig. 2.

We employ service contracts to redefine the three types of service sets proposed in
[5] in the five-dimensional space:

(1) Independent dataset. The values of the five contract terms are independent to each
other.

(2) Correlated dataset. A service that is good in one term is also good in the other
terms.

(3) Anti-correlated dataset. There is a clear trade-off between the five terms, in other
words, one term is bad while the other is good.

Fig. 1. A toy example of skyline services
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For instance, customers would propose their own preferences on two terms, namely
payment method and buy way. The preference order of buy way is JingDong >
TaoBao > VipShop, thus the preference order of payment method is WeChat
Pay > Alipay > Online Banking. Given that there exist anchoring relations between the
two parameters in the candidate service set S, if buy way = Jingdong, then payment
method = WeChat Pay; if buy way = TaoBao, then payment method = Alipay; if buy
way = VipShop, then payment method = Online Banking. Thus, S belongs to the
type (b).

If the preference orders are opposite to the above, then S is the type(c). If the values
of the two parameters are independent to each other, then S belongs to the type (a).

The scale of skyline services is relatively small for correlated datasets, and it is
large for anti-correlated datasets, meanwhile it is medium for independent datasets.

• The effect of strict degree level of customer expectations on the scale of person-
alized skyline services

Since numeric terms (qos) can compare their values barely, the strict degree level of
them is relatively simple. Thus, we pay more attention to the non-numeric enumeration
type terms. Strict degree level of them can be defined as follows: There are n values
among all the values of termk, which cannot satisfy the customer expectation, then, the
strict degree level of termk is n. The customer expectation has different strict degree
level for each term. If customer expectations ware too strict or outdated to adapt to the
dynamic service market, the scale of skyline services would be quite small. For
instance, customer A expects the term information offering method to be Fetion which
has been outdated, however, there are no services whose information providing method
is Fetion in the market.

Usually, customer expectations are fairly loose, which can be satisfied by most
services from the candidate service set S, and result in plenty of skyline services. The
overfull skyline services have not reduced the solution space significantly and cannot
improve time complexity of service compositions. To further discuss the effect, several
verification experiments have been conducted in Sect. 5.

• The effect of the term number in customer expectations on the scale of personalized
skyline services

Fig. 2. Skyline of different service set types
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In addition, the scale of skyline services can be affected by the term number in
customer expectations, namely the number of dimensions considered to distinguish
skyline services. For instance, a service s6 dominated originally by others is better than
others in some new added dimensions, thus s6 is no longer dominated by any other
services and become a skyline service. Therefore, the scale of skyline services will
increase. How will the term number in customer expectations affect the scale of skyline
services? This will further studied in the experiments.

4 Representative Contract-Oriented Skyline Services

4.1 Representative Contract-Oriented Skyline Services

Based on the analysis above, it is easy to know that if the skyline services are massive,
they cannot be applied practically. Therefore, several methods devoting to acquire
smaller scale of representative services [5] have been proposed. Motivated by the ideas,
we aim at selecting a set of representative contract-oriented personalized skyline ser-
vices, which will be regarded as input of the BIP model. In order to reduce the scale of
skyline services, a method for selecting representative contract-oriented skyline ser-
vices has been proposed. The main difficulty is how to identify the representative
skyline services that best represent all the various contract attributes and will contribute
more to find an optimal solution that satisfies the customer expectations and also has a
high utility score.

.

To address this challenge, a novel method based on hierarchical clustering [5]
has been proposed. Here, we propose the similar method to select representative
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contract-oriented skyline services considering customer expectations, which is called
KReps-medoids. The algorithm that is based on the well-known k-medoids algorithm
divides contract-oriented skyline services into k clusters and selects one representative
service with the best utility value from each cluster, which is presented in Algorithm 1.

For two given service x and y, the similarity between them is combination of the
similarity of numeric terms and the similarity of non-numeric terms, which is expressed
as formula (6). Suppose that the number of numeric terms is q, and the number of
non-numeric terms is t. First, we measure the similarity between x and y in aspect of
numeric terms (qos) which is based on Euclidean distance and calculated according to
formula (7).

Similar x; yð Þ ¼ Similarterms þ Similarqos
� �

=2;2 0; 1½ � ð6Þ

Similarqos¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXq

k¼1

ðV 0
kðxÞ � V 0

kðyÞÞ2=q
s

ð7Þ

where similarqos2[0,1]. V 0
kðxÞ andV

0
kðyÞ are scaled values based on formula (1), (2).

Then we measure the similarity between x and y in terms of non-numeric terms,
which is the text similarity in fact. Thus, it can be calculated based on cosine similarity.
Through two steps of words segmentation and word frequency vector acquirement, we
can calculate the cosine of two services’ word frequency vectors X(X1,…, Xi…, X|terms|)
and Y(Y1,…, Yi,…, Y|terms|)) according to formula (8).

cosðhÞ ¼
Pjtermsj
i¼1

ðXi � YiÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pjtermsj

i¼1
ðXiÞ2

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pjtermsj

i¼1
ðYiÞ2

s ð8Þ

Where |terms| is the number of all present non-numeric terms values of x and y, Xi

stands for the frequency of the i-th word in service x. Thus, the similarity between x and
y on non-numeric terms is Similarterms = cos(θ), 2[0,1].

4.2 Contract-Oriented Service Composition Based on RepSkyline_BIP

Based on the work in Algorithm 1, a tree structure of representatives can be built
according to Algorithm 2. The tree structure is shown as an example in Fig. 3. The root
and intermediate nodes of the tree correspond to the selected representatives of the
clusters, while every leaf node corresponds to one of the skyline services in PSL.
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Algorithm 2 takes the personalized skyline services set PSL of the candidate service
set S as input and returns a binary tree built by representative services. It starts by the

Fig. 3. Hierarchical clustering and tree structure of representatives
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root s, which has the maximum utility value in PSL. Then, PSL is clustered into two
sub-clusters CPLS[0] and CPLS[1], and then the method adds the representatives of the
two sub-clusters to the child list of the root s. Repeat the process for each sub-cluster
until no further clustering is available.

Based on the preparations above, a service composition algorithm named
RepSkyline_BIP is proposed, which is shown in Algorithm 3. When it comes to a
service composition request, we start to search the tree from its root, which means that
we first take into account only the top representative service of each cluster (e.g. service
s4 for class S in the example). If we cannot get the composition solution based on the
given representative skyline services, the next level of the tree will be searched, taking
two representatives from each cluster (s4 and s7 for the candidate service set S in the
example). Repeat this process until a solution is found or until reaching the lowest level
of the tree, which contains all the skyline services. In the latter situation, the algorithm
can guarantee that a solution will be found (if there exist one solution for the service
composition problem), and it must be optimal.

5 Experiments

In this section, several experiments have been conducted to measure the efficiencies of
our methods based on the execution time of these algorithms, including the effect of
customer expectations on the scale of personalized skyline services and the experi-
mental efficiency based on the number of services and contract constraints.

5.1 Experimental Settings

In the experiments, the service process contains 5 activities corresponding to 5 different
candidate service set respectively. And each set consists of 1000 services, which are
expressed as service contract vectors defined in Sect. 2.1. For simplicity, here we only
consider negative attributes (positive attributes have been transformed into negative by
multiplying their values by −1). Here, 5 service contract terms are considered,
including Time, Price, Reliability, Payment method, and Certification, which are
employed to build service contract vectors and customer expectation vectors.

Based on the analysis above, it is obvious that we try to find an optimal composite
solution which maximizes the overall utility value and satisfy the specified customer
expectations. Therefore, the customer expectations have been raised, which have been
expressed as the following vector:

E ¼ f\12 h;\180$; [ 0:9; fFavor Apple Payð Þ ¼ 1;Favor WeChat Payð Þ ¼ 0:9;

Favor AliPayð Þ ¼ 0:8;Favor othersð Þ ¼ 0g;Yesg:
In other words, the customer expects that Time is less than 12 h; Price is less than

180$; Reliability is more than 0.9; his favor order of Payment method is Apple Pay = 1,
WeChat Pay = 0.9, AliPay = 0.8, others = 0; he defines the value of Certification as
Yes. Besides, he offers the weight vector w = {0.25, 0.2, 0.2, 0.2, 0.15}.
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In addition, in the experiments we focus on the sequential structure, since other
structures may be reduced or transformed into the sequential model [12].

The Algorithm 2 has been realized with Java. And the library function bintprog
(f,a,b,aeq,beq) of matlab is adopted to contribute to the generated Binary Integer
Programming (BIP) models. The input of the algorithm includes the customer expec-
tation vector E and the weight vector w. Based on the following three methods, the
contract-based service composition problem can be resolved. Besides, their efficiencies
can be compared, which will illustrate the good performance of our methods.

Global_BIP: it is the standard global optimization method with all candidate ser-
vices represented in the BIP model.
Sykline_BIP: this method is similar to the BIP method, except that only skyline
services are taken into account.
RepSkyline_BIP: it uses representative skyline services shown in Algorithm 3.

5.2 The Effect of the Strict Degree Level and the Term Number
of Customer Expectations on the Scale of Personalized Skyline
Services

To research the effect of the strict degree level and the term number of customer
expectations on the scale of skyline services, firstly, we keep the number of terms fixed
and change the strict degree level of each term to acquire the amount of skyline
services, whose experimental results are shown in Fig. 4(a). Then, we simply change
the term number of customer expectations and obtain the results shown in Fig. 4(b). In
Fig. 4, “the scale of skyline services” is abbreviated to “SSS”.

From Fig. 4(a), it is obvious that the scale of skyline services reduces significantly
while the strict degree level increasing, especially for the term Certification. Based on
the Fig. 4(b), it is easy to know that the scale of skyline services rises gradually as the
term number increases.

Fig. 4. Variations of the scale of skyline services based on contract constraints
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5.3 Experimental Efficiency Based on the Number of Services
and the Number of Contract Constraints

We measure the average execution time of the above three methods (Global_BIP,
Skyline_BIP and RepSkyline_BIP) by solving the same contract-based service com-
position problem, varying the number of candidate services from 100 to 1000 for each
candidate service set. The experimental results are presented in Fig. 5(a).

Compared with the performance of the three methods in Fig. 5(a), we can observe
that the execution time of the Global_BIP method climes up significantly with the
number of services increasing, while the execution time of the Skyline_BIP method
grows up gradually. Meanwhile, the execution time of the RepSkyline_BIP method has
barely grown with little influence by the number of services, which illustrates the
effectiveness of our method adequately.

Based on the analysis above, it is easy to know the number of customer contract
constraints may affect the performance of all methods. Thus, we measure the efficiency
of the three methods by changing the number of contract constraints. Here, the fixed
number of services in each candidate service set is 500, and the number of contract
constraints varies from 1 to 5. The experimental results are shown in Fig. 5(b).

From Fig. 5(b), it is easy to observe that the efficiencies of the three methods have
not changed much with the variations of the number of contract constraints. Besides, it
is obvious that the RepSkyline_BIP method outperforms other methods, which is fol-
lowed by the Skyline_BIP method followed by the Gloval_BIP method. The experi-
ments have provided more evidences to prove the effectiveness of our methods.

6 Conclusion

In this paper, we have defined contract-based dominance relations between services to
select the candidates for contract-oriented service composition. Besides, two types of
contract-oriented skyline services have been proposed, including non-personalized
skyline services and personalized skyline services. For the latter, we consider

Fig. 5. The experimental efficiency based on the number of services and contract constraints
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customer’s expectations. In addition, the natures of these two types of contract-oriented
skyline services have been discussed. Then, a method based on hierarchical clustering
is presented to deal with the excessive skyline services, based on which the algorithm
for contract-oriented service composition has been put forward. Eventually, the veri-
fication experiments have been conducted compared with another two methods to solve
the contract-based service composition problem, which illustrate the effectiveness of
the methods proposed in our paper. Meanwhile, our experiments show that the per-
formance of the skyline-based methods is affected by the scale of the candidate service
set and the number of the contract constraints.
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Abstract. Personalized recommendation is needed for online flight
booking service because it is a difficult task for a traveller to select
the flight when the number of available flights is large. Traditionally,
we can recommend flights to a user based on his historical orders col-
lected from his account. However, people sometimes book tickets for
his family members, friends or colleagues through his account. In this
case, the preferences of other travellers should also be considered. Unfor-
tunately, before placing the order, people will not provide passengers’
information. Therefore, we propose a probabilistic method for passenger
prediction based on historical behaviors and contextual knowledge. We
then experimentally demonstrate its effectiveness on a real dataset. The
result shows that our method outperforms conventional methods.

Keywords: Recommender system · Dirichlet distribution · Probabilis-
tic topic model · Shared account · Gibbs sampling

1 Introduction

Recent years, with the rapid development of online travel agencies, there are
more and more passengers booking flights through online travel service providers.
Typically, an user may input his departure city, arrival city and departure time,
then he will get a list of candidate flights. In general, there are dozens of flights
within a list. We perform a search for flights from Beijing to Hong Kong at a
website, there are total 156 matchable flights. The website only provides simple
sorting strategies such as departure time, arrival time or price. Thus, it may take
quite a long time for users to find the appropriate one. Therefore, a recommender
system is necessary for better user experiences.

Essentially, a recommender system is used for generating a personalized rank-
ing on a set of items [15]. Typical recommender systems assume that the pref-
erence model of an individual can be learned from each account. However, for
online flight booking, it is quite common that a user books flights for his family
members, friends or colleagues. Obviously, every passenger has his own pref-
erences, which should be considered in flight recommendation. Unfortunately,
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 159–172, 2016.
DOI: 10.1007/978-3-319-49178-3 12
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before placing the order, people will not provide passengers’ information. There-
fore, if we want to improve the accuracy of recommendation, we have to predict
who are going to fly.

To predict who is using the account to place orders is regarded as the shared
account problem. Some approaches have been proposed to extract implicit user
information within an account. For example, in [2,3] the nonlinear latent factor-
ization is applied to extract user information. However, these methods only rely
on the analysis of relationships between products and users [1,5], and context
information (such as time information, the query input) that can help differ-
entiate users is neglected. Besides, current methods always assume an account
represents a fixed number of implicit users, which are not always true in reality.
Moreover, so far, the experiments have only been evaluated on artificial compos-
ite datasets.

The flight booking service providers can acquire passenger’s personal infor-
mation after he has submitted the order. Thus, our goal is to predict distributions
of passengers in current session based on historical behaviors and contextual
information so that we can make flight recommendations in a more precise way.
To achieve this target, we adopt the probabilistic author-topic model to analyze
passengers’ behaviors. We regard all historical orders in an account as the cor-
pus, all passengers appearing in the account as authors and orders together with
context information as documents.

In experiment Section, we apply our method to a real flight order dataset.
And the result shows that our method has higher identification accuracy and a
better recommendation accuracy.

This paper has following contributions:

1. We provide a probabilistic passenger identification method for online flight
booking service.

2. We apply the passenger prediction results to flight recommendation.
3. We evaluate our approach on a real flight order dataset, and the result shows

that our approach can effectively improve the recommendation accuracy.

Paper organization. The rest of paper is structured as follows. We introduce
related work in Sect. 2. In Sect. 3, we define the problem and describe the model.
Besides, we also discuss how to do parameter inference. In Sect. 4, we propose a
preference-based flight ticket recommendation approach, which also plays a role
as a baseline method at evaluation stage. In Sect. 5, we introduce the experiment
dataset, evaluation metrics, the experimental results of passenger prediction and
flight recommendation. Finally, we conclude the paper in Sect. 6.

2 Related Work

Content based Recommendation. In online travel service industry such as
airline tickets or hotel booking, the item (for example, an air ticket, a hotel
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booking order) information is usually highly structured, however, this informa-
tion is quite mutable. Content-based recommender systems [7,9] are appropri-
ate for highly structured items. The method needs proper representations of the
attributes of items and the profile of user interests, then it tries to match the
profile of user’s interests with attributes of items.

Flight Ticket Recommendation. There is little work focusing on personalized
flight recommendations. Many online flight booking agencies provide sorting
and filtering strategies to improve users’ experiences, such as sorting by price
and filtering by airline etc. These methods do make sense in helping users find
appropriate flights within less time. However, they can not provide personalized
recommendations. Flight recommendation mainly bases on implicit feedback [8],
which suffers from problems of data noises and lack of negative feedbacks. In
2004, Lorcan Coyle [17] proposed a Personal Travel Assistant(PTA). PTA is
based on case-based reasoning, which takes users’ historical orders as cases and
recommends the most similar candidate flights to users’ queries.

Probabilistic Topic Models. Topic models [10–12] are proposed for auto-
mated extraction of useful semantic information from corpus data. The main
step is extracting latent factors from the corpus, named topics, which are com-
monly probabilistic distributions over words. Topic models provide a completely
unsupervised approach to extract topics, thus requiring no document labels and
no initialization. Besides, each document may consist of multiple topics and it
can be considered as probabilistic distributions over topics. The author-topic
model is a generative model that extends LDA to include authorship informa-
tion for document modeling. In our approach, the topic model is innovatively
applied to identify users.

Shared Account Recommendation. Some work aims at addressing the chal-
lenge of identifying users who share a single account. A top-N recommendation
for shared account was proposed by Koen et al. [1]. It is an item-based top-N col-
laborative filtering recommender system on binary and positive-only feedbacks.
Another method proposed by Santosh et al. [3] models users in an account with a
much richer representation. It uses a nonlinear matrix factorization methods for
predicting the recommendation score. Yutaka et al. [5] introduced an approach
for modeling multiple users’ purchase in a single account using an extended
pLSA model. All above methods are applied in scenario that users’ personal
information can not be acquired explicitly.

3 Passenger Prediction Model

In this Section, we propose a generic model for predicting the probabilistic dis-
tribution of passengers, which can be used for recommendation. Figure 1 shows
an overview of the recommendation process. At first, a dataset of orders is saved
into the database, in which each account may correspond to several passengers.
We use this dataset to train the passenger prediction model as well as to extract
passengers’ preferences. Before a recommendation process starts, we calculate
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Fig. 1. Overview of flight recommendation based on passenger prediction

passenger distribution probability applying trained model and contextual infor-
mation of current session. At the final step, we generate a ranked candidate
list as the recommendation result based on passenger prediction and passengers’
preference information.

3.1 Model Description and Notation

Topic models are widely used in recommender systems. For example, in pLSA
model [16], a topic is a multinomial distribution over items and it represents a
latent feature. An account is a multinomial distribution over topics and it can
represent the preferences of an account. Each purchase can be regarded a sample
that selects a topic z from account a, and takes an item from topic z.

When the topic model is applied to flight recommendation, there are some
challenges. Firstly, the concepts behind flight tickets are quite difficult to be
modeled. Conventional items only have static features, which means that the
contents of an item are less likely to change in the future. For flight tickets,
however, the price changes frequently even for the same flight number and class.
Since the price factor plays a significant role in users’ choice, we can not consider
the tickets with different prices as different items. Secondly, the amount of tickets
for a flight is limited, which leads to a very sparse user-item matrix so that we can
not use a collaborative-filtering like method directly. Fortunately, the decisive
factors of a flight ticket are quite fixed, such as airline, takeoff time, price and
class etc. The number of alternatives for each factor is also quite limited.

Our notations are summarized in Table 1.
In author-topic model [13], a predefined vocabulary is generated containing

discrete alternatives and intervals of all selected factors. We treat every order
as a bag of words, thus deduce each order to a vector of word counts. Each
passenger is associated with a multinomial distribution over topics and each
topic is associated with a multinomial distribution over entries.

For an account M , we generate the observed passenger list P . We denote pas-
sengers’ distribution over topics by a |P |×K matrix Θ. The multinomial distrib-
ution can be generated from Dirichlet prior distribution with hyper-parameter α.
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Table 1. Notation

M Number of accounts within the dataset

V Number of words in vocabulary

O Orders in an account

P Passengers in an account

Pi Passengers for order Oi

F Selected factors

V Size of vocabulary

K Number of topics

Topics’ distribution over words is denoted by a K × ∑|F |
i=1 |Fi| matrix Φ, also,

distribution can be generated with hyper-parameter β. Generally, these hyper-
parameters needn’t be estimated, here, we fix α and β at 50/K and 0.01
respectively.

To generate a word, we need draw two latent variables, a passenger and a
topic, respectively. First we draw a passenger uniformly from P , a topic Z from
ΘA and a word w from ΦZ . The following process describes the generative model
mathematically.

1. For each passenger p = 1, . . . , |P | draw Θp ∼ Dirichlet(α)
2. For each topic t = 1, . . . ,K draw Φt ∼ Dirichlet(β)
3. For each order o = 1, . . . , O

(a) given passengers P
(b) For each word i = 1, . . . , No

(i) draw a passenger Xoi ∼ Uniform(P )
(ii) draw a topic Zoi ∼ Discrete(θXoi

)
(iii) draw a word woi ∼ Discrete(φZoi

)

3.2 Parameter Inference

As mentioned above, the author-topic model includes two sets of unknown para-
meters, the P passenger-topic distributions θ and the K topic-word distribu-
tions φ. Generic EM algorithms are likely to face local maximum and computa-
tional inefficiency problems. Here we utilize Gibbs sampling [14] because it does
not explicitly estimate parameters, instead, it evaluates posteriori distribution
just based on drawn passengers X and topics Z. Thus it is simple for Dirichlet
priors.

We can obtain the probability of every word wo generated in each order,
conditioned on Θ and Φ is:



164 Y. Zhao et al.

P (wo|Θ,Φ, P ) =
No∏

i=1

P (woi|Θ,Φ,po)

=
No∏

i=1

|P |∑

p=1

K∑

t=1

P (woi|zoi = t, Φ)P (zoi = t|xoi = p,Θ)P (xoi = p|po)

=
No∏

i=1

1
|P |

∑

p∈po

K∑

t=1

φwoitθtp

(1)

With the above generative model, P (xoi = p|po) is assumed to be a uniform
distribution over passenger list P . Each topic is drawn independently conditioned
on Θ and po, and each word is drawn independently conditioned on Φ and z.
Equation 1 can be applied as the likelihood of all orders in a single account. If
we treat Θ and Φ as random variables, our target is to estimate the Maximum A
Posteriori for the generative model.

In Gibbs sampling process, in order to draw a sample from the joint distri-
bution P (z,x|α, β), we need to draw the assignment of passenger xdi and topic
zdi for a word wdi conditioned on previous assignments for all other words in the
whole corpus. In general, every word in the corpus should be sampled, and the
batch sampling process will be performed for several iterations. A Markov chain
[14] can be constructed that converges to the posteriori distribution on passenger
x and topic z. p(Θ,Φ|z,x, α, β) can be calculated in terms of the property that
Dirichlet distribution is conjugate to the multinomial distribution. Each pair of
passenger and topic (zi, xi) is drawn according to the following equation:

P (xoi = p, zoi = t|woi = w, z−oi,x−oi,w−oi, α, β, po)

∝ CTP
tp + α

∑
t′CTP

t′p + Tα

CWT
wt + β

∑
w′ CWT

w′t + Wβ

(2)

Equation 2 represents the probability of assigning topic t and passenger p for
i-th word in order o. CWT is the word-topic matrix, and Cwt is the times that
word w is assigned to topic t except for the current word. CTP represents the
topic-passenger matrix, and Ctp indicates the times that passenger p is assigned
to topic t except for the current word woi. Moreover, W is the size of vocabu-
lary, T represents the number of topics and P is the number of passengers. From
the sampling metric, we can estimate the topic-word distribution and passenger-
topic distribution:

θtp =
CTP

tp + α
∑

t′CTP
t′p + Tα

(3)

φwt =
CWT

wt + β
∑

w′ CWT
w′t + Wβ

(4)

where θtp is the probability of drawing topic t conditioned on passenger p
and φwt is the probability of drawing word w conditioned on topic t. Thus in the
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process of parameter inference, we need to keep matrix CTP and CWT , besides,
the sampled word-topic list T and sampled word-passenger list P should be
updated after each sampling, where T [o][i] represents the topic sampled for word
i in order o and P [o][i] represents the passenger sampled.

The algorithm performs in three steps, i.e., initialization, sampling and
updating respectively. At the first step, we assign each word in the corpus with
random passengers and topics. For every sampling operation, a word in cor-
pus is chosen, the probability of topic distribution and passenger distribution
is calculated conditioned on the rest words in corpus by applying Eq. 2, with
these two probabilities, we can sample a new topic and passenger for the current
word. After several batch iterations, the passenger-topic matrix Θ and topic-
word matrix Φ can be updated by applying Eqs. 3 and 4. So the computational
efficiency is the number of words multiplies number of topics, passengers and
iteration times.

3.3 Passenger Prediction

Given the passenger topic probability matrix Θ and topic-word probability
matrix Φ. We can predict passengers for an anonymous order. It’s essentially
a classification of an unlabeled order [6]. We perform the classification by choos-
ing the passenger whose appearance can maximize the probability p(p|on), rep-
resented in the following equation:

p(x = p|on, Θ, Φ) ∝ p(p)
∏

w∈on

∑

t

p(t|w)p(w|t, p) (5)

where p(p) = |Op|/|O|, |Op| is the number of orders participated by passenger
p. p(w|t, p) = p(t|p)× p(w|t) since the process of drawing topic from a passenger
and drawing a word from a topic are independent of each other. p(t|w) represents
the probability that word w is assigned to topic t, which can be computed by:

Cwt
∑′

w Cw′t .
In conclusion, the passenger prediction task can be partitioned into two steps.

For the first step, a set of decisive factors are extracted based on domain knowl-
edge to generate a vocabulary. And the parameter Θ and Φ are trained through
several batches of Gibbs sampling. In the second step, passengers of an anony-
mous order can be predicted by applying Eq. 5. Algorithm 1 describes the pre-
dicting process mathematically.

4 The Preference-Based Recommendation Approach

There is little existing work aiming at providing flight recommendation. In
this Section, we propose a user preference-based recommendation approach. In
Sect. 5, we evaluate this method against some ranking strategies, such as price
rank etc., to demonstrate that this method has a better accuracy. Then, we
will apply the passenger prediction results to improve recommendation accuracy
further.
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Algorithm 1. passengerPrediction
Input: Account history order list O.

Predefined discrete factor list F
A test anonymous order o

Output: User’s prediction list Pl
1: List Pl ← ∅;
2: stat word vector W for all orders;
3: Model M ← trainATM(W );
4: calculate user’s probability by Eq. 5;
5: for all user : P do
6: if user.probability > 1

|P | then

7: Pl.append(user, probability);
8: end if
9: end for

10: normalize Pl;
11: return Pl;

4.1 Factor Selection and Frequency Statistic

A flight ticket contains a set of attributes. These attributes may be either discrete
or continuous variables. We divide continuous attribute into a list of intervals, for
example, takeoff time can be divided into morning, noon, afternoon, night etc.
Thus, any factor can be represented by finite alternatives. Then, we count the
distribution of alternatives from a user’s historical orders to analyze user’s pref-
erence on corresponding factor. In a word, the preference model can be described
as a union of vectors, a vector indicates one factor and an element within one
vector represents the frequency of corresponding alternative which the user has
chosen.

We can also represent a candidate flight ticket as a vector, where each element
is the corresponding alternative of each factor. So, for every ticket in candidate
list, we compare the vector with users’ preference model and get a score for every
factor based on the frequency. We can sum up score of every factor to get a total
score for that item, and rank all candidates according to the total score. We can
then generate a top-N recommendation.

4.2 Weight of Factors

Since users may care different factors, we introduce personalized weight vector
for each user. We estimate how much a user focuses on a factor through the
information entropy, as mentioned in [18]. We believe that if a user focuses on
a factor, his behavior will be more concentrated. The entropy H is a measure
to describe the uncertainty for discrete random variable X and probability mass
function P (X). Here is the mathematical representation for entropy.

H(X) = E[−lnP (X)] = −
n∑

i−1

P (xi)logbP (Xi) (6)
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Algorithm 2. Preference-Based-Recommendation
Input: User’s ID u

User’s history order list O
Candidate item list C

Output: Ranked candidate list R
1: Define a factor list F ;
2: P ← extractUserPref(O,F );
3: initialize W by entropy;
4: R ← ∅;
5: for all c : C do
6: append (c, weightedScore(c,W )) to R;
7: end for
8: sort R by score;
9: return R;

The value b is the base of logarithm, and is usually 2. The entropy of every factor
can be calculated and initialized as the weight value after normalization.

The preference based recommendation algorithm is described as Algorithm2.
First extracting a user’s preference P and initializing weighted list W through
entropy. Items in candidate list are ranked based on inner product of W and
corresponding value of factor.

5 Experiments

In the following subsections, we introduce datasets and evaluation metrics. Then
we evaluate the performance of passenger prediction and passenger prediction
based recommendation respectively.

5.1 Dataset

In our experiments, we use a real flight ticket dataset, consisting of all submitted
orders for two years. An order contains account id and all passengers’ id. We
use desensitized passenger id to distinguish individuals from each other. In our
experiment, we select active users whose amount of historical orders reaches a
threshold, thus passengers’ preferences can be extracted with more confidence.
In addition, many researches [4,5] on shared account recommendation generate
an artificial dataset by composing single accounts’ data. We also generate an
artificial dataset combining single passengers’ data from two different accounts.
The overviews of these two datasets and the meta data of orders are summarized
in Tables 2 and 3.

5.2 Settings and Evaluation Metrics

We take the latest order of a user as the test data and the rest ones as the training
data. The test data also plays a role of providing contextual information for user
prediction.



168 Y. Zhao et al.

Table 2. Datasets

# accounts # passengers # orders

Real 4632 7034 38907

Artificial 1604 3208 29759

Table 3. Meta data

Travel info Airline, departure city, arrival city,
departure airport, arrival airport,
takeoff time, arrival time

Content info Order time, login ip, geo location,
other trace log information

Individual info Account-id, passenger-id, age, gender

Order info Flight number, price, craft type,
class, rescheduling/canceling policy

One significant issue is that we can not know real candidates at the time
when a user performs the search action. Fortunately, we can get an approximate
set of candidates by collecting orders from all users in the dataset with the same
order date, takeoff date, departure city and arrival city as the test order. In order
to get a convincing evaluation result, we filter out test orders with the size of
candidate list less than 20 and the average size of candidates is 45.

We apply two commonly used metrics MAP (Mean Average Precision) and
top-N hit rate to evaluate the recommendation performance. The definition of
MAP is described as follow:

MAP =
∑|M |

i=1 Acc(ui)
|M | (7)

Acc(ui) =

{
1 if N = 1
1 − index−1

N−1 if N > 1
(8)

top − N =
∑|M |

i=1 |top − N(ui) ∩ Oui
|

|M | (9)

where |M | is the number of total test orders, Acc(ui) represents the accuracy
of recommendation based on the rank percentages of test orders. The metric
MAP is the average of each user’s accuracy, and is a measurement for general
performance. The top-N hit rate is the actual strategy for recommendation, we
can stick up top-N candidates based on the ranked list. For each purchase, if
top-N candidates hit the chosen order, we consider this recommendation has
accuracy 1, else the accuracy is 0. We also calculate MAP for all accounts.
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For passenger prediction, we propose the following metric to evaluate the
accuracy:

Acc(ui) =
P ′ ∩ A

√|P ′| × |A| (10)

Since we treat every account as a corpus, a probabilistic distribution list is
generated for all passengers contained in the account. At the first stage, we need
to decide the passenger number for each test order. Assuming that there are
total |P | passengers in an account. So in average case, the probability of every
passenger is PA = 1

|P | . We decide the passenger number by omitting passengers
whose probability is not greater than PA. We denote predicted passenger list as
P ′, actual passenger list as A. Thus we can get the prediction accuracy by Eq. 10.
The numerator is the number of hit passengers, the denominator is penalty item
for the size of predicted passenger list and predicted passenger list.

5.3 Passenger Prediction

We train a probabilistic model for every account where topic number selected
varying 5, 10, . . . , 50. We pick a test order for each account as a new document,
then predict every passenger’s probability of placing this order by Eq. 5. Accord-
ing to above evaluating metrics, the mean prediction accuracy rate of (a) real
dataset and (b) artificial dataset is shown in Fig. 2. The left sub-figure is the eval-
uation result on the real dataset and the right one is on the artificial dataset. The
figure’s horizontal axis shows the number of trained topics and the vertical axis
shows the prediction accuracy computed by applying above mentioned metrics.
The Random method means assigning random probabilities to passengers, we
also record 10 batch of random results as our approach does. For the artificial
dataset, there are two passengers in every account and one passenger for every
test order, so the accuracy of prediction is either 1.0 or 0. The results demon-
strate that our model has a higher prediction precision than the random method
on both datasets. Besides, when the topic number is 10 or 15, both datasets get
the best performance while the performance goes down with the topic number
increasing, which demonstrates that the size of corpus’ vocabulary and number
of words in each order also impact the optimal topic number. We will evaluate
the recommendation performance with topic number fixed at 10.

5.4 Recommendation

After obtaining the predicted probabilistic distribution of passengers, we can
extend preference based recommendation approach by extracting preferences of
predicted passengers. If there are multiple predicted passengers for one test order,
we generate a composite preference model that combines all involved passenger’s
preferences together.

We use MAP and top-N hit rate mentioned above to evaluate recommenda-
tion performance. We compare different recommendation approaches including
preference based recommendation (shorted as Pre), transfered preference based
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Fig. 2. MAP of user prediction

recommendation (tfPre), price rank (pRank), hot rank (hRank) and predict-
ing preference based recommendation (pdPre). The transfered preference based
method is the same as the previous one except it takes the difference between
flight distribution of various air routes into consideration. This method groups
training data by route, and evaluates similarity between routes by flight distrib-
ution on some attributes such as airline, class and price level. If a passenger isn’t
active on the target route, we transfer his preferences from most similar active
routes with a transfer rate. In our experiment, the transfer rate is α = 0.5. Price
rank is a simple strategy that ranks candidates based on price in an ascending
order. Hot rank is a strategy that ranks candidates according to the popularities,
which is based on total order amount within a period of previous two weeks.

Fig. 3. Top-N accuracy of recommendation

Figure 3 shows recommendation accuracy on the real dataset and artificial
dataset respectively. The figure’s horizontal axis shows the number of top-N
recommended flights. The accuracy increases linearly with the growth of recom-
mended flights. Figure 4 shows MAP on two datasets. The results show that the
baseline recommendation approach performs much better than price rank strat-
egy. And content based recommendation combined with passenger prediction
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Fig. 4. MAP of recommendation

can achieve a higher accuracy than baseline method. We can also notice that
the improvements on the artificial dataset is larger than on the real dataset.
The reason may be that passengers in artificial dataset have more diversified
preferences since they are randomly selected and composed.

6 Conclusion and Future Work

In this paper, we proposed a generic probabilistic model to predict passengers in
a single flight booking account based on passengers’ historical submitted orders.
This model is appropriate for scenarios that individuals can not be explicitly
identified before placing the order, such as online hotel booking. For specified
contextual environment, we can make a prediction for passenger distribution.
Then we integrate passenger prediction into recommendation process. For exper-
iment evaluation, we propose a general preference based recommendation app-
roach for implicit feedback, and verify the efficiency of proposed model on two
datasets. The results suggest that both passenger prediction and recommenda-
tion approach achieve a higher accuracy.

In future work, we plan to do more research on how to determine the optimal
amount of users in each session.
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Abstract. In open conditions of Internet of Things, massive data would be
rapidly accumulated from sensors in low quality. On huge size raw data, the
correction for consistency is time-consuming and inaccurate to achieve, and the
validation for legality is difficult to guarantee without prior knowledge. In this
paper, time-based clustering and rule-based filtering for data cleaning is pro-
posed on massive bus IC card data, which guarantees the consistency and
legality among spatio-temporal attributes. Implemented through Hadoop
MapReduce and evaluated on real data set, our method shows its efficiency and
accuracy in extensive conditions.

Keywords: Data cleaning � Spatio-temporal data � Clustering � Filtering �
Hadoop

1 Introduction

In the Internet of Things, massive data would be rapidly accumulated from sensors [1],
which is the foundation for Big Data analysis. In Beijing until the end of 2015, more
than 30 thousand buses on nearly one thousand lines have imported IC card readers,
and 44 million IC cards have been released. It generates 15 thousand records with
about 20 GB daily. The raw data from the open conditions is in low quality due to the
variable sensor devices, network and storages, and impossible for directly usage. There
are many kinds of errors in massive raw data, which makes it difficult to efficiently
extract the valid records. Take the public transportation in Beijing for example again.
About 5 % records of bus IC card data in 2013 contain errors: some misses the required
attributes, some contains wrong timestamps, and some has the illegal interval between
getting-on and getting-off timpstamp.

On massive data with typical spatio-temporal attributes, traditional data cleaning
methods without extra prior knowledge would be time-consuming and inaccurate. That
remains problems below to be solved. First, the consistency among records is hard to
be corrected. For a record, its attributes may be inconsistent with that of others. In a
record of bus IC card data, the date of getting-on is in 1990-01-01, but that of
getting-off lie in 2015-05-31. It means records have inconsistent temporal attributes.
However, this inconsistency cannot be corrected easily if there is no prior knowledge
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about the real temporal range. Second, the legality of given records is hard to be
validated. Because some records may be incomplete on the storage by whatever rea-
sons, incomprehensible results would be deduced even on the consistent data. For
example, for a passenger using a given IC card, it seems he takes 10 more hours on a
bus if wrong timestamps are recorded. However, this illegality cannot be found at all if
there is no prior knowledge about the validity. Additionally, the scalability of cleaning
procedure on huge size data is not trivial either. For the metropolis as Beijing, larger
data would be accumulated even faster in recent years. The traditional methods can do
cleaning in parallel, but cannot scale linearly in performance due to the heavy IO
among distributed machines.

In this paper, a data cleaning method on massive spatio-temporal data is proposed
and includes these contributions. (1) The temporal range can be determined through
time-based clustering without prior knowledge, which guarantees consistent times-
tamps. (2) The invalid records can be found through rule-based filtering, which
guarantees legal spatio-temporal relationship. (3) Our method is implemented through
Hadoop MapReduce, which shows the feasibility on real data through extensive
experiments.

This paper is organized as follows. Section 2 shows the background including
motivation and related works. Section 3 elaborates our method including time-based
clustering and rule-based filtering. Section 4 quantitatively evaluates the performance
and effects in various conditions. Section 5 summarizes the conclusion.

2 Background

2.1 Motivation

Our work originated from Passenger Traffic Big Data Analysis Platform in Beijing.
The practical project is implemented with eHualu, one of the leader companies for
smart cities and intelligent transportation in China. The goal here is to build public
traffic system to relieve serious jams, improve air quality and develop coordinately with
peripheral cities. eHualu had constructed the dispatch system for more than 30 new
night-bus lines in 2014, and was eager to improve the service efficiency like reducing
the departure intervals through the passenger traffic analysis the on bus IC card data.
A record of bus IC card data as the unit contains 13 attributes as Table 1. Such a record
is typical spatio-temporal data which contains three entity attributes, two temporal
attributes and two spatial attribute-groups.

Through those multi-attributes, the passenger traffic can be analyzed in different
perspectives. Big Data processing is required then, but the low data quality becomes
the barrier for the further usage and user experience [2]. On the one hand, the times-
tamps among records are inconsistent. Raw data is organized as discrete files and no
hints are about the covered temporal range. That makes it difficult to define the tem-
poral correctness. For example, in a given data file, we cannot determine whether
2001-01-01 or 2015-05-31 is the factual date if both values appear in a record. On the
other hand, the semantics is illegal of given records. The miss about records or attri-
butes in a record are ordinary in the raw data. This agnostic of the integrity makes it
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difficult to illustrate the validity. For example, there may be a passenger using a card
travelling on a bus so long without any getting-off behaviors when no factual traffic
regulations or real conditions are considered. Additionally, parallel processing is
focused in current methods but the heavy IO on GigaByte size data is main latency for
data cleaning. That makes the method not scalable linearly when the data size grows.
Therefore, a data cleaning method is required for massive spatio-temporal data. That is
just our original motivation.

2.2 Related Work

Data cleaning is the process of identifying unreasonable data and fixing possible errors
[3] to improve data quality, which is important to keep the data consistency [4].
Generally, data cleaning includes multiple steps like defining error types, identifying
errors and repairing data [5]. Here, we classify the related works in two perspectives as
follows.

Identifying Error. The error of the raw data can be defined as several types including
inconsistency, duplication, invalid and non-integrity. Correspondingly identifying error
is the procedure to capture those violations according to predefined constraints [6].
Until now, so many technologies are applied to verify whether constraints were vio-
lated, like similarity join, clustering and parsing [5]. Traditionally, a violation may not
explain which attributes are correct or wrong, but would guide dependable repair from
those errors. Recently, the rule-based fixing [7] is proposed that can precisely identify
the error during the validation when enough evidence is given. Nowadays, the sensory
data with spatio-temporal attributes has been widely generated in Internet of Things,
especially in some real-time scenarios [8]. However, the relationship among
spatio-temporal attributes cannot be exploited in above technologies. In this paper our
method focuses on temporal inconsistency error and spatio-temporal violation, which is

Table 1. The attributes in a record of bus IC card data.

Attribute Notation Type

card_ID Identity of IC card Entity
line_ID Identity of bus line
bus_ID Identity of bus
begin_time Timestamp of getting-on Time
end_time Timestamp of getting-off
from_station_ID Identity of getting-on station Space
from_station_name Name of getting-on station
from_station_longitude Longitude of getting-on station
from_station_latitude Latitude of getting-on station
to_station_ID Identity of getting-off station
to_station_name Name of getting-off station
to_station_longitude Longitude of getting-off station
to_station_latitude Latitude of getting-off station
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urgent for further usage in practical requirements. A recent work [9] has concerned
sensory data in wireless sensor network, but it only focuses on the error about
redundant duplication.

Repairing Data. After errors were identified, repairing has to be done to correct the
wrong records. Many heuristic methods are proposed based on functional dependency
[10] or denial constraints [11]. Those works employ confidence values in repairing
algorithms [12] to revise possible or missing attributes. In fact, the solution to repair
data varies much in different domains [3], and requires consulting customers even in
commodity cleaning system like NADEEF [13]. However, in public transportation
domain, the business principle for data cleaning still lacks. In this paper, the rule to
repair records for bus IC card data is employed, and is proved efficient and feasible in
practice.

In brief, on massive spatio-temporal data, recent works still lack effective approaches
to identify inconsistent errors and repair invalid records. Against the practical require-
ments of public transportation, we introduce our work through Hadoop MapReduce
which is the de facto standard of parallel processing on massive data.

3 Data Cleaning on Massive Spatio-Temporal Data

3.1 Overview

We propose our data cleaning method as Fig. 1. The input here is multiple files
containing massive raw data, and the output is one file with the clean data. The
processing procedure includes two main steps, each of which can be implemented as a
MapReduce job. The first step is time-based clustering. In this step, by once scanning
the raw data, the most possible range of records’ timestamp can be clustered by
counting their appearances. After the temporal range is determined, the rule-based
filtering in the second step would run. The spatio-temporal rules are defined to delete or
modify the invalid records. That would be demonstrated in details next.

3.2 Time-Based Clustering

The raw data inevitably contains inconsistency especially in their temporal attributes.
The temporal inconsistency cannot be determined easily on massive data if no prior

Fig. 1. The methodology
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knowledge exists. Here, take bus IC card data as an example, the procedure of
time-based clustering is presented as Fig. 2.

The goal is to determine the factual date range of the raw data. An assumption here
is that the singular values of timestamp, whether of getting-on or of getting-off, are far
less than the correct ones. It is sound because in real world conditions, the count of
such values is no more than 10 % compared with that of normal values. The procedure
would be implemented as a MapReduce job, where the input is the raw data files and
the output is the date distribution of two temporal attributes. The left part of Fig. 2 can
be realized as a map task, and the right part as a reduce task. In the map task, each
record is scanned once and its two timestamps are extracted. The intermediate
key-value pair would be emitted to the reduce task, where the key is the date and the
value is the composition of attribute name (0 for getting-on and 1 for getting-off) and a
number one. In the reduce task, that intermediate key-value pairs would be gathered
and counted by the key, which would generate the date distribution of the raw data for
both attribute getting-on and getting-off. As the assumption above, we can found most
dates, either of getting-on or of getting-off, lie in a certain interval. Therefore, the date
range can be determined automatically by predefined confidence degree, or done
manually. The confidence here is a threshold and implies the interval is considered as
the factual one if the amount is the larger than it, and can be defined as 70 %*80 % in
practice.

3.3 Rule-Based Filtering

The illegal records are common in raw data and cannot be validated easily on massive
data if no prior knowledge exists. After the consistent date range is determined in above
step, the procedure of rule-based filtering on bus IC card is presented as Fig. 3.

The goal is to revise wrong records and collect the valid ones from the raw data.
The procedure would be implemented as a MapReduce job without reduce task, where
the input is the raw data files and the output is one clean date file. After scanned once,
any record’s timestamps (both getting-on and getting-off) are judged whether it is in the
correct date range. If both are illegal, the record is considered as invalid one and not
used further. If only one is illegal, the date of illegal date is substituted by that of the

Fig. 2. The flow diagram of time-based clustering
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other legal one. Then the revised record would be judged whether it violates the
spatio-temporal rule. If no violation, the record would be believed as the valid one and
then written to the file of clean data.

The spatio-temporal rule is user-defined, and two key points are used here. (1) The
timestamp of getting-on must be early than that of getting-off and their interval is no
more than four hours. We considered these factors. According to Chinese traffic reg-
ulations, a driver cannot continue driving his vehicle more than four hours without a
rest. Moreover, in the billing system of IC card in Beijing, a single trip cannot linger
more than four hours. (2) The station of getting-on and getting-off must be different. It
is possible that two successive stations in a record are presented as the same if the bus
driver does not operates the IC reader timely. But such a record with the same stations
is considered as invalid one because no hints would be deduced for passenger traffic
analysis then.

4 Experiments and Evaluations

According to the requirements in Sect. 2.1, five virtual machines through Hadoop 1.0.4
are used to implement our method, each of which owns 4 cores CPU, 4 GB RAM and
1.2 TB storage with CentOS 6.6 x86_64 installed. Five Acer AR580 F2 rack servers
were used via Citrix XenServer 6.2 for the virtualization in our private Cloud, each of
which own 8 processors (Intel Xeon E5-4607 2.20 GHz), 48 GB RAM and 80 TB
storage. As far as we know, no dedicated cleaning method exists for spatio-temporal
data, which makes it impossible to compare with similar works. Instead, we evaluate
the performance and effects in extensive conditions.

Fig. 3. The flow diagram of rule-based filtering
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Raw data used here is the original bus IC card data which contains 25377417
records on 7349 buses of 233 lines. Like the description in Sect. 2.1, each record ought
to contain 13 attributes depicting the behaviors of getting-on and getting-off (via
attribute begin_time, end_time, from_station_ID and to_station_ID). In fact, two bill-
ing fashions for buses exist in Beijing due to IC card reader: one is charged by counts
and a card is read only once when getting-on; the other is charged by distances and a
card should be read twice when getting-on and getting-off. For convenience, all the data
here was generated from the IC card readers in the latter type.

We had known the raw data generated in certain successive days, but did not know
its exact temporal range in advance. Then the time-based clustering is used first and
evaluated then.

Experiment 1. The whole raw data is used as the input of time-based clustering
method. The temporal distribution drawn from the output is showed as Fig. 4 where
(a) shows the timestamp distribution of getting-on and (b) presents that of getting-off.

In the result, the timestamp of getting-on or getting-off is respectively considered
because some records may miss either or both attributes; more than 1000 distinct dates
appear in the raw data including unreal 0-March-2013 or impossible 1-January-1990.
We found 95.6 % timestamps, regardless of getting-on or getting-off, are evidently
clustered round eight successive days of March 2013. Therefore, the temporal range of
the raw data is manually determined as 1-March-2013 to 8-March-2013, which is
proved consistent with the original documentation of the bus company. That is, our
method shows its feasibility and correctness.

Moreover, we want to evaluate the performance of time-based clustering on dif-
ferent data size.

Experiment 2. The original raw data is divided into eight parts with identical size. We
add a part into the input each time for time-based clustering and note the executive time
under each input size. When input scales the result is showed as the solid line in
Fig. 5(a), and the average executive time on 1 GB data could be deduced as the solid
line in Fig. 5(b).

Fig. 4. Temporal distribution
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The performance of time-based clustering is proved scalable on data. When input
scales, the increment of executive time of time-based clustering is better than linearity.
The executive time on million records is not even doubled and is kept minute-level
even when the input increases as eight folds. That trend can be clearly presented by
Fig. 5(b) in another perspective, and that executive time on certain data size declines as
input scales. It comes from the parallelism of count operation via the Hadoop. Either
the initiation or the finish of the MapReduce job leads the latency, but their latency
becomes relatively smaller proportion than that of counting operation when input
scales.

Based on the two experiments above, our method can guarantee consistent temporal
attribute in a scalable fashion. In the same way, we can evaluate the rule-based filtering
then.

Experiment 3. The original raw data is divided into eight parts with identical size. We
add a part into the input each time for rule-based filtering and note the executive time
under each input size. When input scales the result is showed as the dotted line in
Fig. 5(a), and the average executive time on 1 GB data could be deduced as the dotted
line in Fig. 5(b).

The performance of rule-based filtering is also proved scalable on data. When input
scales, the trend is the same as that of experiment 2: the executive time on million
records is not even tripled and is kept minute-level even though the input increases as
eight folds. It still comes from the parallelism via Hadoop MapReduce. Moreover,
compared with experiment 2, the executive time here is larger on the same input size
because more procedures are required for the validation.

Next, we generated artificial dirty records in the raw data and evaluate the effect of
the validation.

Experiment 4. We select given records from the original raw data and produce the
artificial dirty records by modifying their spatio-temporal attributes: in one half of the
selected records, a decimal digit of a timestamp (begin_time or end_time) would be
modified randomly; in the other half, a decimal number of both timestamps would be
modified randomly. Analogously, spatial attributes are modified as follows: in one half
of selected records, one station id (from_station_ID or to_station_ID) would be sub-
stituted to another existent one randomly; in the other half, both station ids would be

Fig. 5. Scalability of two steps for data cleaning
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substituted to other existent ones randomly. On the raw data with artificial dirty
records, the rule-based filtering is executed. After the job finishes, we scan the clean
data to distinguish whether all the artificial records are eliminated. The proportion of
the selected records in the raw data is set as 5 %, 10 %, 15 %, 20 % or 25 %
respectively in one test. In each test, we count the proportion of the correct records in
the clean data. The result is showed as Fig. 6.

The accuracy of rule-based filtering is proved steady even when more artificial
records are introduced. We find the proportion of correct records in clean data is more
than 78 % and remains high even when artificial dirty record scales. In intuition, the
result ought to decline because more illegal records are required to be judged as invalid
ones. In fact, in our filtering method, the proportion of correct records in clean data has
no relationship with the size of dirty records: any record would be scanned once and
then judged once. Moreover, in this experiment, some artificial dirty records cannot be
distinguished as illegality, because the modification in most of them does not violate
the rule we have defined.

Based on two experiments above, our method can validate the legality of
spatio-temporal data efficiently in a scalable fashion.

5 Conclusion

We propose a data cleaning method on massive spatio-temporal data: through
time-based clustering, consistent temporal attribute can be determined; through
rule-based filtering, legal records can be validated. The method shows its efficiency,
accuracy and scalability on practical bus IC card data in extensive conditions. In the
future, more illegal patterns like invalid duplication would be considered according to
the business feedbacks and custom requirements.

Acknowledgments. This work was supported by the R&D General Program of Beijing Edu-
cation Commission (No. KM2015_10009007), the Key Young Scholars Foundation for the
Excellent Talents of Beijing (No. 2014000020124G011) and Foundation for the Excellent Youth
Scholars of North China University of Technology.

Fig. 6. Accuracy on the data including artificial dirty records

A Data Cleaning Method on Massive Spatio-Temporal Data 181



References

1. Zheng, Y., Capra, L., Wolfson, O., Yang, H.: Urban computing: concepts, methodologies,
and applications. ACM Trans. Intell. Syst. Technol. 5, 1–55 (2014)

2. Carey, M.J., Jacobs, S., Tsotras, V.J.: Breaking BAD: a data serving vision for big active
data. In: Proceedings of the 10th ACM International Conference on Distributed and
Event-based Systems, pp. 181–186. ACM, Irvine (2016)

3. Tang, N.: Big data cleaning. In: Chen, L., Jia, Y., Sellis, T., Liu, G. (eds.) APWeb 2014. LNCS,
vol. 8709, pp. 13–24. Springer, Heidelberg (2014). doi:10.1007/978-3-319-11116-2_2

4. Chen, M., Mao, S., Liu, Y.: Big data: a survey. Mobile Netw. Appl. 19, 171–209 (2014)
5. Ganti, V., Sarma, A.D.: Data Cleaning: A Practical Perspective. Morgan & Claypool

Publishers, Williston (2013)
6. Fan, W., Geerts, F., Tang, N., Yu, W.: Inferring data currency and consistency for conflict

resolution. In: IEEE 29th International Conference on Data Engineering (ICDE 2013),
pp. 470–481. IEEE (2013)

7. Wang, J., Tang, N.: Towards dependable data repairing with fixing rules. In: Proceedings of
the 2014 ACM SIGMOD International Conference on Management of Data, pp. 457–468.
ACM, Snowbird (2014)

8. Sun, D., Zhang, G., Zheng, W., Li, K.: Key Technologies for Big Data Stream Computing.
Big Data: Algorithms, Analytics, and Applications. CRC Press, Taylor & Francis Group,
USA (2014)

9. Wang, L., Xu, L.D., Bi, Z., Xu, Y.: Data Cleaning for RFID and WSN Integration. IEEE
Trans. Industr. Inf. 10, 408–418 (2014)

10. Beskales, G., Ilyas, I.F., Golab, L.: Sampling the repairs of functional dependency violations
under hard constraints. Proc. VLDB Endow. 3, 197–207 (2010)

11. Chu, X., Ilyas, I.F., Papotti, P.: Holistic data cleaning: Putting violations into context. In:
2013 IEEE 29th International Conference on Data Engineering (ICDE), pp. 458–469 (2013)

12. Fan, W., Li, J., Ma, S., Tang, N., Yu, W.: Towards certain fixes with editing rules and master
data. VLDB J. 21, 213–238 (2012)

13. Dallachiesa, M., Ebaid, A., Eldawy, A., Elmagarmid, A., Ilyas, I.F., Ouzzani, M., Tang, N.:
NADEEF: a commodity data cleaning system. In: Proceedings of the 2013 ACM SIGMOD
International Conference on Management of Data, pp. 541–552. ACM, New York (2013)

182 W. Ding and Y. Cao

http://dx.doi.org/10.1007/978-3-319-11116-2_2


An Unsupervised Method for Linking Entity
Mentions in Chinese Text

Jing Xu(&), Liang Gan, Bin Zhou, and Quanyuan Wu

College of Computer, National University of Defense Technology,
Changsha 410073, China

{jing.xu,gl,binzh,qy.w}@nudt.edu.cn

Abstract. Entity linking is the process of linking entity mentions in text with
the unambiguous entity objects in a knowledge base. The technology is a key
step of expanding a knowledge base, and can improve the information filtering
ability of online recommendation systems, search engines, and other practical
applications. However, the large number of entities, the diversity and ambiguity
of entity names bring huge challenges for entity linking research. In addition, the
rare Chinese knowledge bases and the complex syntax of Chinese text restrict
researching Chinese entity linking technologies. In order to meet the processing
requirement of Chinese text, we propose an unsupervised Chinese entity linking
method, namely un-CEML. This method uses Baidu encyclopedia as a
knowledge base, exploits a similarity algorithm to obtain entries from Baidu
encyclopedia, and combines the characteristics of this encyclopedia to obtain
candidate entities, which can handle the abbreviation and wrongly segmenting
entity mentions, ensuring the size of candidate entities and the probability of
containing the target entity. In the ranking stage of candidate entities, we obtain
the strongly relevant information of entity mentions based on the dependencies
of components in a sentence as the context information, to reduce the noise of
calculating the similarity with candidate entities. Because the nominal mentions
are mostly common words, small correlation with the document knowledge, we
deal with them separately. We conduct experiments on real data sets, and
compare with some standard methods. The experimental results show that our
method can solve the ambiguity problem of Chinese entity mentions, and
achieve high accuracy of linking results.

Keywords: Entity linking � Baidu encyclopedia � Information extraction �
Unsupervised � Chinese text

1 Introduction

With the development of information technology, there are vast amounts of unstruc-
tured text on the network, in which the diversity and ambiguity of entity names are
widespread, reducing the utilization of text data. However, the entity disambiguation
technology can solve these problems and have important influence for understanding
the real meaning of natural language text. Entity linking is a method of entity dis-
ambiguation, and obtains the target entity by linking an entity mention to an unam-
biguous entity object in a knowledge base [1]. Specifically, entity mentions are some
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strings pointing to some things in the world, and mainly include nominal mentions,
such as concepts, technology items, and named mentions, such as person, location, etc.
[2]. Entity linking is a disambiguation method of entity mentions, and is applied to the
semantic search, question answering system, knowledge base expansion and hetero-
geneous knowledge fusion, etc.

In particular, the entity linking technologies can solve the diversity and ambiguity
problem of entity names. The name diversity is that an entity has multiple names, such
as alias, abbreviation. For example, the other names of the entity “peng li yuan” (In
order to ensure that print format, we use pinyin instead of Chinese characters, and the
other parts are the same), which is the wife of Chinese president, are “Liyuan Peng”
and “peng ma ma” (Peng Mama). The name ambiguity is that an entity name is likely
to point to different entities in different contexts. For example, Apple indicates a
company in business documents, and indicates a fruit in health documents.

The key step of entity linking is calculating the similarity between an entity
mention and its candidate entities. The traditional methods extracted the context
information of entity mentions by setting the window size, which introduced a lot of
noise, reducing the similarity. In addition, the large size of candidate entity size will
bring a lot of time cost and storage cost, when calculating the similarity between entity
mentions and candidate entities. Moreover, using the context similarity method to link
the nominal mentions, is easy to produce some wrong results, because of the small
correlation between the nominal mentions with document knowledge. To solve the
above problems, we propose an unsupervised Chinese entity mention linking method,
namely un-CEML. The main contributions of this method are as follows.

1. un-CEML needs no manual annotation data, comprehensively utilizing the entity
type, population, name and context information, which can distinguish and identify
the candidate entities accurately, and ensures the result accuracy and recall.

2. In the stage of generating candidate entities, un-CEML exploits a similarity algo-
rithm to obtain entries from the knowledge base, which can process the abbreviation
and wrongly segmenting entity mentions, ensuring the size of the candidate entities
and the probability of containing the target entity.

3. In the stage of ranking candidate entities, un-CEML exploits the type consistency
between an entity mention and its target entity, extracts the strongly relevant
information of entity mentions based on the dependencies of components in a
sentence, and links the nominal mentions separately, to reducing the time cost and
improve the linking accuracy.

4. In order to verify the performance of un-CEML, we conduct some experiments on
real data sets, and compare with some standard methods. The experimental results
show that our method can solve the ambiguity problem of Chinese entity mentions,
and achieve high accuracy of linking results.

The other parts are organized as follows. We describe the related works in Sect. 2
and the linking method of entity mentions in detail in Sect. 3. In Sect. 4, we report our
experimental results and evaluation, and conclude our discussion in Sect. 5.

184 J. Xu et al.



2 Related Works

The entity linking technologies have important research value for building and
updating a knowledge base, which receives the extensive attention of the academic
members in recent years. According to needing manual annotation data or not, the
entity linking technologies are divided into supervised and unsupervised technologies,
and we introduce the research status from the above two aspects. The supervised
technologies include binary classification methods, learning to ranking methods,
probabilistic graph based approaches. The idea of binary classification methods is using
the pairs of entity mentions and candidate entities to train a binary classifier, such as
SVM (support vector machine), binary logistic classifier, to determine whether the
mention points to the candidate entity [3–6]. The idea of learning to ranking methods is
studying a ranking model automatically with the training data to sort the candidate
entities, whose different place with binary classification methods is considering the
relationships between the candidate entities referring to the same entity mention.
LINDEN exploited the max-margin method to get the target entity by combining the
entity population, semantic correlation, semantic similarity and topic consistency [7].
Chen et al. exploited the listwise ranker ListNet to obtain the target entity [8]. The
probabilistic graph based approaches are to simultaneously remove the ambiguity of
multiple entity mentions by a collaborative linking method, based on the topic con-
sistency of all entities in a document. Han et al. used a probabilistic graph to model the
context similarity between entity mentions and candidate entities and the semantic
correlation between the candidate entities referring to different entity mentions, and get
the target entity by a collective linking method [9]. Hoffart et al. built a mention-entity
graph, combining the entity population, context similarity and the coherence between
entities, and calculated a subgraph containing a mention-entity edge for each mention,
to obtain the target entity [10].

The unsupervised technologies need no manual annotation data to train models,
including vector space model based methods (VSM) and information retrieval based
methods. The idea of VSM is representing entity mentions and candidate entities into
vector forms, and calculating their similarity, selecting the candidate entity with the
highest value as the target entity. The other methods based on VSM are different on
vector representation and similarity calculation [11–13]. The information retrieval
based methods index every candidate entity into a document, and regard an entity
mention and its context information as a query, to search the documents, and select the
most relevant candidate entity as the target entity. Gottipat et al. studied a statistical
language model based on the information retrieval method, and used the
KL-divergence retrieval model to score candidate entities, and select the object with the
highest value as the target entity [14].

Due to the richness and openness of English knowledge bases, such as English
Wikipedia, Freebase, DBpedia, most entity linking technologies are processing English
text. Relatively, the rare Chinese knowledge bases and the complex syntax of Chinese
text restrict researching Chinese entity linking technologies. However, the massive
Chinese resources and the demand of variety applications, urge researching Chinese
entity linking technologies, which can make the machines understand and exploit these
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resource, and provide good services for human. In recent years, the Chinese entity
linking technologies attract wide attention in academia and industry. For example, from
2015, TAC (Text Analysis Conference) issued a Tri-langual (English, Chinese,
Spanish) entity discovery and linking task. Babelfy was an entity linking system based
on graph, built with BabelNet, which is an open encyclopedia, and supported for the
entity disambiguation task of multiple languages (English, Chinese, Russian, etc.).
Babelfy exploited the restarting random walk algorithm to get the semantic relevance
between entities, namely semantic signature, built the semantic relation graph based on
semantic signature, and got the unambiguous entities by extracting the dense subgraph
[15]. CASIA_EL regarded the wikipedia pages of words in the context of entity
mentions as an external knowledge source, expanded the eigenvectors of the input text,
and calculated the similarity between an entity mention and its candidate entities,
selecting the object with the highest score as the target entity [16]. Liu et al. proposed a
Chinese integrated entity linking method based on graph, which not only made full use
of the structural relationship between entities in a knowledge base, but also acquired
the external knowledge by the incremental mining algorithm, so as to collectively link
multiple entity mentions in a document [17].

3 Approach

The proposed method, namely un-CEML, includes entity mentions extraction, candi-
date entities generation, candidate entities ranking, and NIL entity mentions clustering,
whose process flow is shown in Fig. 1.

In the extraction stage of entity mentions, we use the method in the preliminary
work to acquire the nominal and named mentions, as well as their categories. The detail
method is described in “An Unsupervised Method for Entity Mentions Extraction in
Chinese Text”, which is waiting for publication. Particularly, the category of the
nominal mentions is annotated as NOM, and the named mentions contain PER, LOC,
GPE, and so on. The representation of the output information is M = {<m1, c1>, <m2,
c2>, … <mn, cn>}. mi indicates an entity mention, and ci indicates a category,
0 < i < n.

3.1 Candidate Entities Generation

We use Baidu encyclopedia as a knowledge base. Baidu encyclopedia is the largest
Chinese encyclopedia in the world, which adopts the crowdsourcing technology,
allows all users to edit the entries, and has a professional team for review to ensure the
correctness of all entries [18]. As of April 2016, Baidu encyclopedia has collected more
than 13,000,000 entries, almost covering all known fields, which point to some things,
and concepts in the real world. Each entry corresponds to a description page, mainly
including the yixiang information, summary, infobox, content, and tag indicating the
category of this entry. Particularly, the yixiang information contains some entries,
which have the same name and different meanings with this entry. For example, the
entry “Keqiang Li” corresponds to a premier of the state council, but also corresponds
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to a professor, or other objects. Because Baidu encyclopedia does not provide the
offline package, we use the online processing method. un-CEML puts entity mentions
in Baidu search, and exploits a similarity method to filter the returned encyclopedia
results, which can process the abbreviation and wrongly segmenting entity mentions.
The similarity calculation method is shown in formula (1). For example, for the entity
mention “shi wei zu zhi” (WHO), we can obtain the candidate entity “shi jie wei sheng
zu zhi” (World Health Organization). For the entity mention “yan hua xiang hua gong
you xian gong si” (Yan Hua Xiang Chemical Company), we can obtain the candidate
entity “zhong yan hua xiang hua gong you xian gong si” (Zhong Yan Hua Xiang
Chemical Company). Then un-CEML combines the filtered encyclopedia results and
their yixiang information as the candidate entities. The output contains the encyclo-
pedia term, tag and content, whose representation is CE = {CE1, CE2, … CEn}, and
CEi = {<term1, tag1, content1>, …, <termj, tagj, contentj>, …}, j = 1, 2….

Fig. 1. The linking framework of Chinese entity mentions
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Sim mi; termj
� � ¼

Len LCS mi;termjð Þð Þ
Len mið Þ

Len MCC mi;termjð Þð Þ
Len mið Þ

8<
:

ifLCS mi; termj
� � 6¼ ;� �

ifLCS mi; termj
� � ¼ ;� � ð1Þ

In formula (1), mi represents an entity mention, and termj indicates a candidate
entity. The symbol “LCS” indicates acquiring the longest common substring of two
elements, and “Len” indicates calculating the length of the element. “MCC” indicates
acquiring the maximum common characters of two elements.

3.2 Candidate Entities Ranking

For the entity mentions owning candidate entities, we design a ranking algorithm,
which exploits the entity category, population, names and context information, to rank
the candidate entities and get the target entity. The output representation is E = {<m1,
e1>, <m2, e2>, …<mn, en>}. The ranking algorithm is described as follows.
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Based on the observation, the nominal mentions generally refer to some common
words, which have small relevance with the document knowledge. If we use the
context similarity method to link them, we will get wrong target entities. Therefore, we
get the target entity by judging the tags of candidate entities containing “词语” (term)
or “语言” (language). For the named mentions, we use the context similarity method,
which lowers the processing speed in case of the numerous candidate entities. To solve
the above problem, we reduce the size of candidate entities based on the consistency
between an entity mention and its target entity. In addition, because the entity is more
popular, it is mentioned more frequently. We join the entity population in un-CEML,
which helps ranking the candidate entities. The function is getPopulation(termj), which
get the entity population by obtaining the editing number in the encyclopedia page.

The previous similarity methods obtain the context information of entity mentions
by setting the window size, which cannot guarantee these information being related to
entity mentions, and introducing a lot of noise, affecting the similarity between entity
mentions and candidate entities. To solve this problem, we design a method of gaining
the context information strongly related to entity mentions. Firstly, we gain the sen-
tences including an entity mention. Secondly, according to dependency parsing, we get
the relevant information of this entity mention, such as the attributive modifiers, other
mentions related to this entity mention. For example, for the sentence “guo wu yuan
zong li li ke qiang chu xi zai tian jin ju ban de da wo si lun tan bing fa biao zhi ci”
(Keqiang Li, the premier of the state council, will attend davos BBS held in Tianjin,
and make a speech.), the relevant information of “li ke qiang” (Keqiang Li) is “guo wu
yuan zong li” (the premier of the state council), “chu xi da wo si lun tan” (attend davos
BBS), “fa biao zhi ci” (make a speech), and “da wo si lun tan zai tian jin jv ban” (davos
BBS is held in Tianjin). The dependency example of this sentence is shown in Fig. 2.
In the ranking algorithm, getting the relevant information is represented by the function
getRelInfo(mi), which is described in Algorithm 2.

Particularly, the function Sim(c(mi), contentj) is calculating the similarity between
the context information of entity mentions and the description content of candidate
entities, which is similar with formula (1).

Fig. 2. The dependency parsing example of a Chinese sentence
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The function parseDependency(sj) gets all components and their dependency tags
by analyzing the dependency of components in the input sentence sj. We use HanLP
tool to analyze the dependency between components, which is a Chinese natural lan-
guage processing tool [19]. The function getATTcom(mi) gets the attributive modifiers
of mi by the dependency tag “ding zhong guan xi” (Attributive relation). The function
getPre(mi) gets the subject by the tag “zhu wei guan xi” (Subject-Predicate relation).
The function getObj(mi) gets the object by the tag “dong bin guan xi” (Verb-Object
relation). The function getProObj(mi) gets the adverbial modifiers by the tag “jie bin
guan xi” (Preposition-Object relation). The function getBL(mi) gets the adverbial
modifiers by the tag “bing lie guan xi” (Parallel relation).

3.3 NIL Entity Mentions Clustering

For NIL entity mentions, which have no the corresponding entity object in knowledge
base, we use a clustering algorithm to cluster them pointing the same entity. The
clustering algorithm is described in Algorithm 3, which exploits the entity category,
name and context similarity.
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The input element relInfoi is an entity mention and its relevant information. The
similarity calculation is similar to formula (1), whose difference is choosing the object
of smaller length as a denominator.

4 Experiment and Evaluation

We crawl 40 news texts in November 2013 from phoenix information news website as
data sets, covering military affairs, politics, culture, society, etc. Using the method in
the preliminary work, which has been introduced previously, we extract the entity
mentions and categories, removing the wrong objects, and get 1852 entity mentions in
total.

4.1 Evaluation Method

We use the evaluation method in the paper [17], but there is a little difference. Firstly,
we link the entity mentions to the target entity in knowledge base artificially, and mark
the entity mentions having no target entity as NIL. T1 means the entity mentions
linking to the knowledge base correctly, and T2 means NIL entity mentions. Secondly,
we process entity mentions by un-CEML. S1 means the entity mentions, which are
linked to the knowledge base by un-CEML. S

0
1 means the entity mentions linked

correctly in S1. S2 means the NIL entity mentions by un-CEML, and S
0
2 means the

correct NIL entity mentions in S2.
We use Accuracy to evaluate the accuracy of the linking results by un-CEML. The

formula is as follows.

Accuracy ¼ S
0
1

�� ��þ S
0
2

�� ��
T1j j þ T2j j � 100% ð2Þ
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We use Precision, Recall and F1-value to evaluate the overall performance of
un-CEML. The formula is as follows.

P ¼ 1
2

S
0
1

S1
þ S

0
2

S2

� �
� 100% ð3Þ

R ¼ 1
2

S
0
1

T1
þ S

0
2

T2

� �
� 100% ð4Þ

F1 ¼ 2PR
PþR

� 100% ð5Þ

4.2 Experimental Results

In the generation stage of candidate entities, we set the similarity threshold as 0.8 by
several experiments, which means selecting the encyclopedia entries more than 0.8 as
the candidate entities. If there is no encyclopedia entry, we mark the entity mention as
NIL. In the clustering stage of NIL entity mentions, we set the similarity threshold d as
0.65.

In order to verify the effectiveness of un-CEML, we choose a method with higher
influence for experimental comparison. Babelfy is an entity linking system based on
graph, which includes entity recognition, candidate entities selection and entity dis-
ambiguation [15]. Their linking results are shown in Table 1.

Table 1 shows that un-CEML is about 10 % higher on Accuracy and Precision than
Babelfy. The main reason is that Babelfy depends on BabelNet greatly, which assigns
an abstract entity for the entity mentions having no the target entity as a linking object,
reducing the precision severely. However, Baidu encyclopedia is the most compre-
hensive Chinese encyclopedia, almost covering the knowledge of all areas, which
improves the linking results.

To compare the effectiveness of extracting the relevant information of entity
mentions based on the dependency, we regard the method extracting the context
information by setting the window size as a contrast experiment, namely el-window,
and the other modules is the same. The linking results are shown in Table 2, which
shows that the method based on the dependency improves the linking performance
obviously.

Table 1. Effectiveness of various entity linking systems (%)

System Accuracy Precision Recall F-measure

Babelfy 81.26 67.28 82.40 74.08
un-CEML 91.03 83.09 94.30 88.34
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To compare the effectiveness of linking the nominal mentions dividually, we set the
contrast experiment of processing the nominal and named mentions together by cal-
culating the context similarity, namely el-all. The other processing methods are the
same. The linking results are shown in Table 3.

Table 3 shows processing the nominal mentions dividually, has obvious influence
for the linking results. The main reason is that the nominal mentions makes up large
proportion in the entity mentions, and they have little correlation with the document.
For example, for the nominal mention “zhu ti” (theme), its context text is “jin nian bei
jing hui yi de zhu ti wei du dong zhong guo” (The theme of the meeting in Beijing is
to understand China in this year). In Baidu encyclopedia, “zhu ti” (theme) is a Chinese
term, whose description content is about literary works. Therefore, we cannot link the
correct entity by calculating the context similarity.

4.3 Method Analysis

According to the experimental results, un-CEML is an effective method for linking
Chinese entity mentions, which needs no manual annotation data, meeting the pro-
cessing demand of massive network data. We analyze the wrong linking results, and
sum up the following reasons. (1) the similarity method is comparing the similarity
between characters, which cannot process the semantic information. For example,
un-CEML cannot link the entity mention with the candidate entity, whose name is
different but pointing to the same entity. (2) For the nominal entities, un-CEML use the
rigid constraint to obtain their target entities, which is easy to produce some linking
mistakes and NIL mentions for some special nominal entities.

5 Conclusion

We propose an unsupervised Chinese entity mention linking method, namely
un-CMEL, which uses Baidu encyclopedia as a knowledge base, and exploits a sim-
ilarity method and the encyclopedia features to ensure the size of candidate entities and

Table 2. Comparison of linking results using different extracting methods of content
information (%)

System Accuracy Precision Recall F-measure

el-dp 91.03 83.09 94.30 88.34
el-window 82.72 77.90 77.15 77.52

Table 3. Comparison of linking results linking the nominal mentions specially or not (%)

System Accuracy Precision Recall F-measure

el-dividually 91.03 83.09 94.30 88.34
el-all 62.69 67.13 78.37 72.31
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the probability of containing the target entity. Moreover, un-CMEL mines and utilizes
the relevant knowledge of entities (entity type, population, name and context similarity)
to distinguish and identify the candidate entities, especailly extracting the context
information of entity mentions by the dependency and linking the nominal mentions
individually, which ensures the result accuracy and recall. In future, we will build a
entity alias dictionary to improve the linking accuracy for various names, and add some
semantic information to the similarity method, to improve the linking performance.
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Abstract. The speed and the efficiency of short range communication has
increased with the evolution of wireless technologies i.e. Wireless Local Area
Network (WLAN), ZigBee, and Bluetooth Low Energy (BLE). Especially, the
BLE shows promising results in different fields such as Internet of Things (IoT),
health-care, body area networks, etc. As a result of dramatic increase in the
wireless device, the frequency interference in 2.4 GHz Industrial Scientific
Medical (ISM) band has raised, resulting a higher packet loss. In this paper, we
propose Fast Adaptive Frequency Hopping Scheme (FAFH) to mitigate the
effects of interference in BLE. The proposed FAFH scheme immediately hops to
a new channel without waiting for completion of the current connection event
when the channel quality becomes worse by interference. The simulation results
show that the FAFH performs better in dense wireless networks as well as
improved performances comparing to AFH scheme.

Keywords: BLE � Bluetooth � Frequency hopping � Interference � Packet loss �
2.4 GHz

1 Introduction

Recently, the mobile user requirements i.e. data, speed, the internet, energy con-
sumption, etc. has given the opportunity to introduce novel technologies. BLE is one of
the prominent candidates to provide low power and low-cost communication. It was
first introduced in version 4.0 of the Bluetooth Standard [1]. Since then it has become
the leading wireless technology for a broad range of devices, including smartphones
and household equipment, as well as automotive, medical, and wellness devices. It is
expected that 35 % of wireless-enabled consumer medical devices shipped in 2016 will
have BLE capabilities [2]. The ubiquitous presence of BLE makes it an excellent fit for
short-range wireless communication i.e. Machine-to-Machine (M2M), Cyber-Physical
System (CPS), and IoT [3]. Similarly, the BLE is equipped with several commercially
available products such as Qualcomm 2netTM Hub wireless gateway, wellness
trackers, etc. [4, 5].
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In order to achieve low power services, the Bluetooth standard made several
changes in the architectural design of the BLE. For example, the 2.4 GHz ISM band is
divided into 40 channels with 2 MHz spaces in between. Among these 40 channels,
3 channels (37, 38, 39) are dedicated as the advertising channels for the connection
establishment. The remaining 37 channels are responsible for the data transfer among
the devices, so that they are named as data channels. Unlike classical Bluetooth, the
BLE switches to different modes in order to reduce the power consumption. Subse-
quently, it gives months of battery life. However, the power consumption is still not
low enough for coin cells and energy harvesting applications. Moreover, a concise state
machine is designed to facilitate the enhance device discovery with low power con-
sumption. This unique low power functionality enables the BLE as a radio standard for
the IoT and M2M communication. Since BLE does not support streaming services, it is
not suitable for large data transfer. In general, a BLE device can operate in three
communication modes i.e. advertising, scanning, and initiation. The advertising
mechanism facilitates easy discovery and connection establishment [6].

As already stated, BLE operates in the unlicensed 2.4 GHz ISM band, which
increase the chances of interference, congestion, and packet loss. The coexistence of
other short-range communication technologies such as WIFI, ZigBee, etc. in the same
environment overcrowd the 2.4 GHz ISM band. For instance, the IoT aware envi-
ronments are greatly affected by installing a huge number of sensors in various envi-
ronments such as smart homes, smart buildings, e-health services, etc. [7]. Therefore,
controlling the communications of such sensors is challenging job to accomplish.
Consequently, several research studies have been published concerning the
co-existence issue of the BLE with other technologies [8–10]. However, there are still
some challenges to be solved in this issue. In particular, the master continues data
transmission during a connection event, even though it is aware that the channel quality
is deteriorating due to interference caused by other wireless networks. In order to
address the aforementioned problems in a congested IoT environment, this paper
proposes Fast Adaptive Frequency Hopping (FAFH) scheme to mitigate the effects of
interference, thereby enhances the performance of coexisting BLE networks in the
crowded 2.4 GHz band. The rest of the paper is categorized as follows. An overview of
the AFH scheme is presented in Sect. 2. Section 3 provides a detailed description of
the proposed FAFH. The simulation and results are presented in Sect. 4 and finally, the
conclusion is given in Sect. 5.

2 Standard AFH Overview

The AFH is one of well-known hopping mechanisms that provide environmental
adapting properties by identifying and eliminating the fixed source of interference
[11–13]. The AFH process starts when a slave device initiates an advertising process by
sending an advertising request to the master device. The master device receives the
advertising request and sends a connection request to the slave device. The connection
request consists of a channel map and frequency hop increment. After receiving the
response from the master device, the slave device establishes a connection in one of the
channels from the channel map. After the connection is created between the master and
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slave, the channel is further divided into non-overlapping time units called connection
events. However, each connection event always utilizes only a single data channel. The
master always initiates the connection event, as it transmits a data packet to the slave.
Consequently, the slave must send a response packet to the master, once it received the
packet from the master. However, the master is not bound to respond to the slave after
receiving a packet. The master always waits for at least TIFS of 150 ls until the end of
transmitting a packet and the start of the next packet transmission.

The master first measures condition of all channels and classifies them into two
categories: used and unused channel sets. One of the used channels will be selected for
data transmission between the master and the slave. We denote the used channel set by
C0;C1;C2;. . .CN

� �
. The connection request contains a hop increment and a channel

map. The channel map consists of a sequence of 37 bits, each bit is used to indicate
whether the channel belongs to used or unused data channel sets. For example, a
channel map of 011011…. means that channel 1,2,4, and 5 belong to used data channel
set while channel 0 and 3 belong to the unused data channel set [14]. The hop
increment is a random value that ranges from 5 to 16. It is utilized for computation of
hopping frequency for the next connection event. Once the master and slave device
created a connection, the AFH algorithm selects a data channel to use throughout a
connection event. A data channel for a connection event is selected by

f  fþ hopð Þmod 37 ð1Þ

where f and hop represent the channel number and hop increment, respectively. The
value of f is initially set to 0 for the first connection event and then sequentially changed
depending on its value used in the previous connection event. If the chosen channel does
not belong to the used channel set, it is remapped to one of the used channels by

i ¼ f mod N ; f  Ci ð2Þ

where N represents the total number of used channels. An example of the algorithm is
shown in Fig. 1.

Let a denote the error rate of a data (or ACK) packet during a connection event.
Considering that a BLE device retransmits its packet if it does not receive any response
from the other until TIFS is elapsed, the probability of packet retransmission is given by

q ¼ 1� ð1� aÞ2 ð3Þ

So, the channel utilization during the connection event is

U ¼ 1� q ð4Þ

Using a simple calculus, we get the average time until the successful transmission
of a data packet by

E Tð Þ ¼
X1

k¼1 kð1� qÞ qk�1 ¼ 1
1� q

ð5Þ
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3 Proposed Scheme

In this section, we provide a detailed description of the proposed FAFH. As previously
stated, the AFH algorithm helps in avoiding interference. As a result, it cannot transmit
the data packets at the occurrence of interference. The transmission of data packet fails
due to two reasons, (1) when there is interference during transmission of a data packet
from the master to the slave or (2) when there is interference during transmission of an
acknowledgment from the slave to the master. In either situation, the transferred packet
is garbled.

Consequently, the master retransmits the same data packet, which can be garbled
again. The master continues data transmission until the end of current connection.
Thus, it causes a severe wastage of channel capacity and takes a longer transmission
time, since the master uses same channel when no more data packets are available.
In AFH, the master continues data transmission until the completion of current con-
nection event, even though it experiences interference during data transmission.
Figure 2 illustrates a continuous interference scenario in AFH.

In order to overcome the drawback of AFH, we propose FAFH scheme. The FAFH
scheme is enables the master to immediately hop to another channel when the inter-
ference occurrence is exceeding the predefined threshold.

Figure 3 shows the workflow of FAFH. FAFH closes the current connection event
and start next connection event when INB reaches the threshold. Thus, FAFH scheme
is capable of transmitting more data packets than AFH scheme within the same
duration. In order to perform channel hopping, the current connection event requires to
close the more data (MD) bit, which is included in data header. The MD bit is used to
indicate that the master has more packets to send. The master sends a one-bit signal,
MD bit, to the slave. If the MD bit received by the slave is 1, it indicates that master has
more data packets to send, hence the connection event should be continued. Moreover,
the slave should listen after sending an acknowledgement. On the other hand, if the

Fig. 1. Operation of AFH
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Fig. 2. Continuous interference in AFH

Fig. 3. Workflow of FAFH
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master sends “0” as the MD bit, it indicates that the master does not have more packets
to send, thus the connection event can be ceased.

The proposed FAFH scheme uses 3 bits in the reserved field of data packet header
to represent the interference as the Interference Notification Bit (INB). A structure of
data header is shown Fig. 4.

INB bit uses a threshold about interference count, and it define from host at the
creation of a connection. The initial INB value is set to 0. It increases when the master
does not receive an ACK from the slave until the Inter Frame Space (TIFS) is elapsed
after a data packet transmission. However, is the master receives an ACK in the next
transmission, INB is assigned with the default value. If INB reaches the threshold, next
data packet change MD bit 0 immediately. That means if current channel occur con-
tinuous interference, the master try to close current connection event immediately.

4 Simulation and Results

The proposed FAFH is tested through computer simulation using C language. The
simulation environment is developed based on a BLE simulating program, which
complies with the Bluetooth Low Energy 4.0 specifications. The simulation environ-
ment provided with random interference to simulate coexistence interference due to
other wireless networks using 2.4 GHz ISM band like WLAN. For example, the
interference caused in Unused channels from WLAN is considered in channel number
5–8, 14–16, 20–25, and 28–31. The rest of the twenty channels used the Used channels
set. We simulate over 10 times for each scenario to get the average results, where
parameter settings are selected with values listed in Table 1.

Figure 5 shows retransmit rate in FAFH and AFH. The retransmission rate directly
depends on the interference. The result depicts a higher retransmission rate as the
interference increases up to a certain level. The graph reveals that the AFH perfor-
mance is deteriorated from high packet loss due to its single connection event when the
transmission is failed between the master and slave. On the contrary, the proposed
scheme has ensured less retransmission rate by closing current connection event and
shifting to next connection event when transmission is failed between the master and a
slave.

Fig. 4. A structure of data header
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We also compare the analytical results with those obtained via simulations. We can
find that the theoretical results match with the simulative ones over the entire range of
parameters.

The proposed scheme and AFH are compared in terms of average transmission time
as shown in Fig. 6. Since AFH is retransmitting the packets in the same connection
event, the average transmission time is significantly increased. In FAFH, the average
transmission time is slightly increased with the packet error probability due to the
switching time between connection events. However, FAFH offers a significantly less
transmission time compared to AFH. We can also see that the theoretical result is well
correlate with the simulation results.

As for the channel utilization shown in Fig. 7, we can see that FAFH is less affected
by the packet error probability while AFH is severely suffered from low channel
utilization with the increase of a. In fact, the high channel utilization of the proposed
scheme is supported by switching into interference-free channels. It is also shown that
the theoretical results are practically the same with simulation results.

Table 1. Simulation parameters

Parameters Values

Used channel set 0–4, 9–13, 17–19, 26, 27, and 32–36
Unused channel set 5–8, 14–16, 20–25, and 28–31
Number of used channels (N) 20
Packer error probability ðaÞ 5 to 50 %
Inter frame space (TIFS) 150 ls
INB threshold (θ) 3

Fig. 5. Retransmission rate with packet error probability
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5 Conclusion

This paper presented Fast Adaptive Frequency Hopping (FAFH) scheme for coexis-
tence of BLE networks in heterogeneous environments. FAFH immediately hops to a
new channel without waiting for completion of the current connection event as is not
case in the standard. The proposed scheme is tested through computer simulation in

Fig. 7. Channel utilization with packet error probability

Fig. 6. Average transmission time with packet error probability
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various interference scenarios. The simulation results have shown that the proposed
FAFH offers a much shorter retransmission rate, average transmission time as well as
higher channel utilization.
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Abstract. In this paper, we present a mixed reality environment
(MIXER) for immersive interactions. MIXER is an agent based collab-
orative information system displaying hybrid reality merging interactive
computer graphics and real objects. MIXER is an agent based collab-
orative information system displaying hybrid reality merging interac-
tive computer graphics and real objects. The system comprises a sensor
subsystem, a network subsystem and an interaction subsystem. Related
issues to the concept of mixed interaction, including human aware com-
puting, mixed reality fusion, agent based systems, collaborative scalable
learning in distributed systems, QoE-QoS balanced management and
information security, are discussed. We propose a system architecture
to perform networked mixed reality fusion for Ambient Interaction. The
components of the mixed reality suit to perform human aware inter-
action are Interaction Space, Motion Monitoring, Action and Scenario
Synthesisers, Script Generator, Knowledge Assistant Systems, Scenario
Display, and a Mixed Reality Module. Thus, MIXER as an integrated
system can provide a comprehensive human-centered mixed reality suite
for advanced Virtual Reality and Augmented Reality applications such
as therapy, training, and driving simulations.

Keywords: Mixed reality · Ambient interaction · Human aware com-
puting · Mixed reality fusion · Collaborative scalable learning · QoE-QoS
management

1 Introduction

The firm demand for life like immersion inhuman-computer interaction (HCI)
for entertainment, education, military and healthcare [4,12,17,18,21,22,24,26],
expedites the development of mixed reality and ambient interaction systems. A
mixed reality system refers to a computing system establishing a cyber environ-
ment, where physical and digital objects co-exist and interact in real time with
sensors, interactive subsystems,and immersive multimedia. Such a system merges
real and virtual worlds to reproduce virtualities and makes them ambient in the
environment, allowing individuals to navigate and interact with real and virtual
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objects. Correspondingly, the ambient interaction is reproduced using multime-
dia metaphors (related to senses of sight, hearing, smell, taste and touch) for
work and private life scenarios in the cyber environment.

One of the emerging areas for research is immersive interaction to provide a
realistic experience (e.g., [27,28]). In order to perform immersive interactions, a
number of sensors and actuators are required (as in [7]). Applications in military
training is a typical example. Immersive training simulations combine real sol-
diers and physical environments with virtual soldiers and places to reproduce a
lifelike battlefield with a series of metaphors. Interactive targets in the environ-
ment, including subjects (e.g. roles) and objects (e.g. weapons, cars) are either
controlled by humans or by artificial intelligence. These simulations are used
by the military to conduct training programs to perform tactical operations.
Compared with real world scenarios, the reproduced environment can be built
and modified in a more efficient way to adapt various scenarios. Thus, they pro-
vide a flexible and inexpensive environment for training. Advanced interactions
would bring more lifelike experience but require human aware computing to sup-
port proactive interaction. This motivates us to develop a mixed reality suit to
perform human aware interaction. Therefore, we design a mixed reality envi-
ronment (MIXER). MIXER is an agent-based collaborative information system
with hybrid reality merging interactive computer graphic. MIXER can provide a
comprehensive human-centered mixed reality suite for advanced Virtual Reality
(VR) and Augmented Reality (AR) applications such as therapy, training, and
driving simulations.

In this paper, we present an interactive environment for tactical operations.
Corresponding modules such as human aware computing, collaborative scalable
learning in distributed systems, QoE-QoS balanced management and informa-
tion security are discussed in the remaining sections.

2 Agent-Based System

MIXER is designed aiming at ambient interaction with visual computing sup-
port. The system comprises a sensor subsystem, a network subsystem and an
interaction subsystem. For example, for military training, it requires an action
sensor and a sensor shirt to capture motion, a weapon simulator, a smart helmet
for interaction, and a smart gateway for network communication.

An ambient interaction system combining these technologies will not only
bridge the gap between the real world and virtual environment, but also promote
building increasingly complex virtual worlds for interactive artificial intelligence.
In some cases, high level intelligent computing is needed to perform human-
aware tasks for comprehensive interaction (e.g. support for decision making or
assessment of fatigue state of the user, then a backend to support human-aware
computation).

Considering the diversity of the devices and elements in MIXER, an agent
based system [19] is designed based on an agent based model (ABM). Various
hardware and software modules are abstracted as diverse agents according to
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Fig. 1. Main devices of tactic training environment

Table 1. Intelligence classification

Class Level Functional capacity

A Advanced Perceive, apply complex inference and compute in complex data
structures

B Medium Compute and process data with a medium data base

C Simple Store data and auto-react with string stack processing

D Buffer Use simple sensing and reaction, transmit data and store in a buffer

the roles they play. To simplify the management of the agents, we have divided
intelligence level into four levels (A, B, C, D) as shown in Table 1. Some advanced
functions can be implemented as the combinations of agents with different levels.
The agents collaborate together under a specific structure to perform a certain
functionality.

To enhance bodily interactions in VR, an agent based sensor network is
used with a PPT camera system to address the localization problem in 3D
VR [7]. Once the position of the subject in the virtual space is located, ambient
interaction can be performed according to the motion of the subject. IEEE 1451.4
Transducers Electronic Data Sheets (TEDS) description model and Kullback-
Leibler Divergence (KLD) method are used to identify the type of sensors and
obtain the sensor data. Sensor networks can perform precise position tracking in
a virtual world (e.g. [1]). Considering the possible heterogeneous data captured
by hybrid devices in this type of hybrid systems, data fusion may be needed for
the VR system before information processing.

To enable ambient interaction, system recognizes the target and judge the
situation according to the human behavior. Cognitive differences between the
novices and experts can be measured using psychophysiological feedback devices,
such as EEG, ECG, EGG, etc., to understand human cognition and behavior.
[11] revealed the possibility of applying the theory of mental imagery to read
the mental state of participants and model human cognition. Further emotional
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states of user behaviors can be captured through speech and using a game pidgin
language (GPL) and support vector machines (SVMs) to trigger the emotive
response [10]. These studies support the use of human aware computation in
interactive system design.

3 Mixed Interaction

The concept of mixed interaction refers to the interaction with different types of
reality (VR and AR) and mixed reproduction of the objects. Both the subjects
and objects in VR and AR can co-exist and be switched freely according to the
demands of users, to perform human centered interaction adapting to the needs.

A military training simulation system with comprehensive interactions, as
seen in Fig. 5, combines real soldiers and physical environments with virtual
soldiers and reproduces a lifelike battle field with a series of metaphors. Inter-
active targets in the environment, including subjects (e.g. roles) and objects
(e.g. weapons, cars) are either controlled by humans or by artificial intelligence.
These simulations are used in military training programs to perform tactical
operations. Compared with real world scenarios, the reproduced environment
can be built and modified in a more efficient way to adapt various scenarios.
This provides a flexible and inexpensive environment for training.

Fig. 2. Interactions in comprehensive reality world

During the interaction, mixed reality fusion (MRF) is required to perform
reproduction of agents and objects and switching on the desired reality. This
fusion is one of the technologies that plays an important role in the background
research for MIXER development. With the support of the libraries of the roles
and scenarios, as well as mixed interaction with data exchange between different
reality environments, MRF can be performed. Figure 3 shows an example of
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MRF. As shown in the figure, two subjects are not in the same scene in the
real world but can be composed as if (a) they are in the same environment in
MIXER and (b) partly appear to be in reality or VR in a specific scene (b). By
switching the scene, real and virtual agents and objects we can provide a hybrid
environment for co-existence of VR and AR agents.

Fig. 3. Mixed reality fusion with the mixed interaction

Many existing researchers have been investigating the concept of interaction
in VR and ambient intelligence. However, the issues about remote cooperation
have not been addressed in detail. For example, if there is a group of the partic-
ipants located in different places in different cities, training together members
of this group is not possible since they are not co-located. This is an issue of
remote cooperation in ambient interaction.

Figure 4 shows the design of a remote cooperation scheme with networked
MRF. To implement mixed reality in the fusion of reality, action synthesizer and
scenario synthesizer are used. Action synthesizer is used to detect and measure
the behavior of human agents in the real world. Scenario synthesizer repro-
duces the virtual actions in the mixed reality world. Regarding the applica-
tions such as action movies and simulated training, script generator is used to
adjust the virtual physical parameters in mixed reality, mapping the real behav-
ior measurements to the values of actions with preset conditions and thresholds.

Fig. 4. Networked MRF for ambient interaction
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This can reproduce a specific scene with a higher level of immersion for users to
experience the real situation during interaction. The system logic can be built
by the Knowledge Assistants network. Thus, MIXER can perform remote fusion
providing the subjects with facilities to be either in real or virtual world.

4 Human Aware Computing

Another element that serves as an integral part in ambient interaction is human
aware computing, where the agents act together as an autonomous entity of
advanced intelligence with human-like awareness to perceive, feel, and be con-
scious of events, objects, or sensory patterns. To detect users intention and adapt
to user and/or event on the scene, the system utilizes human aware compu-
tation. Thus, the system responds to preference-adaptive interaction by pro-
viding a proactive service. An anthropomorphic knowledge and a psychological
expert system are included in human centered interaction. A logic system using
perception-action cycle is modeled to compute interaction in MIXER. Subject
perceives surroundings and then acts with a specific goal; actions affect the envi-
ronment; the changes of the surrounding lead to further actions after being per-
ceived by the human, which form a close cycle. With this logic model, MIXER
is able to assess the behaviors of subject and support co-evolution. This also
allows human like perception, recognition and reaction. Thus, a cyber-system
serves not only human but as-if human.

Fig. 5. Ambient intelligence for human aware computing

For the interaction in the mixed reality environment, positioning is an impor-
tant issue to assess the quality of training. In some device based simulation sys-
tems, distance measurement is used to implement positioning task. For example,
in latency training, the snaking interactions related to discovery or concealment
depend on the distance between the receivers and transmitters of the devices.
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In some cases, the device based systems could not simulate the real world sit-
uation since the physical measure (e.g. radiocommunication, electronicwave)for
transmitter and receiver do not correspond to the real world sentry (e.g., vision,
illumination). Usually the available distance of a typical distance detector is
around 5 to 10 meters. The object further beyond this distance would not be
detected by the detector.

To overcome the limitation of the distance measurement for the generaliza-
tion of the system, stereo visual differentiating has been designed and integrated
into the system. With visual sensing, recognition for human aware computing
can be extended further using distance sensors.

An ambient interactive system requires to distinguish the target in the sce-
nario from the trivial to implement human cognition. In many cases, human
knowledge is expected to solve problems. For instance, in latency training or
investigation, human knowledge to discover the target or ignore the trivial is
needed. This can be also used for visual differentiation applications. With the
knowledge system, stereo pattern analysis is used to obtain the stereo space
mapping to recognize the objects in the environment [14]. As shown in Fig. 6,
the system uses pattern context aware computing to differentiate the targeted
object in the scenario.

Fig. 6. The architecture of knowledge based context aware stereo pattern analysis

For transferring human knowledge, we design a knowledge system with adap-
tive fuzzy learning strategy for stereo differentiation. The uncertainty of data
and solution are both taken into consideration. The measurement involved in
the energy and the dimension of the anonymous pixels with estimated depth are
objectives for optimization.



212 C.Z. Liu and M. Kavakli

With the consideration of the uncertainties involved in texture condition,
priori knowledge and solution, tail recursion and uniqueness of optimization
guarantee the stability of the matting solution. Because of the adaptive learning
strategy used in processing, the proposed scheme performs robust.

5 Collaborative Scalable Learning

Many works have addressed the questions about networking and communication
in VR, AR and MR. Whereas, when it comes to the question with the consid-
eration of networked data system, not much research is done on the issue of
the scalability of dispersed knowledge architecture. In our work, we focus on the
agent based collaborative scheme with a scalable learning strategy for knowledge
evolution in dispersed knowledge systems.

With the consideration of the complexity of computation and the distribution
of the agents, a scalable collaborative agents’ framework is designed and used
in the system. The agents are divided into groups according to the position and
task orientation. The correlation among the groups are considered. Each group
can be seen as a logical area and the whole system can be divided into many
sub-areas for interactive computing. Because of the gradient nature of physical
dynamics, there are overlaps among areas. As shown in Fig. 7, the logical overlap
is modeled as correlations between the areas. Considering the uncertainties in
the dynamical interaction in the overlap, we design a collaborative strategy using
a distributed structure.

Fig. 7. The correlation of the collaborative agents

Figure 8 shows an overlapped exchange procedure between collaborative
agents. The events regarding the patterns of interaction z are modeled as a
series of states x of the agents i and j. Since the events are often distributed
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separately in space but correlated logically in operation, the strategy only uses
the correlated states of agents to perform the process. This strategy reduces the
consumption of the resources for computing, which enable the system filtering
uncertainties with efficiency guarantee. The logically adjacent agents form a pair
with dual direction links between each other that settled in different areas. The
computation is dispatched in a dispersed structure and implemented by using
the correlation information and interaction with agents.

Fig. 8. Collaborative agents exchanging

After remote subsystems networked, the agents share the information and col-
laborate as a whole system to interact. To extend the system to support remote
cooperation, we also design a network scheme for ambient interaction. In this
case, the structure of the knowledge would be dispersed in the whole system.
For many ubiquitous computing applications, both data and system are distrib-
uted, so is the knowledge system [5,6,16]. Correspondingly, the learning strategy
should be proper for the systems in a distributed data structure. There have been
many examples of distributed knowledge systems for intelligent applications (e.g.
[2,3,9,23,25]). Mostly, they are established on a distributed database, in which
the data processing is based on data dispatching via networked data organization,
processing knowledge based on data dispatching via networked dataflow organi-
zation. Essentially, the organized dataflow in this type of systems serves to inter-
grade entire database in data processing. As shown in Fig. 10, they need to com-
bine the new knowledge with obtained features to reorganize the knowledge as a
whole to process data. Therefore, it still needs a medium to store whole updated
knowledge, which is inflexible especially for the temporarily used knowledge or
short term tasks. It is still needed for the tasks to obtain some information in the
global data (e.g. calculating the covariance of the whole data space) before dis-
patching the workload into distributed computational structure, which renders
the constraints on flexibility in applications of the scalable system. Thus, these
methods still have some constraints on the flexibility and scalability, especially
for the data system with heterogeneous knowledge obtained by various methods.

Considering the difficulty of the knowledge system updates in a distributed
system, we design a scalable learning strategy for dispersed knowledge manage-
ment. Here the issues to consider are data scalability and knowledge usability. A
scalable learning scheme and ξ process are used to perform the scalable update
[15]. As shown in Fig. 10, the updated parts of the knowledge can be distributed
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Fig. 9. Update learning

Fig. 10. Scalable learning for updating knowledge-base

to corresponding agents. Thus, the dispersed knowledge system can be used as
a centralized system without knowing the overview of the global database with
the proposed scheme.

6 QoE-QoS Management

In agent based interaction, the value of the facility must be ensured. Given
network quality, Quality of Service (QoS) supplies a sound basis for a system to
provide service. An ambient interactive system must consider both the Quality of
Experience (QoE) for immersion experience and the QoS for system performance.
However, it is difficult to arrange optimum levels of QoE and QoS at the same
time since the resources for computation and communication are limited. How
to manage QoE-QoS is a significant problem for next generation computational
services, especially for those with a networked structure.

Besides the QoE-QoS balanced management, data-aware methods can be
used to perform Quality of Experience (QoE) and Quality of Service (QoS)
management [13]. With the data-aware scheme, the design and optimization of
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the agent-based interaction environment can be analytically simplified as data
precision programming. Since the resolution of the level of precise data is more
divided than the levels of MOS (Mean Opinion Score, usually only 5 levels),
using the precise data can be more flexible. By the analysis of QoE-QoS, the
level of QoE that the system capable of providing can also be assessed. Neither
can the system keep working under low energy efficiency to pursuit QoE nor
high-level QoS with low QoE. Therefore, the precision can be seen as an optimal
reference to managing system under normal operating conditions (NOC), and
QoE-QoS balance analysis can also be used to assess the optimal level of QoE
that system is capable of providing under NOC.

7 Security

As one of the most significant factors in data communication for military applica-
tions, we take information security into consideration. We focus on the protection
of the original data. Authentication and encryption are the issues to consider
regarding access and attacks. While guaranteeing the performance of informa-
tion security, the efficiency of processing big data is also taken into consideration
in system design.

For the information security, we design a fast cryptosystem scheme with the
consideration of both efficiency and performance. The scheme is designed with
five main elements based on the public key cryptography (PKC) key manage-
ment architecture as shown in Fig. 11, where the information agent (IA) refers to
the user or the device, the element packing and unpacking serve for data encap-
sulation and decapsulation, and the security of the connection is guaranteed by
the tunnel built with encryption and decryption subsystems.

Fig. 11. PKC based scheme for confidential communication

Considering the delay in communication, these two series might be out of
sync with each other at the beginning, even though the mechanism of the key
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generation is the same. We use the decrypted time stamps to synchronize the
time slot for the communication. Chaotic cryptography is used here due to its
quick encryption and decryption performance. Furthermore, the chaotic series
for encryption can be generated by some simple circuits [20,29],which can save
resources for cryptography. As shown in Fig. 12, customized parameter (CP)
is set by IA to impact the chaos driven encryption (CDE). Authentication key
(AK) is the key authorized by the key management with the certificate authority
(CA) and registration authority (RA). This key is embedded into the chips with
hardware security in the sensor before setting up the system, which guarantees
that each node in the network is authenticated. As an authorized node, the
sensor with AK is recognized as a legitimate object. To further guarantee the
data integrity, a PKC based time stamp is used for tracking the creation and
modification of the data with a digital signature. The information agent (IA)
uses the PKC key to influence the chaotic series to encrypt time stamps for
communication.

Let the CDE function be fCDE and the chaotic series be X, the chaotic
mapping in Fig. 12 can be modeled as:

X = fCDE(CP,AK) (1)

where AK is known as embedded in the hardware and CP is shared by PKC
authenticated handshaking with Diffie-Hellman protocol [8,30]. Each shared key
has its lifetime period. When lifetime is expired, the PKC head will reset the
keys distribution.

Fig. 12. Chaotic PKC transmitter

Correspondingly, the receiver is shown in Fig. 13, where the encrypted time
stamps and message are unpacked from the received data pack. After decryp-
tion, time stamps will be used for the synchronization of the chaotic series for
deciphering the messages. In the agents system implementation, the IA is an
information process module (IPM), mainly responsible for capturing the infor-
mation, coding and decoding. Anti-dismantle is used in the design of the devices.
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Fig. 13. Chaotic PKC receiver

Since the IPM is encapsulated with encryption and decryption module as one
entity, both the AK and agent are integrated under the hardware protection.

8 Conclusion

In this brief paper, we mainly present a framework for a collaborative agent-
based scheme for mixed reality. The framework uses mixed reality, ubiquitous
computing, and human aware computing concepts. A scalable updating strategy
for the knowledge system is introduced to make the system flexible. To perform
mixed interaction, we investigate a human aware mixed reality technology using
collaborative information processing strategies, and demonstrate a scheme to
enhance security and authentication for the mixed reality application. We plan
to implement this framework as a part of future work.
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Abstract. Clustering is an important tool for data mining and analysis for
massive data in big data. This paper proposes a clustering model of high-
dimensional data based on the density peak cluster algorithm and accomplishes
clustering for more than six-dimensional data with arbitrary shape simply and
directly. This model achieves automatically pre-process and takes local points
with larger density and far away from other local points as the clustering center
followed by introducing the fine-tuning. Experimental results suggest that our
model not only works for low-dimensional data, but also achieves promising
performance for high-dimensional data.

Keywords: High-dimensional data � Density peak cluster � Clustering center �
Data mining � Big data

1 Introduction

Clustering is a collection of physical or abstract objects into some subclasses that
compose of some similar objects, and plays an important role in the field of data
mining. What’s more, clustering won the worldwide attention of scholars and research
institutions. Predecessors in the field of clustering algorithm have made important
contributions. For example, in the traditional clustering algorithm, K - means algorithm
and K medoids algorithm [1] are easy to understand, convenient and quick to realize,
but one major drawback is that the two algorithms are both sensitive to abnormal value;
Hierarchical clustering algorithm [2] and partitioning clustering algorithm [3] is quick
to cluster, but only can be applied to convex cluster; DBSCAN algorithm
(Density-based Spatial Clustering of Applications with Noise) [6] and OPTICS algo-
rithm (Ordering Points to identify the Clustering structure) [7], based on Density
Clustering algorithm, have precisely solved some drawbacks of the above two kinds of
algorithms. Compared with the commonly used distance sum of clustering center to
continuously optimize algorithm [4, 5], the clustering algorithm based on density
adopts a more ingenious way: in the whole sample points, all the target clusters are
made up of a group of dense sample points, and these dense sample points are split by
low density areas (noise), thus the purpose of the algorithm is to filter the low density
areas, and to find the sample points with high density.

DBSCAN algorithm defines the clusters as the maximizing set of the connected
density points, and is able to divide areas with high enough density into clusters, then
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can find clusters with arbitrary shape in the spatial database of noise. However, the
algorithm is also sensitive to initial parameters. OPTICS algorithm overcomes the
problems of DBSCAN algorithm and achieves better results, but the problem of the
algorithm is to implement is very complicated, and the interoperability in practical
application is not strong. References [8] proposed density peak clustering (DPC) algo-
rithm, which skillfully avoids the above problems and in a more direct and concise way
completes the clustering. However, the proposed algorithm only has superior perfor-
mance in the low-dimensional data, as with the increase of data’s dimension, the
clustering result falls sharply. Therefore, this article put forward an improved algorithm
based on density peak clustering algorithm for clustering model of high- dimensional
data, which can accomplish clustering with arbitrary shape of more than six dimensional
data in the direct and simple way. This model implements the automatic pretreatment
process, then puts larger local density points which are far away from other local density
points as the clustering center, finally introduces the adjustment of parameters.

2 Density Peak Cluster

Density peak cluster (DPC) essentially belongs to the density algorithm. The basic idea
is that we suppose some low local density points surround the center of each cluster,
and these points are far away from other high local density points.

2.1 Density Clustering Algorithm

Suppose there are n sample points f1; 2; 3; . . .ng, construct a distance matrix D,

D ¼ fdijg 1� i� n
1� j� n

ð1Þ

dij shows distance between point i and point j. Then, we define the local density of
sample point i:

qi ¼
X
j

vðdij � dcÞ ð2Þ

vðxÞ ¼ 1; x\0
0; other

�
ð3Þ

Among them, dc is a custom threshold (thresh), the local density of point i is the
amount of all the points that distance to the point i less than the threshold. The selection
of the threshold, directly determines the size of the local density.

In addition, we define the function d of point i:
If i is the maximum density point, we define it as:

di ¼ min
qj [qi

dij ð4Þ
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Otherwise,

di ¼ maxfdijg ð5Þ

At this time, d is the minimum distance between all local density points greater than
point i and point i. The selection of clustering center is based on a simple principle: the
local density of the clustering center is large, and the clustering center is far away from
others. Calculate the local density value q of all the sample points and d, then select the
points with larger d and q as clustering centers. By the assumption of the algorithm, we
can know, the local maximum density point is a central point. After confirming the
clustering central point, other sample points should be in turn determined into their own
clusters from near to far according to the collection of points in the distance with the
judged points; Judgment criteria is each point’s cluster is its own cluster of points
which are the nearest in the neighborhood and local density are higher than that point.

2.2 Density Peak Cluster Model for High Dimension Data

The density peak cluster model we proposed for high-dimensional data includes three
parts. First, we conduct automatic preprocessing to select the initial clustering center.
The realization method is normalizing q, d, computing l ¼ q � d, and finding out the
abnormal points of l is higher than average a variance as the initial clustering centers;
Then cluster, and finally adjust the parameters, correct the abnormal points. Specific
steps are as shown in Fig. 1.

After data initialization, model begins to calculate the distance matrix and confirm
the corresponding threshold. Then calculates q, d of all the points and normalizes q, d,
to find out the point that d � q is greater than the average one standard deviation as the
initial clustering center; Again combines the near clustering centers, identifies classi-
fication; According to the distance from the classified point, identifies classification
from near to far; Finally amends abnormal points with smaller q, larger d, and mergers
similar clusters.

Through the proposed model reasoning in this paper, the points of largest local
density must satisfy d is locally largest in this conclusion. The proof is as follows:

Proposition. Set r as the threshold value of neighborhood. For any k 2 fk; dik\rg,
meet qk\qi, then k 2 fk; dik\rg; dk\di.

Proof. Suppose di\r, that is di ¼ min
qj [qi

dij\r, then there is a point h, meet dih\r, and

qh [ qi, this is inconsistence with the condition, thus di [ r. While k is not the
maximum density point, as a result, there is

dk ¼ min
qj [qk

dkj\dki ¼ dik\r ð6Þ

so dk\di.
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In fact, through the proof process of this proposition, we can find that d of the
biggest local density points are greater than d of all the biggest nonlocal density points.
So d is enough to reflect the method of choosing the clustering center, thus the selection
of clustering center, you just need to consider d.

This article selects the clustering database given in the reference [8] using this
model to simulate the two-dimensional data, and results are shown in Fig. 2. Among
them, selection of threshold is according to the proposed condition: the average
neighbor numbers for all points are 1 % to 2 % of the total numbers. The numbers in
Fig. 2A respectively stands the local density of two-dimensional points from big to
small. Figure 2B is the density - delta figure for all the points, the horizontal axis shows
local density, the vertical axis shows d. In Fig. 2B, d of point 1 and point 10 is high,
and also local density is high, so they are selected as the clustering centers. For
undefined point 2, the point closest to the point 2 and the density higher than the point
is point 1, so the point 2 marked as same as the 1 point.

Fig. 1. Steps of density clustering
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Defining the boundary area contains belonging to the class but the distance from
other classes of points less than the threshold points. For another class of boundary
area, the local density of the largest local density points is qb, and in this class all the
points of local density greater than qb are considered as the reliable points, while the
rest points are considered as abnormal points (noise).

3 The Experiment and Analysis

This article provides a method of data acquisition and the data settings; moreover, it
expounds building the experimental environment and the experiment settings, and
shows the result and analysis of the experiment.

3.1 Experiment Settings

In this paper, the experimental environment is in a Linux desktop computer platform
based on Matlab. System configuration is 6 nuclear Intel Xeon Processor X4860, CPU
2.26 GHz 64 GB of memory. In the experiment, it also makes use of crawler tech-
nology, in the real network environment the creeper crawled a lot of consumption data
by months based on website, to test the proposed model. The data contains more than
one-dimensional data, through the analysis of the model for each-dimensional infor-
mation can well guide practical application, such as accurate delivery for advertise-
ments, customer recommendation system.

3.2 Result

The experiment is based on different data normalization methods for DPC clustering,
which makes z - score normalization processing transform data into normal distribution
of data. When the data is only processed by z - score normalization, the result is bad;

Fig. 2. Clustering for two-dimensional data
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Fig. 3. The local density of six-dimensional data

Fig. 4. Clustering effects for N-dimensional data sets
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Processing the data only by linear normalization is not good; First use linear nor-
malization and make z - score normalization, the effect is not good; Make log pro-
cessing, and the effect is improved. Analyzing the data step by step, it appears a class of
points, and in this class of points the local density are much higher than other local
density. This leads although d is less than others, l is still larger, and l in parts of the
clustering centers is not a standard deviation from the mean value. The experiment
expands our scope of looking for clustering centers, adjusts and reduces the lower limit
of the initial clustering center in selection conditions, then clustering can get obvious
change. But when relevant experiments process the source data and small-amplitude
adjustment of weight, there is no effect on the clustering results. That is, adding a
standard deviation into the average of partial data is enough to select the center point of
the right points. Figure 3 is the local density of six- dimensional data. Moreover, the
model for dealing with the data clustering in the convex hull types has remarkable
effect. The clustering effects are as shown in Fig. 4.

4 Conclusion

This model’s effect is good to deal with irregular graphical clustering in a variety of
high-dimensional data, but must be paid attention to the premise of the proposed
algorithm: each class of center is surrounded by some points of low local density, and
the points are far from other high local density. What’s more, the problem in the model
that clustering effect is not ideal for different classes and big differences in order of
magnitude, and needs further research and improvement.
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Abstract. User-centric service is wildly adopted in the Cloud environment, but
its comprehensible composition is still challenge. On the one hand, intuitive
programming perspective is required to hide low-level details with the reason-
able abstract; on the other hand, effective guarantee is necessary to verify the
application’s legality. In this paper, we present a service composition method
through multiple user-centric views in which different abstract is provided by
orthogonal and orderly views. Domain applications can be synthesized and their
consistency is guaranteed coordinately.

Keywords: User centric � Multiple views � Service � Service composition �
Programming method

1 Introduction

Service has been widely adopted as the key component in the Cloud [1], and related
technologies have experienced the procedure from computer-centric to user-centric [2].
User-centric service composition directly reflects the user demands to build applica-
tions in a cost-efficient way [3]. In our domain of Chinese State Grid, some business
procedures have been modeled as the “micro-service [4]” and several applications have
been built by business users’ service compositions. In decision and policy-intensive
domain, such as the finance and insurance sectors, business rules are especially useful
to express, manage and update applications [5]. The business user in these domains
who usually lacks the IT knowledge eagerly requires customized applications
employing their familiar business rules. Nevertheless, there are still challenges to meet
their business demands in a user-centric way. On the one hand, it is not convenient to
modeling and organizing business rules through comprehensible programming ele-
ments like constraints; on the other hand, it lacks effective guarantee support to verify
the correctness of applications built by users.

In this paper, we propose a user-centric multiple views service composition method,
which contains declarative model for service composition, modeling operations and
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system-aided support. The model declares the constraints through comprehensive
Specification Pattern to express composition behavior i.e., the business rules. Mean-
while, according to the principle “separation of concerns” and rule characteristic, the
constraints are declared and organized in two types of views: pattern view and scale
view. In these orthogonal and orderly views, users declare constrains in different per-
spectives and our method guarantees the consistency of the constraints on-the-fly to
synthesize the application from declarations in views.

The rest of the paper is organized as follows. Section 2 describes the application
model for multi-view service composition. Section 3 elaborates the modeling approach.
Section 4 presents a case study. Section 5 shows the related work, followed by con-
clusion in Sect. 6.

2 Multi-view Service Composition Model

2.1 Application Model Overview

There are two typical programming fashions for service composition: imperative and
declarative [6]. The traditional imperative fashion strictly specifies how the process will
be executed and yields well-formed structural processes. Its major drawback is the fact
that users have to know well about the programming details, such as services’ relations
and the whole composition logic. On the contrary, declarative fashion specifies what
the process is, such as the temporal logic demand among services’ relations in com-
position, which supports loose structure at build time [6–8]. Although declarative
fashion could build applications indirectly via constrains, some inevitable problems
still cannot be ignored. That is, when constrains scale, the service composition cannot
be expected to be comprehensive and controllable for the users.

Therefore, this paper proposes a programming model balancing availability and
controllability above for business users.

Definition 1: Application model. Multi-view service composition model App is a
two-tuple. App = (P, V), in which P is the expression of process model for APP and
V is the view set for constraints.

The process model P in App is synthesized from the constraints in views of
V automatically.

Definition 2: Process model P. Process model describes the composite logic of the
services, which is described as directed graph: P = (activities, transitions). The activ-
ities refer to the set of activity, and activity = (aId, type), consist of identifier and activity
type. type = {start, end, andSplit, andJoin, orsplit, orJoin, service}, first six types are
control-activity, and the last is service-activity. The service-activity service = (sId,
inputs, outputs), consist of identifier and its IO configuration. The transitions express a
set of transition. transition = (sourceId, targetId, data Mapping), describe the control
flow between two activities, and the dataMapping is the transferred data.
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2.2 Behavior Constraints of Service Composition

In our application model, behavior constraint (i.e., constraint in this paper) of service
composition is declared through Specification Pattern System (SPS) [9], which is the
abstracted pattern of the temporal logic CTL*. The constraints through SPS have strict
formal foundations with high level comprehensible abstraction, which describes the
behaviors in two parts pattern and scope. The pattern depicts the common behavior
pattern, and scope describes the valid extent of the behavior pattern under certain
metric. According to the characteristics of business user, only unary and binary con-
straints are concerned in this paper as Table 1 shown.

Definition 3: Behavior constraint of service composition. Constraint is expressed by
SPS, and describes the behavior in service composition. Atomic constraint bc is the
basic unit, and the constraints can be defined recursively: constraint = bc|con-
straint∧constraint|constraint∨constraint. Atomic constraint is constructed as
bc = pattern × scope.

Note: P, Q, R and S denote the behavior or state
(1) The pattern of behavior can be any one below.
P absent: under certain extent, service P cannot occur;
P universal: under certain extent, service P always occurs;
P exists [m..n]: under certain extent, service P could occurs (at least m times and at

most n times);
P precedes Q: under certain extent, service P occurs ahead of service Q;
P response Q: under certain extent, once service P occurs, service Q must occur.
(2) The scope of behavior describes the valid extent via certain metric (such as KPI,

key performance indicator), can be any one below.
globally: behavior is valid under whole metric extent;
before R: behavior is valid under the extent before the metric value R occurs;
after R: behavior is valid under the extent after the metric value R occurs;
R between S: behavior is valid under the extent between the metric value R occurs

and metric value S occurs;
R until S: behavior is valid under the extent between the metric value R occurs and

metric value S occurs (S could never occurs);

Table 1. Unary and binary atomic constraints

Pattern Scope

P precedes Q
P leads to Q
P is absent
P is universal

P exists [
at most

at least

" #
n times]

� globally
before S
after R
between R and S
after R until S
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2.3 Views in View Set

Declared constraints construct the constraint set of application, and the scale of the
constraint set could also influence the complexity of business user programming. So it
is also necessary to provide rational organization of the constraints. Multi-view mod-
eling approach describes different perspectives of the application, and it is a typical
method to hide the complexity for the users. But the current workarounds always
employ multi-view to manage, rather modeling the application. And the control flow
based modeling method lack the support of the business rules. In order to reduce the
complexity of the constraints scale, multi-view is proposed in our method to declare
and organize the constraints. According to the structure of atomic constraint in Defi-
nition 3, the view set consists of several views in two types.

Definition 4: View set V in App. V = {patternView, scopeViews}, in which pat-
ternView is the behavior pattern view, and scopeViews is the set of metric scope view
under orthogonal metric. That is, V consists of one pattern view and several scope
views.

Pattern view organizes the declared constraints in the perspective of common
behaviors in service composition.

Definition 5: Pattern view. Pattern view organizes subset of constraints in pattern
perspective, which is consisted of the set of patterns. pattern = uniPV|binPV, in which
unary pattern uniPV = service uni-predicate; binary pattern binPV = service bi-pred-
icate service. Unary predicates uni-predicate = {absent, universal, exist}; binary
predicates bi-predicate = {precede, response}. Service in patterns is determined by
identifier sId.

Scope restricts the valid extend under certain metric, and scope view organizes the
declared constraints in the perspective of metric extents. We assume the metrics among
different scope view is orthogonal with each other.

Definition 6: Scope view. Scope view scopeView organizes subset of constraints in
perspective of metric extents. scopeView = (metricAxis, patternAxis, ps). The met-
ricAxis is the axis of the scope metric, whose range is (−∞, + ∞) and the orientation is
the partial order of the metric. The patternAxis is the axis of patterns, whose range is
the enumeration of pattern defined in pattern view, and the orientation is time sequence
defined. The ps is the set of binding from pattern to scope, binding = (pattern, met-
ricScopes). The metricScopes is the set of metricScope, which describes the valid
extent of the pattern under this metric: metricScope = (startMetric, endMetric), in
which startMetric, endMetric2metricAxis refer to the metric value of the extent
boundary.

According to Definitions 4 and 6, there are several scope views under different
metrics. The construction procedure of scope views under certain metric is called
initiation of scope view. We have proved that scope view can be initiated if and only if
there is partial ordered relation in the metric. Let’s take time as the metric for example
to initiate a scope view timeView. The sequence of time is naturally the partially
ordered relation for time, and time period is the scope extend which could be deter-
mined by two time moments startTime and endTime. If we use the term t1 < t2 denotes
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t1 occurs before t2, the timeView can be defined, and the semantic of globally, before,
after, between and until for scope can be described either. We have implemented the
timeView based on the time principle by Allen et al. [10]. Similarly, we could use
region as metric to initiate the spaceView in an analogous way.

3 Multi-view Synthesized Application Building Procedure

3.1 Methodology

According to previous definitions, views’ properties could be deduced.

Proposition 1: View is the subset of the orthogonal constraints.

Proposition 2: View is the subset of the orderly constraints.

Furthermore, the relationship among views is defined as follows.

Definition 7: Associations R among views. R = (Rpa, Rsa, Rsp). The association between
pattern and process is Rpa, and its semantic is 8service 2 patternView. pattern, 9activity
2 P.activities, and service.sId = activity.aId. The association between scope and process
is Rsa, and its semantic is that 8service 2 scopeView.ps.pattern, 9activity 2 P.activities,
and service.sId = activity.aId. The association between pattern view and scope is Rsp,
and its semantic is 8pattern 2 scopeView.ps, pattern 2 patternView.

The associations depicts that operations on any view will coordinated to the other
views and process model, which is the foundation of our synthesized method.
Therefore, the rationale of user-centric multiple view service composition method can
be illustrated as Fig. 1.

Application modeling procedure is illustrated as follows. (1) Users declare the
behavior pattern of service composition in the pattern view, and declare the valid metric
extents in scope views. (2) The effects of declarative operations above are coordinated
to other views via the relations among views. The constraint set is constructed. (3) For
each constraint user built is verified by the system to examine the consistency to the
existed constraints in the view set. If there is any conflict, location the places in the

Fig. 1. Rationale of multi-view synthesized service composition
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constraint set. If not, go to set 5. (4) User resolves the conflicts until it is consistent
among constraints set. (5) The constraint set is translated to executable process model.
If the process is unique, the procedure ends. Otherwise, the candidate processes are
returned to user in recommendatory order. Go to step 6. (6) User determines the process
model. The procedure ends.

3.2 Operations in Multi-view

The first step of our method is to declare the constraints in the views as Fig. 2 showed.
Views are user interface which consist of one pattern view and several scope views.

There are some operations in these views for constraint declaration.

Operation 1: addPattern(p). This operation adds a new behavior pattern to the pattern
view. The parameter p is the new pattern as Definition 5 defined. The services involved
form the directed graph by certain pattern p. Pattern p and existed patterns p1,p2…pn in
pattern view form the conjunction relation: p1∧p2∧…pn∧p. Meanwhile, the new pattern
p could be referred in scope views.

Operation 2: delPattern(p). This operation deletes an existed pattern p in pattern
view. Through the relations among the views, 8s bindingp(p,s)2scopeView, if
¬9binding(pi,s)2scopeView, pi ≠ p, the operation also deletes the metric scope s.

Operation 3: iniScopeView(mAxis). This operation is done by domain experts to
initiate one scope view. The parameter mAxis is the user defined metric axis where the
orientation is the partially ordered relation of the metric as Definition 6 defined. Such
as, the time view is one dimension horizontal axis.

Operation 4: addScope(s). This operation adds a new metric scope s to the scope
view. The metricScope in Definition 6 is determined by the value startMetric and
endMetric on the metric axis. The relations among scopes are formed by operation
binding.

Operation 5: binding(p,s). This operation binds one pattern p to one scope s, which
also form one atomic constraint c. The default scope bind to one pattern is globally,

Fig. 2. Constraints declaration
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which is rewritten by one binding operation. As a result, this operation always leads to
one new constraint or modifies one existed constraint. Some explanations should be
emphasized here. (1) In the same scope view, the scopes s1,s2…sn bound to certain
pattern p form the disjunction relation: p × (s1∨s2∨…∨sn) = c1∨c2∨…∨cn. (2) In the
same scope view, the constraints c1,c2…cn form the conjunction relation: c1∧c2∧…∧cn.
(3) In different scope view, constrains c1,c2…cn form the disjunction relation
c1∨c2∨…∨cn. The binding(p,s) could also be available in pattern view.

Operation 6: delBinding(binding). This operation deletes an existed binding(p,s) in
the scope view. If binding(p,s) is the only binding s involved, the scope s is also
deleted.

Therefore, these six operations we define here can construct the constraints in
Definition 3.

3.3 Consistency Guarantee and Application Generation

User-centric building method transfers the controllability to the users, which improves
the efficiency of building applications but also brought risks. Some severe problems
may be introduced by business users who lack professional IT knowledge. If the
problems are found later after the deployment, the cost of repair is always much higher.
In this paper, each constraint c is verified with the existed ones in constraint set when
c is formed by binding operation.

Definition 8: Consistency of application. The application is consistent if and only if in
constraint set S, 8c1,c22S, c1 SAT c2. SAT here is the satisfaction relation between
model and its properties.

A verification algorithm cGuard is designed in our work. The principle of this
algorithm is explained here. The constraints are declared through SPS, which is
high-level abstraction of temporal logic CTL*, thus the consistency verification could
be transferred model satisfaction verification. Meanwhile, the temporal logic could be
formally verified through the calculation of finite state automata, which could be
verified automatically. Assume that there are constraint set S and new constraint c, the
consistency could be determined whether there is intersection between the automata
FSAs of S and automata FSAc of negated c. If the intersection is empty, S satisfies the
constraint c, otherwise not. According to the complex calculation of automata, our
algorithm cGuard pre-verified constraints in pattern view, and then confirm the found
conflicts in scope views. The pre-verification is correct by the theorem: there is any
conflict in constraints if and only if there are conflicts in behavior patterns. The proof
and the details of algorithm cGuard could be found in our full page work. Only
verification procedure is shown here as Fig. 3.

The consistent constraint set is then translated to process model of the application.
The process model is executable XPDL-like workflow. The translation algorithm we
designed referred to these works [6, 7, 11]. Considering the efficiency of verification, only
sequence, switch and parallel structures are supported in current version of our prototype.
If the process model is not unique from different declared constraints, the candidate
process is returned visually to users ordered by recommendation. For example,
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the recommendation can be determined by the size of least transitions in shortest path.
After the process is determined by the user, the application could be executed inworkflow
engine. Therefore, the constraints generate application through these views.

4 Experiments and Evaluations

One prototype is implemented based on our software kit. The view set currently consist
of one pattern view, one time scope view and one location scope view. The experiment
designed here is to illustrate the effect of our work in user-centric service composition,
which is run on the machine with 4 cores CPU, 4 GB RAM and 1.2 TB storage with
CentOS 6.6 × 86_64 installed.

In this experiment, three simulated applications are constructed by employing 25
most popular services. Based on these services, more than one hundred constraints are
generated by our simulation program. The constraint is divided into three groups to
generate applications respectively. Count the size of programming elements according
to the following two plans. In original plan, the constraints are generated to application
by traditional method without multi-views in which the programming elements are the
constraints itself. In multi-view plan, the constraints are synthesized to build applica-
tion with three views, in which the programming elements are the patterns and scopes
managed in respective views.

The statistical results are showed in Fig. 4. The multi-view plan has fewer elements
than the original plan. The result could be explained as follows. The pattern and scope
view manage the subset of the constraints. Assuming that there are m different patterns
and n different scopes in the simulation, the upper limit of programming element in
original plan (constraints size) is m*n; contrarily in multi-view plan (patterns and
scopes) is m + n. Evidently, multi-view plan reduce the size of programming elements.

In the multi-view plan, we compare the response time of consistency verification
between our cGuard algorithm and model checker tool without pre-verification.
Figure 5 shows the result.

The result show that the response time increase as the constraint size grows. The
pre-verification in pattern view of cGuard algorithm is separated the conflicts finding,

Fig. 3. The flow diagram of consistency verification
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which makes the incensement of response time more gently when the size grows larger.
So cGuard provides more efficient verification support.

5 Related Works

On the one hand, traditional service composition model focus on depicting details of
the control flow logic. One new trend is to describe composition by multiple per-
spectives. For example, Jablonski et al. [12] divided workflow into three profiles, van
der Aalst [13] proposed three dimensional BPM model, and Frank [14] proposed
modeling method through multi-view. Multi-view is a common technology to hide the
complexity, and has been widely used in the management of bill of material
(BOM) and enterprise integration. However, these early works lacks the formal method
in views to model service characteristics. End-user programming is another trend for
service composition. Yan et al. [15] and their subsequent work [16] improve the
flexibility of service composition by user-defined goal and constrains, but high level
professional knowledge is also required. Our work in this paper proposes compre-
hensive multi-views as a programing method to build service composition, which
would reduce the barrier for the business users.

On the other hand, traditional rule-based modeling methods, such as like
DECLARE [17] and PROPOLS [18], employ the temporal logic to model business
logic. Although user would not disturbed by the structural details, the scale of

Fig. 5. Response time comparison in verification

Fig. 4. The programming complexity
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constrains still aggravates the programming complexity. Our work in this paper divides
business constrains in views and releases the burden to operate the programming
elements. Moreover, through the model checker the consistency can be verified in an
efficient way.

6 Conclusion

We propose multi-view modeling method for service composition in this paper. It
reduces the programming complexity of business users through orthogonal and orderly
views, and supports intelligent assistance by consistency verification. The evaluations
demonstrate that our programming elements are reasonable with the correctness
guarantee. In the future, we would apply our method in the business process man-
agement of State Grid to evaluate the practical effect.
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Abstract. Cellular communication has played an important role in cur-
rent data transmission networks. Nevertheless, the price of cellular com-
munication service is much higher than wired communication service.
Thus each data transmission service provider has to make optimal deci-
sions on cellular data plan to reduce the cost. This work put forward an
optimal data cost scheme for the data transmission service in virtualized
wireless networks. A formal cost model is put forward and the optimal
algorithms have been used to approach the optimal solution. The sim-
ulation results show the efficiency and feasibility of proposed optimal
algorithms.

Keywords: Cost optimization · Cellular communication · Virtual net-
work operator · Virtualized wireless networks · Data transmission service

1 Introduction

Wireless data transmission and communication services are becoming increas-
ingly indispensable in the state of the art of the emerging information techniques.
One of the key deficiencies of cellular data transmission service is the expensive
subscription fee for using this service. It is inevitable that the ISPs (Internet
Service Providers) traffic increases with arising of the big data correlated tech-
niques, such as the cloud storage [1], social network [2] and IoT [3]. With the
growth in the volume of Internet traffic, ISPs have begun to pass some of their
network costs on to consumers [4]. Thus the mobile data consumers monthly bill
will increase inevitably. Although much work is conducted to study the optimal
c© Springer International Publishing AG 2016
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data pricing, their objective is mainly about the improvement of the economic
efficiency of ISPs. There is little work on the optimizing data cost for the users
of data transmission services.

In addition to the mobile network ISP, the mobile virtual network operators
(MVNO) also can provide the cellular communication services. An MVNO is
defined as a service provider that provides the mobile service to the user without
its own frequency and government-issued license, which can be a mobile service
provider or value-added service provider [5]. MVNOs can be categorized into
three types: SP-MVNOs, Lite MVNOs and Full MVNOs [6]. SP-MVNOs provide
the mobile communication service by relying on MNOs networks [5,6]. In this
context, we only consider the SP-MVNOs who do not need to manage the underly
infrastructures and resources.

Recently, network functions virtualization (NFV), is becoming a prevailing
research area [7]. Since the efforts on NFV are beneficial to the telecommunica-
tions application infrastructure, the traditional MVNOs will also benefit from
the NFV. The service networks will be created more conveniently with the NFV.
The service networks created by the MVNOs with the support of the NFV are
called as virtualized wireless networks in this context.

This work presents a formal model for data cost optimization with transmis-
sion time constraint. The system model is motivated on a real case scenario in
transportation. The optimization formulation is deduced on queuing theory and
real pricing model. The properties of the three-part tariff model are analyzed.
The Fibonacci search algorithm is used to approach the optimal solution on
the basis of the properties and the constraint. Marginal optimization is used to
achieve the optimal solution at last. The simulation results show the efficiency
and feasibility of proposed optimal algorithms.

2 Related Work

In mobile cloud computing environment, the cost can be split into two main parts,
that is, the cost in data center and the cost in mobile communications. Albert
Greenberg et al. [8] investigated the cost of the cloud and categorized the places
where costs go into four types: Servers, Infrastructure, Power draw and Network.
The proportion of the cost on Network in total cost is 15 %. Richard T. B. Ma
[9] put forward a usage-based pricing in congestion-prone network service mar-
ket. The impacts on price, such as the market structure, the users value on usage
and sensitivity to congestion etc. were taken into account and the market equilib-
rium model was built. The above contributions are devoted to improve the opera-
tors cost efficiency but not the users. Junyi Wei et al. [7] proposed a pricing-based
power allocation for virtual network operators (VNOs) in wireless networks. The
pricing function is used as the cost function with power utility function to build the
payoff function, which is used to formulate the non-cooperation game for VNOs
users and to achieve the power efficiency among users.

As to the data dissemination in wireless networks, another emerging research
area named opportunistic IoT is put forward by Bin Guo, et al. [10]. The oppor-
tunistic IoT is closely connected with the social mobile networking, IoT, mobile ad
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hoc networks and opportunistic networking etc. The research work of the oppor-
tunistic IoT aims to address the challenges on the information dissemination and
sharing in the opportunistic communities. Though the research background of
the opportunistic IoT is similar with that of the virtualized wireless network ser-
vice computing, the differences between these two research areas are conspicuous:
(1) the VNOs provide the data transmission services in a determined way while the
users in the opportunistic IoTareusually intermittently connectedwith eachother.
(2) The relay nodes of a VNO are usually homogeneous especially with the sup-
port of the NFV while the network environment of the opportunistic IoT is usually
heterogeneous. (3) The biggest difference between these two areas is the research
objective. The VNOs operate at the level between the ISPs and the end users. Thus
the objective of the VNOs is to optimize the network QoS of the data transmission,
such as the delay and the price. On the other hand, the researches on the oppor-
tunistic IoT focus on the session level optimization, such as the collaboration of
mobile users and brokers selection.

3 Motivation Scenario

In Hunan province, each highway toll station must transfer the collected infor-
mation to Management Center located in Capital of Hunan. The Management
Center (MC) plays a role as centralized data center for highway information
computing and monitoring. A toll station can transfer the traffic information
by private highway fiber network, or by VPN rented from China Telecom as a
backup line. While in some areas, the wired channel to MC is very disruption-
prone due to disrepair and aging of lines. Toll stations would have to subscribe
the wireless broadband data transmission service from China Mobile when the
wired channel failed and toll stations were disconnected from the MC. But in
these areas, all stations aren’t equipped with access points connecting cellular
networks due to the limited budget. One of possible solutions under this con-
dition is to select some toll stations as relay nodes. The nearby stations could
transfer the traffic information to the relay node by wired channel or by wireless
LAN. After that, the relay nodes would transfer the traffic information to MC
by wireless broadband channel. The scenario is depicted in Fig. 1. There are two
optimization questions to be answered:

(1) How many relay nodes should be deployed to meet the relay job require-
ments?
(2) Which data plan should be chosen to get the most out of each China dollar
invested?

4 System Model

System model consists of Users, Virtual Network Operator (VNO), and Data
Transmission Services. A VNO organizes a virtual wireless network in an Ad hoc
way. The control node of VNO acts as a cluster head with the most computing
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Fig. 1. Motivation Scenario: cellular relay node mode in transportation

resources. The users act as the member nodes joining in the virtual network. In
the motivation scenario, the VNO and users are the operators of the toll stations.
Relay nodes of VNO are used to connect to the Internet and visit the mobile
cloud, in which the application services are deployed. The VNO provides the
cloud service in the mobile cloud by subscribing the cellular service.

The Data Transmission Service has three attributes < D,C,Q >, where D
is the collection of data plans, C is the corresponding monthly cost of each data
plan, and Q is the QoS of the data transmission service. In this context, only
the transmission delay and transmission rate are considered.

5 The Cost Optimization with Three-Part Data Plan
Tariffs

5.1 Optimization Problem Formulation

As depicted in Fig. 2, the VNO need to transmit the user data to virtual server in
SaaS cloud. User tasks arrive at the VNO according to the Poisson distribution,
the arrival rate is λ > 0. Since the considered service is the data transmission
service, it is reasonable to assume the task arrival process is a Poisson process.
For example, in the motivation scenario, a task will be sent to the VNO when a
car goes through a monitor camera. Hence the generation process of tasks is a
Poisson process. The service time of the VNO before the user data reaches SaaS
cloud obeys the Exponential distribution, the service rate is which approximates
the number of transmitted jobs in a time unit through the cellular channel. The
queuing service consists of dispatching jobs and user data transmitting. The
dispatching time can be treated as a constant for simplicity. There may be a
queuing duration before the user data can be transmitted.



Data Cost Optimization for Wireless Data Transmission Service Providers 243

Mobile Cloud

Cellular Communication

Relay Node

Cluster Head

Member Node

Fig. 2. System Model: Wireless virtualized network with cellular relay nodes

The formulation for the data plan cost optimization can be expressed as
following formulas:

min
ni

U(D) =
m∑

i=1

ni × Ci
1 + C2 × E(O) (1)

subject to : P (W > T ) < ε (2)
ni = 0, 1, 2, · · · (3)

where U(D) is the data plan total cost function. C1 is the cost of data plan
subscription, C2 is the usage-based overage fee above the monthly data caps.
The tariff of China Mobile data plan is listed in Table 1.

Table 1. Data plan monthly cost of China mobile

Data package size Price (�)

Data plans 400MB 40

600MB 50

1GB 70

2GB 100

3GB 130

5GB 180

10GB 280

Overage cost �0.29/Month

As shown in Table 1, tiered data plans with usage-based overage fees are
adopted by China Mobile. This kind of three-part tariff mode, which is defined by
an access fee, a usage allowance, and an overage fee for exceeding the allowance,
is prevailing in current cellular communication market [11]. Suppose there are
m tiers data plans. ni is the quantity of the ith tier subscribed data plans. E(O)
is the expect value of the overage data traffic volume. Thus (1) means choosing
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the optimal ni to minimize the data plan monthly cost. W is the waiting time
before a job arrives at the destination. T is the deadline of the job. The T can
be specified in the SLA [12] file in service selection broker.

P (∗) is the cumulative probability distribution function (CDF). Thus (2)
means the probability of violating the time constraint should be less than a
threshold. The (3) means the ni is an integer value.

5.2 Properties of the Monthly Costs

We summarize the properties of the data plan monthly costs in this section for
the further analysis of the optimization problem.

Property 1. A data plan i has three attributes as follows:
Ci

1 - monthly cost of the ith tier data plan
Di - data package size of the tier i

Ci
1 - cost of per unit data of the tier i

Ci
1 = Ci

1 × Di

Property 2. Let D1 be the largest size of the data plan package, Dm is the
smallest size of the data plan package, following inequalities hold:
D1 > D2 > · · · > Di > Di+1 > · · · > Dm

C1
1 > C2

1 > · · · > Ci
1 > Ci+1

1 > · · · > Cm
1

C1
1 > C2

1 > · · · > Ci
1 > Ci+1

1 > · · · > Cm
1 > C2

for any data plan index sequence:1 ≤ i1 ≤ i2 ≤ · · · ≤ is ≤ im
if Di2 + Di3 + · · · + Dis = Di1, there must be Ci2

1 + Ci3
1 + · · · + Cis

1 > Ci1
1 or if

Ci2
1 + Ci3

1 + · · · + Cis
1 = Ci1

1 , there must be Di2 + Di3 + · · · + Dis < Di1

Property 3. Let the cost of each unit data be the data plan efficiency, the first
tier data plan has the highest data plan efficiency. That is, the C1

1 is the highest
data plan efficiency, which has the smallest cost of per unit data.

Property 4. The data plan efficiency of any mixed multi-tiers data plan would
be not higher than C1

1 . That is:
∑m

i=1 ni×Ci
1∑m

i=1 ni×Di ≥ C1
1

These properties are intuitive and apparent for three-part tariff. We can use
these properties to deduce the optimal solution of (1) in the next section.

5.3 Non-integer Optimal Solution for the Optimization Problem

The formulation (1) can be split to two parts U1 and U2:

U(D) = U1 + U2 (4)

The first part can be rewritten as:

U1 = C1 × � × K (5)
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where � is the average size of the job, K is the number of jobs can be sent
within the data plans.

We only consider the situation that the VNO transmit the homogeneous
tasks by the same relay nodes for the purpose of optimal task dispatching [13].
Thus each data job has the similar size and following equality holds:

m∑

i=1

ni × Di = � × K

The C1 is the data plan efficiency. According to the Property 4, the optimal
U1 should be:

U1 = C1
1 × � × K (6)

We cannot ensure the integer solution if we use (6) as part of the cost function.
But we can still use it to calculate a non-integer solution at first, and then
approach the integer solution.

The U2 can be re-written as the same way:

U2 = C2 × � ×
∞∑

i=k+1

(i − K)
(λt)i

i!
e−λt

= C2 × � × (λt

∞∑

i=k+1

(i − K)
(λt)(i − 1)

(i − 1)!
e−λt)

= C2 × � × (λt(1 − P (K − 1)) − K(1 − P (K))) (7)

where P (∗) is the CDF of Poisson distribution. Then the (1) can be re-written
as:

min
K

U(K) = C1
1 × � × K

+ C2 × � × (λt − K + K × P (K) − λt × P (K − 1)) (8)

That is, it turns to calculate the optimal K to minimize the cost. The K
can only be an integer value, so U(K) is not a convex function. But the curve
of U(K) is approximate to a convex function and the derivative of U(K) has
no simple closed form, we choose the Fibonacci search algorithm [14] to get the
non-integer optimal solution at first. The Fibonacci algorithm uses the Fibonacci
number to approach the optimal solution.

The algorithm begins with the initial search interval [a1, b1]. In each iteration
round, two tentative points α and β will be calculated to shrink the search
interval.

αK = aK +
Fn−K−1

Fn−K+1
(bK − aK),K = 1, 2, · · · , n − 1

βK = aK +
Fn−K

Fn−K+1
(bK − aK),K = 1, 2, · · · , n − 1
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Algorithm 1. Fibonacci Search

1)Initialize [a1, b1], L, K = 1, calculate the n satisfying:

Fn ≥ (b1−a1)
L

store the calculated Fibonacci numbers F1, F2, · · · , Fn;
calculate the tentative points α1 and β1 as follows:

α1 = a1 +
Fn−2
Fn

(b1 − a1), β1 = a1 +
Fn−1
Fn

(b1 − a1)

calculate U(α1), U(β1);
2)if U(αK) > U(βK) go to step 3, else go to 4;
3)aK+1 = αK , bK+1 = bK , αK = βK , calculate βK+1

βK+1 = aK+1 +
Fn−K−1
Fn−K

(bK+1 − aK+1) if K = n − 2 go to step 5,

else calculate U(βK+1), K = K + 1, go to step 2;
4)aK+1 = aK , bK+1 = βK , βK+1 = αK , calculate αK+1

αK+1 = aK+1 +
Fn−K−2
Fn−K

(bK+1 − aK+1) if K = n − 2 go to step 5,

else calculate U(αK+1), K = K + 1, go to step 2;
5)αn = αn−1, βn = αn−1 + L, calculate U(αn), U(βn)
if U(αn) > U(βn) choose βn as the optimal solution
else choose αn as the optimal solution. Stop

where n is the number of the iterations. It should be ensured that the length of
the final interval will not be bigger than L after n iterations. That is,

bn − an ≤ L

bn − an =
1

Fn
(b1 − a1)

⇒ Fn ≥ (b1 − a1)
L

(9)

Thus the number of iterations n can be calculated by (9). The Fibonacci search
algorithm is presented in Algorithm 1. After getting the optimal K∗, the optimal
number of relay nodes n can be calculated using following formula:

n∗ =
� × K∗

D1
(10)

But this result may not be the integer. To get the integer solution, we can use
following formula:

n′ = �� × K∗

D1
� (11)

where �x� means the nearest integer greater than or equal to x. That is, choose
the nearest integer greater than or equal to n∗. Nevertheless, this result may not
be the optimal integer solution. We will present the marginal optimization in
the next sub-section.

Initial Search Interval. In the Fibonacci algorithm, it is important to choose
the initial search interval because an appropriate initial interval can reduce the
computing time and include the optimal solution properly. We can analyze the
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initial search interval with the median of the Poisson distribution [15]. Median
is defined to be the least integer v such that P (x ≤ v) ≥ 1

2 .
The bounds for median of Poisson distribution are:

λ − ln 2 ≤ v < λ +
1
3

(12)

For simplicity, we omit the time interval parameter t in (12). Suppose the λ is
big enough, there is:

P (λ − ln 2) ≈ P (v) ≈ P (λ +
1
3
) ≈ 0.5

Let K be λ and λ + 1
3 respectively, we have:

U(λ) ≈ C1
1 × � × λ

U(λ +
1
3
) ≈ C1

1 × � × (λ +
1
3
) − C2 × � × 1

6
≈ C1

1 × � × λ +
C1

1 × �
3

− C2 × �
6

case 1: if C1
1×�
3 − C2×�

6 < 0 ⇒ C1
1 < C2

2 , U(λ) > U(λ + 1
3 )

case 2: if C1
1 ≥ C2

2 ⇒ U(λ) ≤ U(λ + 1
3 )

According to the curve of the U(K), as depicted in Figs. 3 and 4, in case 1,
the minimum point is bigger than λ. In case 2, the minimum point is smaller
than λ + 1

3 . Thus in case 2, we can get the initial search interval [0, λ + 1
3 ]. In

case 1, we still need to get the upper bound of the search interval. Since the
variance of Poisson distribution is λ, we have P (2λ − 1) ≈ P (2λ) ≈ 1, then
U(2λ) ≈ C1

1 × � × 2λ > U(λ)
Hence we have the initial search interval [λ, 2λ] in case 1 given the λ is big

enough.
It should be noted that if the n∗ is less than 1, which means the optimal

number of relay nodes is less than the first tier data plan, our algorithm can
start from the second tier data plan and so on.

U

K
+1/3

Fig. 3. Illustration of the case 2
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K+1/3 2

U

Fig. 4. Illustration of the case 1

5.4 Marginal Optimization

In previous section, we only get the integer solution, but it may not be the opti-
mal solution. For example, suppose: � = 1MB,K = 15000,D1 = 10GB,D2 =
5GB, C1

1 = 280, C2
1 = 180. These data plans are the first and second tier

plans in the tariff of China Mobile as shown in Table 1. By (11), we can get
the n=2, and U(K) = 280 + 280 + U2. But the optimal solution should be
U(K) = 280 + 180 + U2. (The U2 is same). Thus we should use the marginal
optimization to approach the optimal solution. We give the following theorem
of the marginal optimization exists.

Theorem 1. Let Ki = Di

� , ϕ = mod(K∗
K1 ), i = 1, 2, · · · ,m, where mode(x)

means to get the modulus of x. The marginal optimization exists if and only
if the following conditions hold:
There exists an index sequences of data plans i1 < i2 < · · · < is, 1 < s ≤ m so
that,

ϕ ≤ Ki1 + Ki2 + · · · + Kis < K1 (13)
Ci1

1 + Ci2
1 + · · · + Cis

1 < C1
1 (14)

Proof. If the (13) and (14) hold, the data plan sequences i1, i2, · · · , is can be
used as the optimal margin solution instead of the first tier data plan.

If the marginal optimization exists, the (14) must hold otherwise it is not
optimal. There are two possible situations:

(1) there exists a data plan tier i 
= 1, ϕ ≤ Ki < K1, Ci
1 < C1

1 which are the
simplification of (13), (14);

(2) otherwise, for all i 
= 1,Ki < ϕ.
When in situation 2:
(1) if

∑m
i=2 Ki < ϕ, then there is no marginal optimization;

(2) otherwise, there is at least one data plan sequences, so that ϕ ≤ Ki1 +
Ki2 + · · · + Kis. For any sequence satisfies above condition, if Ki1 + Ki2 +
· · · + Kis > K1, and there is no marginal optimization because according to
Property 4, we will get Ci1

1 +Ci2
1 +· · ·+Cis

1 > C1
1 . Thus Ki1+Ki2+· · ·+Kis < K1

must hold.
For any index sequence satisfies (13), if Ci1

1 + Ci2
1 + · · · + Cis

1 ≥ C1
1 holds,

there will be no marginal solution. Thus the (14) holds.
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We can get the marginal optimization algorithm on the basis of the Theorem 1.
The Algorithm 2 is used to get a marginal optimization solution. It should be
noted that the Algorithm 2 can not ensure the best marginal solution to be
found. The marginal optimization is a combination optimization problem with
2m−1 possible solutions. The Algorithm 2 is only used to find a near optimal
solution for the marginal optimization.

Algorithm 2. Marginal Optimization

1)Initialize C1
1 , · · · , Cm

1 , K1, · · · , Km, ϕ;
2)find a J satisfying: KJ ≥ ϕ, KJ+1 < ϕ;
3)if J = 1 or KJ = ϕ go to (8);else go to (4)
4)let l = m, sum = KJ+1, go to (5);

5)if l > (J + 1) sum = sum + Kl, go to (6);else go to (8);
6)if sum ≥ ϕ go to (7) else l = l − 1, go to (5);

7)if (CJ+1
1 +

∑m
h=l C

h
1 ) < CJ

1

choose data plans J + 1, l, l + 1, · · · , m as the marginal solution;Stop;
else go to (8);
8)choose data plan J as the marginal solution; Stop;

5.5 Constraint

At this section, we consider the constraint (2). Since the system model is an
M/M/n queuing model [16], we have:

P (W > T ) < ε ⇒ e−(nμ−λ)T < ε ⇒ n >
− ln ε

μT
+

λ

μ
(15)

where ε is a small probability value, such as 0.01. (15) is used to calculate the
least number of necessary relay nodes. Thus if the solution of Sects. 5.3 and 5.4
does not satisfy the (15), we have to modify the solution.

Let n
′′

be the solution get by Algorithms 1 and 2. If n
′′ ≤ − ln ε

μT + λ
μ ,

n
′′

= n
′′

+ �− ln ε

μT
+

λ

μ
− n

′′� + 1 (16)

To minimize the (1), we choose �− ln ε
μT + λ

μ − n
′′� + 1 mth-tier data plans as the

supplement relay nodes.

6 Simulation Study

6.1 Simulation Setup

We use the tariff of China Mobile listed in Table 1 as the experiment corpus. The
λ varies from 10000 to 30000 with step = 200 in experiment 1. In experiment
2, the λ is 10000 and the time constraint will be changed. The other simulation
parameters are as follows:

� = 1MB, μ = 20000 packages, T = 0.01 time unit, ε = 0.01
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6.2 Simulation Using the Tariff of China Mobile

As shown in Fig. 5, the marginal optimization will cause some more nodes to
be selected in some cases. As shown in Fig. 6, the marginal optimization can
make further cost reduction on the basis of Fibonacci search. The Fibonacci
search result is ladder-like because the tariff of data plan is discrete and also is
ladder-like.
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Fig. 5. The number of relay nodes in different arrival rates
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6.3 Impacts of the Constraint

In this simulation, we kept the arrival rate unchanged and varied the T from
0.001 to 0.0001 (we varied the reciprocal of T from 1000 to 10000 with step 100).
As shown in Fig. 7, the number of the relay nodes required by the constraint will
surpass the value got from the Fibonacci search and margin search after the T is
less than 1

6800 (the curves of Fibonacci search and margin search are overlapped).
Thus as shown in Fig. 8, the cost will increase because of the additional relay
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Fig. 7. The number of relay nodes with different time constraints
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nodes added. In this simulation, the Fibonacci+Margin search also perform bet-
ter than pure Fibonacci search. The curve of the non-integer result is unchanged
because we did not add the additional cost caused by additional relay nodes in
the non-integer situation.

7 Conclusions

In this paper a data plan cost optimization strategy for data transmission service
in virtualized networks is introduced. The cost model is established based on the
real case scenario. The Fibonacci algorithm is used with the property analysis
of data plan to approach the optimal solution. The marginal optimization algo-
rithm is put forward to get the near optimal solution on the basis of Fibonacci
algorithm. The simulation results show the efficiency and good performance of
the proposed strategy.
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Abstract. Running data-intensive applications across the geo-distributed data
centers in cloud computing needs to address the problem of how to place the
data items to the appropriate data centers. The general methods are mainly
hash-based which could be understood as random placement intuitively when
the query needs distributed data items. In this paper, We propose an genetic
based data placement (GBDP) scheme in which a tripartite graph based model is
constructed to formulate the data replica placement problem by leveraging the
genetic algorithm, and decompose the original problem into two simplified
subproblems, which are solved alternately. Through extensive experiments with
synthesized and realistic data items, the performance of the proposed scheme is
proved validated.

Keywords: Cloud computing � Data placement � Data-intensive applications �
Genetic algorithm

1 Introduction

Recent information technology developments encourage the emerging of data-intensive
applications [1]. In scientific computing fields such as astronomy, high-energy physics,
earth science, there are a huge amount of data stored in the geographically distributed
data centers. The query from the users could request the data items across
geo-distributed regions [2]. Hence, the user-experienced performance is determined by
the storage location of the requested data items. Meanwhile, the optimized data
placement can reduce resource consumption for service providers, consequently, lower
the resource investment. Whereas for the users, lower resource consumption directly
leads to lower monetary cost for using services [3]. Thus, for both the service providers
and the users, it is an urgent problem of how to place the data items and replicas to the
distributed datacenters in cloud computing efficiently, without compromising on
service-level agreements.

Recently, the fault tolerance of data retrieving is an important issue attracting much
attention. In traditional techniques, data has its fixed replica number, such as HDFS [4]
and Cassandra [5], which are mainly hash-based and can be understood as random
placement intuitively. As the cost of storage decreases, cloud service providers can
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adopt data distributed replication strategies to guarantee data reliability, i.e., storing
several replicas (normally 2–4) for every data item in different data centers. If replicas
of data items stored in data centers can be utilized effectively, it will significantly
reduce resource consumption, and further reduce latency experienced by the users and
improve the performance of the system.

The distributed data management systems today need to serve a range of different
workloads, which include mainly analytical read-only workloads that need to handle
large amounts of data in a resource-efficient manner, as well as transactional (OLTP
[6]) workloads that need to support high throughputs with low latencies. When data
items are distributed in multiple data centers, balancing the workload of distributed data
centers becomes a critical factor to the placement problem. The unbalance workload of
the data centers will lead to over-reliance on certain busy data centers. Therefore, it
should be avoided as far as possible.

It is challenging to make the data placement solution that takes into account these
different aspects. We will address the corresponding issues by two steps successively.
Firstly, the placement problem is described by a tripartite graph model in which there
are three kinds of vertexes representing query patterns, data replicas and distributed
datacenters respectively, through which the optimization problem can be formulated.
Secondly, we consider the scenario that each item can possess multiple replicas, which
could be placed onto geo-distributed data centers. The existence of multiple replicas in
different locations introduces the decision problem that which replica should be used to
fulfill the query. Therefore a strategy based genetic algorithm is proposed to search the
mapping from query patterns to data replicas and mapping from data replicas to data
centers. We design a coding model which is constructed to represent the mappings, and
an evaluation function is designed to evaluate the performance of the mappings. By
using the genetic algorithm, mappings with excellent performance can be obtained as a
near optimal solution to the data replica placement problem.

The state-of-the-art implementation in distributed storage systems today, is mainly
hash-based which can be regarded as random placement, such as HDFS [4] and Cas-
sandra [5]. Among the related work, some discussed the issues under the scenario of
OSN [7, 8], which discussed the interconnection of social data among different objec-
tives, which ignored the relationship between data items as well as the association that
involves more than two entities. Literature [9] is the work most related to ours in the
problem definition, but it didn’t pay much attention to the group association in its early
stage of the solution. To the best of our knowledge, data placement scheme makes the
advancement of jointly improving the query span of resource consumption and the
system time of associated data without compromising on the original objective. Besides,
the developed genetic method to support replicas and to encode data replica placement
problem are also novel and consequently, make the scheme more comprehensive.

The rest of this paper is structured as follows. Section 2 summarizes related works.
Section 3 presents our modeling framework for the data replica placement problem. In
Sect. 4, the genetic based location-aware data replica placement scheme is proposed. In
Sect. 5, the scheme is evaluated through extensive experiments. Section 6 concludes
the paper.
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2 Related Work

It is discovered that using fewer nodes to fulfill a query is better in terms of the system
efficiency. Therefore, a promising paradigm is to place the strongly associated data
items, those who are often invoked together at the same location. In [7], Rochman et al.
proposed a scheme of how to place the resources to distributed regions to reduce the
cost of fulfilling requests locally. Literature [10] puts forward a workload-aware data
placement and replication strategy, called SWORD, to minimize resource consumption.
Whereas such work ignored that it is significant to fulfill the query locally, which
results in that many queries might be served inefficiently, remotely.

Recent research has investigated the data placement in OSN, where the query
involves not only the data items of a user itself but also that of its friends. In [8], Lei
Jiao et al. studied multi-objective optimization for placing users’ data over multiple
clouds for socially aware services. They build a model framework that can accom-
modate a range of different objectives by leveraging graph cuts and solve them alter-
nately in multiple rounds. In [11], Schism discussed a scheme based graph partition to
minimize the number of distributed requests for an OLTP workload, without replicating
data items with a high query frequency, which might affect the balance of load across
multiple machines. On the contrary, we replicate each data items depending on the
query frequencies.

There are many optimization algorithms can be used to solve the data placement
problem for distributed data-intensive applications, such as Genetic Algorithm (GA),
Particle swarm optimization (PSO), Ant Colony optimization (ACO) etc. These opti-
mization algorithms have different characteristics, but the genetic has been demon-
strated to achieve a better performance in many cases. In [12], Goyal et al. considered a
performance comparative analysis in solving the traveling salesman problem by using
ACO, GA and PSO respectively, which stated that the genetic can obtain a better
performance than other algorithms in that case. Furthermore, the genetic algorithm has
also been showed effectively in task scheduling problems in distributed systems. In
[13], Xu et al. proposed a new grouping genetic algorithm for the mappers placement
problem in cloud computing, which was not aware of the location difference among
data centers and did not consider the necessity of fulfilling the request locally.

3 Modeling Framework

In this section, we propose a tripartite graph based model with definitions of important
concepts, which formulate the data replica placement problem for distributed
data-intensive applications in clouds. For the convenience of the readers, the major
notations used in this paper are listed in Table 1.

3.1 Settings and Notations

As illustrated in Fig. 1, in the tripartite graph which is a example system representing
the problem inputs of the distributed data centers, the data items are denoted by a set M,
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which represents the data stored in the system. In the set M, a single data replica is
defined as dij which is the jth replica of data di. Each data item has several distributed
replicas according to its query frequency and other factors. The number of replicas is
not the key point of this paper, so we suppose the number of replicas to each data item
is known. And the data items may be files, segments or tables in practice depending on
the actual type of data storage. Because the data items may be stored in geographically
distributed data centers, the query of the users may need different items from different
data centers, possibly remotely distributed, which can be denoted by a set L.

Compared with the centralized storage, the distributed storage can improve the
access latency of most users and achieve a higher level of fault tolerance. We term a
data center as a node in the following, so the data placement problem is about finding
best nodes for each user’s data items in order to minimize the total cost. Initially, we
consider the scenario that every data item dij 2 M is placed at a data center l 2 L,
therefore our work focuses on designing the data placement scheme that provides a
efficient solution of P, which is defined as Pj dij ! l.

We denote the query patterns by a set Q, which is composed of all the queries. Here
we use the q to indicate a query in a practical system, which may request at most x
different items from the set M in each transaction. The query rate of each pattern q 2 Q
can be denoted by Rq. In [14], J. S. Hunter conducted mature methods in predicting the
rates which adopted as the input of our scheme to make the data placement decision, so
the details of predicting the query rates are not included in this paper. The request rate
set R is illustrated in the tripartite graph, where the edges between data centers and
query patterns are weighted by the rate Rql, which indicates the query rate of pattern q
to node l.

The state-of-the-art implementation in most distributed storage management sys-
tems, for fault tolerance, load balance, and availability, many data management systems

Table 1. The major important notations

Symbol Definition

M The set of data items
dij The jth replica of data di
L The set of geographically distributed data centers
P Initial replica placement leveraging the greedy
Q The set of total query patterns
Rq The query rate of each pattern q 2 Q
Sr The query span representing the number of data centers involved in the execution

of a query
Sql The number of data items in query q that are fulfilled at node l
Cr The abstract metric representing total system resource consumption of fulling all

the queries
Ct The necessary system time
Rql The query rate of pattern q to node l
1ðq 2 lÞ The 0–1 function 1ðq 2 lÞ indicating whether the query q is executed at node l or

not
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usually adopt the hash-based method such as Hadoop Distributed File System (HDFS)
[2], whose main concern was to achieve the load balance among nodes. Obviously the
hash-based schemes did not pay enough attention to the system performance affected
by the query rates between query patterns and data centers and ignored the potential
performance improvement through the managed data placement. To attack this defi-
ciency, we start with modeling the metrics of the resource consumption and system
efficiency and then propose an efficient data placement scheme which fully exploits the
benefits of the managed data placement.

3.2 Problem Analysis

(1) Metrics: Data placement can affect the system performance in both the resource
consumption and system efficiency. We investigate the relationships between the
placement and system performance and summarize them as two metrics.

Query Span: For both the service provider and the users, it is crucial to minimize the
total resource consumption in executing the workload, without compromising on
service-level agreements if any. However, it is difficult to directly model the resource
consumption of a task, which depends not only on the characteristics of the task, but
also on the overall status of the system including which other tasks are running
simultaneously, which machines are being used to execute the task, and so on. Instead,
we propose a more abstract metric called the query span, denoted by Sr, representing
the number of data centers involved in the execution of a query q, so we have the
relationship of

Fig. 1. Tripartite graph representing the problem inputs
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Sr ¼
X
l2L

1ðq 2 lÞ ð1Þ

where the 0–1 function 1ðq 2 lÞ indicates whether the query q is executed at node l. Let
k be the average resource consumption of a data center node. We model the necessary
resource consumption of fully fulfill a query q as

k
X
l2L

1ðq 2 lÞ ð2Þ

With the query rates of different queries, the total system resource consumption of
fulling all the queries can be denoted by Cr; which is denoted by

P
q2Q

Rq
P
l2L

k � 1ðq 2 lÞ,
therefore, we can summarize the metric as

Cr ¼
X
q2Q

X
l2L

Rqk � 1ðq 2 lÞ ð3Þ

System Time: The necessary system time to complete a given workload is an
important feature of the cloud computing system. The average system time of a query
involves not only the amount of information requested, but also the processing over-
head at each node in a distributed data centers, cited in [4]. The number of data items
invoked by a query denoted by Sq, and we denote the number of data items in a query q
that are fulfilled at node l by Sql. We model the necessary system time to fulfill a
request q at node l as

Sql þ e � 1ðq 2 lÞ ð4Þ

It means that the system time consists of two parts, which one is the amount of
information accessed, and another is the average constant overhead of handling the
query, denoted by ɛ, therefore we can summarize the total system time as

Ct ¼
X
q2Q

Rq

X
l2L

½Sql þ e � 1ðq 2 lÞ� ð5Þ

(2) Optimization Problem: Our objective is to minimize the two metrics above,
represented by

C ¼ Cr þ bCt ð6Þ

where β is the trade-off parameter between the above two metrics. Minimizing (6)
helps to lower the cost of the service provider, i.e., the amount of resource consumption
and the monetary expense. Therefore the formulated problem can be generalized as:
given the {Q, R}, find the optimal data placement of Pj dij ! l that minimizes the value
of C.
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4 Data Placement Strategy Based Genetic

We consider the scenario that a query accesses multiple data items, which are remotely
distributed. Therefore the data replica placement problem would be decomposed into
two subproblems: (1) data replica deployment problem, i.e., which replica of data items
should be invoked by the query; (2) data replica allocation problem, i.e., where these
data replicas should be stored. By combining these two subproblems, we can obtain a
complete genetic scheme based location-aware data replica placement.

4.1 Encode Data Replica

Encode: Motivated by the genetic code technology, we decompose our data replica
code strategy into two sub-strategies for the two subproblems above mentioned. The
following sections are the coding methods of these two strategies.

Encode data replica deployment strategy: We consider the situation that there are m
replicas of a data item, and one query can only access one replica of a data. Therefore
the corresponding segment of the code can be used by a 0/1 code with the length of m
to represent the case of every replica invoked by a query. If a query q requests a replica
dij, which the jth replica of data item di, the bit corresponding to dij is 1, otherwise the
bit is 0. The replica code of every single query consists of all data items’ segments.
Further, the replica deployment strategy code is made up of all queries’ segment which
is denoted as Pc. For example, we consider the scenario that if there are two queries q1
and q2, two data items d1 and d2. The replicas of d1 are d11, d12 and d13, the replica
of d2 are d21, d22 and d23. When q1 invokes d12 and d23, the data replica deployment
code of q1 can be denoted by 010001, when q2 invokes d11 and d22, the data replica
deployment code of q2 can be denoted by 100010.

Encode data replica allocation strategy:We use the |L| denote the number of the data
centers, so a data node would be represented by dðlog2 jLjÞ binary bits, where dðxÞ is a
function that returns the smallest integer which greater than or equal to x. The code of
node li is the binary number of i represented by dðlog2 jLjÞ bits. And the redundant
binary bits which greater than L are not used. For a replica of data items, its storage
location would be denoted by a binary code, whose length is dðlog2 jLjÞ. The code of
every data item consists of all its data replicas’ segments. Further, the data replica
allocation strategy code is made up of all data items’ segments which is denoted as Pm.
For example, if there are 5 data centers l1, l2, l3, l4, l5, 3 data items d1, d2, d3 and
every data item has 2 replicas, when the replica d21 is located in l4, d22 is located in l2
the code segment of d2 is 100010.

4.2 Criterion of Validation

The proposed genetic algorithm based heuristic scheme which incorporates mutation
and crossover operations as sources of diversity, which will generate invalid placement.
To eliminate the invalid placement, we proposed a criterion of validation.
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(a) For a query pattern q which needs data item di, there is one and only one mapping
from q to replicas of di, otherwise, it is an invalid mapping. On the contrary, if the
q does not need di, but there is an mapping from q to replicas of di, it is an invalid
mapping too.

(b) If there are more than one replicas of the same data item at the same data center, it
is an invalid mapping from data replicas to data nodes.

(c) Besides, the load balance among nodes is another factor. The data items stored in
different data centers should be balanced which would decrease the worst-case
recovery time after a site failure. Therefore, we set the balance constraint that the
load rate in each data center should be in a range of ½H � l;Hþ l�, where H is the
average number of items in all distributed nodes and l is the balance parameter.

4.3 Over Procedure

To overcome the issues introduced by the replicas, we address the initial placement of
data replicas by a greedy method, which is illustrated in Algorithm 1. Crossover and
mutation operations are applied repeatedly which would generate new placement. Then
put the new placement into the current placement solutions. The evaluation function C
obtained from P is shown as Func in Algorithm 1. The general steps of the whole
scheme are shown in Algorithm 1, which derives a relatively optimal solution to the
data replica placement problem with genetic algorithm, and the time complexity of our
scheme is no more than OðjQj � jLj � jMj � newSize � maxGenÞ.

In every generation, there are newSize (the number of solutions created in every
generation) new solutions being generated. After rounds of iterations of the crossover
and mutation operations, the obtained performance tends to keep stable, and the iter-
ation on the solutions will terminate if the improvement is less than 0.1 % in maxGen
iterations (which means the iteration times of the genetic algorithm). Sort these solu-
tions in the ascending order and pick the one with the minimum optimization objective
to be the final data replica placement solution. With the deterministic replica allocation
code Pc, Pm, we can obtain a hashing mapping function for each replica, whose input is
a query pattern and output is the replica allocation destination of each replica in the
pattern.

260 W. Fan et al.



.

Genetic Based Data Placement 261



5 Performance Evaluation

5.1 Experiment Settings

With the proposed scheme implementation and conducted several studies, we run
simulations in a realistic experiment settings. In the experiments, we consider there are
|L| = 20 data centers, representing the geographically distributed data centers. The total
number of data items is |M| = 20,000. The number of query patterns in the system is set
to 40,000. In the simulation, at most 50 items from the set of |M| items will be selected
randomly for each query pattern. The mutation rate and the crossover rate are set to 0.1
and 0.9 respectively, which are determined empirically according to the literature [15].
The request rate for each query pattern can be considered as the Zipf distribution
according to the literature [16], then the default values of other parameters are set as
k = 3.0, β = 1.0, and ɛ = 4.0, which concerns a small-size data item storing scenario.
The initial generation of the genetic is set to 100, and there will be 1000 new placement
solutions being generated and 1000 poor performance placement solutions will be
eliminated in every generation.

In addition to the proposed scheme GBDP, the other schemes including Hash,
Greedy and their variants which fit the replicas also implemented and being compared
with. Hash places each replica randomly at data nodes, which is used in Hadoop
Distributed File System (HDFS) [2]. Greedy places a data item to the node that is the
closest location to that query.

5.2 Experiment Results

Performance of different replica numbers: In the experiment, we investigated the
performance of different schemes under the scenario with different replicas. When the
replica number is 6, the objective value of GBDP is superior to the others by more than
about 40 %, as shown in Fig. 2. It achieves the near-optimal performance on the query
span and obtains the best performance on the system time, by exploiting the advantage
of replicas. As for the balance, the performance of the GBDP is better than other
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Fig. 2. Performance of different schemes under the scenario with 6 replicas
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schemes. In fact, when compared with Greedy, which more relies on the workload from
different locations to achieve the balance, in the GBDP, we can control the result of
balance through adjusting the balance parameter of the genetic algorithm, initiatively,
which will be shown later.

In order to show the effect of the number of replicas better, we conduct a simulation
as shown in Fig. 3. To show the trend of performance change under the same scheme,
the values are all normalized towards the objective value of Hash without replica. As
the increase number of replicas, the system performance is expected to be improved,
such as more requests can be fulfilled locally. As shown in Fig. 3, GBDP shows a
better performance in all the cases implemented. In fact, the number of replicas cannot
be too large which will increase the difficulty of consistency maintenance and the
storage cost of the system.
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Fig. 3. The effect of changing the number of replicas
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Fig. 4. The effect of tradeoff parameter β which used to tradeoff the resource consumption and
system time
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Effect of other parameters: As shown in Fig. 4, we have implemented the tradeoff
parameter β which used to tradeoff the importance of the resource consumption and
system time. It is obvious that when β increases, the improvement of GBDP over
Greedy becomes lower, which is due to the weight of the associated data serving metric
increases with β in the objective function so that the system time can give a better
performance on that metric.

We further evaluate the balance in the heuristic genetic algorithm which takes the
balance parameter l as input. As shown in Fig. 5, when l is larger, the normalized
objective value becomes lower along with the balance among nodes becomes worse.
So in our scheme, when given the reasonable level of balance, we can control the
balance flexibly by tuning the parameter l to improve the performance of the system
while satisfying the balance constraint.

6 Conclusions

The data-intensive applications lead to a large amount of data stored in the geo-
graphically distributed data centers and a high frequency of data access from the users
of different regions. The unique features of data-intensive applications that distinguish
themselves from other applications pose a new problem of optimizing data replica
placement over multiple geographically distributed data centers.

In this paper, by formulating the scenario with replicas using a tripartite graph, we
firstly studied the balanced data placement problem for geographically distributed data
centers, which incorporated the query span and system time, and obtained the opti-
mized solution. And then an optimization scheme based genetic was proposed which
decomposed the original problem into two simplified subproblems. Finally, through
extensive experiments with synthesized and realistic data items, the performance of
proposed scheme was demonstrated validated.
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Abstract. When solving the cognitive radio spectrum allocation prob-
lems, the traditional Shuffled Frog Leaping Algorithm (SFLA) will be
trapped into the local optimal solution easily and search lack of popu-
lation diversity at a later stage. To improve the solution performance of
SFLA, this paper introduces the adaptive Gaussian and Cauchy mutation
on the basis of the SFLA, and utilizes the dissimilarity to decide when
population is falling into the local optimal solution. Jumping out of the
local optimal solution in a timely manner and enhancing the population
diversity with the stronger global searching ability of Cauchy mutation,
or proceeding the local search with the stronger local searching ability
of Gaussian mutation when groups trap into the local optimal solution.
Finally, simulation results show that the algorithm in the 3 kinds of
networks revenue is superior to the SFLA, Particle swarm optimization
(PSO), Genetic algorithm (GA).

Keywords: Cognitive radio · Spectrum allocation · Shuffled Frog Leap-
ing Algorithm · Gaussian mutation · Cauchy mutation · Dissimilarity

1 Introduction

Wireless spectrum resources are important non-renewable resource. With wire-
less communication technology developing rapidly, there will be users increasing
with the result of growing conflicts. A large number of spectrum resources has
been wasted because of unreasonable allocation [1]. Based on the background
mentioned above, cognitive radio [2] is proposed, an effective method to relieve
the crisis of spectrum resource scarcity. The core principle is that each secondary
user can use free spectrum secondary without interfering with primary users [3–
5]. Therefore, the key point is how to allocate free spectrum resources fairly,
efficiently and reasonably [6].

At present, there are a lot of models for the spectrum allocation of cogni-
tive radio, like the auction model [7], game theory model [8], the interference
temperature model [9] and the graph theory model [10,15]. Graph theory model
is preferred by many researchers because of its flexibility and applicability. In
fact, it is convenient to deal with the problem by using graph theory model that
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 266–277, 2016.
DOI: 10.1007/978-3-319-49178-3 21
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describes vividly the problem of spectrum allocation in a graphical way. Mean-
while, many intelligent optimization algorithms are referenced to the spectrum
allocation problem. In the literature [16], a spectrum allocation scheme based on
genetic algorithm is proposed. Although the convergence rate is fast, it is more
difficult to control because of too many existing parameters. In the literature
[18], researchers proposed a new algorithm based on particle swarm optimiza-
tion algorithm whose convergence rate is also fast, but it is easy to fall into local
optimum. Shuffled frog leaping algorithm (SFLA), as a new intelligent optimiza-
tion algorithm, has many advantages: simple design, less adjustable parameters,
high calculation speed etc.

Focusing on the disadvantages in SFLA such as low convergence rate, easily
falling into the local optimal solution, a new method that used Gaussian - Cauchy
mutation operator improved SFLA (GCSFLA) was proposed. In this paper,
based on the graph theory model and GCSFLA, we study the cognitive radio
spectrum allocation. The mutation operator joined the update process. We use
Cauchy mutation with strong global search capability, if falling into the local
optimal solution judged by the dissimilarity, otherwise using Cauchy mutation
with strong local search capability. The result shows that the better solutions
produced by GCSFLA.

2 The Mathematical Model and Matrix of Cognitive
Radio

2.1 Graph Theory Model of Spectrum Allocation

In the Fig. 1, it vividly described the structure model of cognitive wireless net-
work. Each vertex represents one user, and the vertex in big circle is primary
user (available spectrum), noted “PUi” and the vertex in small circle is secondary
users, noted “SUi”. The dp and ds represent the radius of their interference scope
respectively. Interference would exist in the overlap of users. Take PU1 and SU1
for example, the secondary user SU1 can not use the spectrum I because of
the interference. Although users SU2 and SU3 can use the spectrum II, it will
produce interference when both of them use the spectrum II at the same time.

2.2 The Matrix of Spectrum Allocation

In order to deal with the spectrum allocation conveniently, we define 4 matrices
for cognitive radio network spectrum allocation.

(1) The channel availability matrix:

L = {ln,m|ln,m ∈ {0, 1}}N ×M , 1 ≤ n ≤ N, 1 ≤ m ≤ M

L is a N by M binary matrix representing the channel availability; if channel
m is available for user n, ln,m = 1; otherwise, ln,m = 0.
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Fig. 1. An example of graph theory model.

(2) The interference constraint matrix:

C = {cn,k,m|cn,k,m ∈ {0, 1}}N ×N ×M , 1 ≤ n, k ≤ N, 1 ≤ m ≤ M

C is a N by N by M matrix representing the interference constraints among
secondary users. If users n and k would interfere with each other if they use
channel m simultaneously, cn,k,m = 1. In fact, we can use the matrix L to
study the matrix C. If n = k, cn,k,m = 1−ln,m, because cn,k,m represents the
interference constraints between a single secondary user n and the channel m
at this time. If n �= k, cn,k,m ≤ ln,m × lk,m, because possible interference just
in the case of channel m is available for the user n and user k simultaneously.

(3) The conflict free channel allocation matrix:

A = {an,m ∈ {0, 1}}N ×M

A is a N by M binary matrix representing the channel allocation. If an,m = 1,
channel m is assigned to user n, otherwise an,m = 0. A should satisfy all the
interference constraints defined by C, that is, an,m + ak,m ≤ 1, if and only
if cn,k,m = 1, ∀1 ≤ n, k ≤ N, 1 ≤ m ≤ M .

(4) The channel reward matrix:

B = {bn,m|bn,m ∈ (0,+ ∝)}, 1 ≤ n, k ≤ N, 1 ≤ m ≤ M

B is a N by M matrix representing the channel reward and bn,m is the
reward generated by user n using channel m. bn,m > 0 if ln,m = 1.

2.3 The Efficiency of Spectrum Sharing

Obviously, the matrix that satisfies the above conditions is not unique. And
the aim is the aim to get the optimal spectrum allocation. The matrix A which



Spectrum Allocation Based on Gaussian - Cauchy Mutation SFLA 269

satisfies the conditions is defined as a set Am,n, and the spectrum access problem
becomes finding optimal spectrum allocation A∗

m,n. In this paper, we use three
different efficiency functions to measure the performance of spectrum.

(1) Max-Sum-Reward-Mean (MSRM), which means the average of total network
revenue.

Umean =
1
N

N∑

n=1

M∑

m=1

an,m × bn,m (1)

(2) Max-Min-Reward (MMR), which means the utilization of the limited spec-
trum. It is the minimum value for the benefit of a singer user.

Umin = min
1≤n≤N

(
M∑

m=1

an,m × bn,m

)

(2)

(3) Max-Proportional-Fair (MPF), which means the largest proportion of fair-
ness. it is the geometric mean of the reward of all secondary users.

Ufair =

(
N∏

n=1

M∑

m=1

an,m × bn,m + 10−4

) 1
N

(3)

3 Algorithm and Related Design

3.1 Shuffled Frog Leaping Algorithm

Shuffled Frog Leaping Algorithm (SFLA) is a swarm intelligent optimization
algorithm proposed by Lansey and Eusuff in 2003 [11,12]. SFLA is inspired by
Frogs (candidate solutions) foraging in wetlands (solution space), the frog popu-
lation is divided into several subgroups to do a further local optimization (local
information exchange). After the subgroups reach certain condition, mixing up
the population (global information exchange) and searching for another time
by regrouping until the termination condition was satisfied. Relatively speak-
ing, SFLA is a high efficiency of optimization algorithm with higher degree of
convergence, which enables tracking the optimal solution in complex space and
solving some complex problems. Meanwhile, there are also some shortcomings,
such as it will trap into local optimal solution easily, especially in the latter evo-
lution period frogs tended to focus on one place that leads to a single searching
direction and lacking of population diversity.

3.2 Gaussian-Cauchy Mutation Operator

It is easy to trap into local optimal solution and lead to a single searching
direction by using SFLA in the latter evolution period. As a result, the difficulty
of finding the optimal solution is increased. In this paper, we use the Gaussian
- Cauchy mutation operator to deal with this problem.
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It is showed in the Formula (4) that the one-dimensional probability distrib-
ution function of Gauss distribution is the normal distribution in the probability
statistics. We call it the standard Gaussian distribution if u = 0, σ2 = 1, noted
N(0, 1). The mathematical expectation of Cauchy distribution does not exist,
and the one-dimensional probability distribution function is showed in Formula
(5). We call it the standard Cauchy distribution if t = 1, noted C(0, 1).

Compared to Gauss distribution in Fig. 2, Cauchy distribution changes faster
around although both of the probability density curves are very similar. We can
see that Gaussian distribution is narrower than Cauchy distribution. Most of
Gaussian distribution concentrate on the middle so that Gaussian mutation has
a strong local search capability [13,14] and it can improve the convergence rate.
The scope of the Cauchy distribution is wide. If we using Cauchy mutation,
the mutation step should be larger. To avoid the premature convergence of the
algorithm, we use Cauchy mutation if population trapped into the local optimal
solution.

f(x) =
1√
2πσ

e
−(x−u)2

2σ2 , x ∈ R (4)

f(x) =
1
π

× t

t2 + x2
, x ∈ R (5)

Fig. 2. Probability density distribution curve of Gaussian and Cauchy.

We can improve the way of updating frog’s position so that the algorithm
optimization capability can be enhanced greatly. For a frog Xi = (xi1, xi2,
xi3, · · · , xis)( s represents dimension)

Xi,j = Xi,j × (N(0, 1) + 1) (6)
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if it is Gaussian mutation. Xi,j represents the j-th dimension of Xi, N(0, 1)
represents a Gaussian distribution of a group of numbers. if it is Cauchy mutation

Xi,j = Xi,j × (C(0, 1) + 1) (7)

C(0, 1) represents a Cauchy distribution of a group of numbers.

3.3 Dissimilarity

In the process of optimization algorithm, SFLA overlooked the population when
it began to trap into local optimal solution. In this paper, we made adjustments
in time if the population traps into local optimal solution, so we need to study
it. In order to reduce the computation complexity, we encoded each frogs. The
dissimilarity is used to describe the dispersion degree of group which one frog as
a center. It is easy to calculate dissimilarity after encoding them.

(a) Encoding. After initialization in this paper, each frog is a matrix (poten-
tial solution), and matrix is a multidimensional data object that is difficult to
manipulate. Element 0 in Matrix L represents that channel m is unavailable for
user n, which means that its series of operation of the data is meaningless. Based
on the two points just said, not only operating data easily but also removing
meaningless calculation, we will encode.

We can describe the process of encoding like this: put non-zero elements in
the matrix into a vector, because only non-zero elements can be changed after
several iterations of the algorithm. cl called encoded length, is the number of
non-zero elements. Finally, the calculated results are mapped into a matrix. An
example is given in Fig. 3.

Fig. 3. Schematic of encode and decode (N = 5, M = 3).
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(b) Calculation of Dissimilarity. d(Xc,Xi) represents difference between

Xc and Xi. The formula is d(Xc,Xi) =
s∑

j=1

xcj
∧xij . xcj

∧xij = 0, if xcj = xij ,

otherwise xcj
∧xij = 1. The formula for the dissimilarity is

p =

N∑

i=1

d(Xc,Xi)

cl × (Num − 1)
(8)

cl is encoded length. Num is the size of populations. Molecular is the sum of
dissimilarity. By testing many times, it is better for the result that threshold of p
is 0.16. we consider that population trap into local optimal solution if p ≤ 0.16.

3.4 Procedure of the GCSFLA

In summary, the spectrum allocation process based on improved SFLA in this
paper are as follows:

Step 1: Initialization. There are some parameters, such as Population size
Num, the number of subgroups n, dimension s, maximum moving step Dmax,
the max iteration of subgroups d, the max global iteration h and so on.
Xi = (xi1, xi2, xi3, · · · , xis) (1 ≤ i ≤ N), represents the i-th frog. The whole pop-
ulation is expressed as X = (X1,X2,X3, · · · ,XN ). Generating L, B and C, and
encoding each frog.

Step 2: Group. In this paper, (1), (2) and (3) are the fitness functions. We sort
frog population from better to worse according to the results of the fitness func-
tion. Put the first frog into the first subgroup, the second frog into the second sub-
group, and then the next frogs will be put into the next following subgroups · · ·
then the (n+1)-th frog is put into the first group. The frogs are all put into the
subgroups in this way.

Step3: Marking thebest frogXg = (xg1, xg2, xg3, · · · , xgs) fromall frogs, the best
frog Xb = (xb1, xb2, xb3, · · · , xbs) and the worst frog Xw = (xw1, xw2, xw3, · · · ,
xws) in each subgroup.

Step 4: The mutation step is calculated by the formula D = rand × (Xb −
Xw)(−Dmax ≤ D ≤ Dmax), rand is a random number in the range [0, 1]. Calcu-
late the dissimilarity by formula (8), and update it by Cauchy variation formula
(7) if population trap into local optimal solution (p ≤ 0.16), otherwise update it
by Gauss variation formula (6). Xw.new is the new position. If Xw.new is better
than Xw, then use Xw.new replace Xw, else Xg to replace Xw, do another updat-
ing. If Xw.new is better than Xw, then Xw.new replace Xw, otherwise random a
position instead of Xw.



Spectrum Allocation Based on Gaussian - Cauchy Mutation SFLA 273

Step 5: Repeating step 4 until the max iteration of subgroups d, then go to
step 6.

Step 6: Repeating step 2–5 until the max global iteration h, recording the best
solution.

3.5 The Time Complexity Analysis of the Algorithm

It is easy to get the time complexity from procedure of algorithm. It is supposed
some parameters, like population size Num, the number of subgroups n, dimen-
sion s, the max iteration of subgroups d, the max global iteration h. Finally,
we need to terminate the algorithm. We can see the maximum time complexity
is O(s • Num2) from 1 to 5. So the maximum time complexity of GCSFLA is
O(h • s • Num2) the same as SFLA. In this paper, we just change the update
strategy which has not much impact on the complexity of the algorithm, but the
performance of algorithm greatly improved (Table 1).

Table 1. The time complexity

Procedure The time complexity

Initialization O(s •Num)

Sorting O(s •Num2)

Grouping O(s •Num)

Marking xb, xw, xg O(s • (Num/n))

Updating xw O(s •Num)

4 Simulation Results and Discussions

4.1 Emulation Environment and Parameters Setting

In this paper, the simulation is based on the Matlab R2014a, the network topol-
ogy generated by [15]. It makes a comparison among GCSFLA and SFLA, PSO,
GA, according to these three different network efficiencies, MSRM, MMR, MPF.
Different simulation network topologies are different, but it is the same in one
experiment. The parameter of PSO and GA refers to [16]. The basic parameter
of GCSFLA and SFLA refers to [17]. The threshold of dissimilarity p = 16%.
All algorithms will be terminated after 200 iterations generations. The average
results of 30 experiments are as shown below.

4.2 The Discussions of Results

Experiment 1. As is shown in Fig. 4, if M = 15, N = 10, compared the con-
vergent speed of GCSLFA, SFLA, PSO and GA. At first, the network revenue
of GCSLFA, SFLA, PSO have increased relatively and quickly. PSO begin to
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Fig. 4. The average revenues of system with increasing of iterations.

converge around 50 iterations rapidly, but the final revenue is not good because
of the poor climbing ability. GA has the lowest rewards and converge to almost
130 iterations. SFLA reaches a peak about 80 iterations with a fast speed in
the previous search, but the search ability greatly weakened by population trap-
ping into the local optimal solution. After about 58 iterations, the GCSLFA
begin to converge and grow rapidly because of the Gaussian mutation operator
with strong local search capability used in the early time. The explanation for
high profit is that jumping from the local optimal solution prevented the opti-
mization from prematurity and fully searching in the final period of searching
process.

Experiment 2. In practice, the number of the spectrum is limited, but the
number of users is not under control. The experiment shows the changes of three
kinds of network revenue with the increasing in the number of secondary users
under the circumstances of constant number of spectrum. If M = 19, the results
are shown in Figs. 5, 6 and 7. In each picture, the trend of the curve is roughly the
same. the network revenue has decreased persistently with increasing of users,
but not significantly, the reason of which is that the more users the more total
network revenue but tiny increase in interference. With the further increasing
of users, it leads to much more competition between users so that the network
revenue rapidly declined. However, with the monitoring of the population state
through the dissimilarity, the GCSFLA can adapt itself by adaptive Gaussian
and Cauchy mutation once population trapped into the local optimal solution,
which makes a higher returns and prove that the effectiveness of GCSFLA.

The relative difference between the rewards and the optimal values is given
in the table. The optimal values are obtained by exhaustive method [15]. We
set M = N = 5, taking into account the feasibility of computing because there is
a NP problem with rapidly increasing in size. In an experiment, if the reward
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Fig. 5. MSRM changes when M = 19.

Fig. 6. MNR changes when M = 19.

Fig. 7. MPF changes when M = 19.
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Table 2. Comparison to optimal values

Iteration Algorithm Relative difference (%)

MSRM MMR MPF

30 GCSFLA 0.353 0.487 1.886

SFLA 1.205 1.705 3.256

PSO 0.338 1.238 1.897

GA 1.094 2.764 3.241

100 GCSFLA 0 0 0.013

SFLA 0 1.568 2.724

PSO 0 1.433 0.961

GA 0.434 2.431 3.173

200 GCSFLA 0 0 0.013

SFLA 0 1.131 2.153

PSO 0 0.57 0.579

GA 0.057 2.247 2.781

is b and the optimal values is B, then the relative difference is 1 − b/B. As is
shown in the table, in the 100 iterations, the relative difference of GCSFLA is
very small just in MPF. GCSFLA performs almost the same as the others under
objectives MSRM after 200 iterations, but GCSFLA performs much better than
others in MMR and MPF (Table 2).

5 Conclusion

In this paper, considering three kinds of network revenue based on spectrum
allocation, a Gaussian - Cauchy mutation SFLA is proposed. SFLA traps into
the local optimal solution easily. In this paper, we encode the mathematical
model to reduce the computation complexity. GCSFLA not only can ensure the
convergence speed, but also enhance the population diversity in late search by
using adaptive Gaussian and Cauchy mutation and judging through the dissim-
ilarity. Compared with SFLA, PSO and GA, the experimental results show that
GCSFLA has better performance in the three kinds of network revenue, MSRM,
MNR and MPF. Meanwhile, GCSFLA also has good performance in the relative
difference.
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Abstract. The value of GPS data has generated a group of location-based
services. Pick-up points recommendation by mining taxis’ trajectories can
effectively both improve drivers’ profits and reduce oil consumption. However,
existing methods always ignore the spatial-temporal features and the drivers’
preferences. Therefore, we propose to recommend a personalized sequence of
pick-up points taking the two preceding factors into account. Firstly, we extract
historical pick-up points from taxis’ trajectories and use these points to generate
candidate ones by a novel approach of spatial-temporal analysis. Secondly, we
devise a collaborative filtering algorithm to choose candidate points again.
According to the location and the time of historical pick-up points, our system
can give taxi-drivers an optimal sequence of pick-up points. Experimental
results show that our method can obviously improve both the accuracy and the
preference of candidate pick-up points for taxi-drivers.

Keywords: Location-based services � Trajectory mining � Pick-up points
recommendation � Spatial-temporal analysis � Personalized recommendation �
Collaborative filtering

1 Introduction

The advances in location-acquisition, wireless communication, and mobile computing
techniques have enabled us to collect massive spatial trajectory data of moving objects,
such as people, vehicles and animals. Such a large number of trajectories provide us
unprecedented opportunity to automatically discover useful knowledge, which in turn
offer support for decision in various fields (e.g. taxi service). Taxicabs, frequently
travelling in the city every day, have become an indispensable part of the intelligent
transportation system. In order to facilitate residents’ lives, lots of taxis traversing in
urban areas. But vacant taxis cursing on roads not only waste gas and time of drivers
but also generate additional traffic in a city.

There are many researchers have performed research on methods that can improve
the utilization of vacant taxis and reduce the energy consumption effectively. These
researches used some objective standards to calculate the corresponding optimal
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strategies, such as maximizing the drivers’ profits, or maximizing the probability of
finding passengers. In fact, every driver has his/her own driving habits and driving
style. Thus, they usually made the decision according to their preferences and expe-
riences to cruising roads and pick-up points).

In this paper, we provide a personalized sequence of pick-up points recommen-
dation (PSPPR) method toward taxi drivers based on spatial trajectory data, and we
present a probability optimization model (POM) for evaluating each candidate pick-up
sequence. Our method is to satisfy the taxi drivers’ maximize benefits as well as offer
personalized services for fitting their preference. First of all, we extract historical
pick-up points from taxis’ trajectories, which are analyzed to generate candidate
pick-up points by our method of spatial-temporal analysis, which can improve the
probability of finding passengers for taxi driver. Then, according to the records of
pick-up passengers of taxi, the request location and time, and using collaborative
filtering algorithm to filter candidate points, the recommender system can recommend a
sequence of probability optimization of pick-up points for drivers.

The remainder of this paper is organized as follows. Section 2 describes the related
works. The framework of our approach is presented in Sect. 3. Next, we illustrate the
two parts of our method in details: one is how to generate pick-up points in Sect. 4,
another is how to recommend a personalized sequence of pick-up points in Sect. 5.
Section 6 gives the experimental results. Finally, we state the concluding remarks and
future directions in Sect. 7.

2 Related Works

Many researchers have focused on passengers-finding strategies which can both
improve the profits of taxi-drivers and reduce oil consumption. Most of them proposed
to recommend parking locations. Few of them focused on how to recommend a
sequence of locations to maximize the probability of picking up passengers with less
cruising time or less cruising distances. Others are focused on cruising route for the
next passengers instead of fixed locations.

Chang et al. [1] extract hotspots from large amounts of historical data using
clustering algorithm. Then, it would recommend a hotspot to taxi driver based on the
hotness of the hotspot. Li et al. [2] study the passenger-finding strategies
(hunting/waiting) of taxi drivers, and provide L1-norm support vector machine
(SVM) to select features for classifying the passenger-finding strategies in terms of
performance. In the literatures [3, 5], the authors propose an algorithm to extract
parking places based on the distance between non-occupied trajectories’ points. Then,
it aims to provide the taxi driver with the best parking place and the best route to this
parking place. Zhang et al. [4] propose a method to recommend top-5 passenger finding
probability pick-up points for taxi drivers.

Ge et al. [6] present a novel model to recommend a taxi driver with a sequence of
pick-up points or a sequence of potential parking positions so as to maximize the profit
of a taxi driver. Hou et al. [7] envision a new cyber-technology enabled taxi dispatch
system, different from the conventional operation mode, which can efficiently provide
vacant taxis with cruising route suggestions that hop to find prospective customers.
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Tang et al. [8] provide a Markov decision process (MDP) to model the problem of
finding passenger, and compute a high-level profit-maximizing strategy for taxi drivers.
In the literature [9], the authors present a system called HUNTS to solve the problem
that formalizes the passenger-finding strategies into a new problem, global-optimal
trajectory retrieving. Huang et al. [10] propose a mobile sequential recommendation
using based on dynamic programming. They compute potential candidate sequences
from a set of pick-up points mining from large amount of trajectories, propose a
backward incremental sequence generation algorithm based on the identified iterative
property of the cost function. Then adopt an incremental pruning policy to process the
sequence and recommend a sequence of pick-up points. In the literature [11], the
authors propose a recommender system by considering the distance between the current
location and the recommendation location, waiting time for the next passengers,
expected fare for the trip, and the experience of taxi drivers, recommending the next
cruising location so as to improve the income of taxi-drivers.

In the literature [12], the authors construct a spatio-temporal profitability (STP) map
based on historical data to guide the taxi drivers in terms of dividing a region into a grid
of equally sized cells. Hu et al. [13] propose a pick-up tree based route recommender
system to minimize the traveling distance of vacant taxis aiming to improve the effi-
ciency of taxi drivers. Zhang et al. [14] propose a cruising system called p-Cruise for
taxicab drivers to maximize their profits by finding the optimal route to pick up a
passenger so as to reduce the cruising mile. Dong et al. [15] propose a system of linear
equations to calculate the score of each road segment, and build a profitable cursing
route to recommend cursing path for taxi. Wang et al. [16] propose a citywide and
real-time model for estimating the travel time of any path in real time in a city by
mining the trajectory data, which can provide real-time path planning. Qu et al. [17]
propose a cost-effective recommender system aiming to maximize taxi-drivers’ profits
by recommending a potential profits driving route. Zhang et al. [18] intend to uncover
the efficient and inefficient taxi service strategies aiming to predict the revenue of
drivers based on a large-scale GPS historical database. Yang et al. [19] propose
adaptive shortest expected cruising route (ASECR) algorithm to recommend a prof-
itable route for taxi-drivers based on assigned potential profitable grids and then to
update the profitable route constantly. Zheng et al. [20] propose a novel taxi-sharing
system that accepts taxi-passengers’ real-time requests from smart phones and sched-
ules proper taxis to pick-up them via ridesharing, subject to time, capacity, and
monetary constraints.

These researches are using some objective standard to calculate the corresponding
optimal strategies, such as maximizing the drivers’ profits, or maximizing the proba-
bility of finding passengers. Actually, every driver has his/her own driving habits or
driving style. They made the decision according to their preferences and experiences to
roads and pick-up points.
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3 The Framework of Our Approach

Pick-up points are the locations where taxi-drivers find passengers. Its distribution can
reflect drivers’ behaviors to find passengers. If we discover the behavior rules of
taxi-drivers, we could apply it to intelligent transport, urban planning, traffic man-
agement, etc. The framework of a personalized sequence of pick-up points recom-
mendation is illustrated in Fig. 1. It consists of two parts: generating pick-up points and
recommending a personalized sequence.

First of all, extracted the locations where taxi drivers usually pick up passengers
from a large number of GPS trajectory data, and using the spatial and temporal attribute
of these locations by a novel approach of spatio-temporal analysis (STA), which can
obtain some candidate points represent the region where taxi drivers often find pas-
sengers. We divided our STA into two steps. The first step is to do analysis using
spatial and temporal attribute independent. The next step is to combine these candidate
points, filtering them by voting mechanism. Then the candidate points’ type is defined
by POI (point of interest, e.g. hotel, hospital) in their regions. The drivers can find
passengers quickly in these points, and reduce their vacant cruising time. After that,
according to the records of pick-up passengers of taxi, the request location and time,
and using collaborative filtering algorithm to filter candidate points, the recommender
system can recommend a sequence of probability optimization of pick-up points for
drivers. Our method is not only to satisfy the taxi drivers’ maximize benefits, but also
offer personalized services for fitting their preference.

Fig. 1. The framework of our approach

Recommending a Personalized Sequence of Pick-Up Points 281



4 Pick-Up Points Generation

In this section, we present the details of spatio-temporal analysis, which generate the
candidate points, describe how we decide the type of these points, and compute the
passenger finding probability in every point.

4.1 Spatio-Temporal Analysis (STA)

Taxi-drivers usually choose a place where they familiar with waiting for passengers,
and in different time in different location. The GPS trajectory is a trace generated by
taxicabs, usually represented by a series of chronologically ordered points, e.g.
P1 ! P2 ! � � � ! PN, where each point consist of a geospatial coordinate set and a
timestamp, which objectively record the information of the location and the time of
finding passengers or drop off passengers, and the information of drivers’ preference
toward to the road characteristic and the type of passenger finding locations.

Extracting the historic finding-passengers locations from GPS trajectories by some
characteristics (e.g. waiting or driving with a speed less than a threshold for a period of
time, the taxi travel with a speed over one threshold for a long distance), such as shown
in Fig. 2, and analyzing the distribution of these locations in space and time, can
provide service for the taxi drivers and taxi management department.

To analyze these passenger-finding locations, we put forward a STA model which
is constructed by OPTICS algorithm, aiming to discover the essentially same pick up
locations in space and time. The reason for using this method is that it outperforms
other methods when dense regions in different time and in different place. The algo-
rithm in this model described as “improve OPTICS algorithm” in Table 1, which
considered the time as a parameter.

The property of extracted locations of historic passenger finding mark as p{tId, lat,
lng, datetime, type}, p.tId describe the taxi id who find the passengers, p.lat and p.lng is
the spatial attribute of location, p.datetime show that when the passenger was found,
and p.type illustrate the type of the location, which decide by the nearest point of
interest (e.g. restaurant, train station). Analyzing the data set P{p1, p2, …, pn} of these
extracted locations, we can find that the density of locations changed in different time
slots. Figure 3 describe the density change features.

Fig. 2. Extracting Pick-up points
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Table 1. Improved OPTICS algorithm

Fig. 3. Locations’ densities in different time-slots
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Based on the density-changing feature, we firstly consider spatial-temporal features
in spatial-temporal analysis model. We divide one day into some time slots, which have
0.5 h, 1 h, 2 h, and 4 h independent. The spatial-temporal analysis model describe in
detail as follows:
Step 1: Spatial-temporal analysis

(1) First space last time analysis (FSLTA). We firstly consider the space property of
historic location points. We divided location points by regions, analyzing these
points in every area, then, we process all areas comprehensive. After the space
analysis, we can get the clusters contain time attribute. We process these historic
location points further based on the time attribute. We can get a set of candidate
points with temporal and spatial attribution, which relevant attribute describe as cp
{id, lat, lng, timeslots, method}. cp.timeslots describe the slots of passenger
finding, cp.lat and cp.lng show the location where the passenger finding, and cp.
method illustrate the analysis type.

(2) First time last space analysis (FTLSA). This part is simple as we divide our
pick-up points into every time-slots based on their time attribute, and process
historic location points by spatial property in every time slots. Then we can get
another set of candidate points with temporal and spatial property, which marked
as cp{id, lat, lng, timeslots, method}.

The FSLTA better described the spatial gather phenomenon of historic location
points than FTLSA, and compensate the problem of data sparseness of FTLSA in some
extent. The FTLSA better described the temporal gather phenomenon of historic
location points than FSLTA.
Step 2: Candidate-points filtering

It is obviously that the candidate points generated from step 1 and step 2 maybe in
the same cluster, they represent the same region. So, we should delete one of them if
they are in the same cluster. In the same time slots, if the distance Disti,j between
candidate point i generated by step 1 and candidate point j generated by step 2 less than
a certain threshold d (e.g. 50 m).

We can use voting mechanism to generate one point replacing the adjacent can-
didate points. According to the distance of them to generate a buffer, then using historic
location points (e.g. location point k) located in themselves respective buffer to voting
themselves by the distance Disti,k between historic location point k with candidate point
i. The calculation method of voting described in (1).

Scorei ¼
Xn
k¼1

ð1� Disti;k
Disti;j

Þ;Disti;j 2 ð0; d�;Disti;k 2 ½0;Disti;j� ð1Þ

The Scorej is calculated in the same way. Then, according to the score of candidate
point i and j to calculate the position of new candidate point O. The position of O is
described as
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Olat; lng ¼ Ilat; lng
Scorei � Disti;j
Scorei þ Scorej

ð2Þ

or

Olat; lng ¼ Jlat; lng
Scorej � Disti;j
Scorej þ Scorei

ð3Þ

The O, I, J represent the position of candidate point respectively.

4.2 Candidate-Points’ Types

Passenger finding usually occur nearby a particular POI (e.g. restaurant, station, etc.),
and the region of the candidate point represented consist of POI. In this paper, we
divide the POI sets of Beijing into eleven categories. They are health, food, travel,
service, shopping, government, education, enterprise, entertainment, hotel and other.
We can confirm the candidate point type by these categories based on the POI which
contained. The candidate point type mark as Cp{id, lat, lng, type1, …, type11, score}.
The element Cp.lat and Cp.lng describe the location of the candidate point, Cp.type
represents the proportion of a certain category POI, Cp.score shows the density of
historic location points in the region of candidate point.

Figure 4 describe the proportion of a certain category POI in the region of can-
didate point 3 and 6 respectively. It obviously shows that the candidate point 3 contains
two main POI categories, service and enterprise, but the candidate point 6 contains
other main POI categories, service and education. In this paper, we select the top-5
proportion of category as the type label of those candidate points. For example, the
mark of candidate point 3 is described as cp3.type{enterprise, service, education, tra-
vel, hotel}.

Fig. 4. Ratios of the POI’s functional classes
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When the passenger-finding location occur in candidate points, we can define a
group of relations about the driver and the candidate point, marked as Pp{p.tId,
p.datetime, Cp.id}. By analyzing these relationships we can describe the taxi drivers’
preference about candidate points, and then recommend suitable points for drivers.

4.3 Probability Calculation

Whether a candidate-point is recommended to a taxi driver or not, not only depends on
the driver’s personal preference and historical experience, but also depends on the
passenger-finding probability of the candidate-point per unit time. We can define the
probability P(Ci) of a candidate point Ci with Numh, the number of historic location
points contained, Lh, the perimeter of the cluster of historic location points, and TLt, the
length of the time slots. The passenger finding probability describe as follow:

PðCiÞ ¼ Numh

Lh � TLt ð4Þ

5 Constructing a Personalized Sequence of Pick-Up Points

Taxi drivers who drive in the city every day frequently have their driving habits and
driving style, and the decision they decide relative to their preferences and historical
experience, such as the features of cruising road and the type of pick-up point. Rec-
ommending suitable pick-up points to drivers based on the drivers’ preferences and
history experiences is a good choice.

5.1 Collaborative Filtering

Collaborative Filtering is one of the successful and widely-used recommendation
methods. The core of Item-based collaborative filtering is to find the correlation
between items, and using user’s previous records to recommend similar item to user. In
the view of computation, item based collaborative filtering is to search a vector to
calculate the similarity of items, then predict some item that user have not touched
recommend to user based on the records.

In this paper, we regard candidate points as the projects that will be filtered, and use
item based collaborative filtering to filter the candidate point for taxi drivers based on
their preference. Setting the candidate point as the n dimensional vector, the similarity
of the candidate points can measure by the cosine of the angle between the vectors.
Such as candidate point i and candidate point j are represented in n dimensional vector
as vector~i and~j. The similarity of vector~i and~j describe as follow.

Simði; jÞ ¼ cosð~i;~jÞ ¼
~i:~j
ij j jj j ð5Þ
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When a taxi driver u provides his/her location and time, the system will filter some
candidate points near his/her location in the time slots. And the collaborative filtering
will calculate the preference of u toward to these candidate points. Such as the degree
of preference of taxi driver u toward to candidate point i describe as G(u, i), maybe the
taxi driver never pick up a passenger in i previous.

Gðu; iÞ ¼

P
j2Sði;k;uÞ

Simði; jÞ
P

j2NðuÞ
Simði; jÞj j ð6Þ

The S(i, k, u) describe the set of candidate points where u has found passengers,
and the size of the set is k, and these points similar with point i. N(u) is the set of
candidate points where driver u ever pick up passengers.

5.2 Probability Optimization Model

The complexity and variability of urban environment lead a great deal of uncertainty to
recommend a single result. It is obviously more meaningful to recommend top-k
results, and there are strong spatial correlations among them. Choosing a route of
sequence of candidate points with maximize passenger finding probability for taxi
driver is very meaningful.

In this part, we select candidate-points around taxi drivers, conform their prefer-
ence, within 5-minutes path, mark the length as d according to the collaborative fil-
tering algorithm. Whether the taxi driver accept a candidate point or not is associated
with the distance between the current location and the point, Distu,i. We describe the
probability that the driver u accepts the candidate point i as P(u, i).

Pðu; iÞ ¼ 1� Distu;i
d

ð7Þ

The passenger-finding probability of each candidate-points sequence can be seen as
a full probability event. We can define the probability of a sequence r as

PðrÞ ¼
X
i

PðCiÞPðu; iÞ; LðrÞ� L ð8Þ

The L(r) describes the length of the sequence, and L is the maximum length of
5-minutes drive.

Choosing an optimal route for taxi driver is suitable for recommending. The
optimal route described as

PðrÞ ¼
X
i

PðCiÞPðu; iÞ; LðrÞ� L ð9Þ
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The sequence recommended not only conform the taxi drivers’ preference, but also
has the maximize passenger finding probability for the generation method of candidate
points.

6 Experiments

Our data of experiments is public trajectory data set provided by Microsoft Research
Asia, generated by GeoLife project. It contains 182 taxicabs’ previous trajectory from
April 2007 to August 2012 in Beijing. The data of POI come from datatang.com.

Our method is consisted of candidate-points generation and recommending a
sequence of candidate-points. We evaluate the accuracy of the generation of candidate
points in the first. Then, we compare the results of our approach with the classical
Top-k recommendation.

6.1 Accuracy Evaluation

In Sect. 4, we divide a day using 4 ways. Candidate pick-up points are generated by
two mechanisms: the voting mechanism generating candidate points, the intersection
mechanism generating candidate points. We compare the voting mechanism with the
intersection mechanism, and experimental results show that the voting mechanism is
better. The intersection choice filter is that the new candidate point generated by the
historic location points, which are the intersection of location points of adjacent can-
didate points.

Figure 5 describe the accuracy changed by four kind time slots. Obviously, the
accuracy of voting mechanism is better than intersection choice in the 4 time-division
way, and the accuracy improved when we extend the time slots. The accuracy of
intersection choice can be easily affected by the sparse data distribution. Considering
the Fig. 3, in this paper, we divide a day into six parts, every part has four hours, and it
is the foundation of other experiments.

Fig. 5. The comparison between two mechanisms generating candidate points
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In order to evaluate the accuracy of candidate points generated by voting mecha-
nism, we reference the judgment method of parking place in literature [5]. They assume
that the parking place is correct when a POI is within the scope of the parking place
with 50 m. In this paper, we assume that every candidate point is a test point, and the
point of interest in map, such as workplace, shop market, and the historic location point
as the known point. We can judge the accuracy of candidate point by comparing the
test point with the known point. If a known point located in the scope of the test point
with a radius, the test point is correct. Figure 6 describes the accuracy with the changes
of the detection radius.

The radius changes from 5 to 50 m. When we set 20 m as the radius, we can get a
satisfactory result, the average accuracy is 87.6%, and recall is 85.0%. When we set
50 m as the radius, our average result is 98.7% of accuracy, and the recall is 95.4%.
Next, we compare the accuracy of candidate points generated by STA with that of
paper [5]. The result given in Table 2 shows that STA is obviously better than paper [5]
(Table 3).

Fig. 6. The accuracy with the changes of the detection radius

Table 2. The comparison of two methods

Method The radius of buffer Precision Recall

MSRA 50 90.9% 88.9%
STA 50 98.7% 95.4%

Table 3. The comparison between the top-k recommendation and our PSPPR

Method Precision Recall

Top-K 70.5% 68.9%
PSPPR 87.3% 85.7%
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7 Conclusions

The advances in location-acquisition and mobile computing techniques have generated
massive spatial trajectory data of a diversity of moving objects, such as people, vehicles
and animals. The value and conveniently collect of spatial trajectories have generated a
group of location-based services. Pick-up points recommendation by mining taxi’s
trajectory can effectively improve drivers’ profits and reduce consumption. However,
the recommendation accuracy of existing approaches is not good enough owing to the
ignorance of the spatial and temporal features of pick-up points and the preference of
taxi drivers. In this article, we proposed a novel approach of personalized sequence of
pick-up points recommendation. First, we extracted historical pick-up points from
taxis’ trajectories, which were analyzed to generate candidate pick-up points by our
method of spatial-temporal analysis (STA). Second, according to the records of pick-up
passengers of taxi, the request location and time, and using collaborative filtering
algorithm to filter candidate points, the recommender system can recommend a
sequence of probability optimization of pick-up points for drivers. Experimental results
show that our approach was able to obviously improve the accuracy of candidate
pick-up points, and the results were more in line with taxi drivers’ preference.

In the future, we plan to predict the driving route and destination of taxi based on
the road intersection of road network. We think that will be meaningful and interesting.
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Abstract. Many indexes have been designed to solve the problem of
the point-to-point distance query on big graphs. In this paper, we design
an incremental updating method for the index construction on dynamic
graphs. The results show that the method is much time-saving compared
with the way of index reconstruction. We also propose an exact method
for distance labeling focused on undirected unweighted dense graphs. A
kind of tight substructure named clique commonly exists in some dense
graphs, such as social networks and communication networks. We take
advantage of the cliques to compress the index. The experiments show
that the technique can save index space and bring about comparable
query time.

Keywords: Big graphs · Distance queries · Index construction · Incre-
mental updates · Cliques

1 Introduction

Computing the shortest distance or path between any two vertices is a basic
problem. The problem is not only important to build many other algorithms, but
also has numerous applications itself. For example, distance in social networks
can reflect the closeness of two users and can be used to find more related users
or content in the socially-sensitive search. In navigation, drivers want to take
the optimal route with the least time or shortest distance. Distance can also
indicates relevance in keyword search [11].

The sizes of the underlying graphs are often on the scale of millions of vertices
and edges. The classical solutions for distance query are Dijkstra, breadth-first
search (BFS) and Floyd-Warshall’s algorithm. When facing the massive graphs,
the long running time that classical algorithms result is unacceptable, especially
for some online applications which require low latency for better user experience.
On the other hand, the graphs are too large to fit into the memory. Since the classi-
cal algorithms are all memory-based solutions, none of the algorithms are practical
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on large graphs. To compute the shortest distance and answer the distance query
in real time efficiently, many distance indexes have been proposed [7].

We revisit the problem of the shortest distance query and propose two opti-
mizations for index construction in the paper. Most graphs in the real world are
dynamic over time. That means that the index will be out-of-date over time.
We propose an incremental updating method to make the index adapt for graph
changes. In some dense graphs such as social networks, there exists dense core
substructure such as cliques. When the distance to one vertex is known, the dis-
tances to other vertices within the same clique can be computed. Based on this
observation, we can gather the distance information in the same clique together.
This optimization allows us to compress the index and have a more efficient
query process.

The paper is organized as follows. Section 2 shows the related work and Sect. 3
depicts the problem and introduces some basic knowledge. Section 4 presents
our incremental updating methods and algorithms. Section 5 describes how to
compress the index with cliques information. Section 6 reports our experiments
and Sect. 7 concludes the paper.

2 Related Work

The existing distance query methods can be mainly divided into two groups,
namely approximate ones and exact ones. Approximate methods obtain the
approximate shortest distances as accurately as possible while exact methods
always return exact shortest distances.

2.1 Approximate Methods

Approximate methods are more scalable than exact methods. The majority of
approximate methods are landmark-based [4,15,16]. They focus on selecting a
subset of vertices as landmarks to derive distance bounds as tight as possible [5].
Supposing that a subset LM of graph nodes are landmarks, these methods com-
pute the distance dist(l, v) between each landmark l ∈ LM and each vertex v in
graphs. Given two query vertices s and t, these methods apply triangle inequality
on the top of distances from landmarks to vertices to estimate the approximate dis-
tance and return the tightest one. They return the minimum dist(l, s) + dist(l, t)
for l ∈ LM as an estimate. These methods are easy to understand, but have one
common shortcoming that the distance accuracy is hard to guarantee. The preci-
sion depends on whether the actual shortest path passes the nearby landmarks.
For instance, two query vertices are closed to each other while the landmark is far
away from them, the result is obviously unsatisfying.

2.2 Exact Methods

Most of the exact methods are based on 2-hop cover, which means that for any
two vertices s and t, there exists at least one vertex w that included by the labels
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of s and t commonly if they are reachable. Finding the smallest 2-hop cover is
very challenging and proves to be an NP-hard problem [6].

The Highway Centric Labeling (HCL) [13] was proposed to answer distance
queries in large sparse road networks. It constructs a tree structured highway to
connect the start and end vertices. That means, when computing dist(s, t), the
minimum value dist(s, u1) + distT (u1, u2) + dist(t, u2) will be returned where
distT (u1, u2) is the shortest distance between u1 and u2 in the highway tree.
Arterial Hierarchy (AH) was also designed to answer distance queries on road
networks [17]. It constructs a vertex hierarchy and conducts a constrained version
of Dijkstra algorithm for distance queries. Contraction Hierarchies (CH) [9] is
a preprocessing algorithm and has been well studied for point-to-point distance
queries in road networks. CH applies shortcut operations to each vertex in a
particular order and insert additional edges into graphs to facilitate distance
queries. Hierarchical Hub Labeling (HHL) [1] is another 2-hop labeling method
which is based on CH. HHL builds a shortest path tree for each vertex to describe
unmarked shortest paths beginning from the vertex. HHL is not scalable for
its high computation and storage complexity when handling large graphs. The
approach Pruning Landmark Labeling (PLL) [2] was proposed by Akiba et al. It
conducts pruned BFS from each vertex. BFS is memory based and the pruning
procedure demands the whole index to remain in the memory. Therefore, large
memory is required and it limits PLL’s scalability.

IS-Label [8] was proposed by Fu et al. It builds a vertex hierarchy for the
given graph and constructs the labels from top to bottom. Jiang et al. designed
Hop Doubling Labeling (HopDB) index with the assumption that the majority
of long paths passing through some high degree vertices [12]. Their strategy is
first ranking all the vertices in non-increasing order according to vertex degree
and then generating label entries iteratively to cover the shortest paths with
increasing numbers of hops.

All indexes introduced above are constructed for static graphs. In fact, the
graphs may change over time, such as, users make new friends in the social
network, new air routes open up in the transportation network. To avoid the
reconstruction of indexes, Akiba et al. proposed an incremental updating method
based on PLL [3]. When inserting a new edge into the origin graph, it re-conducts
pruned BFS from the affected vertices and updates the distance information on
the fly. Lin et al. proposed an patch-merge method to update indexes based on
hopDB [14]. The method includes two steps, the first step is to generate patches
for the indexes and the second step is to merge the patches into the indexes.
Other methods are also proposed [10].

3 Preliminary

3.1 Problem Definition

We focus on undirected unweighted graphs. We study the following problem:
given a disk-resident graph G = (V,E) with a vertex set V and an edge set E,
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how to construct a disk-based index to answer point-to-point distance queries
efficiently. The commonly used notations in this paper is shown in Table 1.

Table 1. Important notations

Notation Description

G = (V,E) A graph with vertex set V and edge set E

dist(u, v) Shortest distance between u and v

rank(v) Rank of v

Si Independent set after i-th iteration

Gi Result graph after i-th iteration

L(v) Plain label of vertex v

V [L(v)] Vertices in the L(v)

Cx Subset of vertices which in the same clique with x

Ci
x(v) Subset of Cx where i denotes the distance difference

CL(v) Label of vertex v with cliques

3.2 2-hop Labeling

The 2-hop labeling technique is an exact distance scheme proposed by Cohen
et al. [6]. It preprocesses the given graph and constructs labels for each vertex.
For each vertex v ∈ G, there is a label L(v), which contains a set of entries (u, d)
where u ∈ V and d is the distance from u to v. If vertex s reaches t, there exist
(w, d1) ∈ L(s) and (w, d2) ∈ L(t) such that dist(s, t) = d1+d2. Then we say that
vertex pair (s, t) is covered by entries (w, d1) and (w, d2). The distance query
between vertices s and t can be answered by the labels L(s) and L(t) as follow:

dist(s, t) = min{d1 + d2|(u, d1) ∈ L(s), (u, d2) ∈ L(t)} (1)

If L(s) ∩ L(t) = ∅, then dist(s, t) = ∞. We can compute dist(s, t) by scanning
the labels L(s) and L(t) in O(|L(s)|+|L(t)|) time when L(s) and L(t) are sorted.
Obviously the size of 2-hop labeling is important to the query efficiency. Let L
denote the set of labels of all vertices. If the distance between any pair of vertices
can be answered by L, the L is called a 2-hop cover of G.

3.3 IS-Label

IS-Label is a variant of 2-hop labeling proposed by James et al. [8]. Since our work
is based on this work, we briefly introduce it first. It builds a layered hierarchy for
the vertices by removing sets of less important vertices recursively. The resulting
graph of i-th iteration is also the input graph of i + 1 iteration procedure. The
sets are called independent sets and the vertices in the same set do not connect
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to each other. Suppose the vertices removing in the i-th iteration is denoted as
Si, then the vertices are partitioned into several sets, namely V = S1 ∪S2...∪Sk

and Si ∩ Sj = ∅ (1 ≤ i �= j ≤ k). Let the input graph to be G0 and the i-th
resulting graph is Gi. The graph Gi(i ≥ 1) is reduced from Gi−1 by removing
the vertices in Si−1. To keep the connectivity and distances between vertices in
the remaining graph when vertices are removed, additional edges are created.
Finally, an augmented graph is obtained by inserting the additional edges into
the original graph.

The rank(v) of v is equal to i if and only if v ∈ Si. A vertex u is an ancestor of
v if there is one path from v to u in the augmented graph and the vertices on the
path is in an ascending order of vertex rank. Each L(v) records the distances to
its ancestors by building the labels from higher ranks to lower ranks iteratively.

4 Incremental Updates

In this section, we will detail how to update the indexes based on IS-Label on
dynamic graphs. More concretely, the dynamic graphs we focus on are those
with new edge addition and no vertex addition.

4.1 Incremental Updating Procedure

The incremental updating procedure includes two steps, the first step is to gen-
erate the label patch, namely the new label entries which need to be merged into
the indexes. The second step is to update the indexes with the patch generated
in the first step. Note that although our update method also has two steps as
the method proposed by Lin [14], they are based on totally different theory and
have totally different realization. Lin’s method is based on hopDB and generates
patches by pruned BFS while our method is based on IS-Label and generates
patches by the method we will discuss below.

We now discuss the patch generation step in two cases. When a new edge
(u, v) is inserted into the graph, one case is that u and v have different ranks,
that is to say they are in different independent sets. The other case is that u and
v have the same rank, namely they are in the same sets after hierarchy building
procedure. We first consider the first case. Supposing that rank(u) < rank(v),
if v is not an ancestor of u before adding edge (u, v), then v will become the
ancestor of u and its descendants. Based on the rule of generating labels, new
entries to v will be added to the labels of u and its descendants. The ancestors of
v are also the ancestors of u and its descendants. For each ancestor w of v, if w
is already the ancestor of u before the edge insertion, then the distance between
w and u may change smaller and the label entries in u and its descendants to
w should be updated. Otherwise, w is a new ancestor of u and its descendants,
then new entries will be added to the labels of these vertices. Supposing that
rank(u) < rank(v) and v is an ancestor of u before adding edge (u, v). For
this situation, no label entries will be added, but the distances from u and its
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Fig. 1. Vertices with different ranks

descendants to v and its ancestors may change smaller, the distances in the labels
need to be updated.

For example, in Fig. 1 the dotted line represents the adding edge. In Fig. 1(a),
vertex c becomes the common ancestor of vertex d and its descendants g, h, then
new label entries to c will be added into the indexes of d, g, and h. Vertex a
is the ancestor of d before edge (c, d) insertion, the distances from d, g, h to a
may change smaller, then the label entries to a need to be updated. In Fig. 1(b),
since vertex a is already an ancestor of vertex d before inserting the edge (a, d),
no new label entries will be added and the distances from d and its descendants
to a need to be updated.

We now consider the second case. Supposing that rank(u) equals to rank(v)
and deg(u) < deg(v). When rank(u) equals to rank(v), it means u and v are
in the same independent set before adding edge (u, v). According to the vertex
hierarchy rule that one vertex and its neighbors should have different ranks, u
and v will be divided into different sets after the edge addition. Usually the vertex
with higher degree is more important than that with lower degree. We increase
the rank of v by one, so does for vertices with a higher rank than v. Then v and
its ancestors become the ancestors of u. Finally, the case is converted to the first
case. For instance, in Fig. 2(a), vertex b and vertex c are in the same rank. Since

Fig. 2. Vertices with the same rank
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deg(b) > deg(c), we increase the ranks of b and a as shown in Fig. 2(b), then b
becomes a new ancestor of c.

4.2 Update Algorithm

Algorithm 1 describes the pseudo code for generating patches. The algorithm first
initializes P with ∅. Suppose that rank(u) < rank(v). If L(u) does not contain
the label entry to vertex v or the edge weight W (u, v) is smaller than dist(u, v),
then we add the new label entry (v,W (u, v)) into P . For each ancestor w of v,
if L(u) does not contain the label to w or the distance to w gets smaller via the
new edge (u, v), then we add the new label entry (w,W (u, v) + dist(w, v)) into
P . The procedure of generating patches is the same as mentioned above when
rank(u) = rank(v) and deg(u) < deg(v).

Algorithm 1. Generate patches
Input:

L , G and (u, v);
Output:

P ;
1: let P = ∅;
2: if rank(u) < rank(v) then
3: if (v,W (u, v)) /∈ L(u)||W (u, v) < dist(u, v) then
4: add (v,W (u, v)) into P ;
5: for each (w, dist(w, v) ∈ L(v) do
6: if (w,W (u, v) + dist(w, v)) /∈ L(u)||W (u, v) + dist(w, v) < dist(u,w) then
7: add (w,W (u, v) + dist(w, v)) into P ;

Algorithm 2 shows the pseudo code for updating the labeling with the label
patch P . Suppose that u becomes a descendent of v after the insertion of edge
(u, v). Let Tu stand for the vertex tree root at u in vertex hierarchy. Note that
we do not really need to construct the tree Tu. If u is contained by L(d), then
d is a descendent of u and it must be in the tree Tu. For each d ∈ Tu and
for each entry (w, dist(w, u)) in P , if w is a new ancestor of d, then we add
(w, dist(d, u) + dist(u,w)) to L(d). If L(d) contains the label entry to w but the
distance between d and w gets smaller, then we update the dist(d,w) with the
smaller value dist(d, u)+dist(u,w). If the label entries in L(d) and P are sorted
by vertex ID, the updating procedure is similar to a merging procedure. The
total time complexity for update is O(

∑
d∈Tu

(|L(d)| + |P |)).

5 Labeling with Cliques

A clique is a complete subgraph in which each vertex connects all other vertices.
As we will show in the experiments in Sect. 6, the cliques commonly exist and
cover a large portion of vertices in dense graphs, especially in strong connection
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Algorithm 2. Update labeling
Input:

L, P and Tu;
Output:

L(v), v ∈ V ;
1: for each d ∈ Tu do
2: for each (w, dist(w, u) ∈ P do
3: if (w, dist(d, u) + dist(u,w) /∈ L(d) then
4: insert (w, dist(d, u) + dist(u,w)) into L(d);
5: else if dist(d, u) + dist(u,w) < dist(d,w) then
6: update dist(d,w) with dist(d, u) + dist(u,w);

graphs. When considering the cliques in the graph, the labels constructed by
IS-Label can be extended. We will present how to compress labels and how to
utilize the labels for distance query.

5.1 Label Compression

Let V [L(v)] denote the vertices included by L(v). Suppose that some vertices in
V [L(v)] form a clique and the maximum distance is dist(v, x). Let the vertices
set which form one clique with x be Cx. In other words, x ∪ Cx forms one clique
and x has the largest distance to v. Based on triangle inequality, we can prove
that for any vertex v ∈ V , vertex u ∈ Cx, then dist(v, u) − dist(v, x) = 0 or
dist(v, u) − dist(v, x) = −1. Then the vertices in Cx can be divided into two
subsets, namely C0

x(v) and C−1
x (v). Vertices in C0

x(v) have the same distance to
v with x while vertices in C−1

x (v) have a shorter distance to v than x.
Akiba et al. proposed a bit-parallel BFS technique to speed up preprocessing

and querying time in [2]. We define a similar structure but with a different aim.
We can convert the ordinary label to a more compact form by gather the distance
information of the vertices in the same clique together to save space. The label
with cliques is called CLabel. The label of vertex v considering cliques is denoted
by CL(v), which is defined as following:

CL(v) = {(x, dist(x, v), C−1
x (v), C0

x(v))|v ∈ V }.

5.2 Distance Queries

Similar to querying with ordinary labels, when processing the distance query
between vertex s and vertex t with CLabel, we scan the CL(s) and CL(t). For
each pair of labels in CL(s) and CL(t) sharing the same vertex x, the distance
is the minimal value which can be computed via one vertex in {x} ∪ Cx.

dist(s, t) = min{dist(s, x) + dist(t, x) + Δ} (2)

where:

(x, dist(x, s), C−1
x (s), C0

x(s)) ∈ CL(s), (x, dist(x, t), C−1
x (t), C0

x(t)) ∈ CL(t)
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Δ is a variant which is equal to −2, −1, or 0. The value is decided by
C−1

x (s), C0
x(s), C−1

x (t), and C0
x(t). If C−1

x (s) ∩ C−1
x (t) �= ∅, then s and t can

both reach some vertices in C−1
x . Suppose one common vertex is w, since

dist(s, w)+dist(t, w) = dist(s, x)− 1+dist(t, x)− 1 = dist(s, x)+dist(t, x)− 2,
we can get the conclusion that Δ = −2. Similarly we can prove that if
C−1

x (s) ∩ C0
x(t) �= ∅ or C0

x(s) ∩ C−1
x (t) �= ∅, then Δ = −1, otherwise Δ = 0.

The total time of each query is in O(|CL(s)| + |CL(t)|) time.

5.3 Compressing Algorithm

Algorithm 3 describes the pseudo code for compressing labels with cliques. For all
L(v) and for each entry (u, dist(u, v)) ∈ L(v), initialize C−1

u (v) and C0
u(v) with

∅. If there exists another entry (w, dist(w, v)) ∈ L(v) that w is in the same clique
with u, then we can add w into C−1

u (v) or C0
u(v) depending on the distance differ-

ence. We adopt a greedy strategy to calculate Cu. Cu is initialized with one ele-
ment u. When scanning next label entry (w, dist(w, v)) ∈ L(v), we judge whether
w is a neighbor of each element in Cu. If so, we add u into Cu. K stands for the
times of compressing labeling. Since there may exist more than one clique in the
vertices set extracted from the normal labels, the compression procedure can be
done more than once. As mentioned above, the distance dist(w, v) can be derived
from dist(u, v) and Ci

u(v), then we remove the entry (w, dist(w, u)) from L(v).

6 Experimental Evaluation

We conduct experiments on real-world graphs. All algorithms are implemented
in C++ and compiled by g++(version 4.8.3). All experiments are conducted on

Algorithm 3. Labeling with cliques
Input:

L and G;
Output:

CL(v), v ∈ V ;
1: for each v ∈ V do
2: load the label L(v) of v ;
3: for i=1,2,3,...k do
4: for each (u, dist(u, v) ∈ L(v) do
5: let C−1

u (v) = ∅, C0
u(v) = ∅;

6: for (w, dist(w, v)) ∈ L(v) do
7: if w ∈ Cu then
8: remove (w, dist(w, v)) from L(v);
9: if dist(w, v) + 1 = dist(u, v) then

10: add w into C−1
u (v);

11: else
12: add w into C0

u(v);
13: insert (u, dist(u, v), C−1

u (v), C0
u(v)) into CL(v)
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a 64-bit Linux server with an Intel 2.4 GHz CPU, 16 GB memory and one 7200
RPM SATA hard disk running CentOS 7.

6.1 Datasets

We choose various real-world graphs to conduct experiments, including social
networks, web graphs, road networks, and communication networks. All the
graphs are treated as unweighted undirected networks without duplicate edges
and are gotten from the Stanford Network Analysis Project (SNAP). Table 2
summaries the types of the graphs, the number of edges, the number of vertices,
and the average degree of vertices. The table also lists the average clique size
and clique coverage of the graphs, we will discuss the two properties in Sect. 6.3.

Table 2. Datasets

Dataset Type |V | |E| Degree CliqueSize CliqueCoverage

Facebook Social 4 k 176 k 86 10.65 61.13

Wiki-Vote Trust 7 K 201 K 56 4.60 13.52

Email-Enron Email 36 K 367 K 20 4.77 27.23

Epinions Social 75 K 811 K 22 6.10 1.61

Twitter Social 81 K 2.68 M 66 6.06 13.03

Gnutella p2p 62 K 296 K 10 4.00 0.08

Amazon Co-purchasing 335 K 1.85 M 12 4.31 0.19

RoadNet-PA Roadnetwork 1.08 M 3.08 M 6 4.00 0.01

6.2 Performance of Incremental Updates

Update Time. We compare the time of reconstructing the whole labels with
that of incrementally updating the labels. The labels are reconstructed with
IS-Label. We randomly generate several groups of new edges and insert them
into the original graphs. Let N denote the number of new edges inserted into
the graphs and DLabel denote the incremental updating method. Table 3 shows
the results. The update time is linear with the number of new edges N . When
N is small, DLabel is much more time-saving than IS-Label, that is to say the
incremental updating method is more efficient. With the increment of N , the
time of DLabel increases, then at certain point, it exceeds the time of IS-Label.

Update Vertices. We count the numbers of update vertices per new edge on
different datasets against N . Figure 3(a) shows the average numbers of vertices
whose labels change when a new edge is added into the graphs. For the same
dataset, the numbers of average update vertices do not be affected much by
the number of new edges. For different datasets, the numbers of average update
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Table 3. Time (in second)

Dataset DLabel IS-Label

N

1 10 102 103 104 1 10 102 103 104

Facebook 0.01 0.14 1.27 12.48 125.76 127.88 110.02 110.59 154.68 334.97

Wiki-Vote 0.03 0.28 2.57 25.58 257.00 83.25 77.77 94.63 151.69 142.23

Email-Enron 0.09 0.65 6.28 64.49 614.87 129.35 117.80 127.00 120.42 160.55

Epinions 0.66 4.66 54.03 472.50 4624.97 684.97 716.12 721.14 662.27 932.84

Twitter 1.97 20.59 192.45 1870.99 18888.80 1229.87 1142.12 1292.55 1414.56 3400.23
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Fig. 3. The incremental updates

vertices vary much. It is affected by the properties of the datasets, such as size
and density. Larger, denser the datasets, larger the numbers of update vertices.
Figure 3(b) shows the ratio between the numbers of update vertices and the
vertex numbers of the graphs. The update vertices are only a small part of the
whole vertices. It means that adding an edge only partially changes the topology
of the graph and the incremental updates are carried on within a small part of
the graphs. The result also proves the rationality of incremental updates.

6.3 Performance of Clique Labeling

Table 2 shows the properties of cliques of the datasets. Since computing the
clique coverage is difficult, for large datasets, we only obtain a portion of them
as samples. The average clique size is the number of vertices every clique con-
tains on average. Moreover, we only consider cliques whose size are larger than
three. Supposing that each vertex can only belong to one clique, the ratio that is
equal to the number of vertices of all cliques divided by the total vertices num-
ber is defined as clique coverage. We can attain the following conclusions from
Table 2: (1) the larger the average degree is, the higher the clique coverage is; and
(2) social networks and communication networks have higher clique coverage. We
also notice that the ratio of Twitter is lower than that of Facebook. The reason is
that Facebook is a strongly connected graph while Twitter is a weakly connected
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graph. In Twitter, strangers may follow you while in Facebook the followers are
all your friends.

Table 4. Index size and query time

Dataset Index size (in MB) Query time (in microsecond)

IS-Label CLabel IS-Label CLabel

k = 5 k = 10 k = 20 k = 5 k = 10 k = 20

Facebook 8.5 7.7 7 6 0.045 0.325 0.313 0.287

Wiki-Vote 24 21 20 19 0.094 0.135 0.400 0.427

Email-Enron 137 127 119 115 0.725 0.500 0.527 0.470

Epinions 1034 999 972 919 6.822 3.146 2.920 2.785

Twitter 2532 2511 2489 2450 12.012 6.956 6.536 6.198

Gnutella 2051 2048 2044 2040 10.705 4.464 4.510 5.377

roadNet-PA 8328 8402 8499 8656 17.422 26.282 25.929 26.755

Amazon 23610 23616 23617 23637 16.069 14.762 17.862 27.011

Index Size. The left side of Table 4 shows the index sizes of different datasets.
We compare the IS-Label with the CLabel with different parameters k. We let
the IS-Label build a full 2-hop labeling. For social networks and communica-
tion networks, such as Facebook, Epinions, Wiki-Vote, and Email-Enron, the
index size is smaller than that of IS-Label. This result is consistent with our
consumptions mentioned above. On the contrary, for sparse networks, such as
RoadNet-PA and Amazon, the connection is weak, and there are few cliques in
these networks. The index size of CLabel is larger than that of IS-Label. Figure 4
reports the index compression ratio, which is equal to the index size difference
between IS-Label and CLabel divided by that of IS-Label. The ratio is affected
by the properties of graphs and the parameter k. We can find that for dense
graphs, the compression ratio is positive. In other words, the effectiveness of the
compression is obvious. Denser a graph is, higher the compression ratio is. For
the sparse graphs, the compression is close to zero or even negative for its low
clique coverage. This means that CLabel is not so effective.

Query Time. The right side of Table 4 shows the performance of query time
between IS-Label and CLabel. The query time includes two parts, namely the
time for loading labels and the time for computing the distance. We randomly
obtain 10,000 pairs of vertices and calculate the average query time in microsec-
onds. For small scale graphs, such as Facebook and Wiki-Vote, CLabel does
not show advantage over IS-Label. Since the loading time is affected by the
index size and the index size difference between IS-Label and CLabel on small
dataset is small, the loading time difference between the two method is small.



304 P. Li et al.

Fig. 4. The compress ratio

The computing time of CLabel is longer than that of IS-Label as CLabel is more
complicated than IS-Label. It is the reason why CLabel is slower than IS-Label
on small datasets. But for larger dense graphs, CLabel has better query perfor-
mance. The size advantage of CLabel is demonstrated. For sparse graphs, the
compression technique is ineffective and the index size generated by CLabel is
larger than IS-Label. Since the query time is affected by label size, the query
time of CLabel is longer than that of IS-Label.

7 Conclusions

In this paper, we revisit the problem of point-to-point distance query on big
graphs. We propose an incremental updating method for index construction
on dynamic graphs. This method avoids to reconstruct the whole index and
the experiments prove its efficiency. When considering undirected unweighted
graphs, we also propose a method to gather the distance information in the
cliques together and compress the normal labels in a more compact style. Based
on a set of experiments on real-world networks, we demonstrate that our labeling
can effectively reduce the index size and bring about comparable query time for
large dense graphs.
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Abstract. Considering the high-speed and low-latency communication
requirements of future 5G networks, a Stackelberg game based interference
suppression approach is proposed. We analyze the uplink interference of
macrocell, which is located in ultra-dense heterogeneous cloud access networks.
Dense deployment brings relief of traffic, but leads to new interference prob-
lems. A power pricing game model between macrocell user end (MUE) and
RRH user ends (RUEs) is formulated and Nash equilibrium is analyzed. Dif-
ferent from traditional methods concentrating on power, our proposed approach
can maintain the power and energy efficiency of different kinds of user ends, so
as to increase the spectrum efficiency of the whole heterogeneous networks.
Simulations validate the results and demonstrate the superiority of the approach.

Keywords: Heterogeneous networks � Interference control � Spectrum
efficiency � Nash equilibrium

1 Introduction

The function of future networks is expected to be more diverse, integrated and intelli-
gent. In recent years, with the rapid development of mobile networks and the emergence
of Internet of things (IoT), a variety of intelligent terminals have been produced. As a
result, more and more mobile devices access to networks, which brings explosive
growth of mobile data traffic. Cisco forecast that mobile traffic will double every year
before 2020 [1]. In order to meet future increasing demand of 1000 times higher mobile
data volume per area, and accelerate the development of new services and new appli-
cations as well, fifth generation (5G) wireless communications systems have come into
being. 5G system is developed for the new mobile communication requirements beyond
2020. Compared with 4G, 5G requests higher frequency spectrum and energy efficiency,
and the transmission rate and resource utilization will also be significantly improved,
providing faster data loading speed and lower network latency [2].

5G heterogeneous networks generally consist of macrocells and smallcells. Many
new wireless transfer and access technologies are introduced so that the 5G terminal can
intelligently choose the proper access network for a specified service [3]. Macro base
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stations are deployed to cover most areas, while many hotspots, which are usually some
low-power small base stations such asMicro-BS, Pico-BS and Femto-BS are deployed to
relieve the pressure of Macro base stations. New radio access technologies such as WiFi,
4G, LTE and UMTS are also integrated in future networks. As the number of connected
devices grows fast, small-scale access networks are deployed in dense macrocell net-
works [4]. Due to the population mobility between business districts and residential areas
day and night, the workload of networks will follow the fluctuation of population, similar
to the tide effect. The load of networks in busy time is far lower than the average level, and
different base stations cannot share processing capabilities, both of which make it hard to
improve spectral efficiency.

Increasing signal bandwidth used to be one way to increase the transfer rate, but it’s
inefficient due to the scarcity of spectrum resources. In order to meet the increasing traffic
demand, efficiently improve spectral efficiency and realize the high-speed, low-latency
communication of 5G, Cloud Radio Access Network (C-RAN) is one of the key tech-
nologies to solve the problems above [5, 6]. As Fig. 1 shows, base stations consist of two
parts, one is remote radio heads (RRHs) and the other is baseband units (BBUs). RRHs
are responsible for transmitting and receiving RF signals. They are connected to a data
center where baseband processing is performed. The processing is centralized by BBUs
[7]. Different from hardware management architecture of traditional base stations, large
numbers of BBUs are integrated into a cloud resource pool. This makes it easier to
schedule resources by virtualization and centralized management and deployment, so as
to achieve flexible and dynamic allocation. Simultaneously, RRHs densely deployed in
various geographic areas can help achieve high-speed and low-latency data transmission.

Intensive network deployment not only brings the improvement of spectral effi-
ciency and power efficiency, but also greatly improves system capacity, while it
inevitably introduces some problems. In densely deployed networks, there may be
interference between signals using the same frequency within the same wireless access
technology, between different wireless access technologies due to spectrum sharing,
between different levels of coverage. Therefore, it’s import to slove the following
problems: how to solve the interference caused performance deterioration, how to
achieve the coexistence of varieties of wireless access technologies and coverage
levels, and how to effectively improve the spectrum efficiency.

In recent years, game theory [8], a classic method in economics, has been introduced
to solve all kinds ofwireless communication problems concerning interference and power
control. The downlink power allocation problem in a cellular network comprised of
femtocells and macrocells has been studied in [9] and it was formulated as a Stackelberg
game. In [10], the authors proposed a novel game theoretic model in WCDMA hetero-
geneous network deployments, and combined interference mitigation and unwanted
mobility events in order to enhance quality of service in femtocells. As for cognitive
networks containing lots of users, making full use of spectrum resources is very impor-
tant. Considering the coexistence of primary users and secondary users, the authors in [11]
built a relevant interference model by jointly considering the SINR and transmit power of
secondary users and solved the problem based on a strategic non-cooperative game. The
authors in [12] considered the competition between the users sharing the same interfer-
ence channel, formulated a Stackelberg game model and used duality theory to simplify
the solution process. As a result, the transmission strategy of users was optimized.
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All the researches above solve interference problems by formulating a game model
and choosing proper power and channels. However, considering the complexity of 5G
heterogeneous networks, we need to control not only the interference to macrocell
users, but also the interference between smallcell users. The spectrum efficiency needs
improving as well.

In the paper, a Stackelberg game is introduced to solve the uplink interference
problem of macrocells. Considering the characteristics of ultra-dense heterogeneous
networks based on C-RAN, we analyze MUE and RUEs, which act as the leader and
followers respectively. We calculate the optimal utility through iteration and prove the
existence and uniqueness of Nash equilibrium. Finally, the optimization of transmit
power of user ends can be realized.

2 System Model

We address the problem of uplink interference control in densely deployed networks
with one MBS and several RRHs, as depicted in Fig. 2.

According to Shannon theorem, the uplink spectrum efficiency of MUE is

RMUE ¼ log2 1þ h0p0PN
i¼1

h0;i pi þ r2

0
BBB@

1
CCCA ð1Þ

Fig. 1. C-RAN architecture in ultra-dense heterogeneous networks
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where h0 is the channel gain between MUE and MBS and p0 denotes the transmit

power of MUE. Total interference to MUE from all RUEs is denoted by
PN
i¼1

h0;i pi, and

h0,i is the channel gain between RUE i and MUE, and pi is the transmit power of RUE i.
The White Gaussian noise is denoted by r2 of zero mean value. Similarly, the uplink
spectrum efficiency of RUE i is

RRUEi ¼ log2 1þ hi; i piPN
j¼0; j 6¼i

hi; j pj þ r2

0
BBB@

1
CCCA ð2Þ

where hi,i is the channel gain between RUE i and its corresponding RRH and pi denotes
the transmit power of RUE i. Total interference to RUE i from all other RUEs and

MUE is denoted by
PN

j¼0; j 6¼i
hi; j pj, and hi,j is channel gain between RUE i and RUE j.

Within the coverage of RRH, RUEs is supposed to adjust their transmit power to
maximize energy efficiency, which is the rate of spectrum efficiency and energy con-
sumption, with the power constraint for MUE. So the energy efficiency of RUE i is

URUEiðai; pi; p�iÞ ¼
RRUEi

aipi
¼

log2 1þ hi; i piPN
j¼0; j 6¼i

hi; j pj þr2

0
B@

1
CA

aipi
ð3Þ

Fig. 2. Uplink communication and interference in macrocells
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where RRUEi can be calculated by (2). αi denotes the power price MUE proposes to
RUE i and pi denotes the transmit power of RUE i. Then, the problem of maximizing
energy efficiency of RUE can be formulated as

max: URUEiðai; pi; p�iÞ
s:t: C1:

ð4Þ

C1 : 0� pi � pmax: ð5Þ

where C1 is the constraint of transmitted power of RUE, i.e., pi can not be larger than
pmax.

Similarly, the energy efficiency of MUE can be denoted as

UMUEða; pÞ ¼ bRMUE þ
X

N
i¼1 aih0;i pi ð6Þ

where α and p denote the power pricing vector and power vector, respectively. RMUE

can be calculated by (1), and β is the profit related to spectrum efficiency. So the
problem of maximizing the utility of MUE is formulated as

max: UMUEða;pÞ
s:t: C2

ð7Þ

C2 : SINRMUE � h0 ð8Þ

C2 shows the QoS constraint of MUE, i.e., SINR of MUE should be controlled
below θ0.

3 A Stackelberg Game Based Interference Control Approach

3.1 A Non-cooperative Game Model

As for heterogeneous networks, they differ in superiority and importance. MUE is
defined as the leader in the Stackelberg game model, and RUE as the followers. MUE
proposes the power price, which comes from interference of sharing the same fre-
quency. The propose is to improve its own spectrum efficiency. When considering
RUEs, we jointly optimize the spectrum efficiency and energy consumption by ana-
lyzing the rate of them. RUEs accepted the power price MUE proposes, and then adjust
their transmit power to maximize their energy efficiency.

Definition 1. A non-cooperation game G is defined as a triple G ¼ I; ðSiÞi2I ;
�

URUEiðai; pi; p�iÞg, where I is the set of RUEs, ðSiÞi2I is the strategy set of followers and
URUEiðai; pi; p�iÞ is the energy efficiency set.
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3.2 Nash Equilibrium and Function Transformation

A Nash equilibrium [13] exists in game G if for all i 2 I, the strategy set ðSiÞi2I is a
nonempty, convex and compact subset of Euclidean space, and in each strategy, the
corresponding utility function URUEiðai; pi; p�iÞ is continuous and concave. Obviously,
strategy space meets the requirements.

However, the objective functions in (3) is non-convex because of the fractional
form. So we convert it to a convex problem in subtractive form later. As shown in (9),
n�i denotes the optimal efficiency of RUE i when the Nash equilibrium is achieved. And
according to the power price charged by MUE, the strategies of RUE i is p�i given the
others’ strategies p��i.

n�i ¼ URUEiðai; p�i ; p��iÞ ð9Þ

Theorem 1. The transformed objective function RRUEiðpi; p�iÞ � n�i aipi is concave.

Proof. According to (2), we calculate the second order derivative with respect to pi to
prove its concavity.

@ RRUEiðpi; p�iÞ � n�i aipi
� �

@pi
¼

hi; iPN
j¼0; j 6¼i

hi; j pj þ r2

ln 2ð1þ hi; i piPN
j¼0; j 6¼i

hi; j pj þr2
Þ
� n�i ai ð10Þ

@2ðRRUEiðpi; p�iÞ � n�i aipiÞ
@p2i

¼�

hi; iPN
j¼0; j 6¼i

hi; j pj þr2

ln 2ð1þ hi; i piPN
j¼0; j 6¼i

hi; j pj þr2
Þ2
\0 ð11Þ

The first order derivative of RRUEiðpi; p�iÞ � n�i aipi is shown in (11), and the second
shown in (12).

Theorem 2. The maximum energy efficiency n�i is achieved if and only if

max: RRUEiðpi; p�iÞ � n�i aipi ¼ RRUEiðp�i ; p�i Þ � n�i aip
�
i ¼ 0 ð12Þ

Proof. Similarly to [14], we prove the necessity proof first. For any n�i , we have

n�i¼
RRUEiðp�i ; p�i Þ

aip�i
� RRUEiðpi; p�iÞ

aipi
ð13Þ
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After rearranging it, we have

RRUEiðp�i ; p�i Þ � n�i aip
�
i ¼ 0 ð14Þ

RRUEiðpi; p�iÞ � n�i aipi � 0 ð15Þ

Therefore, the maximum RRUEiðpi; p�iÞ � n�i aipi is 0 and it is obtained when p�i is
achieved.

Then, we prove the sufficiency proof. We assume p�i is the optimal value, so we
have

RRUEiðpi; p�iÞ � n�i aipi �RRUEiðp�i ; p�i Þ � n�i aip
�
i ¼ 0 ð16Þ

By rearranging (16), we obtain (13). So the sufficiency proof is completed.

Lemma 1. max: RRUEiðpi; p�iÞ � niaipi is monotonically decreasing as pi increases.

Proof. Define n�i \n�
0
i , p

�
i and p�

0
i as their corresponding optimal solutions, respec-

tively. We have

max: RRUEiðpi; p�iÞ � niaipi ¼ RRUEiðp�
0

i ; p�iÞ � n�i aip
�
i [RRUEiðp�

0
i ; p�iÞ � n�i aip

�0
i

[RRUEiðp�
0

i ; p�iÞ � n�
0

i aip
�0
i ¼ max: RRUEiðp�

0
i ; p�iÞ � n�

0
i aip

�0
i

So the lemma is proved.

Theorem 1. The solution of (12) is unique.

Proof. It’s obvious to find

lim
n!�1

max: RRUEiðpi; p�iÞ � n�i aipi ! þ1

lim
n!þ1

max: RRUEiðpi; p�iÞ � n�i aipi ! �1

Since max: RRUEiðpi; p�iÞ � niaipi is monotonically decreasing as pi increases, so
max: RRUEiðpi; p�iÞ � niaipi ¼ 0 has the unique solution.

Overall, the problem of adaptively adjusting transmit power of RUEs can be solved
by considering a new problem (17).

max: RRUEiðpi; p�iÞ � niaipi
C : 0� pi � pmax:

ð17Þ

3.3 Problem Analysis and Solution

Based on the proof above, the objective function of followers (RUEs) is convex, so
there exists the maximum energy efficiency. According to the power price from MUE,
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all RUEs form a non-cooperative game which can achieve a Nash equilibrium through
iteration. For any given ni, problem (17) can be solved through the iterative
water-filling algorithm. Then we have

pi ¼ log2 e
niai

�

PN
j¼0; j6¼i

hi; j pj þ r2

hi;i

2
6664

3
7775

þ

ð18Þ

where the value in ½ �þ must be positive.
Therefore, the updated energy efficiency of RUE i at next iteration can be calculated

by (13), assuming the current iteration is t.

niðtþ 1Þ ¼ RRUEiðpiðtÞÞ
aipiðtÞ ð19Þ

The iteration process will not stop until iteration time used up or error is small
enough.

After analyzing the followers, we turn to the optimization problem (7) of the leader
MUE, which equals to the following two problems,

max:
X

N
i¼1 aih0;i pi ð20Þ

max: b log2 1þ h0p0PN
i¼1

h0; i pi þ r2

0
BBB@

1
CCCA ð21Þ

The profit of MUE comes from two parts, one is its own communication rate, the
other is power pricing.

Intuitively, communication demand of MUE can be easily met with guaranteed
SINR. But it’s hard to ensure RUEs communicate normally if QoS of MUE is too large,
so the profit from power pricing should be mainly considered. In addition, the previous
problem (20) is much more important than the later one if the interference exceeds a
certain threshold. So, we turn to solve (20) to gain the approximate optimal solution.
According to (18), we have

max
ai

:
X

N
i¼ 1aih0; i

log2 e
niai

�

PN
j¼0; j6¼i

hi; j pj þ r2

hi; i

0
BBB@

1
CCCA ð22Þ
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s:t: C :
XN
i¼1

h0; i
log2 e
niai

�

PN
j¼0; j6¼i

hi; j pj þ r2

hi; i

0
BBB@

1
CCCA� h0p0

h0
� r2: ð23Þ

The corresponding QoS constraint is shown in (23).
Hence, the above optimization problem can be solved with Lagrange Multiplier.

The Lagrangian associated with the problem (22) is given by

LMUEðai; miÞ ¼
X

N
i¼1 aih0;i

log2 e
niai

�

PN
j¼0; j 6¼i

hi; j pj þ r2

hi;i

0
BBB@

1
CCCA

� mi
XN
i¼1

h0; i
log2 e
niai

�

PN
j¼0; j 6¼i

hi; j pj þ r2

hi; i

0
BBB@

1
CCCA� h0p0

h0
þ r2

2
6664

3
7775

ð24Þ

where vi is the Lagrange multiplier associated with the constraint C. Obviously, (24) is
a differentiable convex function with constraints, so the optimal solution can be
achieved according to KKT (Karush-Kuhn-Tucker) Conditions. The equivalent dual
problem can be divided into two sub problems. One is a maximization problem solving
the power pricing problem to find the best strategy, the other is a minimization problem
solving the master dual problem to find the suitable Lagrange Multiplier. Overall, the
dual problem in (18) is given by

min:
li;mi � 0

max:
ai

LMUEðai; miÞ: ð25Þ

The optimal solution of (25) can be achieved by

@LMUEðai; miÞ
@ai

¼ 0: ð26Þ

So we obtain

ai ¼ log2 eh0; i
ni

mi þ
h0;i

PN
j¼0; j6¼i

hi; j pj þ r2
 !

hi; i

0
BBBB@

1
CCCCA

�1
2

ð27Þ

In order to solve the minimization problem in the dual problem, we update the
Lagrange multipliers, using the gradient method. The updating formulation is as follow
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miðtþ 1Þ ¼ ½miðtÞþ ji;mðtÞð
XN
i¼1

h0; i p
�
i ðtÞ �

h0p0
h0

þ r2Þ�þ ð28Þ

where t is the iteration index, and ji; mðtÞ is the positive iteration step.
Therefore, the problem can be solved through the iterative method.

3.4 Proposed Algorithm

Based on the analysis above, we design Algorithm 1 to solve the interference control
problem between MUE and RUEs.
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4 Simulation

In order to validate our proposed approach, we consider one MBS and two RRHs
located at certain coordinates. The MBS is located at (0, 0), and RRHs are deployed at
(0, 20) and (−15, 0), respectively. Their corresponding users are not specially located
but within the coverage of base stations. The initial transmit power of each RUE is set
at 150 dBm, which is much higher than the realistic one. The noise variance is set to
−30dBm. In this scenario, the signal intensity is inversely proportional to the square of
the distance, i.e., hi, j is inversely proportional to the distance between RRH i (or MBS
if i = 0) and RUE j (or MUE if j = 0).

In ultra-dense heterogeneous networks, different kinds of users communicate with
each other, so uplink interference is inevitable when MUE and RUEs are close enough,
as is depicted in the above scenario. So we use the power pricing approach. Figure 3
shows that MUE adjusts the power price to control the uplink interference from RUEs.
And after about 10 times of iterations, the value of a turns to be stable. According to the
scenario above, more interference betweenMUE and RUE 2 can be generated when they
transmit signals to base stations, compared with that betweenMUE and RUE 1. SoMUE
charges higher power price to RUE 2 than RUE 1. Theoretically, when the price is set
higher, RUEs will quickly decrease transmit power in next iteration to save cost.

Figure 4 illustrates the general increase in energy efficiency of RUEs when the
MUE and RUEs interact. Although the values of n of both RUEs are very high after 4th
iteration, there is still server interference between MUE and RUEs, so it’s necessary to
decrease the transmit power of RUEs as shown in Fig. 5. In addition, the initial value
of a is very low while the initial transmit power is very high, so they change rapidly at
the beginning to bring interference under control. All these simulation results cor-
roborate the earlier analysis and strongly prove that our proposed approach can quickly
solve the interference problem.
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Fig. 3. Power price proposed by MUE
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Figure 6 shows how the average energy efficiency varies when the number of
RUEs increases. According to the analysis above, we know that deploying more RRHs
means more RUEs will communicate with each other, which brings more interference,
so it’s sufficient to adjust the transmit power of RUEs in time. From Fig. 6, we clearly
find that our proposed algorithm can well solve the interference problems as the
average energy efficiency can be improved when the number of RUEs increases.
Therefore, our proposed algorithm is suitable for complex and dense scenes of 5G
networks.
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5 Conclusion

In this paper, we have investigated the problem of interference control in 5G
ultra-dense heterogeneous networks, where RRHs can share the traffic pressure of
macrocell base station. We have formulated the interference problem as a two-stage
Stackelberg game between end users of MBS and RRHs. Through analysis, we have
proved Nash equilibrium in this game. Simulation results have demonstrated that our
proposed algorithm can control the interference, as well as bring significant energy
efficiency improvement, through adjustment of transmit power and power price.
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Abstract. Entities play an important role in many natural language applica-
tions. Based on the Automatic content Extraction (ACE) conference, we study
the extraction technologies of entity mentions in Chinese text. Compared to
named entities, entity mentions have rich categories and complex structures,
which bring great difficulty to the extraction task. To solve the above problems,
we propose an unsupervised method to detect entity mentions and identify their
categories in Chinese text, namely Un-MenEx. With the abundant data of Baidu
Baike and Baidu search, Un-MenEx exploits a similarity calculation method to
extract entity mentions in text, which solves the problem of identifying rare
entity names difficultly and optimizes the mentions segmented wrongly.
Moreover, Un-MenEx can meet the demand of processing massive data by
reason of no manual annotation data. We conduct the experiments with the news
text, and the experimental results show that this method has practical application
value, and ensure the accuracy requirement.

Keywords: Entity mention extraction � Mention category recognition �
Information extraction � Unsupervised � Chinese text

1 Introduction

Information extraction is a key step in understanding and processing the natural lan-
guage text, whose goal is to detect and identify important information from the text,
including the entities, relationships between entities and events, etc. The information
extraction technologies provide data support for many applications, such as information
retrieval, question answering system, knowledge base, text understanding, etc.

Entity mention extraction is the fundamental task for information extraction, which
is originated from ACE conference. ACE conference is organized by the U.S. national
standards and technology (NIST), aims to provide a standard of information extraction,
so as to promote the development of the information extraction technologies. Entity
mention extraction is similar to named entity recognition (NER). The main difference is
that NER only focuses on the named references, but the entity mentions include the
named, nounal, pronominal references. For example, a sentence “zhong guo guo jia zhu
xi xi jin ping chu xi le hui yi, ta zhi chu liao dang qian jing ji gong zuo de zhong dian”
(In order to ensure that print format, we use pinyin instead of Chinese characters, and the
other parts are the same) (The Chinese Chairman Jinping Xi attended a meeting, he
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pointed out that the key point of the current economic work), in which, “zhong guo”
(Chinese) and “xi jin ping” (Jinping Xi) are named references, “guo jia zhu xi”
(Chairman), “hui yi” (meeting) and “jing ji” (economy) are nominal references, and “ta”
(he) is a pronominal reference. For each reference, we should not only get its string
representation in the text, but also identify its category. Compared to the traditional
NER, the named mentions are not restricted in person, location and organization, adding
a lot of other categories, such as facilities, weapons, etc. The traditional NER methods
creating a entity dictionary are not no longer applicable. In addition to the named
mentions, entity mentions still include nominal mentions and pronominal mentions.
Because of the changeable internal characteristics and the complex structures, the
extraction task of entity mentions is more difficulty than named entities, which have
simple structures and disciplinary naming rules. For example, “zhong guo guo jia zhu xi
xi jin ping” (The Chinese Chairman Jinping Xi) is a nominal mention, containing a
nominal mention and two named mentions nested within it. Entity mentions can be
nested each other, but the nested size and depth are not uncertainty, lacking regularity.
For example, a nominal mention can contain multiple named mentions and nominal
mentions nested within it. In addition, we need solve the coreference resolution prob-
lems in extracting the pronominal mentions, which is clarifying their target entities.
However, there exists a lot of ellipsis phenomenon in Chinese text for concise writing,
which brings great difficulty to coreference resolution.

Entity mention extraction corresponds to the entity discovery and recognition
(EDR) task in ACE conference, inspiring many scholars making a lot of researches.
Later, the entity discovery and linking (EDL) competition and open information
extraction (OIE) task push the entity mention extraction research to the climax. Itty-
cheriah et al. proposed a framework based on the maximum entropy model, combining
with the analysis results of a natural language processing tool and a variety of features
to recognize entity mentions [1]. Li et al. used the CRF model and SVM classifier, and
combined local features to detect and classify entity mentions, then exploited the
heuristic rules to gather the mentions referring to the same entity [2]. Chen and
Hacioglu et al. converted the entity mention detection task to the classification problem,
and used the maximum entropy model and SVM classifier respectively to detect the
entity mentions, which achieved good results [3, 4]. Different from other methods,
Daum et al. proposed a join model, which taked advantage of local features and global
features to identify the entity mentions [5].

Li et al. used the semi-Markov chain and Bing search to extract entity mentions and
the relationships between them, and exploited some global features to acquire their
dependency relationship [6]. Lu et al. regarded entity mentions as a sequence of words,
and used hypergraphs to detect and classify entity mentions with the position of each
word and different combinations [7]. The above methods required manual annotation
data and selected some appropriate features, which resulted into the extraction results
depending on the training set and feature quality, not suitable for processing large-scale
web text.

To process the problems of various mention categories, diverse internal charac-
teristics and massive text processing requirement, we propose an unsupervised Chinese
entity mention extraction method, namely Un-MenEx, which detects entity mentions
from Chinese text and identifies their categories with the help of Baidu Baike
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(a Chinese encyclopedia) and Baidu search (a Chinese search engine). In this paper, the
main contributions are as follows.

1. We propose an unsupervised Chinese entity mention extraction method, namely
Un-MenEx, which can handle massive text without human intervention.

2. Un-MenEx optimizes the incorrect mentions by reason of segmenting wrongly and
solves the problem of identifying the rare names with difficulty.

3. Un-MenEx improves the extraction recall and ensures the extracted entity mentions
corresponding to the things and concepts in the real world.

The other parts are organized as follows. We describe the extraction method of
entity mentions in detail in Sect. 2. In Sect. 3, we report our experimental results and
evaluation, and conclude our discussion in Sect. 4.

2 Approach

Entity mentions are some character strings in natural language text pointing to some
things or concepts in the real world. In general, the traditional methods select some
features from the contexts of entity mentions, and train a model to extract mentions.
However, compared to named entities, the structures of entity mentions are more
complex and the various categories and the diverse characteristics make us discover
regular patterns with huge difficulty, which has great effect on the precision and recall
of the extraction results. In addition, the feature methods need large amount of manual
annotation data, which makes them unable to meet the demand of processing massive
network data.

To solve the above problem, we propose an unsupervised Chinese entity mention
extraction method, namely Un-MenEx. Firstly, Un-MenEx selects the noun terms
segmented by a natural language processing tool as the candidate named and nominal
mentions, based on the observation of all entities being noun terms. However, not all
nouns are entity mentions, and the wrong segmentation also introduces errors for entity
mentions. Thus, we exploit Baidu Baike and Baidu search to select the true entity
mentions, optimize the wrong entity mentions, and identify their categories. Finally,
Un-MenEx clarifies the target entities of the pronominal mentions by mining their text
features. The extraction process of Un-MenEx is as follows.

2.1 Baidu Baike

Baidu Baike established by Baidu Company is an open and free Chinese information
collection platform covering all fields. Baidu Baike is the largest Chinese encyclopedia
in the world, which adopts the crowdsourcing technology, allows all users to edit the
entries, and has a professional team for review to ensure the correctness of all entries.
The beta was launched in 2006, and the official version was released in 2008. As of
April 2016, Baidu Baike has collected more than 13,000,000 entries, almost covering
all known fields, which point to some things, concepts and terms in the real world.

322 J. Xu et al.



Each entry corresponds to a description page, mainly including a summary, infobox,
content, and tag indicating the category of this entry [8].

2.2 Baidu Search

Baidu Search is the largest Chinese search engine in the world, which is committed to
meet the demand of the users’ queries and let them access information conveniently. In
Chinese search field, Baidu Search provides a number of search capabilities serving the
ordinary users, including the relevant search, Chinese name recognition, the automatic
conversion of Simplified and Traditional Chinese, Baidu snapshots, etc. Whether the
query is an abbreviation, incomplete terms and emerging words, Baidu search can
return the relevant results instantly by the Chinese web page database of more than
billions [9].

Fig. 1. The extraction flow of entity mentions in Chinese text

Fig. 2. The word segmentation and POS tagging results of HanLP tool
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2.3 Entity Mentions Extraction

Here, according to Fig. 1, we describe the extraction steps of entity mentions from
Chinese text in detail.

1. We use HanLP tool to segment the text and tag POS, which is a Chinese natural
language processing tool. The word segmentation model is trained by the People’s
Daily with 2014, and introduced a dictionary with 350,000 terms, covering the
modern Chinese vocabulary and the network terms [10]. The word segmentation
example is shown in Fig. 2. We select the nouns as the candidate named and
nominal mentions, based on the observation of all entities being noun terms.

2. Because Baidu Baike does not provide an offline package, we use an online pro-
cessing method. We treat each candidate mention as a query with Baidu search
engine, and calculate the similarity between it and the returned Baike term, which
also contains the alias in the infobox. If the similarity exceeds the threshold, we
regard it as an entity mention and optimize its text representation with the Baike
term, then output the complete representation as an entity mention. This method can
solve the incorrect mentions caused by segmenting wrongly. Moreover, we reserve
the tags of Baike terms, which are used to identify the categories of entity mentions
in the subsequent steps. Because Baidu Baike cannot cover all entity mentions,
especially the rare and distorted name mentions, we use Baidu search engine to
cover the shortage.

3. For the candidate mentions without Baike terms or with low similarity, we treat
them as queries with Baidu search engine, and extract the titles and summaries of
the top 5 search results. Because the title not only contains entity mention but also
contains other information, in order to remove the irrelevant information, we
acquire the longest common substring between a title and a summary based on the
idea of a summary being a brief description of a title. By observing the substring is
an entity mention in the title, then we calculate the similarity between the substring
and the candidate mention. If there is a similarity value exceeding the threshold
among the 5 search results, we regard it as an entity mention, and optimize its text
representation with the substring, then output the complete representation as an
entity mention.

4. We created a pronoun dictionary to extract the pronominal mentions in texts. In
addition, we clarify the target mention replaced by a pronominal mention with the
pronominal categories, location restrains, distance constraints and occurrence
numbers. For example, the target mention of a personal pronoun should be a
personal name, and the target mention is front of the personal pronoun, and the
distance between them do not exceed two sentences. Moreover, the more appear-
ance of the object, the more important, and its description is more. Here we only
process the personal pronouns.

5. The POS tagging set of HanLP tool is compatible with “ICTPOS 3.0 Chinese POS
Tagging Set” and “Modern Chinese Corpus Processing Specification – Word
Segmentation and POS Tagging”. The POS granularity is small, especially the noun
phrases, which are divided with various categories, including personal names,
locations, bionts, food, diseases, etc. [10]. The sample is shown in Fig. 2. Firstly,
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according to the POS tags, we identify the categories of entity mentions. Because
there are two POS tags of “n” and “nz”, which indicate a noun and a proper name
respectively, no specific meaning, and the two POS tags are easy to be labeled
wrongly. For the mentions with the above POS tags, we use the tags of Baike terms
to identify the categories. If a mention has no a Baike term, we use NLPIR tool [11]
to obtain the categories of 5 search results. If the categories are the same, we regard
them as the category of the mention. If the categories are different, we use the
meaning of its POS tag as the category of the mention.

The similarity calculation formulas used by the 2th step and 3th step in the above
extraction steps are shown below.

S tm; tbð Þ ¼
Len LCS tm;tbð Þð Þ

Len tbð Þ tm \ tb 6¼ ;ð Þ
Len MCC tm;tbð Þð Þ

Len tbð Þ tm \ tb ¼ ;ð Þ

(
ð1Þ

tb ¼ tb tb is a Baike termð Þ
rt \ rs tb is not a Baike termð Þ

�
ð2Þ

In formula 1, tm represents a candidate mention, tb indicates a Baike term or a
search result. Because the title of a search result not only contains entity mention but
also contains other information, in order to remove the irrelevant information, we
acquire the longest common substring between a title and a summary based on the idea
of a summary being a brief description of a title, and assign the substring to tb. The
above calculation is shown in formula 2, and rt indicates a title, and rs represents a
summary. LCS tm;tb

� �
represents the longest common substring between tm and tb. The

function Len indicates the length of a string. MCC tm; tbð Þ represents the maximum
common characters between tm and tb, which can process the similarity calculation
between a full name and its abbreviation. For example, the abbreviation of “shi jie wei
sheng zu zhi” (world health organization) is “shi wei zu zhi” (WHO), and their
common substring is empty, but they point to the same entity. Therefore, we design the
function MCC to solve the above problem.

3 Experiment and Evaluation

We crawl 40 news texts in November 2013 from phoenix information news website as
data sets, covering military affairs, politics, culture, society, etc. We use HanLP tool to
segment the text and tag POS, and select the nouns and the personal pronouns as the
candidate mentions, acquiring 4027 candidate mentions in total.

3.1 Evaluation Method

Because we do not find an unsupervised Chinese entity mention extraction method, we
use the precision, recall and F-value to evaluate the performance of this method pro-
posed by us, namely Un-MenEx. The formula is as follow.
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P ¼
the number of the correct entity mentions

identified by Un-MenEx
the number of all entity mentions

identified by Un-MenEx

ð3Þ

R ¼
the number of the correct entity mentions

identified by Un-MenEx
the number of all entity mentions in texts

ð4Þ

F ¼ 2� P� R
PþR

ð5Þ

3.2 Experimental Results

In this part, we show the detection results of mentions and the recognition results of
their categories. We use the evaluation method in Section A to access the performance
of our method.

Table 1 shows the detection results of mentions extracted by Un-MenEx and its
part modules. In view of the candidate mentions that have no corresponding entries in
Baike, we use Baidu search to determine whether they are entities, so the recall of
Baidu search is low. In addition, we can observe that Baidu Baike covers most entities
from this table. Because we only deal with the personal pronouns, which have obvious
regularity, their precision and recall are high.

Table 2 shows the categories of true mentions and their accuracy. Specifically, BIO
indicates the biont, such as animals, plants, whose accuracy is replaced by slash, on
account of no mentions of this category. FOD indicates food, such fruits, vegetables.

Table 1. Mention detection results by Un-MenEx (%)

Mention Method Precision Recall F-measure

NAM NOM Baidu Baike 91.16 84.20 87.54
Baidu search 76.39 6.09 11.28

PRO Dictionary+Rule 95.28 93.52 94.39
ALL Un-MenEx 90.18 87.28 88.70

Table 2. Categories and accuracy about true mentions (%)
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HED indicates the entities about health, such as medicines, diseases. ORG indicates
organizations or institutions, such as schools, companies. MAT indicates materials,
such as farm tools. JOB indicates jobs, positions and the titles of technical posts. PER
indicates personal names, and LOC indicates political locations, such as country, city,
town. PON indicates other proper names, and NOM indicates the noun mentions, such
as concepts and technology terms.

3.3 Method Analysis

Un-MenEx is an unsupervised Chinese entity mention extraction method, without
manual annotation data, meeting the processing demand of massive network data. In
addition, Un-MenEx can identify new names and aliases of entity mentions with the
abundant of Baidu search, such as “ma shou fu” (Richest man Ma) as an alias of “ma
yun” (Yun Ma). Because we select the segmentation results as the candidate mentions,
the wrong segmentations impact the precision of entity mentions vastly. Un-MenEx
can optimize the mentions based on the original meaning of the segmentation results.
For example, the entity “zhong yan hua xiang hua gong you xian gong si” (Zhong Yan
Hua Xiang Chemical Company) is segmented into “zhong” (Zhong) and “yan hua
xiang hua gong you xian gong si” (Yan Hua Xiang Chemical Company), Un-MenEx
can acquire its complete representation with the mention “yan hua xiang hua gong you
xian gong si” (Yan Hua Xiang Chemical Company). However, Un-MenEx cannot
modify the wrong mentions with independent meanings. For example, for the personal
name “lin guang wen” (Guangwen Lin), the word segmentation tool segments it into
“lin guang” (Guang Lin) and “wen” (wen). However, “lin guang” (Guang Lin) has the
independent meaning and is also regarded a personal name. In addition, Un-MenEx
identifies the categories of entity mentions based on the POS tags, whose correctness
also impacts the precision of the extraction results.

4 Conclusion

In this paper, we propose a simple but efficient unsupervised Chinese entity mention
extraction method. This method exploit the abundant information of Baidu Baike and
Baidu search to detect and identify entity mentions in texts, which has good recognition
effect, especially for the rare and new names of entity mentions. Exploiting the theory
of this method, we can process English texts with Google search engine and Wikipedia.
However, this method relies on the word segmentation tool heavily, which can opti-
mize the mentions lacking complete semantic information, but not modify the wrong
mentions with independent meanings. In addition, we do not process the nested
mentions emphatically. In future, we will study a method to get rid of the impact of
word segmentation, and extract the complex mentions emphatically. For the pronom-
inal mentions, we will mine the deep text features to clarify their target entities.
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Abstract. The current Sensor Networks are generally domain-specific
and task-oriented, tailored for particular applications with little possi-
bility of sharing and reusing sensor data for different applications. The
servitization of stream sensor data is an effective solution for sharing
and reusing sensor data resources. Considering the limitations of existing
methods on processing large-scale stream data and concurrent requests,
this paper proposes a lightweight model for stream sensor data service,
which processes sensor stream data with service modeling operations,
and distributes data based on Pub/Sub mechanism. This paper fulfills
the encapsulation by utilizing event-driven mechanism for stream data
service processing, using SparkStreaming framework to process sensor
events, and improving traditional matching-tree algorithm to distribute
stream data efficiently. Finally, we evaluate our approach through exper-
iments, and the stream data service can handle multiple requests and
deliver data to corresponding applications in milliseconds level.

Keywords: Stream sensor data · Stream data service · Service model-
ing · Event-driven · Event matching

1 Introduction

With the rapid development of sensor network technology, an increasing number
of sensors are deployed with access from Internet all over the world, and generate
sustained, volumed, and high-speeded data stream. It is very valuable to share
and fuse such sensor streaming data collected from multiple sources for further
analysis and innovation. Unfortunately, most of the current sensor networks
are domain specific or mission-oriented, which merely serve for settled private
applications.

To share and reuse the stream sensor data for public applications are chal-
lenging. Among all the corresponding obstacles, there are mainly two concerns
to stop it touching down. First, to transfer a volumed stream sensor data over
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 329–342, 2016.
DOI: 10.1007/978-3-319-49178-3 26
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Internet is quite expensive, especially when the stream data need to get across
several ISPs (Internet Service Providers). Secondly, it is impractical to provide
the raw sensor data directly to the client user. The raw sensor data may include
privacy information, which sensor data owners don’t want to expose, or worthless
information, which the client users don’t care.

To solve the above problem, a lot of efforts propose to encapsulate the stream
sensor data as services. Sensor networks like USTL [1] and Homeport [5] provider
sensor data by RESTful interfaces, however, such works consider no clients’
demand. To fuse sensor data from multiple resources, a few research teams
establish community-oriented platforms for stream sensor data, like SenseWeb
from Mircosoft [6], Global Sensor Networks [7], and LiveWeb [8]. Such platforms
enable coding the transferred stream data, but need to provide different inter-
faces for different users. Thus such platforms are not good choices to conduct
large scale stream sensor data.

Towards a better solution, we propose to encapsulate the stream sensor data
into service, which focuses on in-depth data processing and on-demand data
distribution. Our contribution in this paper are mainly two-folded.

First, we propose a service model to encapsulate stream sensor data. The model
provides in-depth data processing by defining integrating operations on streaming
data, and distributes sensor data by sub/pub system. Secondly, we introduce a pos-
sible implementation for our service model. We realize the integrating operations
on stream data based on Spark Stream operations, and realize event matching by
our improved matching tree algorithm. With further evaluation, we prove the fea-
sibility of our service model and corresponding implementation.

2 Related Works

One effective solution to share and reuse the sensor data resource is providing
sensor stream data as a service. It can provide the ability to share data across
organizations upon the Internet, and guarantee the security and privacy of data.
Service needs to process and transform the original stream sensor data based on
real-time processing. Works [2–4] implement data abstraction based on event-
driven mechanism. In this paper, we regard data records produced by sensors as
sensor events. A stream sensor data can be viewed as a sensor event stream, and
multiple sensor events stream can generate event stream with richer semantic
after processing, i.e. filter, aggregate, and join. In order to distribute stream data
output by service to different users on demand, we use pub/sub system for event
to realize the data distribution.

2.1 Stream Sensor Data as a Service

SenseWeb [6] provided a Web platform to assist users in mashing up shared sen-
sor data and developing value-added applications. Global Sensor Networks [7]
provided a flexible middleware which was able to integrate and manage different
sensor data dynamically. The work [9] provided an abstract as Stream Feed for
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streaming data on the Web by extending the thoughts of Web feed. It provided
filtering operation for stream data, and pushed stream data to users actively. How-
ever, the support of concurrency was limited by the resources of system itself.

[5,10,11] proposed the concept of “Web of Thing”, and proposed two ways
to integrate real-world devices into the existing Web by turning real objects into
RESTful resources that can be used directly over HTTP. They also discussed
the mashup in Web of Things. [11] discussed several ways of actively pushing
messages to users. Because the sampling frequency of sensing devices was almost
less than 1 HZ, it used Web Hooks to realize the data pushing. LiveWeb [8]
presented a sensorweb portal with real-time search, monitor, and notification
functions. It allowed the user to real time query, monitor the physical world at
any time, and provide offline notifications.

There are researches sharing and obtaining sensor data as service for their
sensor networks [1,5] or in concrete applications based on sensor streaming data
[12,13]. Among them, [4,14] used the Server to Send Events (SSE) technology to
implement the data actively pushing. These work shared sensor data or capacity
of sensor data processing. However, when the third party applications acquired
sensor data or processing capacity, they still needed to process sensor data further
or improve the processing capacity according to the requirements.

2.2 Event Matching

From the data structure aspect, the event matching algorithm in content-based
Pub/Sub system can be mainly classified two categories: tree-like structure and
predicate indexing. In [14], Cough et al. proposed an event matching based on
search tree, which can organize all the subscriptions into a tree structure. The
event can obtain all the matching subscriptions through traversing the search
tree from the root. However, the search tree is hard to change when adding
or canceling subscriptions dynamically. Aguilera et al. proposed a tree-based
content-matching method in [15]. However, it suffers from the large amount
of content comparing, and only considers the correlation of part of predicates.
Campailla et al. presented an approach for matching published events with sub-
scriptions based on Binary Decision Diagrams, a compact data structure for
representing Boolean functions [16]. It can integrate the Binary Decision Tree
into Binary Decision Graph based on the same predicate in different subscrip-
tions. Silvia et al. proposed an event matching algorithm based on R-tree [17].
It regards the subscription as a range and builds an R-tree based on overlay
relationship of subscriptions. The R-tree is also used in articles [18,19], which
build the tree based on the location constraints. The structure of subscription
in this paper is more complex, and the relationship of the subscriptions is hard
to represent, which means the R-tree is not suitable in our situation.

F. Fabret et al. [20] proposed a two-phase algorithm based on predicate
indexing for high performance content-based matching. In the first phrase, sat-
isfied constraints are computed. In the second phase, matched subscriptions are
returned by utilizing counting algorithms. It achieves high throughput and low
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latency comparing with other methods in scenarios of a small number of subscrip-
tions. [21–23] improved the two-phase algorithm in different phases respectively.
[23] reduced the predicates matching through judging the equivalent relation-
ship among event attributes and the equivalent and inclusive relationship among
predicates, and increased the efficiency for event matching. The predicate index-
ing method avoids the repeat matching for equivalent predicate, but it needs to
verify all the predicates.

3 Service Model

Basically, our idea is to provide the stream data generated by sensors as a service.
Our principle is to merely transfer the necessary data. To that end, we drive our
model on the granularity of event, and conduct event transformation and event
matching in our model. In the following of this section, we first introduce the
basic conceptions of our model, then we formulate our service model.

3.1 Basic Concept

Since our model is driven by events, we first need the concept of an event.

Definition 1. We define an event e as a list of attribute-value pairs.

e = < a1, v1 >,< a2, v2 >, . . . , < an, vn >

ai is the attribute, and the vi is the corresponding value. Based on the defini-
tion of event, we can formulate the original stream sensor data as a sequence of
events, which could be used to describe both the input and output of our model.

With a certain event form, a service could define the topic of all input and out-
put stream sensor data. However, a service may need just a part of certain topic
data, thus our model describe the input and output of a service according to the
events’ content.

Definition 2. A service constrain const describe the value range of each event’s
attribute.

const =
∧

Cai

ai is the attribute, Cai
represents the value range of attribute ai. With ser-

vice constrains, we can refine the description of the input and output of our
service model.

Since our principle is to transfer as little unnecessary data as possible, we con-
duct operations on the input events to generate more valuable and compressed
events as the output of the service.

Definition 3. An operation op could be represented by the following 3-tuple.

op =< func, in events, out event >

func represents the processing logic of the operation; in events represents
the target event streams of the operation; out event represents the generated
events. It is noted that a service may have multiple operations.
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Definition 4. We define a subscription r with a conjunctive predicates.

r = ∧pi
pi describes the value range of the attribute ai. Obviously, Cai

→ pi is true.

3.2 Stream Sensor Data Service Model

With the above definitions, we now describe our stream sensor data service
model. Our goal is to collect stream sensor data, and provider on demand service
to the data consumers as a software defined “sensor”.

Definition 5. We define a stream sensor data service as a 6-tuple as following:

< in events, out event, in const, out const, ops, rs >

in events and out event represent the input and output event streams of the
service, in const and out const describe the service constrains of the input event
stream and the output event stream. ops represents the processing logics on the
input event streams, and rs represents the all subscriptions received from the
data consumers.

4 Implementation

4.1 Conversion Operators

At present we design and realize three kinds of operators, which are transform
operators for single stream data source, aggregation operators based on slide
window, and fusion operators for multiple stream data sources. Since the size of
stream data source accessed in the service can be huge, we mapping the oper-
ators into functions in Spark Streaming, and realize the operators in distrib-
uted framework. Table 1 shows the operators and its corresponding functions in
SparkStreaming.

Transform Operator Filter: only event satisfied specific condition can be
output through filter operator, the filter operator can be represented as:

filter(a, ro, v)

In which, a is an attribute included in the input events, ro ∈ {<,>,=, �=,≤,
≥} is the relation operator, v is the value of a.

Project: specific attributes and corresponding values from source stream data
can be mapped into a new stream data through project operator. The project
operator can be represented as:

project(A,A,M, V )
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Table 1. The service modeling operators and corresponding functions in SparkStream-
ing.

Type Operator Functions in SparkStreaming

transform filter filter(fun(a, rO, v))

transform project map(fun(A, V, M))map(fun(A, V, M))

transform sort window(wL,sI).sortByKey(o, [numTasks])

aggregation Aggregator reduceByWindow(fun(),wL,sI)

aggregation IncAggregator reduceByWindow(fun(),wL,sI).reduceByKey(sumfun())

fusion merge union(s)

fusion join join(s, [numTasks])

In which, A is the attributes selected from the source stream data, A is the
new attribute set, M = {< a1, a

′
1 >,< a2, a

′
2 >, . . . , < ak, a

′
k >} is the mapping

relationship between A and A, and V = {a′
i, vi} is default values for attributes

A − A.

Sort: sort operator can arrange the values of specific attributes within slide
window. The sort operator can be represented as:

sort(a, o, wL, sI)

In which, a is one attribute included in the input events, o ∈ {asce, desc}
is used to specify the order is descending or ascending, wL means the size of
slide window, and sI means the slide size of the slide window. The sort operator
belongs block operation, which is different with the filter and project operator.

Aggregation Operator. The aggregation operator includes sum, counting,
minimum, maximum, and average operation. Similar to the sort operator, aggre-
gation operator also belongs block operation, and needs to specific parameter
wL and sI. In this paper, we realized two kinds of aggregation operator:

Aggregator = {sum, count,min,max, avg} only operate the data within
the windows, and the new result has no relationship with result of the front
windows. Take the maximum operation as an example, the maximum operation
only output the max value in the window, it can be represented as:

max(a,wL, sI)

In which, a is one attribute included in the input events, wL means the size
of slide window, and sI means the slide size of the slide window.

incrAggregator = {incrSum, incrCount, incrMin, incrMax, incrAvg} is
incremental operation, and can process results from multiple windows. Take
incremental maximum operation as an example, the incremental maximum oper-
ation outputs the max value of all the windows, which can be represented as:

incrMax(a,wL, sI)



A Lightweight Model for Stream Sensor Data Service 335

In which, a is one attribute included in the input events, wL means the size
of slide window, and sI means the slide distance of the slide window.

Fusion Operators. The stream data service can utilize fusion operator to
process multiple source stream data and outputs more valuable stream data.

Merge: the merge operator can merge two stream data with the same attribute
set as one new stream data, which can be represented as:

merge(S)

In which, S is the second stream data which has the same attribute set with
specific stream data.

Join: the join operator can join two stream data which are related to the same
object or include same attribute into one stream data, which can be represented
as:

join(S, a, wL, sI)

In which, S is the second stream data which is related to the same object
of has same attributes with specific stream data, wL means the size of slide
window, and sI means the slide distance of the slide window.

At present, the fusion operators are all dual operation, the stream data service
can utilize multi-fusion operators to realize the fusion of more stream data.

4.2 The Event Matching Algorithm

Most of the existing event matching algorithm pre-process the set of subscrip-
tions, and obtain the marched subscriptions based on specific data structure.
[14,15] pre-process the subscriptions based on tree-based structure (event match-
ing tree), to increase the efficiency of event matching. In this paper, we improve
the matching tree to obtain the matched subscriptions more efficient.

The matching tree includes three kinds of nodes, which are virtual node, i.e.
root node, predicate node, and leaf node. Specifically, the root node means the
entrance of the matching tree, the predicate node include one predicate, and the
leaf node represents one subscription.

One matching tree T can be represented by its root node tr which has a set
of child node of predicate node. The child nodes of one predicate node n can
be constituted by predicate node n or leaf node l. The matching tree has the
following characteristics:

(1) Given an event e, for any predicative node n, the children of n can be visited
only when p is included by n is matched with e.

(2) Given an event e, assume L is all the leaf node in matching tree, and the
matched subscriptions R are subscriptions represented by leaf nodes L′ ⊆ L,
which is all the leaf nodes visited by e.
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(3) For any subscriptions ri = pi1 ∧ pi2 ∧ · · · ∧ pin and rj = pj1 ∧ pj2 ∧ · · · ∧ pjm,
assume pi1 ∧ pi2 ∧ · · · ∧ pik and pj1 ∧ pj2 ∧ . . . pjk as the prefix-predicates of
ri and rj respectively, in which 1 ≤ k ≤ min(n,m), if (pi1 = pj1) ∧ (pi2 =
pj2)∧· · ·∧(pik = pjk), then ri and rj can shared the same k predicate nodes
in the matching tree.

(4) For the predicate nodes N in the child nodes of any node, the verify result
of N ⊆ N can be deduced by the result of specific predicate node n ∈ N .

Here is a simple example of the matching tree to explain the characteristics.
Suppose subscriptions r1, r2, and r3 as follows:

r1 = p1 ∧ p2

r2 = p1 ∧ p3

r3 = p4 ∧ p5

In which, subscriptions r1 and r2 share the same predicate p1, and predicates
p1 and p4, along with p2 and p3 have inclusion relations p4 ≺ p1 and p3 ≺ p2.
The matching tree constituted by the three subscriptions is showed as Fig. 1.

Fig. 1. Event matching tree example.

In Fig. 1, predicate p2 and p3 will be visited only when p1 matched by given
event (characteristic 1). For subscription r1, the path: tr, p1, p2, r1 represents
r1 = p1 ∧ p2, and the visiting of r1 indicates that r1 is matched by given event
(characteristic 2). Subscriptions r1 and r2 share the same predicate node in the
matching tree (characteristic 3).

For decreasing the verify times of the predicate nodes, we utilize multi-level
index structure to represent the relationship of the child predicate nodes for the
root node and each predicate node. In figure *, for child predicate nodes p1 and
p4 of root node, there is an index structure which indicate the relationship of
them, and based on the index structure, the verify result of p4 can be deduced
by the result of p1 (characteristic 4).
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5 Evaluations

In this section, we firstly compare the performance of stream data service with
different servitization methods. Then we evaluate our event matching algorithm
with other existing algorithm.

5.1 Data Set and Environment

We evaluate the proposed methods on both real and synthetic traffic data sets.
The ANPR data (S1) is collected from numerous traffic camera sites. The GPS
data (S2) is come from one taxi enterprise. Meanwhile, we also generate two
synthetic datasets (S3 and S4) based on the real GPS data. We regard one
dataset as from one enterprise and another as from private drivers. Table 2
shows the detail information of the datasets.

Table 2. Dataset information.

Data set Attributes Origin Size

ANPR(S1) cid, vid, time Traffic Administration Bureau 64G

GPS(S2) vid, time, . . . Taxi Company 46G

GPS(S3) vid, time, . . . Simulated 340M

GPS(S4) vid, time, . . . Simulated 1.4M

Our method is implemented on a cluster consisting of 5 nodes, and the nodes
are running in virtual machines with CentOS release 6.4 and java 1.70. The
detailed configuration of the cluster is shown in Table 3. In which, master node
and slave3 are utilized to realize the stream data service, slave4 is used to sim-
ulate the stream data source and slave5 is used to simulate different requests.

Table 3. Cluster configuration.

Role CPU Memory

master & slave1 Intel Xeon E312xx 6G

master & slave2 Intel Xeon E312xx 6G

slave3 Intel Xeon E312xx 3G

slave4 Intel Xeon E312xx 3G

slave5 Intel Xeon E312xx 3G

As following are the main metrics we use in the experiments:
Service Latency: it is the interval form the moment when an event was gener-

ated from the stream data source to the moment when it was received by users.
The service latency can be defined as:

SLi =
∑

(tij rec − tij in)
n
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In which, tij in means the moment when the service receives the event ej ,
tij rec means the moment when user i receives the event ej , and n is the total
number of the events received by user i.

System Load: it is the load status of the system when users are invoking
stream data services, the system load includes CPU load, memory load and net
flow.

Event Matching Rate: it is the number of matched events per second.

5.2 Service Performance

In this subsection, we compared the performance of different methods. Firstly
we realized stream data service with different methods, which are our method,
method based on topic-based Pub/Sub mechanism, method based on contend-
based Pub/Sub mechanism, and method based on traditional service model. And
then we simulated 1000 subscriptions and required stream data with different
methods. We set the rate of the stream data source as 10000 HZ, and set the
subscriptions number as 100, 200, 400, 600, 800, and 1000. The experiment
was executed three times and the average service latency and system load were
calculated respectively. The experiment results are shown in Figs. 2, 3, 4 and 5.

Fig. 2. The service latency in different numbers of subscriptions

As shown in Fig. 2, the method based topic-based Pub/Sub mechanism had
the least service latency, it is because that this method didnt do any process
for users subscription and send all the stream data to users directly. Figures 3
and 4 show the memory load and CPU load with different subscriptions numbers
respectively, and since the net flows of method based on traditional service model
and contend-based Pub/Sub mechanism are the same with our method, Fig. 5
only shows the net flow of out method and method based on topic-based Pub/Sub
mechanism. As shown in Figs. 3 and 4, method based traditional service model
had the highest memory load and CPU load, that is because it needs to execute
one process for each subscription respectively, while other methods were based
on the one-to-many mechanism. Furthermore, since our method adopt more
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Fig. 3. The memory load in different numbers of subscriptions

Fig. 4. The CPU load in different numbers of subscriptions

Fig. 5. The net flow in different numbers of subscriptions



340 S. Su et al.

efficient event matching mechanism and distributed process framework, it had
higher efficiency and less service latency.

5.3 Event Matching Performance

The event matching algorithm is one of the key to guarantee the performance
of service in our method. In this subsection we compare the efficiency of our
event matching algorithm (Improved matching tree) with other event matching
algorithms, which are normal matching tree, predicate index and brute force
algorithm. We set the rate of stream data source as 10000 HZ, and firstly set the
numbers of subscriptions as 100, 200, 400, 600, 800, and 1000, and evaluate the
influence of subscriptions numbers for the event matching algorithm. Then we set
the number of subscriptions as 100, and set the predicate numbers of subscription
as 2, 4, 6, 8, and 10, and evaluate the influence of different predicate numbers.

As shown in Figs. 6 and 7, when with larger number of subscriptions and
predicates, the brute force methods had lowest efficiency, and the normal match-
ing tree had lower efficiency with large number of subscription and the predi-
cate index algorithm had poorer performance with large number of predicates.
Our method improved the matching tree with multi-level index structure, and

Fig. 6. The event matching efficiency in different number of subscriptions

Fig. 7. The event matching efficiency in different number of predicates
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decrease the unnecessary verifications based on the relationships between pred-
icates. Therefore, our algorithm has higher efficiency with both lager number of
subscriptions and predicates.

6 Conclusion

To share and reuse the sensor data among multiple applications, we describe
a method to encapsulate service-oriented large-scale stream sensor data, and
realize its on-demand distribution by a Pub/Sub system. To implement our
service model, we realize several stream data processing operations based on
the Spark Streaming package. We achieve efficient content-based data streaming
distribution based on the improvement of traditional event matching algorithms.
We further verify that our data streaming service can efficiently convert and
distribute the raw data stream in a millisecond level.
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2007. LNCS, vol. 4641, pp. 537–548. Springer, Heidelberg (2007). doi:10.1007/
978-3-540-74466-5 57

18. Hu, H., Liu, Y., Li, G., et al.: A location-aware publish/subscribe framework for
parameterized spatio-textual subscriptions. In: IEEE International Conference on
Data Engineering, pp. 711–722. IEEE (2015)

19. Guo, L., Chen, L., Zhang, D., et al.: Elaps: an efficient location-aware pub/sub
system. In: IEEE International Conference on Data Engineering, pp. 1504–1507.
IEEE (2015)

20. Fabret, F., Jacobsen, H.A., et al.: Filtering algorithms and implementation for very
fast publish/subscribe systems. ACM SIGMOD Rec. 30(2), 115–126 (2001)

21. Carzaniga, A., Wolf, A.L.: Forwarding in a content-based network. SIGCOMM
33(4), 163–174 (2003)

22. Xue, T., Feng, B.-Q., Li, B.: Efficient matching for content-based publish-subscribe
system. Mini-Micro Syst. 27(3), 529–533 (2006). (in Chinese)

23. Liu, G., Zhou, Z., Wu, W.: Event matching algorithm based on the judgment of
redundant attributes in publish/subscribe systems. J. Comput. Res. Dev. 47(10),
1690–1699 (2010). (in chinese)

http://dx.doi.org/10.1007/978-3-642-13911-6_9
http://dx.doi.org/10.1007/978-3-540-74466-5_57
http://dx.doi.org/10.1007/978-3-540-74466-5_57


A Performance Study of Containers
in Cloud Environment

Bowen Ruan, Hang Huang(B), Song Wu(B), and Hai Jin

Services Computing Technology and System Lab, Cluster and Grid Computing Lab,
School of Computer Science and Technology,

Huazhong University of Science and Technology, Wuhan 430074, China
{huanghang,wusong}@hust.edu.cn

Abstract. Container technology has gained great popularity since con-
tainers could provide near-native performance in cloud environment.
According to different design purposes and underlying implementations,
containers could be classified into application containers (e.g., Docker)
and system containers (e.g., LXC). The diversity of containers may lead
to a confusing choice about which kind of container is suitable for dif-
ferent usage scenarios. Meanwhile, the architectures of public container
services are quite controversial because cloud platforms tend to run con-
tainers in virtual machines. From the perspective of performance, an
extra virtual machine layer between the bare metal and containers prob-
ably brings in unnecessary performance overhead. In this paper, we carry
out a performance study to explore the appropriate way to use containers
from different perspectives. We first conduct a series of experiments to
measure performance differences between application containers and sys-
tem containers, then evaluate the overhead of extra virtual machine layer
between the bare metal and containers, and finally inspect the service
quality of ECS (Amazon EC2 Container Service) and GKE (Google Con-
tainer Engine). Our results show that system containers are more suit-
able to sustain I/O-bound workload than application containers, because
application containers will suffer high I/O latency due to layered filesys-
tem. Running containers in virtual machine would result in severe disk
I/O performance degradation up to 42.7 % and network latency up to
233 %. We also find out ECS offers better performance than GKE, and
cloud platforms could acquire better performance by running containers
directly on the bare metal.

Keywords: Container technology · Cloud platform · Performance com-
parison · Service quality · Virtualization overhead

1 Introduction

With lightweight design and near-native performance, container technology is
emerging as a promising virtualization solution for developers to deploy appli-
cations, and has gained great popularity in the industry. Container technology
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is also called operating-system-level virtualization, which allows multiple iso-
lated user-space instances sharing the same operating system kernel and applies
CGroups to take control of resources in the host. So far, there have been a num-
ber of container products released to the market, which include LXC (Linux
Container), Docker, rkt (Rocket), and OpenVZ etc. Docker is the most preva-
lent one among them and being widely used in startup companies like Uber
and Groupon. Moreover, major cloud platforms include Amazon Web Service
[3] and Google Compute Engine [7] are also beginning to provide public con-
tainer services for developers to deploy applications in the cloud. Undoubtedly,
the emergence of container technology has virtually changed the trend of cloud
computing market.

According to different design purpose and underlying implementation, we can
classify container products into application containers and system containers.
Application containers (e.g., Docker and rkt) are designed to encapsulate a single
task into a standard image to effectively distribute applications. To be more
specific, application containers simplify a container as much as possible to a
single process to run micro service. However, system containers (e.g., LXC and
OpenVZ) are designed to provide fully functional operating system with the
most frequently-used services. In a sense, system containers are like a virtual
machine but with more lightweight design. Besides, another significant difference
between application containers and system containers is filesystem. Application
containers introduce a layered stack of filesystems [9], which allows different
containers reusing these layers to diminish disk usage and simplify application
deployment. But system containers originally support all sorts of filesystems and
are not limited to one filesystem. In default, system containers directly bind the
mount to the host. Because the diversity of containers may lead to a potential
misuse in the cloud environment, the differences between application containers
and system containers should be more clearly clarified.

At present, public container services, such as ECS (Amazon EC2 Container
Service) and GKE (Google Container Engine), have a controversial issue that
they tend to run containers in the virtual machines to acquire technical support
from existing management tools [4]. It is obviously to understand that an extra
virtual machine layer between the bare metal and containers probably brings in
unnecessary performance overhead. In principle, the essence of public container
service is to provide a generic running environment for developers, no matter
what underlying infrastructure it is. Hence, it is worth a comprehensive inspec-
tion for cloud platforms to evaluate the service quality. Then we are able to
explore the most appropriate architecture to provide container services.

In this paper, we make the following contributions:

– We conduct a series of experiments to measure performance differences
between application containers (Docker) and system containers (LXC). We
find out Docker, compare to LXC, will suffer higher I/O latency due to AUFS’s
implementation. Besides, Docker’s network latency is slightly higher than LXC
because of port mapping.
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– We evaluate the impact of adding an extra virtual machine layer between the
bare metal and containers. By comparing the performance gap between Docker
and Docker-Machine, we reveal that running containers in virtual machine will
result in severe performance degradation in all aspects.

– We conduct an inspection of service quality of ECS and GKE. Our results
show that ECS offers better performance than GKE, and cloud platforms
could acquire better performance by running containers directly on the bare
metal.

The rest of the paper is organized as follows. Section 2 provides necessary back-
grounds for container technology. Section 3 describes experimental methodology,
and we conduct the evaluation and analyze the experiment results in Sect. 4. We
review related works in Sect. 5, and finally, Sect. 6 concludes the paper.

2 Background and Motivation

2.1 Container Background

Container technology is experiencing a rapidly development with the support
from industry and being widely used in large scale production environment.
Two outstanding features, speedy launching time and tiny memory footprint,
make containers launch an application in less than a second and consume a very
small amount of resources [2]. Relative to virtual machines, using containers not
only improves the performance of applications, but it also allows the host to
sustain multiple times more applications simultaneously.

Technically, we can classify containers as application containers and system
containers. Application containers only contain a single process, and stop the
container after this process finished. However, system containers contain a com-
plete runtime environment, and run services like init, sshd, and syslog in the
background. The idea behind application containers is to reduce a container as
much as possible to a single process to provide micro service. Thus, an appli-
cation is able to be deconstructed into many small parts, and every part will
be executed in a container separately. On the contrary, the idea behind system
containers is to provide fully functional operating system in a container. They
are more like a lightweight virtual machine and mainly used for providing under-
lying infrastructure. To sum up, Table 1 demonstrates the comparisons between
application containers and system containers.

One major feature of application containers is layered filesystem, which allows
different containers reusing image layers to diminish disk usage and simplify
application distribution. For instance, both MySQL image and Redis image
could be built on top of Ubuntu image. They can share underlying system image
and only store their own separate programs. Image registry is introduced as a
database for developers to download existing images or submit their customized
images. The ecosystem of application containers provides a convenient framework
to build, ship, and run applications. In contrast, system containers support all
sorts of filesystems and are not limited to one filesystem. Thus, system containers
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Table 1. Comparison between application containers and system containers

Application containers System containers

Content Contain a single process Contain a complete runtime environment

Filesystem Layered filesystem Filesystem neutral

Design purpose Run micro services Provide a lightweight virtual machine

Usage scenario Used for distributing
applications

Used for providing underlying infrastructure

can not share images because they probably adopt completely different filesys-
tems. Besides, operation system images like Ubuntu or CentOS are the only
ones that originally supported by system containers. As a consequence, develop-
ers need to clone a container and then migrate to the other host to accomplish
application distribution. With so many distinctions of implementation, we con-
sider that application containers and system containers should be clarified more
clearly and applied to different usage scenarios in the cloud environment.

2.2 Motivation

Due to the convenience of deploying applications, container technology triggers
an overwhelming revolution for cloud platforms. Figure 1 demonstrates the archi-
tecture of mainstream container service. The CaaS (Container as a Service) layer
is based on IaaS (Infrastructure as a Service) layer and provides container’s run-
ning environment for developers to deploy their applications. At present, ECS
and GKE have won the most shares of public container services in the industry.
They allow developers to purchase virtual machines with pre-installed Docker
running environment, and define their tasks and submit them to the cloud plat-
form for execution. In contrast to the past, developers no longer need to take a
long time to install softwares and tweak configurations. They could simply pull
images from Docker hub and launch containers. Thus, public container service
is a new solution for developers to build, deploy, and run their applications in
an efficient method.

But one major deficiency of existing public container services is cloud plat-
forms tend to run containers in the virtual machines to acquire mature support
from existing management tools. Evidently, adding an extra virtual machine
layer between the bare metal and container service probably generates unnec-
essary performance overhead. In principle, the essence of container service is
to provide container running environment for developers, no matter what kind
of underlying infrastructure it is. With the coming mature of container tech-
nology, the IaaS layer could be merged into CaaS layer. Nowadays container
technology uses namespaces to isolate users, processes, and network between
containers in the same host, and empower CGroups to control CPU, memory,
and I/O usage for each container in fine-grained measure. Thus, the enhanced
resource isolation and management mechanisms in containers could provide a
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Fig. 1. The architecture of mainstream container service

sufficient virtual environment for tenants in shared resource environment. Based
on current industry status, it is worth a comprehensive study to measure the
exact overhead of the virtual machine layer and discuss how to provide container
service appropriately.

3 Experimental Methodology

To systematically evaluate container performance in cloud environment, our
experiments consist of two parts: evaluation for container technologies and eval-
uation for public container services.

3.1 Evaluation for Container Technologies

In this part, we will conduct a series of experiments on Docker and LXC to
evaluate the performance differences between application container and system
container. We use micro benchmarks to measure CPU performance, memory
bandwidth, disk I/O, and network latency for our experimental objects. We also
analyze the underlying implementation of different containers to figure out the
fundamental reasons that lead to performance differences.

Meanwhile, in order to investigate the exact overhead introduced by extra
virtual machine layer between the bare metal and container, we also measure the
performance of Docker-Machine which is a virtualization tool to provide Docker
environment by installing Docker in a virtual machine. We compare these three
different forms of container to make an evaluation for container technologies.

3.2 Evaluation for Public Container Services

In this part, we will inspect the service quality of public container services. We
choose ECS and GKE as our experimental objects because these two are most
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influential cloud platforms in the industry. So far, these two container services
have gained a certain level of popularity and created several successful user cases.

Although both ECS and GKE provide highly scalable and high performance
container management services, there also exist several differences between ECS
and GKE. First, ECS is based on Amazon EC2, and GKE is based on Google
Compute Engine. Amazon EC2 offers more options for developers to purchase
instances with different hardware architectures for different usages, even for
graphical calculation. In contrast, Google Compute Engine offers one unified
hardware architecture that allows developers to customize the number of vCPUs
and the capacity of memories. Second, ECS is tightly integrated with Amazon
Web Services. Developers need to store their data in S3 (Simple Storage Ser-
vice), and depend on web services including RDS (Relational Database Service)
or EMR (Elastic MapReduce) to acquire a full range of support from AWS.
However, GKE is more flexible because Kubernetes, the underlying management
framework, permits GKE to access web services in other cloud platforms.

4 Performance Evaluation

4.1 Platform Setup

Local Platform. Our local testbed is a server with 32 cores Intel X5650 CPU
and 64 GB memories. The operating system is Ubuntu 15.10, running with Linux
4.2 kernel. LXC is version of 1.1.3 and Docker is version of 1.9.1.

For different containers, we adjust CGroups control parameters to limit con-
tainers resource consumption to a same level. In other words, we only allow a
container to occupy 2 vCPUs and 8 GB memories. For Docker-Machine, we cre-
ate the virtual machine with 2 vCPUs and 8 GB memories as well. We conduct
a series of experiments on a single container to measure performance differences
between application containers and system containers. We also establish a con-
tainer cluster that contains 8 computing nodes to evaluate the performance of
distributed applications.

Cloud Platform. In order to unify the hardware specification, we choose
m4.large instance on EC2 as standard computing node, which has 2 vCPUs
and 8 GB memories. We purchase 8 m4.large instances to compose the container
cluster. For GKE, we customize the instance for equivalent specification with
EC2 for fair comparison.

4.2 Evaluation for Container Technologies

CPU Performance. In order to evaluate CPU performance [15], we adopt
473.astar and 450.soplex in SPEC CPU 2006 to test integer and floating com-
puting capacity. SPEC CPU 2006 is an industry-standardized benchmark suite
that test CPU performance. To be more specific, 473.astar is a path finding
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Fig. 2. Execution time of 450.soplex and 473.astar in SPEC CPU 2006. Lower is better

algorithm that derived from a portable game AI library, and 450.soplex solves a
linear program using simplex algorithm and sparse linear algebra.

Figure 2 shows the result of SPEC CPU 2006. LXC and Docker have equiv-
alent performance on CPU, and beat Docker-Machine by 8.4 % to 8.8 % in
450.soplex, 3.9 % to 4.6 % in 473.astar respectively. We can conclude that both
LXC and Docker could utilize the CPU computing resource in a relatively high
level, but extra virtualization layer will encumber the performance of contain-
ers. Although current hardware assisted virtualization technology allows virtual
machine executing commands directly on CPU, a slightly delay is still exist for
virtualization overhead.

Memory Bandwidth. We adopt STREAM [16] as memory benchmark, which
is designed to measure sustainable memory bandwidth in high performance
computers. At first, STREAM would allocate an array that is bigger than the
machine’s cache, then executes Copy, Scale, Add, and Triad operations in the
memory. Since the program accesses memory with regular pattern, memory
bandwidth is the main determinant of performance. At last, we collect the speed
of each operation as the results. The version of STREAM is 5.10.

Table 2 shows the results of STREAM. No matter LXC, Docker, or Docker-
Machine, they have similar memory bandwidth. We can conclude that there is no

Table 2. Memory bandwidth result

Stream operations LXC Docker Docker-Machine

Copy (MB/s) 8420 8503 8311

Scale (MB/s) 8362 8564 8319

Add (MB/s) 9159 9085 8819

Triad (MB/s) 9199 9042 8964
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significant difference on memory bandwidth for LXC and Docker. Even adding
an extra virtualization layer only causes negligible overhead.

Disk I/O Performance. We adopt FIO [5] as the benchmark to test disk
I/O performance. We collect IOPS of disk as the metric for evaluation. In FIO
configuration file, we set ioengine to libaio (a Linux native asynchronous I/O
library) in O DIRECT , iodepth equals to 16 (number of I/O units to keep
in flight), and numjobs equals to 8 (number of processes performing the same
workload of this job). Besides, buffer size is 4KB and test file size is 1 GB. The
version of FIO is 2.1.3.

Fig. 3. Disk I/O performance of random read and random write. Higher is better

Figure 3 shows the results of FIO. We can observe that LXC has better disk
I/O performance than Docker, and Docker-Machine suffers significant virtual-
ization overhead and results in poor disk I/O performance. To be more specific,
LXC advances Docker by 6.1 % in random read, and 16.6 % in random write.
Docker-Machine falls behind Docker for 40.1 % in random read and 42.7 % in
random write.

The disk I/O performance gap between LXC and Docker is caused by AUFS,
the default filesystem in Docker container. Figure 4 illustrates the architecture
of AUFS. AUFS is consists of image layers and container layer. Image layers are
composed of multiple read-only AUFS branches. For each AUFS branch, it only
saves differences relative to underlying branches to maximally support image
reuse. Container layer is the writable layer to store modifications of a container.
Eventually, a union mount point is introduced to provide a composite view of the
filesystem for developers. In practice, AUFS could generate significant latency
for write performance because the first time a container writes to any file, the file
has to be located and copied into the container’s top writable layer [1]. Latency
will increase when file size is large or this file is saved in lower AUFS branch.
Thus, file searches in AUFS branches and the requirement to copy files into top
writable layer result in the extra disk I/O latency for Docker.
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Fig. 4. The architecture of AUFS

For the reasons given above, we suggest developers prefer LXC to Docker
when executing massive disk I/O requests. As for Docker-Machine, device emu-
lation is the major source for poor disk I/O performance because every I/O
operation in virtual machines must go through QEMU. Thus, we can conclude
that adding an extra virtualization layer between the bare metal and container
service will cause severe disk I/O latency.

Network Latency. For purpose of measuring network latency, we use Netperf’s
[12] request-response mode to test round trip latency. In request-response mode,
client will send a 100 bytes packet to server, and server will reply it immediately
after receiving the packet. This request-response action will repeat over and over
again until being manually stopped. Thus, we can calculate network latency by
counting the number of request/response in a specified period time. To avoid
network congestion or other issues, we set up Netperf client in the host and
communicate with Netperf server in the container.

Fig. 5. Network latency of LXC, Docker and Docker-Machine. Lower is better
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Figure 5 shows the result of Netperf. Docker’s network latency is 1.25 times
of LXC, and Docker-Machine greatly increases the network latency to 120 µs
for each round trip. Considering propagation delay could be neglected in local
network, the main source of latency is processing delay.

Both LXC and Docker use network namespace to create a virtual ethernet
pair between the host and container, and every network packet should go through
the bridge network. Comparing to LXC, Docker adds a NAT (Network Address
Translation) mechanism to expose specific network ports. Only by port mapping,
services in Docker containers could be accessed normally from the outside. As a
result, the NAT mechanism increases the network latency and makes it difficult
for service discovery across different hosts. However, LXC is much easier to
use the full stack of Linux capabilities to manage container’s network with no
limitations.

In the case of Docker-Machine, network packets go through a virtual device
created by virtio from guest OS to host OS. The combination of hardware emula-
tion and NAT mechanism causes the severe network latency of Docker-Machine.
Therefore, we can conclude that virtualization overhead for network latency is
serious, and developers could prefer LXC to Docker for network-intensive appli-
cations in the perspective of low latency.

4.3 Evaluation for Public Container Services

In this part, we will inspect the service quality of public container services by
using HiBench [10] to evaluate the performance of distributed data processing sys-
tems, Hadoop and Spark, on different container platforms. Nowadays, distributed
data processing applications have been used extensively in cloud environment. We
choose several typical workloads, including WordCount, TeraSort, PageRank, and
Kmeans, as CPU-bound and I/O-bound workloads respectively to evaluate the
performance. We briefly introduce these four workloads as follows:

– WordCount: WordCount is a classical MapReduce workload, which counts
the number of occurrences for each word in input text. WordCount is a CPU-
Bound workload. In our test, the input data is 10 GB and generated by Ran-
domWriter and RandomTextWriter in Hadoop distribution.

– TeraSort: TeraSort is a classical workload, which sorts massive data as fast as
possible. TeraSort is a CPU-Bound workload in map stage, but it turns into
an I/O-Bound workload in reduce stage. In our test, the input data is 10 GB
and generated by TeraGen in Hadoop distribution.

– PageRank: PageRank is a link analysis algorithm used widely in web search
engines, which calculates the ranks of web pages according to the number of
reference links. PageRank is a CPU-Bound workload. In our test, the input
data is 0.5 GB.

– Kmeans: Kmeans is well-known clustering algorithm for data mining to par-
tition input data into k clusters. In map stage, Kmeans is a CPU-Bound
workload for data training. In reduce stage, Kmeans becomes an I/O-bound
workload for data clustering. The input data is 4 GB and generated by DenseK-
means.
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To carry out the experiment, we need to set up a cluster of 8 computing
nodes. At first, we install required softwares and configure them properly in all
computing nodes. Then we run HiBench, a benchmark developed by Intel to test
Hadoop and Spark system, in the cluster to test aforementioned four workloads.
For each workload, we run five times to eliminate performance deviation. At
last, we collect each workload’s execution time as the experiment results. The
version of Hadoop is 2.7.2, and the version of Spark is 1.6.0.

Figures 6 and 7 show the results of Hadoop and Spark system in different
container testbeds respectively. Due to the performance gap between underlying
instances, ECS has better service quality than GKE in all workloads. To be more
accurate, ECS takes the lead of GKE in a range from 1.4 % to 12.2 %. Although
Docker-Machine in the local testbed is far surpassed by ECS and GKE, we find
out both ECS and GKE have a certain degree of performance gap comparing to

Fig. 6. Execution time of Hadoop in different container testbeds. Lower is better

Fig. 7. Execution time of Spark in different container testbeds. Lower is better
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LXC and Docker in the local testbed. That means running containers directly
on the bare metal could gain more efficacy than running containers in virtual
machines. Public container services still have enough room for improving their
performance.

The experiment results also reveal that LXC has better performance than
Docker in these scenarios in a range from 2.5 % to 11.6 %. According to previous
experiment results, Docker has equivalent CPU performance comparing to LXC,
but Docker would suffer severe network and disk I/O latencies when massive I/O
requests arrive. Therefore, we recommend that users should carefully choose
suitable container to execute I/O-Bound workload.

5 Related Works

Container technology is gradually gaining more and more attention from the
research community, and comparisons between containers and virtual machines
have been extensively conducted in many research works. Felter et al. [4] use a
suite of workloads to measure the performance differences between Docker and
KVM. They conclude that containers result in equal or better performance than
virtual machines in almost all cases. Agarwal et al. [2] evaluate the density and
start-up latency of LXC and KVM. They conclude that the overall density is
highly dependent on the most demanded resource and the small memory foot-
print of containers could raise the density to a higher level. Morabito [11] mea-
sures power consumption of virtual machines and containers in different appli-
cations. Xavier et al. [17] measure the performance of containers when applying
them into HPC environment. They conclude that containers could obtain a very
low overhead leading to near-native performance, but performance isolation in
containers is immature. However, these studies do not discuss the distinctions
between different containers and the impact of adding an extra virtualization
layer between the bare metal and containers.

Evaluation for cloud platform could provide a valuable guidance for develop-
ers to choose appropriate platform to deploy applications and save cost. Schad
et al. [14] use established micro benchmarks to measure performance variance
on EC2, and find out EC2’s performance varies a lot and often falls into two
bands having a large performance gap in-between. Taking performance variation
and performance isolation [8,19] into account, studies [13] aim to propose QoS-
aware frameworks to improve resource utilization in the cloud through diverse
ideas and methods. Xu et al. [18] summarize the performance overhead of vir-
tual machines in the cloud, and analyze the challenges of cloud platforms. Latest
studies [6] review the benefits and requirements of container services and discuss
the fitness of containers to facilitate applications in the cloud. On the basis of
these studies, we make an inspection of the service quality of public container
services including ECS and GKE.
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6 Conclusion

Motivated by the increasing popularity of container technology in the industry,
in this paper we conduct a performance study of containers in cloud environment.
Our study focuses on two points: one is performance differences between appli-
cation containers and system containers, and the other is performance overhead
caused by extra virtual machine layer between the bare metal and containers.
What’s more, we make an inspection of service quality of public container ser-
vices. To carry out experiments, we first conduct a series of experiments to mea-
sure CPU performance, memory bandwidth, disk I/O performance, and network
latency among LXC, Docker, and Docker-Machine. Then we evaluate public con-
tainer services by testing the performance of typical distributed data processing
systems, Hadoop and Spark, on different container platforms.

Our experiments distinguish the differences between applications containers
and system containers. We conclude that system containers have performance
advantage on executing I/O-Bound workload and are more suitable to provide
underlying infrastructure service. Our experiments also prove that running con-
tainers in virtual machine would result in severe disk I/O performance degrada-
tion up to 42.7 % and network latency up to 233 %. Our inspection for public
container services reveal that the service quality of public container services
are competitive, but their infrastructure architectures are quite controversial.
Although both ECS and GKE keep updating their hardwares constantly, the
performance of LXC and Docker in the local testbed could surpass these two
public container services in most cases. Therefor, we learn that the performance
overhead caused by extra virtual machine layer can not be neglected in pub-
lic container services, and cloud platforms could acquire better performance by
running containers directly on the bare metal.

To summarize, the performance study we present in this paper provides sev-
eral suggestions for developers to choose appropriate containers in different usage
scenarios. It also proposes several suggestions for the establishment of container
services. With the coming mature of container technology, we believe containers
could be extensively used and play a very significant role in the cloud environ-
ment.
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Abstract. With the ever-increasing number of web services registered in ser-
vice communities, many users are apt to find their interested web services,
through various recommendation techniques, e.g., Collaborative Filtering (i.e.,
CF)-based recommendation. Generally, the CF-based recommendation approa-
ches can work well, when the target user has similar friends or the target services
(i.e., the services preferred by target user) have similar services. However, in
certain situations when user-service rating data is sparse, it is possible that target
user has no similar friends and target services have no similar services; in this
situation, traditional CF-based recommendation approaches fail to generate a
satisfying recommendation result, which brings a great challenge for accurate
service recommendation. In view of this challenge, we combine Social Balance
Theory (i.e., SBT) and CF to put forward a novel recommendation approach
RecSBT+CF. Finally, the feasibility of our proposal is validated, through a set of
simulation experiments deployed on MovieLens-1M dataset.

Keywords: Service recommendation � Sparse data � Friend user � Enemy user �
Social Balance Theory � Collaborative Filtering

1 Introduction

With the ever-increasing popularity of SOA (Service Oriented Architecture), an
increasing number of business processes from various domains are encapsulated into
corresponding web services that are easy-to-access and further registered in various
service communities [1–3]. Then users can browse, find and select their interested web
services from service communities easily, which significantly facilitates the construc-
tion of various service-oriented business applications.

In a service community, there are often many candidate services that share same or
similar functionality [4], which places a heavy burden on the service selection decision
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of a target user, as service evaluation and selection processes are often boring and
time-consuming. In this situation, service recommendation technique provides a
light-weight resolution that can alleviate the service selection burden on a target user.
For example, the well-known Collaborative Filtering (abbreviated as CF, e.g.,
user-based CF, item-based CF and hybrid CF) recommendation technique [5] has been
widely applied in various service recommendation applications. More concretely, (1) in
user-based CF recommendation, the similar friends of target user are determined first;
and afterwards, the services preferred by similar friends of target user are recommended
to the target user. (2) In item-based CF recommendation, the similar services of target
services (i.e., the services preferred by target user) are recommended to the target user.
(3) In hybrid CF recommendation, both user-based and item-based CF recommenda-
tions are integrated.

Generally, the CF-based recommendation approaches can work very well, when
(1) target user has one or more similar friends, or (2) target services have one or more
similar services. However, due to the inherent sparsity of user-service rating data, it is
possible that neither condition (1) nor condition (2) holds, when we recommend
appropriate candidate services to the target user. In this situation, traditional CF-based
recommendation approaches fail to output a pleasing recommendation result, which
brings a great challenge for the service selection decision of target user. In view of this
challenge, a novel service recommendation approach that combines Social Balance
Theory (i.e., SBT) [6] and CF, i.e., RecSBT+CF (i.e., Recommendation based on SBT
and CF) is put forward in this paper. Different from traditional CF-based recommen-
dation approaches, we do not look for similar friends of target user directly in RecSBT
+CF, instead, we first look for the “possible friends” of target user indirectly, based on
“enemy(antonym of “friend”)’s enemy is a friend” rule and “friend’s friend is a friend”
rule in Social Balance Theory. Afterwards, the services preferred by “possible friends”
of target user are recommended to the target user.

The paper is structured as follows. In Sect. 2, the service recommendation problem
is formalized, and then an example is presented to demonstrate our paper motivation. In
Sect. 3, Social Balance Theory is introduced first and afterwards, a novel service
recommendation approach RecSBT+CF is put forward. In Sect. 4, a set of experiments
are deployed to validate the feasibility of our proposal. Related works and comparison
analyses are presented in Sect. 5. Finally, in Sect. 6, we summarize the paper and point
out the future research directions.

2 Formalization and Motivation

In this section, the service recommendation problem is specified more formally; and
afterwards, an intuitive example is given to demonstrate the motivation of our paper.

2.1 Formalization

The CF-based service recommendation problem could be formalized with a four-tuple
Ser_Recommendation(USER, WS, R, usertarget), where
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(1) USER = {user1, …, userm}: user set in user-service invocation network. Here,
m denotes the number of users.

(2) WS = {ws1, …, wsn}: web service set in user-service invocation network. Here,
n denotes the number of web services.

(3) R = {ri−j | 1 ≤ i ≤ m, 1 ≤ j ≤ n}: historical user-service rating set. Here, ri−j
represents the rating value of web service wsj by useri. In this paper, for sim-
plicity, we adopt the well-known 1* * 5* rating system to depict ri−j.

(4) usertarget: target user who requires service recommendation. And obviously,
usertarget 2 USER holds.

With the above formalization, the CF-based service recommendation problem
could be specified more formally as below: recommend appropriate web services
wsx(2WS) to target user usertarget(2USER), based on the historical user-service rating
set R between users (in USER) and web services (inWS). In this paper, we focus on this
CF-based recommendation problem.

2.2 Motivation

Next, an example is presented in Fig. 1 to demonstrate the paper motivation more
intuitively. As Fig. 1 shows, there are totally three users, i.e., USER = {Jim, Lucy,
Jack} (Jim is the target user) and six web services, i.e., WS = {ws1, …, ws6} in the
historical user-service invocation network (here, the services invoked and preferred by
target user Jim, i.e., ws1 and ws2 are called “target services”). The user-service rating
data is also presented in Fig. 1.

According to Adjusted Cosine Similarity [7] (as rating data is often discrete and the
rating scales of different users are varied, Adjusted Cosine Similarity is more suitable
here), the similarity between target user Jim and other users useri (i.e., Lucy and Jack),
i.e., Sim(Jim, useri) could be calculated. Concretely, Sim(Jim, Lucy) = −0.27, while
Sim(Jim, Jack) = Null (as Jim and Jack have not rated common services). Therefore,
target user Jim has no similar friends and hence, traditional user-based CF recom-
mendation approaches fail to deliver a satisfying recommendation result.

Likewise, according to Adjusted Cosine Similarity, the similarity between target
services (i.e., ws1 and ws2) and other services (i.e., ws3, ws4, ws5, ws6) could also be
calculated. Concretely, Sim(ws1, ws3) = Sim(ws1, ws4) = Sim(ws2, ws3) = Sim(ws2,
ws4) = 0, while Sim(ws1, ws5) = Sim(ws1, ws6) = Sim(ws2, ws5) = Sim(ws2, ws6) =
Null. Therefore, a conclusion could be drawn that target services (i.e., ws1 and ws2)
have no similar services and hence, traditional item-based CF recommendation
approaches cannot generate an ideal recommendation result.

In this situation, traditional CF-based service recommendation approaches (e.g.,
user-based CF, item-based CF or hybrid CF) cannot give a satisfying recommendation
result, as the user similarity or service similarity is either negative or null; which brings
a great challenge for accurate service recommendation. In view of this challenge, a
novel recommendation approach that combines SBT and CF, i.e., RecSBT+CF is put
forward in the next section.
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3 Service Recommendation Based on SBT and CF

First, in Subsect. 3.1, Social Balance Theory is introduced briefly. Afterwards, a novel
approach RecSBT+CF is presented in Subsect. 3.2, to deal with the sparse recommen-
dation situations where target user has no similar friends and target services have no
similar services.

3.1 Social Balance Theory

Social Balance Theory was first put forward by F. Heider in 1958. The theory analyzed
the stable and unstable social relationships among involved three parties (i.e., P, O and
X) [6]. In this paper, only two stable social relationships shown in Fig. 2 are recruited
for service recommendation. In Fig. 2, the dashed line and solid line denote the “en-
emy” relationship and “friend” relationship, respectively. Next, we introduce these two
stable social relationships with more intuitive and easy-to-understand specifications,
respectively.

(a) If O is a friend of P and X is a friend of O, then X is a possible friend of P (i.e.,
friend’s friend is a friend).
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Fig. 1. An example where traditional CF-based service recommendation approaches fail
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(b) If O is an enemy of P and X is an enemy of O, then X is a possible friend of P (i.e.,
enemy’s enemy is a friend).

As Fig. 2(a) indicates, if target user P’s “direct friend” (e.g., O) is present, we can
infer the “possible friends” (e.g., X) of P based on “friend’s friend is a friend” rule.
Likewise, as Fig. 2(b) shows, if target user P’s “direct friend” is absent while P’s
“enemy” (e.g., O) is present, we can infer the “possible friends” (e.g., X) of P based on
“enemy’s enemy is a friend” rule. With the above analyses, in the next subsection, we
will introduce a novel approach RecSBT+CF based on Social Balance Theory and Col-
laborative Filtering, to deal with the service recommendation problems in sparse
environment.

3.2 A Service Recommendation Approach: RecSBT+CF

In this subsection, a novel service recommendation approach named RecSBT+CF is put
forward. The main idea of RecSBT+CF is: firstly, we look for the target user’s “possible
friends” based on Social Balance Theory and Collaborative Filtering; afterwards, the
services preferred by “possible friends” of target user are recommended to the target
user. Concretely, RecSBT+CF consists of the four steps in Fig. 3.

P O P O

(a) (b)

Friend relationship Enemy relationship

X X

Inferred friend relationship

Fig. 2. Two stable social relationships among P, O and X according to Social Balance Theory
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Step2: Judgment of friend or enemy. Set a similarity threshold P, and further judge the 
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Step3: Determining “possible friends” of usertarget based on Social Balance Theory. 
According to “friend’s friend is a friend” rule and “enemy’s enemy is a friend” rule in 
Social Balance Theory, determine target user user
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Step4: Service recommendation. Select the services preferred by “possible friends” in set 
Possible_friend (user

target
), and recommend them to user

target
. 

Fig. 3. Four steps of service recommendation approach RecSBT+CF
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(1) Step 1: User similarity calculation.
In this step, we calculate the similarity between different users in set USER. Concretely,
for any two users, i.e., useri and userj(useri, userj 2 USER and i ≠ j), their similarity
Sim(useri, userj) could be calculated by (1) based on Adjusted Cosine Similarity.

In (1), Ii and Ij denote the service set rated by useri and userj, respectively; Iij
denotes the common service set rated by both useri and userj; ri−k and rj−k represent
useri’s and userj’s ratings over service wsk, respectively; while ri and rj denote useri’s
and userj’s average ratings, respectively. Then according to (1), we can obtain the
similarity between useri and userj, i.e., Sim(useri, userj). Please note that, if useri and
userj do not have commonly rated web services (i.e., Iij = Null), then their similarity
Sim(useri, userj) = Null holds. As can be seen from (1), Sim(useri, userj) 2 [−1, 1]
holds, and a larger Sim(useri, userj) means that useri and userj are more likely to be
direct friends, vice versa.

Sim useri; userj
� � ¼

P
wsk2 Iij

ðri�k � riÞ � ðrj�k � rjÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
wsk2 Ii

ðri�k � riÞ2
r

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
wsk2 Ij

ðrj�k � rjÞ2
r ð1Þ

(2) Step 2: Judgment of friend or enemy.
In this step, for any two users in set USER, i.e., useri and userj(i ≠ j), we judge whether
they are friends or enemies, based on their similarity derived in Step 1. Here, as our
previous work [8] did, a similarity threshold P(0.5 ≤ P ≤ 1) is introduced to aid the
judgment process. Concretely, the judgment process is based on (2). In (2), Friend_set
(useri) and Enemy_set(useri) denote the direct friend set and direct enemy set of useri,
respectively; P and −P are recruited as the similarity thresholds for friend relationship
and enemy relationship, respectively. Here, please note that the friend relationship or
enemy relationship is mutual. Namely, if userj 2 Friend_set(useri), then useri 2
Friend_set(userj) holds; likewise, if userj 2 Enemy_set(useri), then useri 2 Enemy_set
(userj) also holds. Therefore, the time cost for judgment process could be reduced due
to the mutual relationships. Then through Step 2, we can obtain the direct friend set and
direct enemy set of each user.

userj
2 Friend set userið Þ if Sim useri; userj

� � � P
2 Enemy set userið Þ if Sim useri; userj

� � � � P

�
ð2Þ

(3) Step 3: Determining “possible friends” of usertarget based on Social Balance
Theory.
In Step 2, we have obtained target user’s direct enemy set Enemy_set(usertarget) and
direct friend set Friend_set(usertarget) (As analyzed in Subsect. 2.2, this paper only
focuses on the service recommendation problems where target user has no similar
friends; therefore, Friend_set(usertarget) = Null holds here). Next, in this step, we
introduce how to indirectly determine the “possible friends” of usertarget, i.e., Possi-
ble_friend(usertarget), based on the derived Enemy_set(usertarget) and Social Balance
Theory. Concretely, Step 3 could be divided into the following two substeps.
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Substep 3.1: For any userx 2 Enemy_set(usertarget), look for his/her enemy usery (i.e.,
usery 2 Enemy_set(userx)), based on the user similarity in (1) and judgment formula in
(2). Then according to “enemy’s enemy is a friend” rule in Social Balance Theory, we
can infer that usery is a “possible friend” of target user, and the credibility that usery
and usertarget are friends, i.e., Credibility_friend(usertarget, usery) could be calculated by
(3). Please note that if usery is recommended by multiple enemies {userx1, userx2…} of
usertarget simultaneously, then their average credibility is adopted.

Credibility friend usertarget; usery
� � ¼ Sim usertarget; userx

� � � Sim userx; usery
� �

ð3Þ

Then we put all usery into the “possible friend” set of target user, i.e., Possi-
ble_friend(usertarget), if Credibility_friend(usertarget, usery) ≥ P holds (here, P is the
similarity threshold defined in Step 2). To ease the understanding of readers, the
relationships among usertarget, userx and usery are shown in Fig. 4.

Substep 3.2: For any usery 2 Possible_friend(usertarget), look for his/her direct friend
userz (i.e., userz 2 Friend_set(usery) as shown in Fig. 4), based on the user similarity in
(1) and judgment formula in (2). Then according to “friend’s friend is a friend” rule in
Social Balance Theory, we can infer that userz is a “possible friend” of target user, and
the credibility that userz and usertarget are friends, i.e., Credibility_friend(usertarget,
userz) could be calculated by (4). Please note that if userz is recommended by multiple
“possible friends” {usery1, usery2…} of usertarget simultaneously, then their average
credibility is adopted. Afterwards, if Credibility_friend(usertarget, userz) ≥ P (here, P is
the similarity threshold defined in Step 2), then we put userz into the “possible friend”
set of target user, i.e., Possible_friend(usertarget).
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……
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target

)

Friend relationship
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Fig. 4. Relationships among usertarget, userx, usery and userz
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Credibility friend usertarget; userz
� � ¼ Credibility friend usertarget; usery

� �
� Sim usery; userz

� � ð4Þ

Then through Step 3 (including Substeps 3.1 and 3.2), we can obtain all the
“possible friends” of target user, i.e., Possible_friend(usertarget).

(4) Step 4: Service recommendation.
After Step 1–Step 3, we have derived the “possible friends” of target user, i.e., Pos-
sible_friend(usertarget). Next, we introduce how to recommend appropriate web ser-
vices to usertarget, by considering usertarget’s “possible friends” in set Possible_friend
(usertarget).

Concretely, for each useri 2 Possible_friend(usertarget), his/her preferred services
(with 4* or 5* ratings) are put into set WS_recommended_by(useri). As useri is a
“possible friend” of target user, we can infer that the services preferred by useri, i.e.,
wsi−j 2 WS_recommended_by(useri) are also preferred by target user. However, the
recommended services may not be unique, but multiple. Therefore, it becomes a
necessity to discriminate and rank all the recommended services. Here, we introduce a
novel concept of “Rec_Index” to depict the recommended degree of a web service.
Concretely, for a recommended service wsi−j 2 WS_recommended_by(useri), its rec-
ommended degree Rec_Index(wsi−j) could be calculated by (5). In (5), Credibil-
ity_friend(usertarget, useri) is the credibility that useri and usertarget are friends, which
has already been calculated by (3) or (4) in Step 3; ri−(i−j) denotes useri’s rating value
over service wsi−j; the purpose of (ri−(i−j)/5) is to transform ri−(i−j) into range [0, 1].
Here, please note that if a service is recommended by multiple “possible friends” of
target user simultaneously, then their average recommended degree is adopted. Finally,
according to Rec_Index(wsi−j) in (5), we can rank all the services wsi−j that are rec-
ommended to target user in descending order, and recommend them to usertarget
respectively.

Rec Index wsi�j
� � ¼ Credibility friend usertarget; useri

� � � ri�ði�jÞ=5
� � ð5Þ

Final rec result ¼ f[ WS recommended by userið Þ j useri
2 Possible friend usertarget

� �g ð6Þ

With the above four steps of our proposed RecSBT+CF approach, a set of web
services (denoted by final-recommendation-result set, i.e., union set Final_rec_result in
(6)) are recommended to the target user, to deal with the service recommendation
problems in sparse environment. More formally, the pseudocode of our proposal is
specified as below.
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4 Experiment Analyses

In this section, we design a set of experiments to validate the feasibility of our proposed
service recommendation approach RecSBT+CF, in terms of recommendation accuracy,
recall and efficiency in sparse environment.

4.1 Experiment Dataset and Deployment

Our paper focuses on the service recommendation problem based on users’ subjective
ratings. However, to the best of our knowledge, the available user-service rating data is
really rare today. Therefore, as works [9, 10] did, MovieLens-1M [11] dataset is
employed in our experiments for the purpose of simulation. The dataset contains
1000209 user-movie ratings applied to 3952 movies by 6040 users. Besides, as our
paper only concentrates on the service recommendation in sparse environment where
target user has no similar friends and target services have no similar services, we select
appropriate data from MovieLens-1M to simulate the specific service recommendation
scenarios.

In order to test the recommendation effect of our RecSBT+CF approach, for each
recruited target user in MovieLens-1M, we divide his/her ratings into two parts with the
ratio of 9:1. In other words, 90 % ratings of a target user are employed for training and
the remaining 10 % ratings for testing. In order to observe the recommendation effect
of our proposal, recommendation accuracy, recall and efficiency are tested in the fol-
lowing experiments, respectively.

(1) Accuracy: The well-known Mean Absolute Error (MAE) [12] is recruited to
measure the service recommendation accuracy, which could be calculated by (7).
In (7), Final_rec_result is the final recommendation result set, | X | denotes the
element number of set X, rpredicttarget�j and r

real
target�j represent web service wsj’s predicted

rating and real rating by usertarget, respectively.

MAE ¼
X

wsj2Final rec result

j rpredicttarget�j � rrealtarget�j j
jFinal rec resultj ð7Þ

(2) Recall: The recommendation recall could be calculated by (8), where
Final_rec_result is the final recommendation result set, | X | denotes the element
number of set X, Preferred_ser_set denotes usertarget’s really preferred service set
(i.e., with 4* or 5* rating) in the remaining 10 % test ratings.

Recall ¼ jPreferred ser set \ Final rec resultj
jFinal rec resultj ð8Þ

In the experiments, we compare our proposed RecSBT+CF approach with another
two approaches, i.e., WSRec [13] and SBT-SR [8]. Concretely, in WSRec, r_average
(usertarget) (i.e., usertarget’s average rating over all his/her invoked services) and
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r_average(wsj) (i.e., wsj’s average rating from all the users who invoked wsj) are
considered, and their average value is adopted finally to predict usertarget’s rating over
wsj. While in our previously proposed SBT-SR approach, only “enemy’s enemy is a
friend” rule is recruited for service recommendation.

The experiments were conducted on a HP laptop with 2.40 GHz processors and
4.0 GB RAM. The machine is running under Windows XP and JAVA 1.5. Each
experiment was carried out 10 times and the average results were adopted.

4.2 Experiment Results

In our experiments, six profiles are tested and compared, which will be introduced
respectively. Here, symbols m and n denote the number of users and number of web
services in the user-service invocation network, and P represents the predefined user
similarity threshold.

(1) Profile1: Recommendation accuracy comparison
In this profile, we test and compare the recommendation accuracy (i.e., MAE, the
smaller the better) of different recommendation approaches. The concrete experiment
parameter settings are as below: user similarity threshold P = 0.5 holds; number of
users, i.e., m is varied from 200 to 1000; for each user, all his/her rating records are
considered. The MAE values of three approaches are tested and compared, whose
results are shown in Fig. 5.

As Fig. 5 shows, the recommendation accuracy of WSRec is low (i.e., MAE is
large), as WSRec only adopts the “average” rating from target user and target services,
without considering the valuable social relationships hidden in user-service invocation
network. Besides, as Fig. 5 shows, both SBT-SR and RecSBT+CF outperforms WSRec in
terms of recommendation accuracy, as the social relationships among different users are

Fig. 5. Recommendation accuracy comparison Fig. 6. Recommendation recall comparison
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considered in both SBT-SR and RecSBT+CF. Furthermore, SBT-SR and RecSBT+CF
achieve approximate and stable recommendation accuracy, as “enemy’s enemy is a
friend” rule is considered in both approaches.

(2) Profile2: Recommendation recall comparison
In this profile, we test the recommendation recall of our RecSBT+CF approach and
compare it with WSRec and SBT-SR. Concretely, the user similarity threshold P = 0.5
holds; the number of users, i.e., m is varied from 200 to 1000. The Recall values of
three approaches are tested respectively, whose results are shown in Fig. 6.

As Fig. 6 shows, the recommendation recall of WSRec is low; this is because the
“average” idea is adopted in WSRec, while “average” idea often leads to a large
prediction error and low recommendation hit rate. The recall of SBT-SR is improved by
considering some social relationship (i.e., “enemy’s enemy is a friend” rule) among
different users. While our RecSBT+CF outperforms SBT-SR in recommendation recall;
this is because RecSBT+CF considers not only “enemy’s enemy is a friend” rule but also
“friend’s friend is a friend” rule, and hence, a higher recommendation hit rate is
ensured. Besides, as Fig. 6 shows, the recall values of SBT-SR and RecSBT+CF both
increase with the growth of m (i.e., number of users); this is because more services
(with 4* or 5* rating) would be recommended to the target user when more users as
well as their respective rating records are taken into consideration, and hence, the
recommendation hit rate is improved.

(3) Profile3: Failure rate of RecSBT+CF w.r.t. m
As Sect. 3 indicates, our proposed RecSBT+CF approach fails to generate any recom-
mendation result to target user, if target user has no “enemies”. While the number of
users (i.e., m) is a key factor that determines whether target user has enemies, as it is
difficult to find a qualified enemy of target user from few user-service ratings.
Therefore, in this profile, we test the relationship between failure rate of RecSBT+CF and
the number of users (i.e., m). Concretely, the user similarity threshold P = 0.5 holds;
m is varied from 100 to 500. The experiment result is presented in Fig. 7.

Fig. 7. Failure rate of RecSBT+CF w.r.t. m Fig. 8. Failure rate of RecSBT+CF w.r.t. P
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As Fig. 7 shows, when the number of users is small (e.g., m = 100), the failure rate
of our recommendation approach RecSBT+CF is high (above 60 %), as it is a
low-probability event to find the target user’s qualified “enemy” from a small number
of users. However, when m grows, the failure rate of our proposal drops sharply and
stays relatively stable (around 4 %) when m > 300. This means that our proposed
RecSBT+CF approach can often succeed in generating a recommendation result when
many users are present in the user-service invocation network.

(4) Profile4: Failure rate of RecSBT+CF w.r.t. P
As formula (2) indicates, user similarity threshold, i.e., P(0.5 ≤ P ≤ 1) is an important
factor that determines whether target user has an enemy. Generally, a larger P often
means a more strict filtering condition, as well as a smaller probability to find the
qualified enemies of target user. Therefore, there is an indirect relationship between
failure rate of RecSBT+CF and P, which will be tested in this profile. Concretely, P is
varied from 0.5 to 1; the number of users, i.e., m = 500 holds. The experiment result is
shown in Fig. 8.

As Fig. 8 shows, when P is small (e.g., P = 0.5), the failure rate of RecSBT+CF is
low. While failure rate increases sharply with the growth of P; this is because a larger
P often leads to less qualified enemies, as well as a lower recommendation hit rate.
From Fig. 8, we can also observe that our proposed RecSBT+CF approach fails in rec-
ommendation (i.e., failure rate = 100 %) when P ≥ 0.9; this is because the recruited
experiment dataset MovieLens-1M is sparse, and hence, it is often difficult to find the
“very dissimilar” enemies of target user.

(5) Profile5: Execution efficiency of three approaches w.r.t. m
Intuitively, it would take more time to obtain the service recommendation result from a
user-service invocation network with more users. Therefore, in this profile, we test the
relationships between execution efficiency of three approaches and number of users
(i.e., m). The concrete experiment parameter configuration is as below: user similarity
threshold P = 0.5 holds and the number of users, i.e., m is varied from 100 to 500;
while the number of web services, i.e., n = 1000 holds. The experiment result is
presented in Fig. 9.

Fig. 9. Time cost comparison (w.r.t. m) Fig. 10. Time cost comparison (w.r.t. n)
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As Fig. 9 shows, the time cost of WSRec is the best and increases approximately
linearly with the growth of m, as it only considers the easy-to-calculate average rating
from target user and the average rating of target services. While the time costs of SBT-
SR and RecSBT+CF both increase sharply when m grows, as more time is needed to
calculate the user similarity when more users are present. Furthermore, RecSBT+CF
generally requires more execution time than SBT-SR; this is because in SBT-SR, only
the similarities between target user and other users, as well as the similarities between
enemies of target user and other users need to be calculated; while in RecSBT+CF, the
similarities between any two users would be considered. However, as Fig. 9 shows, the
time cost of our proposed RecSBT+CF approach is still approximately polynomial with
respect to m.

(6) Profile6: Execution efficiency of RecSBT+CF w.r.t. n
In this profile, we test the relationships between execution efficiency of three
approaches and number of web services (i.e., n). Concretely, user similarity threshold
P = 0.5 and number of users, i.e., m = 200 hold; while the number of web services,
i.e., n is varied from 200 to 1000. The experiment result is presented in Fig. 10.

As Fig. 10 shows, WSRec performs the best in terms of execution efficiency and its
time cost increases approximately linearly with the growth of n, as each service is
considered only once in the average-rating calculation of WSRec. Similarly, SBT-SR
also achieves linear increment of time cost when n grows, as a web service is con-
sidered only once (at most) in each user-similarity calculation process; furthermore,
SBT-SR requires more time than WSRec, as the similarity calculation in SBT-SR often
takes more computation time than the simple average-value calculation in WSRec.
While the time cost of RecSBT+CF increases sharply when n grows, as a web service
may be considered many times in the similarity-calculation process, if a web service
was rated by multiple users simultaneously; besides, the recommended-degree ranking
process would take more time if the number of services is large, as more recommended
services would be probably returned to the target user when many web services are
present in the historical user-service invocation network. However, as Fig. 10 shows,
the time cost of RecSBT+CF is still approximately polynomial with respect to n.

5 Evaluation

In this section, we first analyze the time complexity of our proposed RecSBT+CF.
Afterwards, related works and comparison analyses are presented, which is followed by
discussions regarding the paper limitations and our future research directions.

5.1 Complexity Analyses

Suppose there are m users and n web services in user-service invocation network.

Step 1: User similarity calculation. In this step, for each user (totally m users), we
calculate his/her similarity with the rest (m − 1) users, based on the similarity formula
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in (1). While the time complexity of formula (1) is O(n) as n web services are con-
sidered at most. Therefore, the time complexity of Step 1 is O(m2 *n).

Step 2: Judgment of friend or enemy. In this step, for each user (totally m users), we
judge his/her relationships with the rest (m − 1) users, based on judgment formula (2)
and the obtained user similarity in Step 1. As the time complexity of judgment formula
(2) is O(1), the time complexity of Step 2 is O(m2).

Step 3: Determining “possible friends” of usertarget based on Social Balance
Theory. According to Step 2, the target user usertarget has (m − 1) enemies at most;
likewise, each enemy has (m − 1) enemies at most. Therefore, according to “enemy’s
enemy is friend” rule, we can obtain (m − 1) * (m − 1) possible friends (here, friend
repetition is considered) of usertarget in Substep 3.1. Then for each possible friend, we
calculate his/her credibility by (3), whose time complexity is O(1). Therefore, time
complexity of Substep 3.1 is O(m2). Similarly, time complexity of Substep 3.2 is also O
(m2). With the above analyses, the time complexity of Step 3 is O(m2).

Step 4: Service recommendation. Target user usertarget has (m − 1) possible friends
at most, and for each possible friend, we select his/her preferred services with high
ratings (at most n services) and recommend them to usertarget. Therefore, we can obtain
(m − 1) * n recommended services (here, service repetition is considered). For each
recommended service, its recommended degree could be calculated by formula (5),
whose time complexity is O(1). So O(m*n) time complexity is necessary for deter-
mining all the recommended services (at most n − 1 services without considering
service repetition) as well as their recommended degrees. Finally, all the recommended
services (at most n − 1 services) are ranked in descending order based on their rec-
ommended degrees, whose time complexity is O(n*log2

n). Therefore, the time com-
plexity of Step 4 is O(m*n + n*log2

n).

With the above analyses, a conclusion could be drawn that the total time com-
plexity of our proposed RecSBT+CF approach is O(m2*n + n*log2

n), which means that
the service recommendation could be finished in polynomial time.

5.2 Related Works and Comparison Analyses

Collaborative Filtering is considered as an effective technique for finding the potential
preference of target user, and nowadays is widely applied in service recommendation
applications. In [3], a trustworthy web service discovery mechanism is brought forth,
which realizes the service recommendation through the user-based Collaborative Fil-
tering. A bidirectional service recommendation approach SD-HCF is introduced in
[14], by integrating user-based and service-based collaborative filtering together, for
high-quality service recommendation. However, the above recommendations approa-
ches only consider the user similarity or service similarity, while omit other important
recommendation information, e.g., trust among different users, user-service location
and user interest. In view of this, user trust relationship is introduced in the recom-
mendation models of [15] for better recommendation results, by considering not only
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similar but also trustable friends of target user. In [16], service recommendation is
performed by considering user-service location information, where the “closest” web
services would be recommended to the target user (as “closest” services often mean
better service quality). While in [17], interest-aware service recommendation is put
forward, by considering user interest and user-service invocation network
simultaneously.

However, the above recommendation approaches often assume that (1) the target
user has similar friends, or (2) the services preferred by target user own similar ser-
vices, while neglecting the sparse data situation when neither (1) nor (2) holds. In view
of this exceptional situation, an “average” idea is recruited in WSRec approach of [13],
where r_average(usertarget) (i.e., usertarget’s average rating over all his/her invoked web
services) and r_average(wsj) (i.e., wsj’s average rating from all the users who invoked
wsj) are considered, and the average of r_average(usertarget) and r_average(wsj) is
adopted finally to approximately predict usertarget’s rating over wsj. However, the
“average” idea of WSRec leads to low recommendation accuracy and recall, which has
been validated by the experiment results. In order to include more user-relationship
information in service recommendation, we put forward an approach named SBT-SR in
our previous work [8]. In SBT-SR, “enemy’s enemy is a friend” rule of Social Balance
Theory is recruited for recommendation, which is still not enough for exploring all the
social relationships hidden in user-service invocation network. In view of this short-
coming, a novel service recommendation approach named RecSBT+CF is brought forth
in this paper, which considers not only “enemy’s enemy is a friend” rule but also
“friend’s friend is a friend” rule in Social Balance Theory. Finally, through a set of
experiments deployed on MovieLens-1M dataset, we validate the feasibility and
advantages of our proposal.

5.3 Further Discussions

(1) In our proposed RecSBT+CF, user similarity threshold P is an important parameter
and its value is set manually (Actually, P’s value is set based on our previous
experiment result of user similarity based on MovieLens-1M. If P is set large (e.g.,
P = 0.9), then few friends or enemies of a user could be returned; while a small P
(e.g., P = 0.3) does not make much sense for finding the real friends or enemies of
a user), which cannot meet the personalized service recommendation requirements
from various target users. In the future, we will investigate more personalized
setting manner for parameter P.

(2) As RecSBT+CF is essentially a kind of CF-based recommendation approach, its
time cost is still as large as other CF-based ones. In the future, we will investigate
the parallel or distributed resolution to improve the recommendation efficiency.
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6 Conclusions

In this paper, a novel service recommendation approach named RecSBT+CF is put
forward, to deal with the service recommendation problems in sparse environment
where the target user has no similar friends and the services preferred by target user
have no similar services. Concretely, we first look for the “possible friends” of target
user, by considering “enemy’s enemy is a friend” rule and “friend’s friend is a friend”
rule in Social Balance Theory; afterwards, the services preferred by “possible friends”
of target user are recommended to the target user. Finally, through a set of experiments
deployed on MovieLens-1M dataset, we validate the feasibility and advantages of our
proposal. In the future, we will improve the recommendation efficiency and investigate
more personalized setting manner for similarity threshold P.
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Abstract. In the era of big data, the cloud infrastructure needs to strongly
support big data. As a distributed computational framework, Hadoop is one of
the de facto leading software tools for solving big data problems. The cloud
infrastructure has been proven to be a good support for three-tier architecture
applications. In this paper, we construct a Hadoop big data platform based on
OpenStack cloud. At the same time, we design three experimental scenarios,
carry out a set of experiments using the standard Hadoop benchmarks
TestDFSIO, TeraSort and PI, and examine the performance. Our experiments
reveal that the disk read operation of physical servers can be a bottleneck for
TestDFSIO and TeraSort. Wider allocation of VMs over physical servers
achieves better performance for read jobs of TestDFSIO and TeraSort. For
CPU-intensive job PI, the best practice is to centralize the allocation of VMs
over physical machines.

Keywords: Hadoop � Benchmarks � Big data � HDFS � Cluster � Openstack �
Cloud

1 Introduction

Big data [1] era is coming. Many definitions of big data are given by researchers such
as big data [2] is the data that is massive, too fast or too hard for existing tools to handle
and process. Here massive means the size of data can range from petabytes (PB) to
exabytes (EB) or to zettabytes (ZB) [3]. It can be generated through many sources like
business processes, transactions, social networking sites, web servers, etc. and remains
in structured as well as unstructured form [4].

Big data refers to the technologies and architectures, which were developed to
capture, store, process and run better quality volumes of data in lesser amount of time
or even in real time [5]. It is a system that lets digitize massive amounts of information
and amalgamating it with on hand databases.

Hadoop [6] (Apache) is one of these big data technologies and is one of the de facto
leading software tools for solving big data problems. Hadoop provides a distributed
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computational framework Map-Reduce and a reliable scalable distributed file system
HDFS(Hadoop Distributed File System) for the analysis and transformation of large
amounts of data [7].

MapReduce [8] provides a computational framework for data processing. An MR
program only consists of two functions, called Map and Reduce, which are supplied by
the user and depend on the user’s purposes.

A map function is used to process input key/value pairs and generate intermediate
key/values, and a reduce function is used to merge all intermediate pairs associated
with the same key and then generate outputs [9].

In recent years, the cloud infrastructure has been proven to be a good support for
three-tier architecture applications, such as websites. But in the era of big data, the
cloud infrastructure needs to strongly support big data application platform, such as
Hadoop and Spark. In this paper, we propose a cloud-based framework based on
OpenStack using Hadoop as a big data platform. At the same time, we design three
experimental scenarios, carry out a set of experiments using the standard Hadoop
benchmarks, namely TestDFSIO, TeraSort and PI, and examine the performance.

The rest of this paper is organized as follows: we review related work in Sect. 2.
In Sect. 3, experimental setup is given. In Sect. 4, we design three experimental sce-
narios. Section 5 shows the results and the conclusions. Finally, we summarize the
considerations and propose our future work in Sect. 6.

2 Related Work

To reduce the machine management difficulties, virtualization is used as a key tech-
nique for easy deployment, configuration, scheduling and efficient resource utilization.
Xen [10], Kernel-based Virtual Machine (KVM) [11] and VMware [12] are
well-known virtualization softwares. In [13], Jack Li et al. found that KVM was better
for disk reading. So we examine the performance of VM Hadoop clusters on KVM
from VM number, configuration and allocation.

Ishii M et al. built in [14] a Hadoop performance model and examined how the
performance was affected by changing VM configuration, allocation of VMs over
physical machines, and multiplicity of jobs. They found that performance of the
I/O-intensive jobs was more sensitive to the virtualization overhead than that of
CPU-intensive jobs. In our paper, we choose I/O-intensive job and CPU-intensive job
to figure out the performance differences among different VM placements over physical
servers and the influence of the number of VMs when the number of total VCPUs and
total memory are fixed.

In [15], the authors proposed a simple big data workload differentiation, their
results show that CPU intensive workloads consume more power and memory band-
width while disk intensive workloads usually require more memory. But they didn’t
find out the bottlenecks of CPU intensive or disk intensive workloads.

In [16], Fan et al. designed a heuristic performance diagnostic tool which evaluates
the validity and correctness of virtualized Hadoop by analyzing the job traces of
popular big data benchmarks. With this tool, users could quickly identify the bottleneck
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according to hints provided by this tool. We find the bottlenecks of TestDFSIO and
TeraSort in our paper.

The main contributions we make are listed below:

• Our experiments reveal that the disk read operation of physical servers can be a
bottleneck for TestDFSIO and TeraSort.

• We find that if there is enough resource, the best practice is to increase the number
of VMs and not to increase the number of VCPUs in a VM for I/O intensive job.

• Our experiments show that wider allocation over physical servers achieves better
performance for read jobs of TestDFSIO and TeraSort. For CPU-intensive job PI,
the best practice is to centralize the allocation of VMs over physical machines.

3 Experimental Setup

In this section, we describe the environment for our experiments. In Sects. 3.1 and 3.2,
we give an overview of our experimental scenario and physical configurations, and in
Sect. 3.3, we provide a brief overview of the benchmarks we adopt.

3.1 OpenStack Cloud-Based Hadoop

Figure 1 provides an overview of the environment for our experiments.

We use OpenStack as our cloud platform to launch the VM resource pool we need
in the experiment, and we use Ambari to deploy Hadoop cluster into VM resource
pool. And through installing one Zabbix server, we build a monitor system to retrieve
metrics from the Hadoop clusters.

Fig. 1. Big data platform design
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3.2 Physical Configurations

Table 1 provides an overview of physical configurations we use for our experiments.

3.3 Benchmark

Several benchmarks are tested from Hadoop example applications: PI, TestDFSIO, and
TeraSort.

• PI
PI is a map/reduce program that estimates pi using a quasi-Monte Carlo method
[17]. The map tasks are all independent and the single reduce task gathers very little
data from the map tasks.

• TestDFSIO
TestDFSIO is a map/reduce program that reads/writes random data from/to large
files. It is mainly used to test the I/O speed of the cluster.

• TeraSort
TeraSort is a standard benchmark created by Jim Gray. TeraSort is a two-phase
Hadoop workload that performs in-place sort of all the words of a given data file.

4 Scenario Design

We design three experimental scenarios to examine the performance of Hadoop in this
paper. We run the I/O intensive and CPU intensive experiments to see if there is
difference between them. TestDFSIO is the I/O-intensive job, TeraSort and PI are the
CPU-intensive jobs.

We get metrics such as memory usage, CPU utilization, read/write speed of disk,
network input/output throughput along with other metrics by Zabbix. We select typical
metrics to analyze their characteristics and achieve the purpose of each scenario.

4.1 Cluster Scalability Test

Target for Cluster Scalability Test: The purpose of this scenario is to figure out the
bottleneck resource of VM/PM by adding VMs of same spec to the cluster.

Table 1. Hardware configuration

Physical machine

Processor Xeon E5-2603 v3
Memory 64 G
Operating System CentOS 7.1
Disk dell-10 k-2 TB
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Experiment Assumption for Cluster Scalability Test: The disk I/O of physical
servers can be the bottleneck for I/O-intensive job, while CPU can be the bottleneck for
CPU-intensive job. That is, in this scenario, disk write or read operation is the bot-
tleneck for TestDFSIO, and CPU is the bottleneck for TeraSort.

Environment Brief Diagram: This environment makes some specific designs. All the
VMs are in one cluster, which includes one master and several slaves. The slaves are all
configured in the same way. But we use the cluster in three kinds of situations. Every
job runs separately in one situation and the metrics are different. This allows us to
compare results and draw conclusions. The total resources of three scenarios increase
proportionately.

All the slaves are divided into three kinds of situations to do the test job. We launched
VMs with proportional configuration and quantity. We rationally use the resources.

The Configuration and Distribution: There are totally 9 physical machines to deploy
this environment. Every physical machine runs centOS 7.1 as operating system and all
the virtual machines are Ubuntu 12.04. The Hadoop version is 2.6. We separate
managing and monitoring nodes with job nodes. One master node, one Ambari server
node and one Zabbix server node are on one physical machine. All the slave nodes are
on the other 8 physical machines according to the arrangement as Fig. 2 shows. The
configurations are shown in Table 2.

4.2 VM Specification Test

Target for VM Specification Test: The purpose of this scenario is to figure out the
influence of the number of VMs when the number of total VCPUs and total memory
are fixed.

Fig. 2. Cluster scalability test environment diagram

Table 2. Configuration table of cluster scalability test

Node CPU Memory Disk

Master 2 cores 8 G 100 G
Slave 1 cores 5 G 80 G
Ambari server 1 core 2 G 100 G
Zabbix server 8 cores 16 G 100 G

Analysis of Big Data Platform with OpenStack and Hadoop 379



Experiment Assumption for VM Specification Test: The disk I/O of physical ser-
vers can be bottlenecks for I/O-intensive job which we will prove in the cluster scal-
ability scenario, while CPU intensive job is less sensitive to disk I/O if the number of
VCPUs does not exceed the number of physical cores. That is, in this scenario, for
I/O-intensive job, the cluster with more VMs will perform better. And for a CPU
intensive job, the number of VMs in a cluster does not make a difference since the total
number of VCPUs, in addition to being enough, are equal to or less than the total
physical cores.

Environment Brief Diagram: For this environment, all the VMs are divided into two
clusters as Fig. 3 shows, each including one master and several slaves. The slaves in
the same cluster use the same configuration and differ from the slaves in the other
cluster. Every job runs separately in two clusters and the metrics are different. This
allows us to compare the results and draw conclusions. The total resources of two
clusters are the same.

All the slaves are divided into two clusters to do the test job. We launch VMs with
proportional configuration and quantity. We rationally use the resources.

The Configuration and Distribution: We use the same Hadoop version, operating
systems and configurations for specification test as the ones for scalability test.

The configurations are shown in Table 3.

Fig. 3. VM Specification Test environment diagram
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4.3 VM Placement Test

Target for VM Placement Test: The purpose of this scenario is to figure out the
performance differences among different VM placements over physical servers with
homogeneous VMs.

Experiment Assumption for VM Placement Test: In this scenario, for the
I/O-intensive job, when the number of VMs in a physical server is changed, the
centralized allocation needs more disk read and writes. Thus, the wider allocation over
physical servers achieves a better performance.

Since the number of VCPUs used in VMs is less than the number of physical cores
so that no context switch occurs, the VM allocation over physical servers does not
affect the CPU-intensive job case.

Environment Brief Diagram: All the slaves are divided into three clusters to do the
test job as Fig. 4 shows. We launched VMs which functioned as slaves with the same
configuration.

The Configuration and Distribution: We use the same Hadoop version, operating
systems and configurations for VM placement test as the ones for the scalability test.

The configurations are shown in Table 4.

Table 3. Configuration table of VM specification test

Node CPU Memory Disk

Master 2 cores 8 G 100 G
Slaves in cluster A 4 cores 10 G 100 G
Slaves in cluster B 2 cores 5 G 100 G
Ambari server 1 core 2 G 100 G
Zabbix server 8 cores 16 G 100 G

Fig. 4. VM placement test environment diagram
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5 Results and Discussion

5.1 Cluster Scalability Test

I/O-intensive Job-TestDFSIO: We set the VMs to 12, 24, 36, 48, set the map number
to 8, 80, 800, 1600, 4000, set the reduce number to 1 and the file size to 128 M. The
map number is equal to the total data size divided by the file size. As the reduce phase
only need to collect and summarize all the statistical information of map tasks, we set
the reduce number to 1. After we finish the write job of TestDFSIO, we record the total
time of job printed in the Hadoop running console, the data size and calculate the total
throughput as Fig. 5 shows.

\Total Throughput[ ¼ \Total data size[ =\Job execution time[

When the data scale is set to 500 G, the hard disks volume of each task node is not
enough during the process when VMs are 12 and 24, so the experiment of 500 G data
can’t be performed.

From Fig. 5 we can see that in most cases, when the data size is fixed, the total
throughput is higher with a larger VM number. When the data size is more than 100 G
with VMs at 48, the increment speed of total throughput is lower as the write job
reaches the bottleneck.

Fig. 5. Total throughput for TestDFSIO write job

Table 4. Configuration table of VM placement test

Node CPU Memory Disk

Master 2 cores 8 G 100 G
Slaves 1 core 5 G 80 G
Ambari server 1 core 2 G 100 G
Zabbix server 8 cores 16 G 100 G
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So we get data from Zabbix when the data scale is 100 GB and draw the figures to
find the bottleneck of TestDFSIO write job.

For the TestDFSIO write job, only map tasks execute actual workload. From Fig. 6
we can see 4 points as below:

(1) Disk throughput reaches above 7000 Mbps/8 PM (both in VM / PM layer.)
(2) Actual total throughput is 2068 Mbps. The disk throughput is much more than the

actual total throughput as HDFS replica working during write job.
(3) Virtual environment: The network throughput is almost three times as much as the

actual total throughput as HDFS replica working during write job and the HDFS
replica is 3.

(4) Physical environment: Network transfer is less than virtual environment as local
VM transfer within one PM is hidden from PM view.

From Fig. 7 we can see CPU isn’t fully utilized either in physical machines or in
virtual machines, so CPU isn’t the bottleneck.

Fig. 6. Metrics for TestDFSIO write job

Fig. 7. Physical and Virtual CPU for TestDFSIO write job
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We use the same configuration for read jobs as the one for writes. After we finish
the read job of TestDFSIO, we record the relevant data as Fig. 8 shows.

When data scale is set to 500 G, the reason why the experiments can’t be performed
when VMs are 12 and 24 is the same as that for the write job.

From the Fig. 8 we can draw the same conclusion for read jobs as the one for
writes.

So we get data from Zabbix and draw the figures to find the bottleneck of
TestDFSIO read job. As the CPU utilization of read job is almost the same as that of
the write job and CPU isn’t fully utilized, we can conclude that CPU isn’t the
bottleneck.

For TestDFSIO read job, only map tasks execute actual workload. From Fig. 9 we
can see 3 points as below:

Fig. 8. Total throughput for TestDFSIO read job

Fig. 9. Metrics for TestDFSIO read job
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(1) Disk throughput is 2500–3000 Mbps/8 PM, which is much lower than that of
write.

(2) Actual Total Throughput is 2048 Mbps, which is almost the same as the disk read
speed.

(3) Physical environment: The number of network transfer is less than the one in
virtual environment as local VM transfer within one PM is hidden from PM view.

Analysis and Conclusion of Cluster Scalability Test: For TestDFSIO write job, disk
write is over 7000 Mbps/8 PM in TestDFSIO write. For the read job, disk read
throughput is 1/3 of the disk write. Since network traffic throughput is higher in write
test, disk read operation seems to be the bottleneck.

Using the same method we find that disk read operation, not the CPU is also the
bottleneck of TeraSort, which doesn’t bear out our assumption. The reason may be that
TeraSort is not a particularly CPU-intensive job, and that it also needs a lot of writing
and reading. So it is consistent with the assumption of the I/O-intensive job.

For the scalability test, we conclude that for TestDFSIO and TeraSort, the bottle-
neck is disk read operation.

5.2 VM Specification Test

I/O-intensive Job-TestDFSIO: We set the map number to 28, the reduce number to 1
and the file size to 1000 M. After we finish the write job of TestDFSIO, we record the
relevant data as Fig. 10 shows.

From Fig. 10 we can see that cluster B have better performance than cluster A. The
total time of cluster B is 46 % less than cluster A.

CPU-intensive Job-PI: We change the map number to 28, set the reduce number to 1
and the execute number per map to 5*109. By changing the number of map and the
execute number per map, we can indicate the desired PI accuracy. The larger of the

Fig. 10. Execution time for TestDFSIO write job
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multiplication of these two, the higher the accuracy. As the reduce phase only need to
collect the statistical information of map tasks, we set the reduce number to 1. After we
finish the job of PI, we record the relevant data as Fig. 11 shows.

VMs in cluster A and B are fully used when map number is 100. From Fig. 11 we can
see that the performance of cluster B doesn’t show much difference from that of cluster
A. The performance degradation caused by the VM configuration change is 2 % for PI.

Analysis and Conclusion of VM Specification Test: We first set the map number to
28 for the write job of TestDFSIO. From the total execution time of the job we can see
that for write, cluster B out-performs cluster A by 46 %. So we speculate that for
I/O-intensive jobs, the best practice is to increase the number of VMs and not to
increase the number of VCPUs in a VM.

Then we set the map number to 100 for PI, the performance of cluster B doesn’t
show much difference from that of cluster A. The performance degradation caused by
the VM configuration change is 2 % for PI. So we conclude that for CPU-intensive job,
the number of VMs in a cluster does not make much difference since the total number
of VCPUs is enough and I/O utilization is small enough.

5.3 VM Placement Test

I/O-intensive Job-TestDFSIO: We set the map number to 48, the reduce number to 1
and the file size to 500 M. After we finish the read job of TestDFSIO, we record the
relevant data as Fig. 12 shows.

VMs in cluster A, B and C are fully used when map number is 48. From Fig. 12 we
can see that the total time of cluster A, B and C is increasing. The average time of map
is increasing, too. We conclude that the wider allocation over physical servers achieves
better performance for TestDFSIO.

CPU-intensive Job-TeraSort: We set the map number to 400, the reduce number to
12 and the sort size to 50 G. The map number is equal to the total data size divided by

Fig. 11. Execution time for PI
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the file size. The reduce number is equal to the number of CPU cores. After we finish
TeraSort job, we record the relevant data as Fig. 13 shows.

VMs in cluster A, B and C are fully utilized. From the Fig. 13 we can see that the
total time difference among the three patterns is mainly caused by the cost of the reduce
phase, and the total time of cluster A, B and C is increasing. We conclude that the
wider allocation over physical servers achieves better performance for TeraSort.

CPU-intensive Job-PI: We set the map number to 48, the reduce number to 1 and the
execute number per map to 1*109. After we finish the job of PI, we record related data
as Fig. 14 shows.

VMs in cluster A, B and C are fully utilized. From Fig. 14 we can see, the per-
formance of cluster A and B doesn’t show much difference. Cluster C achieves 21 %
better performance than cluster A, achieves 26 % better performance than cluster B.

We conclude that the centralized allocation of VMs over physical machines can
improve the efficiency of the CPU-intensive job-PI.

Fig. 13. Execution time for TeraSort

Fig. 12. Execution time for TestDFSIO read job
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Analysis and Conclusion of VM Placement Test: We set the map number to 48 for
read jobs of TestDFSIO, set the map number to 400 for TeraSort jobs and we make full
use of the VMs in 3 clusters for both of them. For TestDFSIO and TeraSort jobs, the
total time of cluster A, B and C is increasing. So we conclude that the wider allocation
over physical servers achieves better performance for TestDFSIO and TeraSort.

We set the map number to 48 for CPU-intensive job PI and we make full use of the
VMs in this scenario in 3 clusters. Cluster C achieves 21 % better performance than
cluster A, achieves 26 % better performance than cluster B. That is, the most cen-
tralized allocation of VMs over physical machines has the best performance.

For this scenario, we conclude that the wider allocation over physical servers
achieves the better performance for TestDFSIO and TeraSort. The centralized alloca-
tion of VMs over physical machines can improve the efficiency of a CPU-intensive
job-PI.

5.4 Summary

For scalability test, we conclude that for both TestDFSIO and TeraSort, the bottleneck
is disk read operation.

For VM specification test, we conclude that for the I/O intensive job, the best
practice is to increase the number of VMs and not to increase the number of VCPUs in
a VM, for CPU intensive job-PI, the number of VMs in a cluster does not make big
difference. The conclusion is the same as [14].

For the VM placement test, we conclude that the wider allocation over physical
servers achieves the better performance for read job of TestDFSIO and TeraSort.
TeraSort is not a typical CPU intensive job and it conforms to the assumption of the I/O
intensive job. Centralized allocation of VMs over physical machines can improve the
efficiency of a CPU-intensive job PI, which is not consistent with the conclusion of
[14], possibly due to some context switch.

Fig. 14. Execution time for PI
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6 Conclusion and Prospect

In this paper, we have designed three experimental scenarios and compared their
performances. Our experiments revealed that the disk read operation of physical servers
can be bottlenecks for TestDFSIO and TeraSort. If the resource is enough, the best
practice is to increase the number of VMs and not to increase the number of VCPUs in
a VM for I/O intensive job. Wider allocation over physical servers achieves better
performance for read job of TestDFSIO and TeraSort. For CPU-intensive job PI, the
best practice is to centralize allocation of VMs over physical machines.

In our future work, the model of Hadoop will be studied and docker will be
integrated into the big data system. We will test Hadoop performance by comparing
HDFS and Ceph. Moreover, the rationality of parameter selection such as the number
of map and reduce tasks and the influence of data size need to be further investigated.
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Abstract. The rapid growth in the number of Web APIs, coupled with the
myriad of functionally similar Web APIs, makes it difficult to find suitable Web
APIs to develop Mashup applications. Even if the existing Web APIs recom-
mendation methods show improvements in service discovery, the accuracy of
them can be significantly improved due to overlooking the impact of sparsity
and dimension of relationships between Mashup and Web APIs on recom-
mendation accuracy. In this paper, we propose a Web APIs recommendation
method for Mashup creation by combining relational topic model and factor-
ization machines technique. This method firstly uses relational topic model to
characterize the relationships among Mashup, Web APIs, and their links, and
mine the latent topics derived by the relationships. Secondly, it exploits fac-
torization machines to train the latent topics for predicting the link relationship
among Mashup and Web APIs to recommend adequate relevant top-k Web APIs
for target Mashup creation. Finally, we conduct a comprehensive evaluation to
measure performance of our method. Compared with other existing recom-
mendation approaches, experimental results show that our approach achieves a
significant improvement in terms of precision, recall, and F-measure.

Keywords: Relational topic model � Factorization machines � Web APIs
recommendation � Mashup creation � Service discovery

1 Introduction

Recently, Mashup technology, which allows software developers to compose existing
Web APIs to create new or value-added composite RESTful Web services, has
emerged as a promising software development method in a service-oriented environ-
ment [1]. Several online Mashups and Web APIs repositories have been established,
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such as ProgrammableWeb, myExperiment, and Biocatalogue. In these repositories,
there are a large number of published Web APIs for providing external invocation, and
users can compose various Web APIs with different functionality to create Mashup for
completing users’ complex requirement [1].

To fulfill Mashup development, selecting the most suitable Web APIs from the
repositories for users is a very important task. However, it becomes a significant
challenge due to the rapid growth in the number of available Web APIs, coupled with
the myriad of functionally similar Web APIs. For example, ProgrammableWeb has
published more than 13872 Web APIs as to November 2015. When a user wants to
develop a Mashup application related to mobile, there are more than 1500 Web APIs
found by the search engine of ProgrammableWeb site. It is difficult for the user to
identify the most suitable Web APIs from so many Web APIs with the related func-
tionality of mobile to complete users’ Mashup development. Moreover, we observed
that some Web APIs returned by the search engine do not meet users’ Mashup
development requirement.

To address the above problem, some researchers exploit service recommendation
techniques to improve the accuracy of Web service discovery [2–5]. Their methods
mainly include functionality-based, QoS-based, relationship-based, and hybrid service
recommendations. Some of them explored similarity matching measurement between
users’ requirement and services to rank and recommend web services with
high-matching [2]. Others focused on the issue of QoS-based service recommendation
for predicting QoS (Quality of Service) of current user by collecting information from
other similar users or items and recommend the optimal service to user [3]. Recently,
several researchers considered correlation relationship among services and used service
ecology network to achieve relationship-based service recommendation [4]. Especially,
few works integrated two or manifold of functionality-based, QoS-based, and
relationship-based service recommendations when recommending services [5, 6].

Even if the above existing methods show improvements in service recommenda-
tion, the accuracy of them can be significantly improved. To begin with, the sparsity
problem of the historical links or invocations between Mashup and Web APIs, which
result in poor recommendation accuracy. According to existing investigation [7], most
Mashups only contain no more than 3 Web APIs, that is to say, it will be failed when a
user wants to find more suitable Web APIs for a Mashup creation due to the huge
sparsity of Web APIs in Mashups. Some researchers addressed on the issue [8, 9] and
exploited topic model (e.g. Latent Dirichlet Allocation (LDA) [10]) to improve the
accuracy of recommendation. The topic model technique was exploited to identify and
derive latent topics of Mashup and Web APIs, and discover implicit semantic corre-
lation between them [8, 9]. A limitation of these works is that only independent
Mashup or Web APIs documents were used to derive document vector space or
individual topics for calculating their similarity. Actually, the historical link relation-
ships between Mashup and Web APIs can be identified and modeled to derive useful,
latent topics for significantly improving recommendation accuracy [11]. Based on the
LDA, J. Chang et al. developed relational topic model (RTM) [12] to model documents
and the links between them. The RTM can be used to summarize a network of doc-
uments, predict links between them. In this paper, we use the RTM to characterize the
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relationships among Mashup, Web APIs, and their links for mining the latent topics,
which served as a basis of similarity measurement between Mashup and Web APIs.

Moreover, some researchers exploit matrix factorization to decompose historical
Mashup-Web API interactions (links) for Web APIs recommendations [13, 14]. Other
research works considered matrix factorization rely on rich records of historical
interactions, and incorporated users’ social relations [15] or location similarity [16] into
service recommendation. We observed that, some important multi-dimension rela-
tionships factors, such as co-occurrence and popularity of Web APIs in historical
Mashup, can be incorporated into matrix factorization model to boost the accuracy of
Web APIs recommendation. Matrix factorization can relieve the sparsity between
Mashup and Web APIs, but it is not applicable for general prediction task but work
only with special, single input data. When the sparsity and dimension of the input data
(Mashup and Web APIs) for matrix factorization model increase, the performance of
matrix factorization based Web APIs recommendation will decrease. S. Rendle et al.
proposed factorization machines (FMs) [17, 18], a general predictor working with any
real valued feature vector, which can model all interactions between input variables
with multiple dimensions, using factorized parameters. It can estimate interactions even
in problems with huge sparsity (like Mashup-Web APIs matrix). In this paper, we
exploit the FMs instead of matrix factorization to train the multi-dimension relation-
ships between Mashup and Web APIs for predicting the link relationship between
them.

Inspired by above approaches, and our observation of impacts of sparsity and
dimension of relationships between Mashup and Web APIs on recommendation
accuracy, we propose to combine RTM and FMs for recommending Web APIs in
Mashup creation. The contributions are summarized as follows:

• We use the RTM to model the link relationship between Mashup and Web APIs, and
derive the topics of Mashup and Web APIs to characterize the latent correlation
relationship between them. In the RTM, the similarity between Mashup and Web
APIs is measured by an improved cosine similarity computation method.

• We use the FMs to train the topics derived by RTM for predicting the link rela-
tionship among Mashup and Web APIs to recommend adequate relevant top-k Web
APIs for target Mashup. In the FMs, multiple dimension information is considered
as input data to improve the prediction accuracy.

• We develop a real-world dataset from ProgrammableWeb and conduct a set of
experiments. Compared with other existing approaches, the experimental results
show that our method achieves a significant improvement in recommendation
accuracy.

The rest of this paper is organized as follows: Sect. 2 presents the proposed
method. Section 3 describes the experimental results. Section 4 discusses related
works. Finally, we draw conclusions and discuss our future work in Sect. 5.
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2 Method Overview

In this section, we firstly define the Web APIs recommendation problem for Mashup
creation, and then model the relationships between Mashup and Web APIs via the
RTM, to derive latent topics information of Mashup and Web APIs. Finally, we use the
FMs to train the latent topics information to predict the probability distribution of Web
APIs and recommend top-k Web APIs for target Mashup.

2.1 Problem Definition

Formally, a description document of a Mashup m is represented as W ðmÞ ¼
fw1;w2; . . .;wjW ðmÞjg, where wi is the ith word of the document, and jW ðmÞj is the
number of words the document contains. Analogously, a description document of an
API a is denoted as W ðaÞ ¼ fw1;w2; . . .;wjW ðaÞjg, where wi is the ith word of the

document, and jW ðaÞj is the number of words the document contains. For a newly
developed Mashup m0 with a description document wm0 , our system aims to automat-
ically recommend adequate relevant Web APIs to it.

2.2 The Relationships Modeling Between Mashup and Web APIs
via RTM

The RTM [12], developed by J. Chang and D. M. Blei in 2009, is a hierarchical topic
probabilistic model taking into account both the documents itself and the links between
them. The RTM is based on LDA, which is a generative probabilistic model that
documents are represented as random mixtures over latent topics and each topic is
characterized by a distribution over words. In the RTM, each documents is first gen-
erated from topics as in LDA, the links between documents are then modeled as binary
variable, one for each pair of documents. The links between documents depend on the
distance between their topic proportions. In this paper, we use the RTM to model both
the documents of Mashup and Web APIs, and their link relationship. The probabilistic
graph of the RTM is shown in Fig. 1, in which the link relationships between Mashup
and Web APIs, their words and latent topics are presented clearly.

Fig. 1. The RTM model of generating latent topics
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Here, as shown in the Fig. 1, T represents the number of topics, and W represents
the number of words in document corpus of Mashups or Web APIs. hðmÞ and hðaÞ are
respectively two vectors with a length T, indicating the proportions over all the topics
for description document W ðmÞ and W ðaÞ. / is a vector with a length W, indicating the
distributions over all words. What’s more, ym;a is an observed binary variable, indi-
cating whether Mashup and Web APIs documents are linked or not. The model con-
tains the ym;a for each pair of description documents of Mashup and Web APIs, that
generated on the topic assignments of all words from the corresponding documents
W ðmÞ and W ðaÞ, with a global regression parameter g. The generative process of our
RTM model is as below:

• For each topic that the description document of Mashup or Web APIs contains,
draw a distribution over words /�DirichletðbÞ;

• For each description document of Mashup, draw a vector of topic proportions for
the document hðmÞja�DirichletðaÞ;

• For each description document of Web APIs, perform the same process as step (2);

• For each word wðmÞi in the description document of Mashup: Draw a topic

assignment from those topic proportions for this document zðmÞi jhðmÞ �
MultinomialðhðmÞÞ; Draw a word from the corresponding topic distribution over

words wðmÞi jz mð Þ
i ;/1:T �Multinomialð/zðmÞi

Þ;
• For each word wðaÞi in the description document of Web APIs, perform the same

process as step (4);
• For each linked pair of description documents for Mashup m and Web API a, draw

a binary link indicator: ym;ajz mð Þ; z að Þ �wð�jz mð Þ; z að Þ; kÞ

Here, z mð Þ ¼ fz mð Þ
1 ; z mð Þ

2 ; . . .; z mð Þ
T g, z að Þ ¼ fz að Þ

1 ; z að Þ
2 ; . . .; z að Þ

T g. The function w is the
link (composition) probability function that defines a distribution over the link between
m and a. This function is dependent on the topic assignments of z mð Þ. and z að Þ that
generated their words. ym;a ¼ 1 means there is a link between m and a, and vice versa.
In this paper, we improve cosine similarity [11] to measure the similarity (composition
probability) between m and a as below:

wðym;a ¼ 1Þ ¼
PT

k¼1
1

e
kjZ mð Þ

k
�Z að Þ

k
j
Z mð Þ
k � Z að Þ

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz mð Þ

1 Þ2þ � � � þ ðz mð Þ
T Þ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz að Þ

1 Þ2þ � � � þ ðz að Þ
T Þ2

qr ð1Þ

In the above formula (1), a penalty factor 1=ekjz
mð Þ
k �z

ðaÞ
k j is introduced to identify the

dissimilarity between m and a, k is a topic variable. In other words, the more the
difference between m and a, the greater the penalty for the difference. Parameter k is a
penalty severity degree of this dissimilarity. When k ¼ 0, the formula (1) reduces the
normal cosine similarity.
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Taking all words of description documents for Mashup and Web APIs and the link
relationships between them as inputs, the posterior distribution of various latent vari-
able hðmÞ, hðaÞ, /, /t, z

mð Þ and z að Þ can be approximated by Gibbs sampling method. The
sampling process takes the link relationship between Mashup and Web APIs into
account. In our RTM, the topic assignment of a word not only originates from the topic
distribution and topic proportions of Mashup document itself the word occurs, but also
depends on the topic preference their linked Web APIs documents have. The update
rule of description documents for Mashups is denoted as below:

pðz mð Þ
i ¼ jjz mð Þ

:i ;w; yÞ /
Y

a2A exp
g

w mð Þ � z
að Þ
j

� �
� pðz mð Þ

i ¼ jjw; z mð Þ
:i Þ ð2Þ

pðz mð Þ
i ¼ jjw; z mð Þ

:i Þ /
C

w mð Þ
ið Þ

j;:i þ b

C �ð Þj;:iþWb
� C

wðmÞð Þ
j;:i þ a

C wðmÞð Þ
�;:i þ Ta

ð3Þ

Here, w is a vector that represent all words, y is a vector that represents all link
relationships between m and a, A is a Web APIs set in which all Web APIs have the

link relationships with the Mashup m. z að Þ
j is the probability value of topic j derived

from a. g is a smoothing parameter, which characterize the importance of link rela-
tionship. Based on the topic assignments, the topic proportions of description docu-
ments for Mashups and topic distributions over words can be calculated as below:

pðz mð Þ
i ¼ jjwðmÞÞ ¼ C

wðmÞð Þ
j þ a

C wðmÞð Þ� þ Ta
ð4Þ

pðw mð Þ
i jz mð Þ

i ¼ jÞ ¼ C
w mð Þ
ið Þ

j þ b

C �ð Þj þWb
ð5Þ

Similarly, the update rule of description documents for Web APIs is same as those
of description documents for Mashup described from formulas (2) to (5).

2.3 The Link Relationship Prediction Between Mashup and Web
APIs via FMs

FMs is a general predictor like Support Vector Machines (SVMs) but is also able to
estimate reliable parameters under very high sparsity [17]. The FMs combines the
advantages of SVMs with factorization models. On the one hand, FMs can work with
any real valued feature vector like SVMs. On the other hand, different from SVMs, it
models all interactions between feature variables using factorized parameters. There-
fore, it can estimate interactions even in problems with huge sparsity (like recom-
mender systems) where SVMs fail. It can be applied to many prediction tasks, for
example, regression, binary classification and ranking [18]. In this paper, we use the
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FMs to predict the link relationship between Mashup and Web APIs to recommend
adequate relevant Web APIs for target Mashup.

The prediction task of FMs is to estimate a function y : Rn ! T from a real valued
feature vector x 2 Rn to a target domain T. In this paper, the prediction target is a
typical classification problem, i.e. y = {0, 1}. The Web APIs prediction is defined as a
task of ranking Web APIs and recommending adequate relevant Web APIs for the
given Mashup. If there is a link between the target Mashup and active Web API, we set
y = 1, otherwise y = 0. That is to say, when y = 1, the relevant Web API will be chosen
as a member Web API of the given target Mashup. As we know, traditional recom-
mendation system is a two-dimension model of user-item [3]. In our FMs modeling of
Web APIs prediction, active Mashup can be regarded as user, and active Web APIs can
be regarded as item. Besides the two-dimension features of active Mashup and active
Web APIs, other multiple dimension features, such as similar Mashups, similar Web
APIs, co-occurrence and the popularity of Web APIs, can be exploited as input features
vector in FMs modeling to improve the accuracy of Web APIs prediction and rec-
ommendation for Mashup. Especially, we exploit the latent topics of both the docu-
ments of Mashup and Web APIs, and their link relationship between Mashup and Web

APIs, to support the model training of FMs, in which similar Mashups and similar Web
APIs are derived from our RTM model in the Sect. 2.2.

The above Fig. 2 is the FMs model of recommending Web APIs for Mashup, in
which the training data includes two parts (i.e. an input feature vector set and an output
target set). Each row represents an input feature vector xi with its corresponding output
target yi. The first binary indicator matrix (Box 1) represents the active Web APIs. For
one example, the active Web APIs at the first row is A1. The next binary indicator
matrix (Box 2) represents the active Mashup. For another example, there is a link
between M2 and A1 at the first row. The third indicator matrix (Box 3) indicates Top-
A similar Web APIs of the active Web API in Box 1 according to their latent topic
distribution similarity calculated by formula (1). In Box 3, the similarity between

Fig. 2. The FMs model of recommending web APIs for mashup
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A1 and A2(A3) is 0.3(0.7). The forth indicator matrix (Box 4) indicates Top-M similar
Mashups of the active Mashup in Box 2 according to their latent topics distribution
similarity calculated by formula (1). In Box 4, the similarity betweenM2 andM1 (M3) is
0.3(0.7). The fifth indicator matrix (Box 5) shows all co-occurrence Web APIs of the
active Web API in Box 1 that are invoked or composed in common historical
Mashup. The sixth indicator matrix (Box 6) shows the popularity (i.e. invocation
frequency or times) of the active Web API in Box1 in historical Mashup. The values in
the Boxes 3, 4 and 5 are all normalized. Target y is the output result. If the active
Mashup invokes the active Web API, we set y = 1, otherwise y = 0. Where, in the
experiment section, we will investigate the effects of top-A and top-M on recommen-
dation performance.

Given the input feature vector x and the output target variable y for Mashup and
Web APIs, we define the 2-order FMs as below:

ŷ xð Þ :¼ w0þ
Xn

i¼1 wixiþ
Xn

i¼1
Xn

j¼iþ 1
\vi; vj [ xixj ð6Þ

Theoretically speaking, the value of y is o or 1, i.e. y = {0, 1}. But in practice, we
can only obtain a predicted decimal value ranging from 0 to 1 derived from the formula
(6) for each input feature vector. We rank these predicted decimal values and then
classify them into positive value (+1, the Top-K results) and negative value (0). Those
who have positive values will be recommended to the target Mashup. In the formula
(6), the model parameters fw0;w1; . . .;wn;v1;1; . . .; vn;kg that need to be estimated are:

w0 2 R;w 2 Rn;V 2 Rn�k ð7Þ

And \vi; vj [ is the dot product of two vectors of size k:

\vi; vj [ :=
Xk

f¼1 vi;f vj;f ð8Þ

Here,

• n—the length or number of feature vector x for Mashup and Web APIs, i.e.
x ¼ fx1; x2; . . .; xng

• wi—the strength of the ith feature vector xi;
• xixj—all the pairwise input feature variables of the training instances xi and xj for

Mashup and Web APIs;
• ŵi;j := \vi; vj [—all the pairwise interaction between feature vector xi and xj for

Mashup and Web APIs;
• k—the dimensionality of the factorization.

It is worth noting that our FMs factorizes each pairwise interaction by a latent
matrix V 2 Rn�k, and project the mutual interaction into a latent space, which uses
higher-order features to represent the mutual interaction among different features and
thus is very suitable for training instance data training and recommendation of Web
APIs for Mashup in huge sparsity and a variety of variables with multi-dimension
scene. In our FMs, the model parameters w0, w and V are learned from the training
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instances. To optimize these model parameters, like any kind of supervised learning
model, it is necessary to define a loss function l for minimizing the sum of losses over
the observed data S. The optimization function is as below:

Opt Sð Þ ¼ argminH
XN

i¼1 lðŷ xið Þ; yÞþ
X

h�H
kðhÞh

2 ð9Þ

Here, parameter set H ¼ ðw0;w;VÞ is final optimization object, which is obtained
by minimizing the sum of error between the observed value y and predicted value
ŷðxjHÞ for each pairwise ðxi; xjÞ in training instances of Mashup and Web APIs. N is
the number of training instances, kðhÞ is a regularization parameters. Especially, the loss
function l can be defined as a logistic loss in Web APIs prediction for Mashup:

lðŷ; yÞ ¼ logð1þ expð�ŷyÞÞ ð10Þ

To solve the optimization function Opt Sð Þ and obtain the corresponding optimal
solution of parameters H ¼ ðw0;w;VÞ, some common optimization learning methods
[18], for example Stochastic Gradient Descent (SGD), Markov Chain Monte Carlo
(MCMC), Alternating Least Squares (ALS), can be used. Where, SGD algorithms are
very popular for optimizing factorization models due to their simply, well-work with
different loss functions and low computation cost and storage complexity, it can be
found in literature [18]. The SGD algorithm iterates over each case x; yð Þ�S and per-
forms below updates on the model parameters:

h h� gð @
@h

l ŷ xð Þ; yð Þþ 2kðhÞhÞ ð11Þ

Here, g �Rþ is the learning rate or step size for gradient descent, h �H.

3 Experiments

In this section, we firstly describe experiment dataset, platform and settings, then
present evaluation metrics and baseline methods, finally give experiment results.

3.1 Experiment Dataset, Platform and Settings

To evaluate the performance of different Web APIs recommendation methods, we
crawled 6673 real Mashups 9121 Web APIs and 13613 links between these Mashups
and Web APIs from the ProgrammableWeb site. For each Mashup or Web APIs, we
firstly obtained their descriptive text and then performed a preprocessing process to get
their standard description information. Figure 3 presents the statistics of Web APIs
distribution in Mashups on the crawled dataset. From the Fig. 3, we can see that,
53.1 %/25.1 %/10.4 % Mashups respectively invoke 1/2/3 Web APIs. Totally, more
than 99 % Mashups invoke 1–10 Web APIs. Therefore, we report experiment results
obtained by recommending 1 to 10 Web APIs for target Mashup in this section.
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Based on the crawled dataset and the link relationship between Mashup and Web
APIs, we have developed a Mashup Service Network Platform (http://49.123.2.23:
8080/MashupNetwork2.0). In our experiment, we used the platform to identify the link
relationship between Mashup and Web APIs, which served as a basis of latent topic
similarity computation in the RTM. To enhance the effectiveness of our experiment, a
five-fold cross-validation is performed. All the Mashups in the dataset have been
divided into 5 equal subsets, and each fold in the subsets is used as a testing set (i.e. we
manually removed all the linked Web APIs of these Mashups and used them as relevant
Web APIs when evaluating), the other 4 subsets are combined to a training dataset.
Then the results of each fold are summed up and their averages are reported. In the
RTM, the optimal number of topics is set to 10, and the best a and b are set to 2.0, 0.1
respectively according to the experiment results. Furthermore, the smoothing parameter
k in formula (1) and g in formula (2) are set to 2 and 3, respectively.

3.2 Evaluation Metrics

In this paper, we choose the three metrics of precision, recall, and F-Measure from
information retrieval to evaluate the accuracy of top-k Web APIs recommendation for
Mashup, which are defined as:

Recall@k ¼ RðAiÞ \RMðAiÞj j
RMðAiÞ ð13Þ

Precision@k ¼ RðAiÞ \RMðAiÞj j
RðAiÞ ð14Þ

Here, RðAiÞ is a Web APIs recommendation result set, and RMðAiÞ is the relevant
Web APIs set for a target Mashup. Integrating Precision and Recall, F-Measure rep-
resents an overall assessment of top-k Web APIs recommendation for Mashup. It is
defined as:

Fig. 3. Web APIs distribution of Mashups in the crawled dataset
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F-Measure@k ¼ 2 � Recall � Precision
RecallþPrecision

ð15Þ

In short, the bigger Recall, Precision, and F-Measure, imply that the accuracy of
Web APIs recommendation for Mashup is the better.

3.3 Baseline Methods

We take six methods as baselines to evaluate our approach, which are shown as below.

• TF-IDF. It recommends Web APIs whose description documents are similar to
those of target Mashup based on vector space model. The term frequency and
inverse document frequency are used to calculate the similarity between Web APIs
and target Mashup. Suppose the corresponding word vector space of target Mashup
m as V ðmÞ, and those of the jth Web API as V ðajÞ. The similarity between V ðmÞ and
V ðajÞ, and the final Web APIs recommendation score are defined as formulas (16)
and (17):

Sim m; aj
� � ¼ V ðmÞV ðajÞ

V mð Þj jj jjjV ðajÞjj ð16Þ

Score m; aj
� � ¼ pop aj

� � � Sim m; aj
� � ð17Þ

Here, pop aj
� �

represents the popularity of Web API aj, which is defined as:

pop aj
� � ¼ Uaj þ c

Uaj þ 1
ð18Þ

In the formula (18), Uaj is the invocation times of the Web API aj in historical
Mashup, the parameter c is set to 0.1 empirically.

• Co-occurrence. It recommends Web APIs with co-occurrence in historical Mash-
ups. Suppose the true, relevant Web APIs set as RðmÞ ¼ fA1;A2; . . .g for target
Mashup m. For each Web API Ai in the RðmÞ, we firstly identify all those
co-occurrence Web APIs with Ai from their historical Mashup records and build a
co-occurrence Web APIs set CðmÞ ¼ fA2;A7; . . .g. We calculate the similarity and
popularity of each Web API in Cm via formulas (16) and (18) respectively, rec-
ommending Web APIs with the higher recommendation score for target Mashup via
formula (17).

• E-LDA. It firstly uses topic vector derived from LDA model to calculate the sim-
ilarity between Mashup and Web APIs, and then integrates the popularity of Web
APIs to recommend similar and popular Web APIs to target Mashup. Suppose the
topic vectors of target Mashup m and the jth Web API aj are respectively as
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ZðmÞ ¼ ðZ mð Þ
1 ; Z mð Þ

2 ; . . .; ZðmÞT Þ,ZðajÞ ¼ ðZ
ajð Þ

1 ; Z
ajð Þ

2 ; . . .; ZðajÞT Þ, and T is the number of
topics. Like the improved cosine similarity described in the formula (1), we also
exploit it to calculate the similarity between m and aj, which is as follows:

Sim m; aj
� � ¼

PT
k¼1

1

e
jZ mð Þ
k
�Z ajð Þ

k
j
Z mð Þ
k � Z ajð Þ

k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðZ mð Þ

1 Þ2þ . . .þðZ mð Þ
T Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðZ ajð Þ

1 Þ2þ . . .þðZ ajð Þ
T Þ2

q ð19Þ

Furthermore, the popularity factor is also integrated with the similarity to improve
the recommendation by the formula (18). The final Web APIs with higher score are
recommended for target Mashup.

• E-RTM. It is an enhanced version of RTM. This method not only takes the link
relationship between Mashup and Web APIs into account, but also combines the
popularity of Web APIs. The formula (1) is used to obtain the similarity between
Mashup and Web APIs. It is also calculate Web APIs recommendation score by
formula (17).

• LDA-FM. It firstly derives the topic distribution of document description for
Mashup and Web APIs via LDA model, and then use the FMs to train these topic
information to predict the probability distribution of Web APIs and recommend
Web APIs for target Mashup. Similarly, the formula (1) is used to obtain the
similarity between Mashup and Web APIs. Besides, it considers the co-occurrence
and popularity of Web APIs. The final prediction value of Web APIs is ranked for
recommendation.

• RTM-FM. The proposed method in this paper, which combines RTM and FMs to
recommend Web APIs. Different from LDA-FM, it uses RTM to derive the topics
of Mashup and Web APIs by modeling link relationships between Mashup and Web
APIs. Similarly, it exploits the co-occurrence and popularity of Web APIs. A ranked
Web APIs prediction result is recommended for target Mashup.

3.4 Experimental Results

In this section, we compare different approaches to evaluate their Web APIs recom-
mendation performance in terms of recall, precision and F-measure. As for our
RTM-FM approach, we investigate the impact of the parameters top-A and top-M on
the recommendation result and choose their optimal values to achieve the best
performance.

(1) Recommendation Performance Comparison

Figure 4 reports the comparisons of recommendation performance for different
approaches when the number of Web APIs recommendation for target Mashup is
ranging from 1 to 10 with a step 1 (i.e. top-k = 1/2/3/…/10). The comparisons show
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that our RTM-FM significantly improves the recommendation accuracy in terms of
average Recall, Precision and F-measure, and outperforms all other baseline methods.

Specifically, we have the following observations:

• The average F-measure of RTM-FM has 1.98 % improvement over LDA-FM,
5.53 % improvement over E-RTM, 6.04 % improvement over Co-occurrence,
9.33 % improvement over E-LDA and 14.49 % improvement over TF-IDF. The
performance of TF-IDF is the worst in all cases. This is because TF-IDF only uses
the term-based vector space model to represent the features of description docu-
ment, without considering latent semantic correlation behind them. RTM-FM,
LDA-FM, E-RTM and E-LDA all mine the latent topics of description document
for Web APIs and target Mashup, to calculate their similarity with higher accuracy.
The performance of Co-occurrence is superior to those of TF-IDF due to the
popularity factor.

• E-RTM works better than E-LDA with all three metrics in all cases. E-RTM con-
siders the historical link relationships between Mashup and Web APIs, which
produces more similar topics between Mashup and its composable Web APIs. Thus
E-RTM prefers to recommend more relevant Web APIs in similar latent topics for
target Mashup.

• The performance of our RTM-FM surpasses to those of E-RTM. Compared to
E-RTM, RTM-FM not only considers the link relationship between Mashup and
Web APIs to derive their similar latent topics, but also exploits FMs to train these
topics information to predict the probability distribution of Web APIs. The FMs in
our RTM-FM, simultaneously takes multiple dimensions information into account,
to recommend more relevant Web APIs for target Mashup. These multiple
dimensions information includes the latent topics distribution of Top-A similar Web
APIs and Top-M similar Mashups, the co-occurrence and the popularity of Web
APIs in historical Mashups. The RTM-FM takes these dimensions information as
inputs of FMs, to improve the accuracy of Web APIs recommendation.

• The performance of all methods consistently decreases with the increasing of the
number of top-kWeb APIs recommendation from 1 to 10. Since the number of Web
APIs invoked by most Mashups is small in the experimental dataset, resulting in
the accuracy of Web APIs recommendation drops with the increasing of k.

(a) Recall                     (b) Precision  (c) F-Measure

Fig. 4. The recommendation performance comparison of multiple recommendation approaches
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For example, according to the statistical results in the Fig. 3, 53.1 % Mashups
invoke 1 Web API, 25.1 % Mashups invoke 2 Web APIs, and 10.4 % Mashups
invoke 3 Web APIs.

(2) Impacts of top-A and top-M

In RTM-FM, we choose top-A similar Web APIs and top-M similar Mashups, to
train the FMs for recommending top-K Web APIs for target Mashup.

We firstly investigate the impact of top-A on Web APIs recommendation. During
the experiment, we select the best values of top-M for different top-k Web APIs
recommendation results (i.e. M = 20 for top-5 and top-10 web APIs recommendation).
We change the value of A from 10 to 50 with a step of 10, and obtain the average
values of F-measure in Fig. 5. The experimental results indicate that the F-measure of
RTM-FM is the best when A = 10. When A increases from 10 to 50, the F-measure of
RTM-FM at all different values of top-k constantly decreases. Then, we can see that,
Fig. 6 shows the impact of different top-M from 10 to 50 with a step of 10 on Web
APIs recommendation in our RTM-FM. Similarly, we select the best values of top-
A for different top-k Web APIs recommendation results (i.e. A = 10 for top-5 and top-
10 web APIs recommendation). The experimental results indicate that the F-measure of
RTM-FM reaches its peak value when M = 20. With the decreasing (M <= 20) or
increasing (M >= 20) of M, the F-measure of RTM-FM consistently drops. The
observations indicate that it is important to choose appropriate values of top-A and top-
M in Web APIs recommendation for Mashup creation.

4 Related Work

Web service recommendation technique plays an important role in service-oriented
computing and effectively improves the quality of service discovery [1]. A number of
research works have been done on Web service recommendation.

Currently, service documents are a main information sources for Web service
recommendation [2, 11]. The similarity between users’ requirement and services’

Fig. 5. Impact of top-A Fig. 6. Impact of top-M
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document is measured to rank and recommend web services with high-matching [2].
Where, the functional feature vectors of services generally are characterized as a
term-based vector space model by using TF-IDF technique to analyze service docu-
ment (WSDL or Web APIs functional description) [11]. The matching degree between
users’ requirement and services’ document were calculated by using similarity meth-
ods, such as cosine similarity. Only using a limited number of terms in service doc-
ument for functional similarity measurement, it may result in unsatisfactory
recommendation accuracy.

Some recent works show a promising advancement in terms of the accuracy of Web
service recommendation through mining latent factors from service documents. Where,
topic probability model [10] is an important technique for identifying the latent
functional factors and discovering implicit semantic correlation among service docu-
ments. C. Li et al. [20] used LDA to extract functional features of Web services from
their WSDL description. L. Chen et al. integrated WSDL documents with tagging data
through augmented LDA for service discovery [8]. Even though topic probability
model based methods improve the accuracy of Web service recommendation, it may be
helpless when the historical invocation between Mashup and Web APIs is very sparse.
To solve the data sparsity problem, some researchers exploit matrix factorization to
decompose historical Mashup-Web API interactions for more accurate Web APIs
recommendations [13]. Furthermore, considering matrix factorization rely on rich
records of historical interactions, other research works incorporated users’ social
relations [15] or location similarity [16] into service recommendation. More impor-
tantly, several researchers combine topic probability model and matrix factorization to
perform Web APIs recommendation [9, 14]. L. Yao et al. [14] explored both explicit
textual similarity and implicit correlation of Web APIs, and proposed a probabilistic
matrix factorization method to make Web API recommendation. X. Liu and I. Fulia [9]
incorporated user, topic, and service related latent factors into Web APIs recommen-
dation by combining topic model and matrix factorization.

The above existing latent factor based methods definitely boost performance of
Web APIs recommendation. However, few of them perceive the historical link rela-
tionships between Mashup and Web APIs to derive the latent topics, and none of them
use FMs to train these latent topics to predict the links between Mashup and Web APIs
for recommending. Actually, the historical link relationships between Mashup and Web
APIs can be identified and modeled to derive the latent topics. Based on the LDA,
J. Chang et al. developed a RTM model [12], which considers not only the content of
each item, but also the links between items. C. Li et al. [20] used the RTM model to
characterize the relationship among Mashup, Web APIs, and their links, incorporated
the popularity of Web APIs to the model, and performed prediction on the links
between Mashup and Web APIs. In our prior work [11], we focused on the link
relationships, and incorporated user interest derived from users’ service usage history
to build a service network for Mashup service recommendation. However, these works
ignore the sparsity problem of the historical link between Mashup and Web APIs. As
we know, even though matrix factorization can relieve the sparsity between Mashup
and Web APIs, it is only work with special input data and not applicable for general
prediction task. Due to the increasing of sparsity and dimension of the input data, the
performance of matrix factorization based Web APIs recommendation may be
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decrease, FMs is a general predictor working with any real valued feature vector [17],
which use factorized parameters to model all interactions between input variables with
huge sparsity and multiple dimension. Moreover, different from SVMs, relying on
support vectors, FMs can be optimized in the primal with linear complexity [18].

Motivated by above approaches, we focused on the sparsity and dimension problem
of relationships between Mashup and Web APIs, and integrated RTM and FMs to
recommend Web APIs for Mashup creation. We use the RTM model to characterize the
relationships among Mashup and Web APIs, and their links, and derive the latent topics
for measuring the similarity between Mashup and Web APIs. We exploit the FMs to
predict the link relationship between Mashup and Web APIs to recommend adequate
relevant Web APIs for target Mashup. The FMs model all interactions between
multiple-dimension input variables with huge sparsity, including active Web APIs and
Mashup, Top-A similar Web APIs, Top-M similar Mashups, the co-occurrence and
popularity of the active Web API.

5 Conclusions and Future Work

This paper presents a Web APIs recommendation for Mashup creation via exploiting
RTM and FMs. The relationships among Mashup and Web APIs, and their links are
modeled by RTM to derive their latent topics. FMs is used to train the latent topics,
model all interactions between input variables with huge sparsity and multiple
dimension, and predict the link relationship between Mashup and Web APIs. The
comparative experiments performed on ProgrammableWeb dataset demonstrate the
effectiveness of the proposed method and show that our method significantly improves
accuracy of Web APIs recommendation in terms of precision, recall and F-Measure. In
the future work, we will investigate service providers, service users, and tags infor-
mation of Mashup and Web APIs, and integrate them into our model for more accurate
Web APIs recommendation.
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Abstract. Inter-organization workflow nets (IWF-nets) can well model
the interactions among multiple business processes by sending/receiving
messages, and their compatibility is a very important property to guar-
antee that their logical behaviors are correct. Liu and Jiang introduce a
class of IWF-nets named SCIWF-nets (simple circuit IWF-nets) to model
inter-organizational business processes and this class can model many
cases of interactions. In this paper, a necessary and sufficient condition
is presented to decide compatibility for SCIWF-nets and it is depen-
dent on the net structures only. This structure-based condition lays a
foundation for designing an efficient algorithm to check compatibility of
SCIWF-nets.

Keywords: Inter-organization Workflow nets · Compatibility · Business
process model · Web services composition · Similar S-graph

1 Introduction

Petri nets are widely used to model concurrent/distributed systems because they
can well characterize the processes of these systems and their relationships. For
example of flexible manufacturing systems [6,10], every product is manufactured
in one or several manufacturing processes. Every process uses a group of resources
(like machines or robots) by a fixed order. These processes are not required to inter-
act or collaborate with each other but have to share common resources. S3PRs [5],
S4PRs [8], S3PMRs [17], and ERCN-merged nets [12] are some well-known Petri
net classes ofmodeling these systems.Another famous application ofPetri nets is to
model and analyze such concurrent systems as web services. The execution process
of each simple service is modeled by a simple Petri net. These simple Petri nets are
combined via a group of common places that are the media of passing messages
between services. Inter-organizationalworkflownets (IWF-nets) [1,4,11,14,15], as
a class of Petri nets, are used to model these concurrent systems. The model only
considers the interaction among these processes but do not consider whether they
share some common resources. This paper focuses on IWF-nets.

Compatibility [2] is a very important property for IWF-nets. It guarantees
that the target state can always be reached, no deadlock or livelock takes place,
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): APSCC 2016, LNCS 10065, pp. 408–422, 2016.
DOI: 10.1007/978-3-319-49178-3 31
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and each taskhas apotential right tobe executed. In fact, the compatibility of IWF-
nets is equal to the soundness of workflow nets (WF-nets) [20,21]. In Sect. 2, it will
be seen that WF-nets and IWF-nets may be viewed as two equivalent concepts.

Aalst et al. [11] proved that the soundness problem is decidable for general
WF-nets. Therefore, the compatibility problem is also decidable. Alast el al. [3]
gave a polynomial-time algorithm to solve the soundness problem for free-choice
WF-nets. The algorithm is based on the rank theory proposed for free-choice
WF-nets. It can also be used to solve the compatibility of free-choice IWF-nets.
However, some concurrent systems [1] like web services composite must consider
the interaction among different components/processes via sending/receiving mes-
sages, which makes the related models more and more complex so that free-choice
WF-nets cannot model them. The general method to decide soundness or compat-
ibility for these complex models is based on their reachability graphs which gener-
ally exist the space explosion problem. Except for free-choice nets and some other
well-structured ones, there are not too many structure-based methods for these
complex models. We also prove that the compatibility problem is PSPACE-hard
[16,18]. Therefore, it is important and interesting to look for some structure-based
methods to decide compatibility or soundness.

This paper proposes a necessary and sufficient condition to decide compatibil-
ity for a class of IWF-nets called SCIWF-nets that are defined by Liu and Jiang
[19]. Necessary and sufficient conditions are proposed to decide compatibility in
[19]. These conditions are based on two new net structures (T-component and cap)
rather than some traditional net structures such as siphon or rank. This paper
proposes a new decision condition based on some traditional structure concepts.

In fact, compatibility or soundness corresponds to two well-known properties:
liveness and boundedness. An IWF-net is compatible or a WF-net is sound if and
only if its trivial extension is live and bounded [20]. Therefore, the compatibility
problem is equal to the liveness and boundedness problems. For liveness, there are
many methods to check it. For example, a free-choice net is live if and only if its
each minimal siphon is also a marked trap [9], and an asymmetric choice net is live
if and only if its each minimal siphon is marked at each reachable marking [7,13].
This paper gives a new condition to decide the liveness for the trivial extension
of SCIWF-nets and the ideas come from [22]. For boundedness, there are not too
many methods about its decision. This paper gives a new condition to decide the
boundedness for the trivial extension of SCIWF-nets. In a word, our work proposes
a necessary and sufficient condition to decide liveness and boundedness so as to
decide compatibility. The condition is based on the net structures only.

The paper is organized as follows. Section 2 introduces some basic terminolo-
gies. Section 3 introduces SCIWF-nets and some new concepts. Section 4 proposes
conditions for compatibility of SCIWF-nets. Section 5 concludes this paper.

2 Petri Nets and IWF-nets

Petri nets and IWF-nets are recalled in this section. For more details, one may
refer to [23,24]. Denote N = {0, 1, 2, · · · }. Given m ∈ N and m > 0, denote
Nm = {1, 2, · · · , m}.
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A net is a 3-tuple N = (P , T , F ), where P is a finite set of places, T a finite
set of transitions, F ⊆ (P × T ) ∪ (T × P ) a set of arcs, and P ∩ T = ∅.

A net may be seen as a directed bipartite graph. Generally, a transition is
represented by a rectangle and a place by a circle in a net graph. A path of a net is
a nonempty sequence x1x2 · · · xn of nodes such that ∀j ∈ Nn−1: (xj , xj+1) ∈ F .
A path x1x2 · · · xn is elementary if for any nodes xj and xk: j �= k ⇒ xj �= xk.
An elementary path x1x2 · · · xn is a circuit if (xn, x1) ∈ F . A net is acyclic if
it has no circuits. A net is strongly connected if for any nodes x and y there is
a path from x to y. N ′ = (P ′, T ′, F ′) is a subnet of N = (P , T , F ) if P ′ ∈ P ,
T ′ ∈ T , and F ′ = F ∩ ((T ′ ×P ′)∪ (P ′ ×T ′)). Sometime, we say that N contains
N ′ if the latter is a subnet of the former.

A transition t is an input transition of a place p and p is an output place
of t if (t, p) ∈ F . Input place and output transition can be defined accordingly.
Given a net N = (P , T , F ) and a node x ∈ P ∪ T , •x = {y ∈ P ∪ T |(y,
x) ∈ F} and x• = {y ∈ P ∪ T |(x, y) ∈ F} are the pre-set and post-set of
x, respectively. N ′ = (P ′, T ′, F ′) is an epitaxial subnet w.r.t. P ′ if P ′ ⊆ P ,
T ′ = {t ∈• p ∪ p•|p ∈ P ′}, and F ′ = F ∩ ((T ′ × P ′) ∪ (P ′ × T ′)). An epitaxial
subnet w.r.t. T ′ ∈ T can be defined accordingly.

A marking of N = (P , T , F ) is a mapping M : P → N. A place p ∈ P
is marked at M if M(p) > 0. Notice that in this paper a marking is denoted
as a multi-set of places. For example, the marking M such that place p1 has
one token, place p2 has 3 tokens and other places have no tokens, is written
as M = p1 + 3p2 or M = (p1, 3p2). Transition t is enabled at M if ∀p ∈• t:
M(p) > 0, which is denoted as M [t〉. Firing an enabled transition t yields a
new marking M ′, which is denoted as M [t〉M ′, such that M ′(p) = M(p) − 1 if
p ∈• t \ t•; M ′(p) = M(p) + 1 if p ∈ t• \• t; and M ′(p) = M(p) otherwise. A
marking Mk is reachable from a marking M if there exists a transition sequence
σ = t1t2 · · · tk such that M [t1〉M1[t2〉 · · · 〉Mk−1[tk〉Mk. M [σ〉Mk represents that
M reaches Mk after firing transition σ. The set of all markings reachable from
M in a net N is denoted as R(N , M). A net N with an initial marking M0

is a Petri net or net system and denoted as (N , M0). In the net, a transition
sequence σ is called a T-invariant if M0[σ〉M0.

A Petri net (N , M0) = (P , T , F , M0) is bounded if ∃k ∈ N, ∀p ∈ P ,
∀M ∈ R(N , M0): M(p) ≤ k. A Petri net is safe if each place has at most
one token at each reachable marking. A net N is structurally bounded if (N ,
M0) is bounded for any initial marking M0. A transition t is dead at a marking
M if ∀M ′ ∈ R(N , M0): ¬M ′[t〉. A transition t is live at a marking M if for
∀M ′ ∈ R(N , M), t is not dead at M ′. (N , M0) is live if each transition is live
at M0. A nonempty set S (resp. Q) of places is a siphon (resp. trap) if •S ⊆ S•

(resp. Q• ⊆• Q). A siphon (resp. trap) is minimal if it does not contain other
siphons (resp. trap). A nonempty set T1 (resp. T2) of transitions is a generator
(resp. absorber) if •T1 ⊆ T •

1 (resp. T •
2 ⊆• T2). A generator (resp. absorber) is

minimal if it does not contain other generator (resp. absorber).
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Fig. 1. (a) A compatible IWF-net and (b) an incompatible IWF-net [19]

Given a net N = (P , T , F ), it is a marked graph if ∀p ∈ P : |•p| = |p•| = 1; it
is a free-choice net if ∀p1, p2 ∈ P : (p•

1 ∩ p•
2 �= ∅ ∧ p1 �= p2) ⇒ |p•

1| = |p•
2| = 1; it

is an asymmetric-choice net if ∀p1, p2 ∈ P : p•
1 ∩ p•

2 �= ∅ ⇒ (p•
1 ⊆ p•

2 ∨ p•
2 ⊆ p•

1).
A net N = (P , T , F ) is a WF-net if

1. N has two special places i and o, where i ∈ P is source place if •i = ∅ and
o ∈ P is sink place if o• = ∅; and

2. the trivial extension NE = (P , T ∪ {b}, F ∪ {(b, i), (o, b)}) of N is strongly
connected where b �∈ T .

Let N = (P , T , F ) is a WF-net, M0 = i, and Md = o. N is sound if

1. ∀M ∈ R(N , M0): Md ∈ R(N , M);
2. ∀M ∈ R(N , M0): M ≥ Md ⇒ M = Md; and
3. ∀t ∈ T , ∃M ∈ R(N , M0): M [t〉.

The definition for soundness was given in the early work of Alast [2], and
later he showed that the second requirement is implied by the first one. The first
two requirements mean that a system can always terminate correctly and the
third one means that each task has a potential chance to be executed. Generally,
M0 = i and Md = o is called as the initial and target marking of a WF-net,
respectively. Additionally, a safe (resp. bounded) WF-net means that the WF-
net is safe (resp. bounded) at its initial marking.

A class of nets called inter-organizational workflow nets (IWF-nets) [1] are
often used to model the composition of web services, inter-organizational busi-
ness processes, or some other concurrent systems in which multiple processes
interact via sending/receiving messages. An IWF-net describes the synchronous
and/or asynchronous communication among multiple partners (each partner is
modeled by a basic WF-net) [1]. The following definition considers the asynchro-
nous communication only.
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Fig. 2. (a) The EIWF-net of Fig. 1(a); (b) the EIWF-net of Fig. 1(b)

Definition 1 (IWF-net). A net N = (N1, N2, · · · , Nm, PC , FC) is an IWF-
net if

1. N1 = (P1, T1, F1), · · · , and Nm = (Pm, TM , Fm) are pairwise disjoint
WF-nets where m ≥ 1 and they are called basic WF-nets;

2. PC is a finite set of channel places such that PC ∩ Pj = ∅ for each j ∈ Nm;
3. FC ⊆ (PC ×⋃m

j=1 Tj)∪(
⋃m

j=1 Tj ×PC) is a set of arcs by which channel places
are connected with the m basic WF-nets; and

4. ∀c ∈ PC , ∃j, k ∈ Nm: j �= k ∧• c ⊆ Tj ∧ c• ⊆ Tk ∧• c �= ∅ ∧ c• �= ∅.

Figure 1(a) and (b) are two IWF-nets whose basic WF-nets are identical but
interactions are different. From the fourth item of Definition 1 it is known that
each channel place is used only by two fixed basic WF-nets. In other words, two
different basic WF-nets cannot send messages into the same channel place; sim-
ilarly, two different basic WF-nets cannot take messages from the same channel
place either. Certainly, two different basic WF-nets may use multiple channel
places to communicate.

Definition 2 (Compatibility of IWF-net). Let N = (N1, N2, · · · , Nm,
PC , FC) is an IWF-net, M0 = i1 + i2 + · · · + im, and Md = o1 + o2 + · · · + om.
N is compatible if

1. ∀M ∈ R(N , M0): Md ∈ R(N , M);
2. ∀M ∈ R(N , M0): M ≥ Md ⇒ M = Md; and
3. ∀t ∈ ⋃m

j=1 Tj, ∃M ∈ R(N , M0): M [t〉.
For instance, Fig. 1(a) is compatible, but (b) is incompatible. Notice that, if

we add two special places i, o, and two special transition ti, to to an IWF-net
such that •ti = {i}∧t•i = {i1, i2, · · · , ım}∧•to = {o1, o2, · · · , om}∧t•o = {o}, then
the new net is a WF-net. Especially, the original IWF-net is compatible if and
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only if the new WF-net is sound. On the other hand, each IWF-net is composed
of a group of basic WF-nets. Therefore, any WF-net is a special IWF-net since
this IWF-net contains only one basic WF-net and has no channel place. Thus,
the concepts of IWF-nets and WF-nets are equivalent.

In fact, the compatibility of IWF-nets is related to the liveness and bound-
edness of the trivial extension of IWF-nets whose definition is in the following.

Definition 3 (EIWF-nets). A net NE = (N1, N2, · · · , Nm, PC , FC , t, Ft)
is the trivial extension of an IWF-net (EIWF-net for short) if

1. N = (N1, N2, · · · , Nm, PC , FC) is an IWF-net; and
2. t is a returned transition such that t �∈ ⋃m

j=1 Tj and Ft =
⋃m

j=1{(oj, t)∪(t, ij)}.
IWF-nets are compatible if and only if the EIWF-nets of IWF-nets are live

and bounded. For example, Fig. 2(a) shows the EIWF-net of the IWF-net in
Fig. 1(a). Because Fig. 2(a) is live and bounded, Fig. 1(a) is compatible. But
Fig. 2(b) which is the EIWF-net of the IWF-net in Fig. 1(b) is not live and
thus Fig. 1(b) is incompatible. For convenience, M0 and Md in Definition 2 are
called the initial and target markings of an IWF-net, respectively. If a WF-net
is also a free-choice net, then it is called free-choice WF-net (FCWF-net for
short). Similarly, asymmetric-choice WF-net (ACWF-net for short) can also be
defined. If an IWF-net is also a free-choice net, then it is called free-choice IWF-
net (FCIWF-net for short). Similarly, asymmetric-choice IWF-net (ACIWF-net
for short) can also be defined. According to the structures of IWF-nets, the trivial
extension of a FCIWF-net is also a free-choice net. Similarly, the trivial extension
of an ACIWF-net is also an asymmetric-choice net. For instance, Fig. 1(a) and
(b) are both ACIWF-nets, and their trivial extensions as shown in Fig. 2(a) and
(b) are also asymmetric-choice nets.

3 SCIWF-nets

This section recalls the definition of SCIWF-nets [1], and then introduces some
structural concepts for them.

Definition 4 (SCIWF-net). N = (N1, N2, · · · , Nm, PC , FC) is a simple
circuit IWF-net (SCIWF-net) if

1. N is an IWF-net;
2. ∀j ∈ Nm: Nj is a sound acyclic FCWF-net; and
3. ∀c ∈ PC : |•c| = |c•| = 1.

In an SCIWF-net, each basic WF-net is acyclic but the entire net may permit
circuits. This is also the reason why this class is named simple circuit IWF-nets.
In fact, Fig. 1(a) and (b) are both SCIWF-nets, and they have the same basic
FCWF-nets but their interactions are different. Each basic WF-net of an SCIWF-
net is a free-choice net. FCWF-nets can not only model many basic structures of
workflow such as AND-split, AND-join, OR-split, OR-join, but also own a nice
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property (i.e., their soundness is decided based on their structures). Additionally,
an SCIWF-net considers the simplest case of using a message channel, i.e., for
a fixed channel place, a message is sent into it by firing a unique transition and
the message is taken away from it by firing another unique transition. Certainly,
a transition may use multiple channel places.

Referring to the work in [22], we give the following concepts and properties
by which we propose a necessary and sufficient condition to decide compatibility.

Definition 5 (Circled enabled transition sequence). Let N = (N1, N2,
· · · , Nm, PC , FC) be an SCIWF-net, and σ1, σ2, · · · , σn be all enabled transition
sequences from M0 to M where M ≥ Md. Then σjt(1 ≤ j ≤ n) is called a circled
enabled transition sequence of NE = (N1, N2, · · · , Nm, PC , FC , t, Ft) where
NE is the trivial extension of N .

Fig. 3. (a) An unsafe ESCWF-net and (b) A safe ESCWF-net

In an SCIWF-net N , each basic WF-net is acyclic. Therefore, enabled tran-
sition sequences of N from M0 to M (M ≥ Md) are finite. Then circled enable
transition sequences are also finite. In NE , circled enabled transition sequences
can be fired infinitely.

Lemma 1. Given a circled enabled transition sequence σt of NE, then σit is a
T-invariant of NE

i where σi is the projection of σ over Ti.

Proof: We assume that there are a circled enabled transition sequence σt of NE

and i ∈ Nm such that σit is not a T-invariant of NE
i where σi is the projection of

σ over Ti. Then Ni is not sound, which contradicts with the fact of Ni is sound. ��
For example, Fig. 3(b) has two circled enabled transition sequences, that is

σ1 = t1,1t1,2t2,1t2,2t, σ2 = t1,3t2,3t. The projections σ11 = t1,1t1,2t and σ21 = t1,3t
are both T-invariants of NE

1 , and the projections σ12 = t2,1t2,2t and σ22 = t2,3t
are both T-invariants of NE

2 .

Definition 6 (Live minimal generator). Let NE = (N1, N2, · · · , Nm, PC ,
FC , t, Ft) be the trivial extension of an SCIWF-net (ESCIWF-net for short)
and NE

i be the trivial extension of Ni (1 ≤ i ≤ m), then T ′ ⊆ ⋃m
j=1 Tj ∪ {t} is

a live minimal generator if
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1. T ′ is a minimal generator of NE;
2. T ′

i is a T-invariant of NE
i where T ′

i = (Ti ∩ T ′) ∪ {t}; and
3. each circuit of the epitaxial subnet w.r.t. T ′ includes t.

Lemma 2. Any live minimal generator corresponds to a circled enabled transi-
tion sequence, and vice versa.

Proof: In an ESCIWF-net, if there are a minimal generator T ′ and i ∈ Nm such
that T ′

i is not a T-invariant of NE
i , T ′ is a dead transition sequence. Similarly,

T ′ is also a dead transition sequence if the epitaxial subnet w.r.t. T ′ has a circuit
that does not include t. Except the two classes of minimal generators, each of other
minimal generator that is called live minimal generator T ′ can be fired in a proper
order and firing T ′ yields a new marking M such that M ≥ M0. Therefore, each
live minimal generator is also a circled enabled transition sequence according to
Definition 5. A circled enabled transition sequence is also a live minimal generator
because it meets conditions 1, 2 and 3 of Definition 6. ��

For example, Fig. 3(a) shows an ESIWF-net, and its live minimal generators
are T1 = {t1,1, t1,2, t2,1, t2,2, t}, T2 = {t1,3, t2,3, t}, T3 = {t1,1, t1,2, t2,3, t}, which
correspond to three circled enabled transition sequences σ1t = t1,1t1,2t2,1t2,2t,
σ2t = t1,3t2,3t, σ3t = t1,1t1,2t2,3t, and there are only three circled enabled tran-
sition sequences in Fig. 3(a).

Definition 7 (Strict siphon). Let NE = (N1, N2, · · · , Nm, PC , FC , t, Ft)
be an ESCIWF-net, then S ⊆ ⋃m

j=1 Pj ∪ PC is a strict siphon if

1. S is a siphon of NE; and
2. S does not include any trap.

Definition 8 (Risky transition). Let NE = (N1, N2, · · · , Nm, PC , FC , t,
Ft) be an ESCIWF-net, and S ⊆ ⋃m

j=1 Pj ∪ PC be a strict siphon, then t′ ∈ T ′

is a risky transition w.r.t. S if

1. T ′ is the set of transitions of the epitaxial subnet of S; and
2. t′• = ∅ in the epitaxial subnet of S.

Siphon is an important structure for analyzing the liveness of Petri nets.
Empty siphons are the reason for deadlocks of Petri nets, and risky transitions
are the direct factor that causes a marked siphon to be an empty one.

For example, Fig. 4(a) is the epitaxial subnet w.r.t. minimal siphon {i1, a1,1,
a2,1, o2, i3, c5, c10} of Fig. 2(a) and Fig. 4(b) is the epitaxial subnet w.r.t. minimal
siphon {i1, o1, i2, c4, c7, c9, c10} of Fig. 2(b). They are marked and also strict.
The siphon of Fig. 4(b) will eventually be empty if its risky transitions t1,1, t2,1
are fired. But the siphon of Fig. 4(a) will be marked at each reachable marking
because its risky transition t1,3 or t3,1 has some special structure characters that
are introduced in the following.

Definition 9 (Similar S-graph). Let NE = (N1, N2, · · · , Nm, PC , FC , t,
Ft) be an ESCIWF-net, and S ⊆ ⋃m

j=1 Pj ∪PC be a strict minimal siphon. Then
the epitaxial subnet N ′ = (S′, T ′, F ′) w.r.t. S′ ⊆ S is a similar S-graph if
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Fig. 4. (a) The epitaxial subnet w.r.t. minimal siphon {i1, a1,1, a2,1, o2, i3, c5, c10} of
Fig. 2(a); (b) the epitaxial subnet w.r.t. minimal siphon {i1, o1, i2, c4, c7, c9, c10} of
Fig. 2(b)

1. there are one and only one source place and one and only one sink place in
S′;

2. ∃t′ ∈ T ′: t′• = ∅ ⇒ t′ is a risky transition of S; and
3. ∀t′ ∈ T ′: |•t′| ≤ 1 ∧ |t′•| ≤ 1.

In a live ESCIWF-net, every minimal siphon S includes at least one source
place and only one sink place, and other places of S are in the path from one
of the source places to the sink place in the epitaxial subnet w.r.t. S. Therefore,
the epitaxial subnet is composed of a set of similar S-graphs.

For example, Fig. 4(a) has six similar S-graphs: S′
1 = {i1, a1,1, c10, a2,1, o2},

S′
2 = {i1, a1,1, c10, a2,1, o2, c5}, S′

3 = {i1, a1,1, c10, a2,1, o2, c5, i3}, S′
4 = {i3,

c5, a2,1, o2}, S′
5 = {i3, c5, a2,1, o2, c10} and S′

6 = {i3, c5, a2,1, o2, c10, a1,1}.
Figure 4(a) is obviously composed of them.

Fig. 5. A live Petri net
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Definition 10 (Purely input and output transition). Let NE = (N1, N2,
· · · , Nm, PC , FC , t, Ft) be an ESCIWF-net, S ⊆ ⋃m

j=1 Pj ∪ PC be a strict
minimal siphon, and the epitaxial subnet N ′ = (S′, T ′, F ′) w.r.t. S′ ⊆ S be a
similar S-graph. Then t′ ∈ T ′ is a purely input transition of N ′ if •t′ = ∅ in N ′,
and t′ is a purely output transition of N ′ if t′• = ∅ in N ′.

For a strict minimal siphon, not all of its similar S-graphs have purely input
transitions, but each similar S-graph of it must have purely output transitions,
otherwise, the siphon must contain at least a trap and then it is not strict.
For example, Fig. 4(a) itself is also a similar S-graph which has no purely input
transition but has two purely output transitions t1,3 and t3,1.

Definition 11 (Control and strictly control). In a net N = (P , T , F ),
t2 ∈ T is controlled by t1 ∈ T if there is a path from t1 to t2 such that the pre-set
of each place in the path are in the path; t2 ∈ T is strictly controlled by t1 ∈ T
if there is a path from t1 to t2 such that the pre-set and post-set of each place in
the path are also in the path.

Control relation indicates that t2 has a chance to be fired only if t1 is fired
under condition that the set of places of the path from t1 to t2 are empty. Strictly
control relation indicates that t2 will be fired only if t1 is fired under condition
that the set of places of the path from t1 to t2 are empty and the Petri net is
live.

For example, Fig. 5 is a live Petri net, and t2, t3, t5 and t6 are all controlled by
t1 because they will not have a chance to be fired if t1 is not fired. However, they
are unnecessary to be fired after t1 is fired since they have choice relationship.
t4 and t7 both are strictly controlled by t1 because they have to be fired and can
be fired after t1 is fired.

4 Deciding Compatibility of SCIWF-nets

Based on the concepts and properties in Sect. 3, we give a necessary and sufficient
condition to decide compatibility of SCIWF-nets.

Theorem 1. An SCIWF-nets N = (N1, N2, · · · , Nm, PC , FC) is compatible if
and only if its trivial extension NE is live and safe.

Proof:(Sufficiency) This is obviously since safeness implies boundedness.
(Necessity) Because N is compatible, NE is live. For each Ni where 1 ≤ i ≤ m,
because Ni is a sound free-choice net, its trivial extension is a live and bounded
free-choice net. Therefore ∀p ∈ Pi, there is a minimal siphon S ⊆ Pi and p ∈ S,
where S is also a S-invariant [13] and the token number in S is one forever.
Therefore, p is safe and then the trivial extension of Ni is safe. Because Ni

is acyclic, every transition in N can be fired at most once. Because ∀p ∈ PC :
|•p| = |p•| = 1, p is also safe in NE . ��
Theorem 2. An ESCIWF-nets NE = (N1, N2, · · · , Nm, PC , FC , t, Ft) is safe
if and only if each live minimal generator is also an absorber.
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Fig. 6. (a)–(c) Three live minimal generators of Fig. 3(a); (c)–(d) two live minimal
generators of Fig. 3(b)

Proof: (Necessity) We assume that there is a live minimal generator T ′ which
is not an absorber. Therefore, there must exist p ∈ P such that p• = ∅, where
P is the set of places of the epitaxial subnet w.r.t. T ′. Because each live minimal
generator corresponds to a circled enabled transition sequence, T ′ corresponds
to a circled enabled transition sequence that can be fired infinitely. Hence, p is
not safe.

(Sufficiency) Because each live minimal generator is an absorber T ′, ∀p ∈ P :
p• �= ∅, where P is the set of places of the epitaxial subnet w.r.t. T ′. Because
T ′
i is a T-invariant of NE

i where T ′
i is the projection of T ′ over Ti, and ∀p ∈ PC :

|•p| = |p•| = 1, T ′ is also a T-invariant. Because a live minimal generator
corresponds to a circled enabled transition sequence, all circled enabled sequences
are also T-invariants. From the proof of Theorem 1, we know that NE

i is safe
and every transition can be fired at most once for an SCIWF-net. Therefore,
∀p ∈ PC is also safe and thus NE is safe. ��

Figure 3(a) shows an unsafe ESCIWF-net, and (b) shows a safe ESCIWF-net.
Figure 6(a)–(c) show all live minimal generators of Fig. 3(a) in which (a) and (c)
are also absorbers but (b) is not. This is the reason why Fig. 3(a) is not safe.

Fig. 7. (a) A similar S-graph of Fig. 4(a); (b) the control structure of (a)
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Figure 6(c) and (d) show all live minimal generators of Fig. 3(b), and each of
them is also an absorber. Therefore, Fig. 3(b) is safe.

Theorem 3. An ESCIWF-nets NE = (N1, N2, · · · , Nm, PC , FC , t, Ft) is
live if each minimal siphon is a trap or a strict siphon and satisfies that (1) it
includes at least one source place and (2) if it is a strict siphon, then it has a
similar S-graph where its each purely output transition is strictly controlled by
the corresponding purely input transition.

Proof: Because each minimal siphon in NE includes at least one source place,
all minimal siphons are marked at the initial marking. For a minimal siphon
which is a trap, it will not be empty forever. For a minimal siphon which is
strict, there is a similar S-graph of it. Let S be the set of places of the similar
S-graph. Then S is marked at the initial marking because S includes a source
place. If all purely output transitions of the similar S-graph can not be fired, S
will keep nonempty. If a purely output transition of the similar S-graph is fired,
its corresponding purely input transition will be fired in advance because every
purely output transition is strictly controlled by its corresponding purely input
transition in NE . Because NE

i is safe and each transition of N can be fired at
most once, the firing times of the purely output transition is less than or equal
to the firing times of the corresponding purely input transition. Then S still
keep nonempty even if there are some purely output transitions fired. In a word,
all its minimal siphons will be marked at each reachable marking of NE . We
know that NE is an asymmetric choice net. An asymmetric choice net is live if
and only if its all minimal siphons are marked at each reachable marking [7,13].
Therefore, NE is live. ��

Figure 7(a) shows a similar S-graph of Fig. 4(a), and it is called S′. Obviously,
its purely output transition t1,3 is strictly controlled by its purely input transition
t3,2 as shown in Fig. 7(b). Then S′ is nonempty if t1,3 is not fired, and t3,2 will
be fired in advance if t1,3 is fired. Therefore, the token number of S′ will add
one and then subtract one, which means that S′ is nonempty in the process. In
other words, S′ is marked at each reachable marking and thus the strict siphon
of Fig. 4(a) is also marked at each reachable marking since S′ is a subset of this
siphon. Figure 2(a) shows the ESCIWF-net, and each minimal siphon includes
at least one source place. Some minimal siphons are traps and others are strict
siphons such as Fig. 4(a). Because a siphon is also marked at each reachable
marking if the siphon is also a marked trap, each minimal siphon of Fig. 2(a) is
marked at each reachable marking, and then Fig. 2(a) is live according to the
well-known theorem that an asymmetric choice net is live if and only if its all
minimal siphons are marked at each reachable marking [7,13].

Theorem 4. An SCIWF-nets N = (N1, N2, · · · , Nm, PC , FC) is compatible
if and only if NE = (N1, N2, · · · , Nm, PC , FC , t, Ft) meets the following
conditions:

1. each minimal siphon is a trap or a strict siphon and satisfies that (1) it
includes at least one source place and (2) if it is a strict siphon, then it has
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a similar S-graph where its each purely output transition is strictly controlled
by the corresponding purely input transition; and

2. each live minimal generators is an absorber.

Proof:(Sufficiency) It is derived directly from Theorems 1, 2 and 3.
(Necessity) From Theorem 1, we know that NE is live and safe if N is

compatible, and then condition 2 holds from Theorem 2. Because NE is live and
safe and is an asymmetric choice net, all its minimal siphons are marked at each
reachable marking. We know that each minimal siphon either is a trap or a siphon
that does not conclude any trap [13], and contains at least one source place. For
a minimal siphon that does not contain any trap, it is obviously a strict one, and
must include a similar S-graph where each purely output transition is controlled
by its corresponding purely input transition. Otherwise, all its similar S-graphs
will eventually become empty and then the siphon will eventually become empty,
which contradicts with the fact of NE is live. Because NE is safe, a purely
output transition must be fired if the corresponding input transition is fired and
their firing times are equal. Otherwise, the sink place of the similar S-graph will
eventually become unsafe. Therefore, for each strict minimal siphon, there is a
similar S-graph where its each purely output transition is strictly controlled by
its corresponding purely input transition. Therefore, condition 1 also holds. ��

The ESCIWF-net in Fig. 2(b) has a strict minimal siphon as shown in
Fig. 4(b), but the siphon does not have any similar S-graph such that each purely
output transition is strictly controlled by the corresponding purely input transi-
tion. Therefore, the siphon can become empty(it will become empty if t1,1t2,1 are
fired). Therefore, the ESCIWF-net in Fig. 2(b) is not live. The ESCIWF-net in
Fig. 3(a) meets condition 1 and thus it is live, but it has a live minimal generator
which is not an absorber and thus it is not safe. The ESCIWF-nets in Fig. 2(a)
and Fig. 3(b) both meet conditions 1 and 2. Therefore, they are live and safe
and thus the corresponding SCIWF-nets are compatible.

5 Conclusion

This paper proposes a necessary and sufficient condition to decide liveness and
safeness for ESCIWF-net so as to decide compatibility for SCIWF-nets. The
condition depends on the net structure only. Since SCIWF-nets only allow some
simple cases of circuits, their modeling power is weaker than IWF-nets. In fact,
SCIWF-nets are a particular class of asymmetric choice nets and their asym-
metric structures are simpler than general asymmetric structures. The relation
between SCIWF-nets and the famous FCWF-nets is that their intersection is
not empty but they do not contain each other. Aalst et al. realized that the
modeling power of FCWF-nets is limited and tried to explore the soundness of
ACWF-nets. So far no one has proposed a universal net-structured-based con-
dition to decide compatibility or soundness. Therefore, our work is helpful for
exploring some bigger classes of IWF-nets, and this is our future work. We also
plan to develop the related algorithms as well as a related tool.
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Abstract. In a Virtual Network Environment (VNE), a failure in the substrate
network will affect the many virtual networks hosted by the substrate network.
To minimize un-predicted failures, maximize system performance, efficiently
use resources and determine how often failures may occur, we must be able to
predict failure occurrence. In this paper, we present a prediction mechanism to
forecast the Time-To-Failure (TTF) of the VNE components based on time
series data. In addition, we use supervised learning based on a Support Victor
Regression (SVR) model to predict future failures in the VNE. The prediction
can be used to establish a tolerable maintenance plan in the event of substrate
and virtual network failure. Failure prediction can be used to enhance virtual
network (VN) dependability by forecasting the failure occurrences in the sub-
strate network using runtime execution states of the system and the history of
observed failures.

Keywords: Failure � Time-To-Failure � Virtual Network Environment �
Substrate network � Support vector machine regression � Virtual network

1 Introduction

Because multiple virtual networks run on a shared physical network, failure in the
physical network will cause failure in each of the virtual networks. Virtual network
failure may cause a huge amount of data loss and it may not be possible to reactivate
the virtual network after the failure. Failure prediction is used to forecast failure
occurrences in the substrate network using runtime execution states of the system and
the history of observed failures. The aim of a failure prediction model is to assess
whether there is a risk that the virtual networks cannot operate as expected. The risk
assessment depends on system characteristics such as the TTF for each component,
whether each component in VNE operate with a backup or without backup in the event
of failure and the current load of the system. In addition, failure prediction can be used
to predict a critical situation and apply countermeasures to prevent the occurrence of a
failure and reduce the time to repair for the upcoming failure. To identify a
failure-prone situation in a virtual network, the output prediction is either a binary
decision or a continuous measurement and can be used to judge the current situation as
more or less failure-prone. In this paper, we propose failure prediction method to
predict failure in more than one component in a VNE by adopting multiple regression
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model for time series data and the SVR model. As far as we know, this is the first time
that such a modelling technique has been used for the prediction of failure in a VNE.
Our contributions are as follows:

• We prepared a failure prediction method that accurately predicts failure of virtual
infrastructure components (physical links, physical nodes and virtual networks) in a
VNE

• We used TTF of the physical link, physical node and virtual network to forecasting
failure in these components.

• We integrated a time series forecasting modelling technique with the SVR model to
predict failure in virtual infrastructure components.

• We evaluated the accuracy of our prediction method by computing the percentage
errors between the prediction values and actual values. Our method achieved very
high accuracy.

• We evaluated the performance of the SVR model compared with multilayer per-
ceptron (MLP) and Gaussian process. According to our results, the SVR model
outperforms the MLP and Gaussian process.

For the remainder of the paper, problem formulation with the related work is
presented in Sect. 2. In Sect. 3 we highlighted the proposed method for failure pre-
diction, the time series with SVR prediction model. The performance evaluation such
as experimental results and SVR model performance presented in Sect. 4. Finally, we
conclude the paper with discussion and future works in Sect. 5.

2 Problem Overview and Related Works

In this section, we describe the failure problem in the virtual network environment
(VNE) components. The process of instantiate virtual network by allocating substrate
network resources to the virtual network is called virtual network mapping algorithm.
Virtual network mapping is taking into account the processing and bandwidth capacity
requirements of VN requests. Multiple virtual networks are mapped onto a shared
substrate network with limited network resources such as bandwidth and CPU capacity
as well as different configurations and requirements. Therefore, virtual network map-
ping is considering as an NP-hard problem [1, 2], and a variety of heuristics have been
developed in the literature for efficient mapping. A single substrate entity failure will
affect all virtual entities that are mapped onto it. Therefore, failure occurs in a virtual
network when the critical physical node or link fails. There are different scenarios for
failure in the virtual infrastructure components, such as maintenance [3, 4] or when the
virtual network consumes all of the substrate network resources such as bandwidth and
CPU capacity [5]. The main problem addressed in this paper is preventing failure
before the failure occur in a VNE. Adopting preventive failure strategies in a VNE is a
promising approach to further enhance system dependability. In addition, predicting
failure is becoming an increasingly significant area of research on dependability to
prevent maintenance or reducing time-to-repair. Recent research into the prediction of
failures in cloud computing has focused on using the unsupervised learning with
Bayesian models to deal with unlabeled datasets [6]. One prediction method is based on
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a Bayesian model for predicting the mean load over a long period to capture trends and
pattern of host load in cloud computing [7]. A framework has been presented to predict
demand and provide proactive resources for cloud computation dynamically by using
autoregressive integrated moving average [8]. Prediction anomalies behaviors of virtual
machines, unsupervised behavior learning looks for early deviations from normal
system behavior by capturing the pattern of normal virtual machines operation [9].
Prediction methods have been used to forecast the future load demand profiles in cloud
data center network by using auto-regressive linear prediction and neural network
prediction [10]. Recent research in prediction the failure in virtual infrastructures
component adopted by [11–15], in [11] using traces taken from distributed system for
predicting node availability to capture the relationships between the availability of
different nodes. Predicting failure in a virtual link has been achieved by checking the
traffic rate of a user link and adapting the allocated bandwidth based on the predicted
traffic [12]. A dynamic meta-learning prediction method adjusts its rules of failure
patterns according to accuracy tracing and dynamic re-training with time [13]. Linear
traffic predictors have been used to dynamically resize the bandwidth of virtual private
network links [14]. Active virtual network management prediction mechanism has been
used for active prediction in virtual network [15]. Failure prediction is essential for
developing proactive fault-tolerance mechanisms and self-managing resource burdens
for system-level dependability and productivity assurance [16]. Therefore, we develop
a prediction mechanism solution to predict the TTF of the virtual infrastructure com-
ponents based on time series and use SVR to forecast failure.

3 Prediction Failure in VNE

In this section, we propose a new approach for predicting failure in virtual infras-
tructures using the time series forecasting modelling technique and the support vector
regression (SVR) model. Because multiple factors can produce failure in a VNE, we
adopted a multiple regression model to predict the future failure of each component in
VNE. Therefore, The SVR algorithm is adopted for solving multiple regression
problems, it is used a kernel function can run any dimension of feature space and it can
be used to solve a multiple regression problem, it is robust to very large numbers of
attributes with small numbers of instances, it employs very sophisticated mathematical
principals to avoid overfitting and gives greater experimental results compared with
other models [17]. Time series data are a set of observation that occur over time or a
collection of random variables indexed in time to represent samples of the system’s
behavior over time. The forecast of the system’s behavior progression over time
involves the forecast of the time series explaining the system’s behavior. The archi-
tecture of the failure prediction model is illustrated in Fig. 1. The input data of our
failure prediction model are the TTF for each component (physical links, physical
nodes and virtual networks) in the VNE. The mean time to failure (MTTF) can be used
to measure the probability of failure by integrating the probability distribution function

(pdf), that is, MTTF ¼ R1
t0
fT tð Þdt. Therefore, TTF is chosen as a feature in our pre-

diction model because it can be used to measure the probability of the physical network
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fail at or before time t0. From the TTF input dataset we construct lagged variables.
Lagged variables are the main mechanism to capture the relationship between the past
and current values of a series by support vector machines learning algorithms. To create
periodicity, we create a set of lagged input variables within a fixed-length window in
the time series. In our model, we used variables lagged between 1 and 24 h, where 1 is
the minimum previous time step to create a lagged variable that holds the target value at
time t-1, and 24 is the maximum previous time step to create a lagged variable that
holds the target value at time t-24. Thus, the period between the minimum and max-
imum lag will become the lagged variables. When the lagged variables have been
constructed, the variable can be predicted from itself. We are interested in predicting
failure in more than one component because multiple factors can produce failure in
VNE, for example, physical link failure, physical node failure and virtual network
failure. Therefore, we adopted a multiple regression model for the time series data to
predict the future failure of each component in VNE. The lagged variables created from
the TTF input dataset are used in multiple regression model. We used the lagged
variables xi;t�1;xi;t�2;. . .; xi;t�p in the multiple regression model to represent the TTF of
the physical links, physical nodes and virtual networks. The aim of multiple regression
model is to forecast each entry in the time series accurately by finding a formula that
capture the autocorrelation between the lagged values and the current values of the
series. Thus, the time-series forecasting modelled as follows:

Yt ¼ f Xi;t
� � ¼ f xi;t�1;xi;t�2;. . .; xi;t�p

� � ð1Þ

where Yt is the output observation at time t of inputs Xi;t, and Xi;t is the input vector of
lagged variables (xi;t�1;xi;t�2;. . .; xi;t�p), i is a constant number i = 1, 2, 3, …., n (i = 1
represents a vector of lagged variables TTF of physical links, i = 2 represents a vector
of lagged variables TTF physical nodes and i = 3 represents a vector of lagged vari-
ables TTF of virtual networks), t is the number of observation at time, p represent the
number of past observations and f is a function to find autocorrelation between the
time-lagged value and current value. Thus, (1) can be written as follows:

Yt ¼ f x1;t�1;x1;t�2;. . .; x1;t�p
� �

; x2;t�1;x2;t�2;. . .; x2;t�p
� �

; x3;t�1;x3;t�2;. . .; x3;t�p
� �

Thus, the training pattern can be constructed in the SVR model as shown in
Table 1. Where t-p is the total number of training data, p is the number of lagged
variables, Xi is the lagged variables vector for VNE components, such as (i = 1 for the
lagged variables TTF of physical links, i = 2 for the lagged variables TTF of physical
nodes and i = 3 for the lagged variables TTF of virtual networks) and Y is the predicted
output. The multiple regression model is a complex and nonlinear problem because
there are multiple predictor variables in the model. Therefore, we adopted the SVR
model to solve nonlinearity problem and identify the correct time series model for
forecasting a failure in VNE. The inputs used by SVR model are the lagged variables of
the time series, and these variables are used to capture the unknown relationship
between the lagged input variables and the output. In addition, to solve nonlinear
problem in multiple regression model and to forecast future failure, the f function need
to be approximated by an SVR model. The SVR model parameters C, σ and ε need to
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be chosen by the user. Therefore, we train the SVR model with different value of C, σ
and ε to find the optimal prediction model to capture the correlation between the
time-lagged input and the output. The prediction quality of the SVR on the training
dataset can be evaluated using the RMSE metric to measure the difference between the
values predicted by the model and the real values of the modelled dataset. If the RMSE
value is very low, the model is selected, otherwise we choose a different value for SVR
parameters C, σ and ε.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1ðSp;i � Sr;iÞ2
N

s
ð2Þ

where Sr;i are the actual values, Sp;i are the predicted values at time i and N is the
number of the forecasts.

Following successful training, the SVR model with the lowest error rate according
to the RMSE metric can be selected. The selected SVR model can then be evaluated
using the testing dataset to predict the future failure Ytþ k at different time steps k.

Fig. 1. Architecture of failure prediction model in VNE

Table 1. Construction of training pattern

Xi Y

Xi; 1 Xi; 2 … Xi; p Xi; p + 1
Xi; 2 Xi; 3 … Xi; p + 1 Xi; p + 2
Xi; 3 Xi; 4 … Xi; p + 2 Xi; p + 3
. . … . .
. . … . .
Xi; t � p Xi; t � p + 1 … Xi; t � 1 Xi; t
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For example, if k = 1 uses the t-th TTF as input to forecast a one-step ahead t+1-th TTF
as output. The second prediction is a two-step ahead when k = 2 and uses the same
input as before and predict t+2-th TTF as output. The results of the SVR model
performance was compared with MLP and Gaussian Process algorithms by calculating
the normalized root mean square error (NRMSE) for each prediction model using the
following equation:

NRMSE ¼ RMSE
Smax � Smin

ð3Þ

4 Performance Evaluation

In this section, we evaluate the performance of the proposed SVR prediction model and
compare it with a variety of techniques such as MLP and Gaussian process.

4.1 Experimental Setup

We used a discrete-event Network Simulator 3 and Boston University Representative
Internet Topology generator to generate a hierarchical topology to represent substrate
network topology and virtual network topology. The substrate network consists of 50
physical nodes where each node is connected to two neighbor nodes. CPU and
bandwidth resources are uniformly assigned to each node and link. The TTF is
assigned to each physical node and link. The virtual network topology was generated
using the virtual network mapping proposed in [18]. Up to four virtual nodes can be
mapped onto each physical node with an average lifetime of 1,000 time units for each
virtual network request through the simulation of 50,000 time units in a substrate
network. In addition, Weka version 3.7.13 with forecast package was used to build an
SVR model based on the training dataset to find optimal function f with given values of
the SVR parameters C, ε, σ to capture the unknown relationship between the
time-lagged input and the output.

4.2 Data Sets

We used Network Simulator 3 in our research as a platform to be used to analyses
network features and collect interesting data (TTF). In our model, we assume that the
component failure time decreases linearly according to the number of virtual networks
sharing the substrate component. In addition, we assume the virtual network is mapped
onto the physical network without redundancy. When the physical component fails, the
virtual network fails. The TTF of the hardware and software components are shown in
Table 2, which is based on factory specification and adopted from recent literatures
[19–23]. Based on Table 2, random numbers were uniformly generated over the
interval [35,100] to represent the TTF of the TTFs of the infrastructure components
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adopted by mapping algorithm. The collected TTF data may be treated as a time series
of failure times for components in a VNE.

4.3 Results and Discussions

From our experiment results, we found the optimal parameters that best fit our training
dataset for building the SVR model to predict the failure in a VNE, as shown in
Table 3. We used 9,702 instances for building the SVR model for one-step ahead and
two-steps ahead forecasting the TTF in virtual network, physical link and physical
node. To forecast failure in the VNE components, we built an SVR model using the
TTF for virtual network, physical node and physical link as input to predict one step
ahead (t + 1) TTF as output (future failure prediction). Figures 2, 3 and 4 show the
actual and predicted TTF for one-step ahead for failure occurrences in virtual network,
physical node and physical links respectively. The predicted values and the actual TTF
values for virtual networks, physical nodes and physical link are identical. The SVR
model achieved very accurate results because the difference between predicted values
and actual values was very low.

4.4 Validation

The RMSE is used for evaluation of a numerical prediction and measures the average
of the square of all the errors between the predicted values and the actual observed
values. The RMSE gives a high weight to large errors. Therefore, the RMSE is useful
to measure error rates when large errors are especially unwanted in evaluation a
numerical prediction. To validate the prediction results from the SVR for virtual net-
works, physical nodes and physical links, we used a testing set method by splitting the

Table 2. TTF for virtual infrastructure components

Node XTTF (h)

Physical Switch/Router 320,000
Virtual Machine Monitor 2,880
Network Interface Card 6,200,000
CPU 2,500,000
Hard Disk 200,000
Operating Systems 1,440
Memory 480,000
Optical Link 19,996

Table 3. Training parameters for SVR

SVR parameters One step ahead Two steps ahead

C 1560 1560
σ 0.00001 0.00001
ε 0.00001 0.00001
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Fig. 2. Prediction of One Step ahead TTF of the Virtual Networks

Fig. 3. Prediction of One Step ahead TTF of the Physical Nodes
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dataset into a training dataset and a test dataset. The proportions used for the testing
dataset were 10 %, 20 % and 30 % which means that the first experiment was run with
90 % of the data used for the training dataset and 10 % used for the test dataset. From
the results of each run, we computed the RMSE, and then calculated the average RMSE
for the three runs. The results in Table 4 show our SVR models achieved a very good
accuracy because the RMSE, values are very low: 0.16 %, 3.13 % and 1.83 for the
VN-SVR, physical node-SVR and physical link-SVR models respectively. The low
value of the RMSE indicates that the RMSE achieved very high accuracy in forecasting
failure in the VNE. Even with the most advanced learning algorithms, the prediction
accuracy could not reach 100 %, and our predictions achieved high accuracy in
forecasting the TTF of virtual networks, physical nodes and physical links.

4.5 Failure Prediction Performance

To maximize the performance of the SVR in forecasting the TTF in virtual infras-
tructure components, three parameters namely C, σ and ε need to be controlled in
setting the SVR model. The SVR model’s performance on the test dataset is measured
by computing the NRMSE. The NRMSE provides an indication of how well the
predictor is performing. Low values of the NRMSE indicate that the predictor performs
well. Two different regression models - MLP and Gaussian process - were used to
compare the performance of the SVR model. The performance comparison was based
on 10 %, 20 %, and 30 % of the dataset set aside as a test dataset. The results in
Table 5 show that the NRMSE values for both one-step ahead and two steps ahead
prediction of failure in virtual network was 0.0008 for the SVR model. In addition, the
NRMSE values for the MLP model were 0.0461 for one-step and 0.0893 for two steps

Fig. 4. Prediction of One Step ahead TTF of the Physical Links
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prediction. For the Gaussian process model, the NRMSE values were 0.3355 for
one-step ahead and 0.3363 for two steps ahead prediction. Because the NRMSE
computed by SVR model is lower than the NRMSE values computed by the MLP and
Gaussian process models, the SVR outperforms the Gaussian process and MLP models
for forecasting the TTF in virtual networks. We conclude that SVR models achieved
high performance with a big dataset or small dataset because the predictors depend on
their parameters to fit the data into a model.

5 Conclusion and Future Work

In the VNE, multiple virtual networks run on a shared physical network, and therefore,
a failure in a physical node or a physical link can affect many virtual networks. The
consequence of a failure in physical network include the loss of critical data lost, the
need for reconfiguration of the failed virtual networks and profit loss due to the failure.
Therefore, we need a system to predict failure before it takes place. In this paper, we
designed a prediction mechanism to forecast the failure of the virtual infrastructure
components based on time series and SVR models. Each component in a VNE has a
factory-specific feature such as TTF. We modelled the time series as a set of TTF
observations ordered in time. To predict the TTF for each component, we used SVR
based on the input time series as a one step ahead or two steps ahead. We evaluated the
SVR model by using the dataset and comparing it with other technologies such as MLP
and Gaussian process. The results show that the NRMSE for the SVR model is very
low compared with the NRMSE of the other models. In other words, the SVR model
achieved high performance in prediction of failure in a VNE because the predicted

Table 4. RMSE for svr model for virtual network component

% Testing data VN-SVR Physical
Node-SVR

Physical
ink-SVR

1-Step 2-steps 1-Step 2-steps 1-Step 2-steps

10 0.092 0.093 2.42 2.76 1.74 1.94
20 0.102 0.112 2.96 3.26 1.67 1.84
30 0.279 0.285 4.01 4.23 2.08 2.21
Average RMSE 0.16 0.16 3.13 3.42 1.83 2.00

Table 5. NRMSE for virtual network SVR, MLP and Gaussian process models

% Testing data VN-SVR VN-MLP VN-GP
1-Step 2-steps 1-Step 2-steps 1-Step 2-steps

10 0.0009 0.0009 0.0598 0.0600 0.3645 0.3658
20 0.0005 0.0006 0.0235 0.0236 0.3059 0.3066
30 0.0009 0.0009 0.0550 0.1843 0.3361 0.3367
Average NRMSE 0.0008 0.0008 0.0461 0.0893 0.3355 0.3363

432 B. Alrubaiey and J. Abawajy



results are very close to the actual values. Our prediction mechanism based on
time-to-failure feature of VNE components; in future, we will extend the features that
include CPU, bandwidth and memory to predict the failure in VNE.
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Abstract. Data mashups provide end-users with an opportunity to create sit-
uational applications which aggregate and manipulate data from multiple diverse
data sources. A challenging problem is once the data sources are updated and
propagate bottom-up to the top level, how to ensure the freshness of mashups. In
this paper, an approach is proposed to generate a data mashup scheme and its
corresponding synchronous policy guaranteeing the optimal data freshness
quality. The paper firstly applies the heuristic transformation rules to select some
optimal mashup schemes, and then selects an equivalence mashup by solving
the 0-1 integer programming problem. Lastly the paper applies a heuristic
algorithm on the mashup scheme to get the operation nodes needed to be
materialized and then the synchronous policy. This paper also reports a number
of experiments studying the benefits and costs of the proposed approach.

Keywords: Data services �Mashups � Data freshness � Quality-aware mashups

1 Introduction

Recently, with the booming of Web 2.0 and Cloud computing technology, data mashups
has become a new form of application, which allows non-professional users to build
Web applications by combining and processing data offered by more than one websites,
APIs or backend databases to deal with situational and ad-hoc problems. Mashup
platforms such as IBM Damia [1], Yahoo Pipes [2], Zapier [3], IFTTT [4] have emerged
to support building this type of applications. Data mashups, while providing enhanced
immediacy and personalization to explore, aggregate and enrich data from various
heterogeneous sources, also pose distinct performance challenges. For data mashups,
they often have no strict restriction for their data sources. So the data sources of mashups
often have various characteristics such as update frequency, data volume and perfor-
mance. Since data mashups are designed for non-professional users, there are often a
large number of mashups hosted on one mashup platform. These make it quite necessary
to ensure the quality of mashups. However, the quality assurance schemes used in
traditional Web applications and traditional web service applications can’t be directly
used in mashups. Among various attributes of the mashup quality, data freshness has
been identified as one of the most important attributes for data consumers [5].

This paper proposes an approach to address the issue of how to guarantee data
freshness quality goal of mashups. The main contributions of this paper are that we
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presented and analyzed the algorithms for generating the optimal data service mashup
scheme and determining the operational nodes to be materialized and the corresponding
synchronous polices.

We have developed a real data service sharing and integration prototype. This paper
reports the experimental evaluation studying the benefits and costs of the proposed
approach.

2 Motivation

For some mashup applications such as monitoring application for emergency man-
agement, it is very important if the data is fresh enough for end users. Data freshness
has been identified as one of the most important attributes of data quality for data
consumers. However it has several definitions and metrics according to the different
objectives of the applications [6, 7]. Mokrane Bouzeghoub and Verónika Peralta have
presented the taxonomy of freshness metrics and their relations with the application
types and synchronization policies. [8] In the following, we firstly analyze the freshness
metrics for different kinds of mashups and then give a motivating example to illustrate
the problem this paper tries to solve.

Michael has classified mashups into several patterns. [9] For the mashups of
“Harvest Pattern”, “Assemble Pattern” and “Manage Pattern” need to reflect the
changes of the data sources. For these mashups, if the underlying data sources change
frequently, we can use the currency metric that measures the time elapsed since the
source data changed without being reflected in the mashup application to define the
freshness metric. If the data sources are comparatively stable, the timeliness metric that
measures the difference between query time and the last update time is more appro-
priate [10]. In this paper, we use the currency metric to measure the freshness factor of
mashup applications because we focus on those mashups whose underlying data
sources are changing frequently.

Consider the mashup which fetches the top 10 popular movies from mtime.com
(the largest movie portal in China) and the popular movies from movie.hao123.com (a
famous movie guide portal in China), combines the results, and fetches the movie
reviews from douban.com (the most popular book & movie reviews portal in China)
with the combined results as the input, as shown in Fig. 1. It is the mashup of
“Assemble Pattern”. In this mashup, the content from “mtime, hao123 and douban”

mtime hao123 douban

Fig. 1. A data service mashup example
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may all change frequently. These changes should propagate to the results presented to
users as soon as possible to ensure the users get the freshest results.

3 Background and Problem Definition

3.1 Data Service Mashup Model

We designed a set of operations for data service mashup building [11]. The mashup can
be modeled as a calculation dag G in which the nodes of G are of three types: source
nodes, target nodes and operation nodes. The source nodes represent the atomic data
services and have no input edges, the target nodes represent the mashup results and
have no output edges, the operation nodes represent the intermediate mashup results
with both input and output edges. The edges of G represent the data flow where a node
is calculated from another.

3.2 Freshness Evaluation

The currency metric that measures the time elapsed since the source data changed
without being reflected in the mashup application is influenced by several factors. In
the following, we will analyze these factors.

Synchronization policy
Synchronization policy describes the synchronization between a node and a suc-

cessor node. There are four policies: synchronous-pull, asynchronous-pull, syn-
chronous-push and asynchronous-push. For the synchronous-pull mode, the successor
asks the node for data, the latter executes and answers with the produced data. For the
asynchronous-pull mode, the successor asks the node for data and the latter answers
with its materialized data. For the synchronous-push mode, the node executes and
sends the produced data to the successor. For the asynchronous-push mode, the node
sends its materialized data to the successor.

In the area of database research, there are often three approaches to such kind of
data integration problem: virtual view, data warehousing and hybrid integrated view
approach. Similar to such a classification, the implementation of a data service mashup
system has three approaches. One is the mediation-based mashup system corre-
sponding to the virtual view approach. One is materialization-based mashup system
corresponding to the data warehousing approach. The other is the hybrid data service
mashup system. The synchronization policy depends on the type of the mashup sys-
tems. For example, in a mediation system all the nodes have synchronous-pull/push
policies. In a materialized mashup system, all the nodes that answer user queries from
materialized data follow synchronous-pull/push policies between their successors,
while the nodes that refresh the materialized data follow asynchronous-push/pull
policies between their successors.

When there are asynchronous synchronization policies between two consecutive
nodes, the data produced by the former must be materialized for being requested later
by the latter, and could introduce synchronization delays. The synchronization delay
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measures the amount of time passed between the end of the execution of one operation
and the start of the other. Synchronous delay is one of the most important factors that
influence the freshness metric. In the example shown in Fig. 2, the data produced by A4

can have been materialized for almost 10 h when read by A5, then the delay will be
10 h in the worst case. However, when there is no materialization, the nodes execute
immediately after its predecessors so there are no delays. Furthermore, nodes having
the same execution frequencies (as A2 and A4) can be synchronized to execute one
after the other without delay.

Access Constraints
Sometimes the data services are very expensive or don’t allow users to access it

very frequently. The access constraints measure the maximum access period of the data
services. The access constraints can impact the freshness metric. For example, if there
is the access constraint for a data source, the corresponding data service should peri-
odically materialize data to assure the availability of the source data.

Processing Costs
The processing cost of an operation is the amount of time, in the worst case,

necessary for reading input data and generating the result. It depends on the commu-
nication cost with the former nodes or data sources, the computing cost of the data and
the materializing cost.

Execution Frequency
The execution frequency of the nodes is their execution period. If the execution

frequencies of two consecutive nodes are the same, there may be no delay between
them. If the execution frequency of the former is less than the latter, the delay may be
zero too.

The above factors can all impact the freshness value. In the following, the accurate
freshness definition is given:

Definition 1. The freshness of an operation or target node in a calculation dag G is the
maximum sum of the freshness of a predecessor node, plus the synchronization delay
between nodes, plus the processing cost of the node.

Freshness Að Þ ¼ max Freshness Bð Þ + delay B,A,Gð Þ/B 2 predecessor A,Gð Þf gþ
cost A,Gð Þ

Figure 2 shows the calculation dag of Fig. 1 labeled with the ActualFreshness,
Cost (processing cost), Materialization, Efrequency (execution frequency),
AccessConstraint, Spolicy (synchronization policy), and Delay (synchronization delay)
properties. The Spolicy property has the values Spull (synchronous pull) and Apull
(asynchronous pull). The Materialization property has the values V (virtual) and M
(materialized). The Cost property value is expressed in minutes. The other property
values are expressed in hours and minutes (for example, “10” means 10 h, “10h5m”
means 10 h and 5 min).

The freshness of a source node (as S1, S2 and S3) is its actual freshness. According
to the Definition 1, the freshness of every node in a mashup can be calculated out from
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bottom to top. Figure 3 shows the freshness of every node in the mashups shown in
Fig. 2. For example, for A5, it has two predecessor nodes A4 and A3. The sum of the
freshness of A4 (24h10m), plus the synchronization delay between A4 and A5 (10),
plus the processing cost of the node A5 (7m) is 34h17m (24h10m + 10h + 7m). The
calculated freshness value from the other predecessor node A3 is 1h11m. So both the
freshness values are compared. The maximum value (34h17m) is taken as the freshness
of A5 as shown in Fig. 3.

We observed that neither a mediation approach (for example, setting all the syn-
chronization policy as synchronous-pull) nor a materialization approach (for example,
setting all the synchronization policy as asynchronous-pull) can get the lowest fresh-
ness value. If we set some nodes materialized and some not, we can achieve the best
freshness value. So what we should solve is to find the proper synchronization policy
so that the best freshness can be achieved. Here firstly we give the problem definition:

Fig. 2. The calculation dag of the same mashup with different execution modes
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3.3 Problem Definition

A data service mashup scheme is a calculation dag G ¼ V;E;Cv; Fv;Deð Þ, where:
– V and E are the set of nodes and edges of G.
– Cv is the processing cost of the node v.
– Fv is the freshness value of the node v.
– De is the synchronous delay value of the edge e.

Now the problem for freshness aware data service mashup building can be
described as: determine the synchronous policies of all edges in E, such that the
freshness value of the target node is the smallest possible.

4 Freshness-Aware Data Service Mashups

4.1 Synchronous Policy Determination

Given a mashup scheme, we shall find the optimal synchronous policies of the edges
such that the freshness is minimal by comparing the freshness of every possible

Fig. 3. Calculating freshness
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combination of edges. Suppose there are n edges in a mashup scheme G, then we have
to try 4n combinations. So we should use some heuristics to reduce the search space.

The above analysis shows that if and only if there are asynchronous synchro-
nization policies between two consecutive nodes, there will be delay between these two
nodes (the delay can be zero if the execution frequency are the same). So the nodes that
should be materialized can be firstly selected and then generate the synchronous policy
combinations of the edges.

The algorithm in Fig. 4 for determining M(nodes) is based on the following idea:
whenever a new node is considered to be materialized, we calculate the saving it brings
in freshness. If this value is positive, then this node can be considered to be materi-
alized. For each node that can be considered to be materialized, we calculate the new
freshness value by subtracting the old freshness value using the saving. Then we
compare the new freshness value of this node’s siblings to get the minimum new
freshness value as the freshness value of the father node.

For a data service mashup scheme G ¼ V;E;Cv; Fv;Deð Þ, assume all the nodes are
not materialized in the initial state. w vð Þ denotes the cost of a node when it is mate-
rialized. Cost vð Þ denotes the cost of a node when it is not materialized. Cs vð Þ denotes
the saving a node v brings in freshness if this node is materialized. It is calculated by
Cs vð Þ ¼ cost vð Þ � w vð Þ � delay vð Þ. The first part of this formula cost vð Þ � w vð Þð Þ
indicates the saving cost if node v is materialized. The second part indicates the delay
for materialization. LV is the list of nodes traversing G in post-order.

As soon as the nodes needed to be materialized have been determined, the
synchronous policies of all the nodes can be generated.

Fig. 4. HAmashup algorithm to determine the materialized nodes
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At the extreme condition when the processing cost of the nodes is very small
compared with the delay value, we can neglect the processing cost of the nodes and the
best freshness value can be acquired if the nodes are not materialized.

We now demonstrate this algorithm with our example in Fig. 1. For G,
f A1ð Þ = 24h5m, f A2ð Þ = 14h7m, f A3ð Þ = 1h4m, f A4ð Þ = 24h14m, f A5ð Þ = 24h18m.
Initially LV ¼ \A1; A2;A3;A4;A5 [ , and M ¼ ;. Firstly we pick up A1; A2;A3

from LV into SV and calculate Cs vð Þ for each node in SV. So
Cs A2ð Þ ¼ 7� 6ð Þ � 10 \ 0; Cs A1ð Þ ¼ 8� 5ð Þ � 0 ¼ 3, and Cs A3ð Þ ¼ 0. Thus we
calculate the new freshness value of f A4ð Þ = 24h14m – 3m = 24h11m. Because
Cs A3ð Þ,Cs A4ð Þ,Cs A5ð Þ are all <= 0, so they are removed from LV.

As a result, A1 will be materialized and the new freshness of Q is f(Q) =
24h11m + 7m = 24h18m, which is consistent with our observations.

4.2 Mashup Scheme Generation

In fact, in order to get the same results, different users may use different mashup
scheme. The right side of Fig. 5 shows the other mashup scheme. Their execution cost
may not be the same. In this example, the join operation and the union operation has
different cost and the total execution costs are different. So we should firstly select the
optimal mashup scheme which has the smallest execution cost. After the optimal
mashup scheme is generated, we can begin to determine the synchronous policies to get
the smallest freshness value.

In order to simplify the description, we use
P

; r; s; μ, π, respectively to represent
rowcount, rowfilter, rowsort, columndelete(projection), rowtruncate(or rowtail). We
use [ and \ to represent the union and join operations of two tables. Based on the
equivalence transformation rules for relational algebra, our equivalence transformation
rules also mainly consist of commutative law, distributive law and concatenate law.

Learned from heuristic rules for relation algebra, we firstly use the heuristic
transformation rules in order to get the optimal mashup scheme:

• To carry out filter as soon as possible. Generally, filter can reduce the intermediate
results for computation. However, if truncate and tail are prior to filter, then the
order of filter operator will not be changed.

mtime hao123 douban doubanmtime hao123

Fig. 5. Order of the operation nodes
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• To execute filter and projection simultaneously. If there are some filter operators
and projection operators, and all of them are applied to the same tuples, then all the
operators will be executed simultaneously to avoid duplication of scanning of the
tuples.

• To combine projection with union and join. This rule can reduce the scanning on
tuples.

We can model the optimal mashup scheme selection problem as 0-1 integer pro-
gramming (IP) problem. This IP problem formulation states that to select a subset of
mashup schemes such that all nodes can be executed and the total mashup execution
cost is the minimum. In the following, we shall first calculate the total mashup exe-
cution cost, and then present the IP formulation of the problem.

The basic idea to calculate the execution of a mashup is to accumulate the estimated
cost of each operation nodes in this mashup. In the following we present all the
equivalent mashups and their corresponding operation nodes using vectors and
matrices, and then calculate their estimated execution cost.

E við Þ is the set of the mashups which are equivalent to the mashup mi. E við Þ can be
obtained by using equivalence transformation rules. E represents all mashups, each of
which is equivalent to an element in the set V, and we call any element of E an
equivalent mashup. In this example, E v1ð Þ ¼ DS1 [DS2ð Þ . RiDS3f ; DS2 [DS1ð Þ.
RiDS3 DS1 . RiDS3ð Þ [ DS2 . RiDS3ð Þ; DS2 . RiDS3ð Þ [ DS1 . RiDS3ð Þg ¼ e1; e2; e3;f
e4g;E v2ð Þ ¼ DS1 . RiDS3f g ¼ e5f g,E ¼ e1; e2; e3; e4; e5f g:

O eið Þ is the set of all operation nodes of the equivalent mashup mi. O represents the
set of all operation nodes of all equivalent mashups in E, and we call any element of
O intermediate result. In this example, O ¼ DS1 [f DS2;DS2 [DS1;DS1 . RiDS3;
DS2 . RiDS3; DS1 [DS2ð Þ . RiDS3; DS2 [DS1ð Þ . RiDS3; DS1 . RiDS3ð Þ [ DS2.ð Ri

DS3Þ; DS2 . RiDS3ð Þ [ DS1 . RiDS3ð Þg:
After we get E and O, we can construct two matrices EV and OE. But we have to

first introduce some symbols, of which the � represents the “multiplication” between
two vectors with the same length respectively, and the � represents the “multiplica-
tion” between matrix and vector, and the “0” indicates matrix transpose or vector
transpose.

EV is a 0-1 Boolean matrix with Vj j � Ej j, and if and only if E við Þ ¼ ej, the
EV(i, j) = 1, else EV(i, j) = 0.

EV ¼ 1 1 1 1 0
0 0 0 0 1

� �

OE is a 0-1 Boolean matrix with Ej j � Oj j, if and only if O ej
� � ¼ oi, the OE(i, j) = 1,

otherwise OE(i, j) = 0. The following is OE in this example.

OE ¼

1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 1 0 0 1 0
0 0 1 1 0 0 0 1
0 0 1 0 0 0 0 0

0
BBBB@

1
CCCCA
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For every operation node o in the vector O, we introduce an Ecost(o) function to
denote the estimated cost of a node which is calculated considering the benefit of
sharing the materialized result among multiple mashups. Ecost(o) is defined as:

Ecost oð Þ ¼
X

q2R C
qðoÞ

n o
=nv

where q 2 R is the set of mashups, Cq oð Þ is the saving cost of mashup q accessing node
o. nv is the number of mashups which can share the materialized result of o. cO is the
Ecost vector of the operation nodes. For example, the Ecost of the single step computing
of the DS1 [DS2ð Þ . RiDS3 is the Ecost of join operation between DS1 [DS2 and DS3.
It can be acquired by monitoring the execution of the nodes. Based on the assumption
that there exists v1 and v2 on the same platform, we get the cost and estimated cost for
each operation node as shown in Table 1 and cO = (7, 7, 9, 12, 7, 7, 8, 8).

After we get the matrices EV, OE and the cost vector cO, we can calculate the
mashup execution cost:

Firstly, we calculate OS = (IV×EV)�xE, which is a vector of the selected equiva-
lent mashups, where IV is a row vector with the length of |V| and all the elements are 1,
xE is a 0-1 vector, and 0 indicates that the equivalent mashup is not selected and 1
indicates the equivalent mashup is selected.

After we get OS, we multiply OS with OE, which is OS×OE, and get the vector of
the single step computing of the operation nodes of the selected equivalent mashups.

Then OS×OE is multiplied by cO, which is (OS×OE)�cO. We can get the vector of
the execution cost of the operation nodes.

Lastly, we multiply the above result with Io
0
to calculate the total cost of the

mashup execution. where Io
0
is a column vector with the length of |O| and all the

elements are 1.
Then the problem of selecting the optimal mashup scheme reduces to selecting a

subset of l mashup scheme {e1, e2, …, el} where l = |O|, so as to:
minimize CR ¼ IV � EVð Þ � XEð Þ � OEð Þ � cO � Io

0
, subject to XE � EV 0 ¼ IV

The constraint XE � EV 0 ¼ IV indicates that only one schema is selected for each
mashup. The solution to the above 0-1 integer programming formulation gives the
optimal mashup schemes. Thus the problem of selecting the optimal mashup schemes
is solved by 0-1 integer programming.

Table 1. Cost of the operation node

Operation
node

DS1 [DS2 DS2 [DS1 DS1 . RiDS3 DS2 . RiDS3 DS1 [DS2ð Þ
.RiDS3

DS2 [DS1ð Þ
.RiDS3

DS1 . RiDS3ð Þ
[ DS2 . RiDS3ð Þ

DS2 . RiDS3ð Þ
[ DS1 . RiDS3ð Þ

nv 1 1 3 2 1 1 1 1

Cost =Pnv
1 CqðoÞ

7m 7m 27m 24m 7m 7m 8m 8m

Ecost(o) 7 m 7 m 9 m 12 m 7 m 7 m 8 m 8 m
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Based on the formulation, we get the vector of the single step computing of the
operation nodes and the total cost for every XE where XE � EV

0 ¼ IV as shown in
Table 2.

From this table, we can see that after we solve the 0-1 integer programming
problem we get the optimal solution XE = [1,0,0,0,1] or XE = [0,1,0,0,1] namely
{e1, e5} or {e2, e5} are selected to form the optimal mashup scheme.

4.3 Freshness-Aware Data Service Mashup Design Algorithm

In the following, we explain the algorithm for freshness-aware data service mashup
design based on the above analysis. The algorithm includes 5 steps:

(1) Read a group of mashup scripts from database.
(2) For each mashup, first apply the heuristic transformation rules and then apply the

distributive law of join and union.
(3) For each mashup in the group, select an equivalence mashup by solving the 0-1

integer programming problem. They constitute a new group g, so that the total
mashup execution cost of the new group is the minimum.

(4) Apply the HAmashup algorithm on the new group g to get the synchronous policy
for each mashup in g.

(5) Output the materialized nodes M, the synchronous policy vector pE and the
mashup schema vector xE.

In this example, xE = [1,0,0,0,1] or [0,1,0,0,1]. We take xE = [1,0,0,0,1] for an
example. If we select {e1, e5}, after using the HAmashup algorithm, the output
M = {A1}. If M = {A1}, p

E can be all possible combinations as long as SPolicy(A1,
A4) = APull, or SPolicy(A1,A4) = APush.

5 Experiments

Our experimental setup is based on our data service mashup platform DSS and sim-
ulates a group of data services spread out on the Internet based on TPC-H1. TPC-H
describes a multi-part production and sales scenario, involving eight data tables, shown
in Fig. 6, where the arrows indicate the dependencies.

Table 2. Total cost of the mashups

XE [1,0,0,0,1] [0,1,0,0,1] [0,0,1,0,1] [0,0,0,1,1]

Os � OE [1,0,1,0,1,0,0,0] [0,1,1,0,0,1,0,0] [0,0,2,1,0,0,1,0] [0,0,2,1,0,0,0,1]
CR 23 23 38 38

1 http://www.tpc.org/tpch/.
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In our experiments, we encapsulated the tables into a group of Internet accessible
data services. Then we constructed ten.

In the following experiments, we build 10 mashups. To simulate the real data
service mashups, the average number of operators in one data service mashup is limited
to less than 8, which is similar to those mashups on Yahoo! Pipes [2]. To simulate the
real large-scale scenario, we duplicate 1000 data service mashups according to the
Zipfian distribution with α = 0.9 based on the statistical observation from syndic8 [12],
a popular repository for RSS and Atom feeds.

We use symbol f to denote the unitary operator such as filter and projection to
simplify the expression and use JMeter2 to simulate the stress testing on a single
machine with 2 GB memory and 2.26 GHz CPU.

To study the effects of our algorithms, we compare the freshness of three mashup
schemes. One is “Materialized All Nodes” scheme that all the operation nodes in the
mashup are materialized. one is “No Materialized Node” scheme that none of the
operation nodes are materialized. The other is “Selecting Materialized Nodes” scheme
which is introduced in this paper.

In Fig. 7(a), we randomly select mashups, and compare the freshness of the three
strategies as the number of the mashups increases from 50 to 1000. All the actual
freshness of the sources is set to 5. As the results indicate, the freshness incurred by the
DSS is lower than the other two schemes throughout the simulated range. The most
important thing is DSS’s curve shows log2x tendency with the growth of the number of
the mashups rather than linear tendency, which shows the DSS has the lowest freshness
value. The reason is that probability of reuse and reorder increases as the number of the
operation nodes increases.

In Fig. 7(b), we study the effect of actual freshness of data sources on the freshness
value of the three schemes. There are totally 30 mashups. The system is assumed to
have enough storage to materialize the results of all mashups. The actual freshness of
all data sources is varied from 1 to 10 h. As the results indicate, the freshness value
incurred by the DSS’s materialized nodes and execution mode selection is lower than
the other two schemes throughout the simulated range. In “No Materialized” scheme,
the increase of freshness value is mainly due to the actual freshness of the sources and
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Fig. 6. The sample data source

2 http://jmeter.apache.org/.
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the processing cost of the operation nodes. In “Materialized All” scheme, the increase
of freshness value is due to not only the actual freshness of the data sources but also
the delay between different operation nodes. Though the materialized results decrease
the processing cost of the operation nodes, the decrease is too small compared with the
actual freshness and its effect is not apparently.

We thus conclude that main freshness improvement of the DSS system is achieved
when there are higher numbers of mashups and actual freshness of the data sources.

6 Related Works

In recent years, many mashup tools and platforms have been developed to support
just-in-time data integration such as Yahoo! Pipes [2], IBM Damia [1] and SpreadMash
[13]. However, there are seldom works focusing on the performance. Though some
research works has been done on proposing a quality model for mashups [14], proposing
a caching mechanism to improve the efficiency of mashup execution [12], none work
has been done on the freshness quality assurance for mashups as far as we know.

In the database research domain, there has been quite a lot of work on optimizing
the performance of data integration systems. Materialized view selection is one of the
important approaches. Since Harinarayan published the first paper about materialized
view selection [15], the materialized view selection had been gradually warmed up, and
attracted a growing number of researchers. Many research results continue to emerge,
including the static selection [16], the dynamic selection [17] and the hybrid approach
[18], but all of them focus on traditional data integration on the data warehouse. There
are some research works on optimizing the freshness of data integration systems. For
example, Verónika Peralta et al. have done some work on analyzing and evaluating
data freshness in data integration systems [10]. A framework for analysis of data
freshness has been proposed [5]. This paper is based on their work on evaluating data
freshness.

Fig. 7. Freshness comparisons
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Though data service mashup systems in essence provide an approach of integrated
accessing to multiple, distributed, heterogeneous data sources, there are some important
differences between data service mashups and traditional data integration systems in
guaranteeing freshness. Firstly, the quality properties of the source services (for
example, the actual freshness) can’t be determined in advance and may be changed by
some external conditions (for example, the service provider may change their access
constraints). Secondly, there are many mashups hosted on a mashup platform so the
intermediate results of the operation nodes may be shared among those many mashups.
So the synchronous policy decisions are based upon dynamic freshness analysis and
have taken into account all these special factors.

7 Conclusions

We have proposed an approach for designing freshness-aware data service mashup,
e.g., how to determine the mashup scheme and its synchronous policies so that the
update of the data sources can be propagated to the mashup as soon as possible and
with minimum cost. Our approach relies on analyzing and evaluating the freshness of
data service mashups so as to derive the optimal synchronous policies. The approach
firstly applies the heuristic transformation rules to select some optimal mashup
schemes, and then selects an equivalence mashup by solving the 0-1 integer pro-
gramming problem. Lastly the approach applies a heuristic algorithm on the mashup
scheme to get the operation nodes needed to be materialized and then the synchronous
policy. Prototype has been developed applying this approach. Experiments show that
our approach can achieve optimal freshness for a data service mashup system.

The work presented here is the outcome of the first stage of research on
freshness-aware data service mashup design. We are currently extending our work
towards a freshness-aware data service mashup approach in the Cloud computing
environment where the data sources has large data volume and the operation nodes can
be executed in a parallel way.
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Abstract. Since the steady development of online social networks, it has
resulted in wide-spread research works in the social network analytical
areas, especially in the area of influence maximization. Previous works
study the influence propagation process based on the social influence
model. But traditional influence models ignore some important aspect
of influence propagation. The drawbacks of the models are the simplis-
tic influence diffusion process, and the models lack attitude states and
capability to capture the interaction between users. To address these
problems, we modify Linear Threshold model based on multi-level atti-
tude and users’ interaction, which is proposed modeling the positive and
negative attitude towards an entity in the signed social network and the
effect of interaction relationship between users. Then we propose the
LT-MLA greedy algorithm to solve the positive influence maximization
problem. Finally, we conducted experiments on three real-world data sets
to select initial k seed with the positive attitude. The results show that
the proposed solution in this paper performs better than other heuristic
algorithms.

Keywords: Diffusion model · Influence maximization · Attitude ·
Signed social networks · Linear threshold model

1 Introduction

With the rapidly increasing popularity of Online Social Networks (OSNs), they
have become an integral part of the every users’ daily life. The wide spread
researches of OSNs pave the way for a large amount of applications such as viral
marketing, outbreak detection, community formation, evolution and detection,
recommendations using social-media and many more [6–8,12]. In most exist-
ing work, previous information diffusion models only consider the possibility of
positive influence, and the nodes in active state cannot turn to inactive or neu-
tral state. However, it is not what happened in the OSNs. According to users’
preference, product quality or other reasons, different people may have different
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attitudes. Thus, we need consider the different attitudes in the influence diffu-
sion process. To this end, in the problem of influence maximization, we focus on
maximizing the activated users with positive attitudes, rather than the overall
activated users.

A signed social network contains a set of positive attitude and negative atti-
tude nodes [1]. And it is denoted as a directed and signed graph G = (V,E, ω),
where V is a node set that represent users in social networks, and E is an edge
set that represent relationships between them. The parameter ω denotes the edge
weight on each E, which ranges in [-1, 1]. In this paper, ω(u, v) denotes that the
influence value from user u to v. ω(u, v) ranges in [0, 1] represents the positive
influence between users, while [-1, 0] means the negative influence. Figure 1 pro-
vides a simple example of modeling a signed social network, and it shows that
the different influence between users.

Fig. 1. An example of modeling a signed social network.

With its applicability in solving the mentioned problems above, the Influ-
ence Maximization (IM) problem has been one of the most widely studied prob-
lems over the past years. Kempe et al. [2] proposed the diffusion models, which
are Independent Cascade (IC) model and Linear Threshold (LT) model. They
also proved that influence maximization problem is NP-hard, and a natural
greedy algorithm can obtain 1 − 1/e approximation ratio. Then for the purpose
of improve the quality of select influential users, a lot of algorithms have been
proposed in the previous works [5–8].

However, these previous works ignore some important aspects in the process
of influence propagation. Previous models meet some problems as follows:

Simplistic influence diffusion process: Traditional models only considered
active and inactive state. They only consider the possibility of positive influence
in the influence diffusion process.

Lack of attitude states: Previous works lack the capability to incorporate the
emergence and propagation of multi-level attitudes into the influence diffusion
process.

Lack of capability to capture interaction: Previous models ignore to cap-
ture the way in which information is perceived between users’ interaction.

The challenges in our paper is solving the problems above in a properly way.
We extend the LT model to incorporate multi-level attitude (LT-MLA) in the
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influence diffusion process. We add a parameter which named attitude weight
η, which represents the attitudes to each entity (news, product, event et.al).
With respect to an entity, people may have different attitudes. We categorize
these diverse attitudes into five Attitudes State (ASi) in LT-MLA model. And
we also define every edge in the signed social networks using another parameter,
relationship weight ρ, which denotes the interaction relationships between nodes.

In the IM problem, by taking into account the existence of different attitudes
in the influence diffusion model, we focus on maximizing the activated users
with positive attitudes, rather than maximizing the number of overall activated
users. We formulate the Positive Influence Maximization (PIM) problem, and
we further prove that PIM problem is NP-hard. We also designed an efficient
LT-MLA greedy algorithm, and the goal of scalability to large size networks can
be achieved.

In this paper, we develop solutions to the Positive Influence Maximization
problem under the LT-MLA model. More specifically, our contributions are sum-
marized as follows:

– We are the first to combine multi-level attitudes and users’ interactions in
the Linear Threshold model. We propose a Linear Threshold with multi-level
Attitude (LT-MLA) model and the PIM problem.

– We demonstrate the PIM problem under LT-MLA model is NP-hard. We also
prove the influence function is monotonous and submodular. We propose the
LT-MLA greedy algorithm to get an approximation optimal solution.

– We conduct experiments on three real-world datasets of Epinions, WikiVote,
and NetHEPT. The experimental results show that the LT-MLA greedy algo-
rithm perform better than several other heuristics, and it is suitable to solving
the problem of maximizing the positive influence.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 gives the detailed description of the LT-MLA model. Section 4
shows the analysis of the PIM problem, and it proves its in approximate ability.
Section 5 presents LT-MLA greedy algorithm. Section 6 presents the experiment
results on three real-world data set. Section 7 concludes the paper.

2 Related Work

Domingos and Richardson [4] are the first to study influence maximization as
an algorithmic problem, and their methods are probabilistic. But Kempe et al.
[2] are the first to formulate the problem as a discrete optimization problem,
and their work proposed Independent Cascade (IC) and Linear Threshold (LT)
models. They proved that the influence maximization problem is NP-hard, and
they proposed a greedy approximation algorithm.

Kempe et al. [2] shows the details of LT model which is shown in Fig. 2. We
assume that only node A is active and the other four are inactive in step 1. When
node A begins to propagate influence to nodes B and C through edges, nodes B
and C will get the influence from node A as represented by the blue histograms.
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Fig. 2. Propagation of influence in LT model.

If a node receives a certain level of influence greater than its personal influence
threshold, the node will be influenced successfully and be active state, such as
node B and D in the step 1. In step 2, node B and D becomes active and starts
to propagate its influence to node E. With the influence weight from node B
and D, node E becomes active too. At last, nodes A, B, D, and E are active
while node C remains inactive.

A number of works [5–8] aim at improving the efficiency of the greedy algo-
rithm or providing alternative heuristics. Lappas et al. [9] study k -effectors prob-
lem, which contains influence maximization as a special case. They also use a tree
structure to make the computation tractable, and then approximate the origi-
nal graph with a tree structure. But they only considering the positive opinion.
Leskovec et al. [12] proposed Cost Effective Lazy Forward (CELF) algorithm,
which significantly shorten the execution time. Goyal et al. [13] extended the
original CELF algorithm to CELF++. [5,7,14,15] also improved the efficiency
of the greedy algorithm.

Chen et al. [10] extend the IC model with negative opinions, and the novel
model named IC-N model. This work incorporated the model with negative
opinions, and introduced a parameter q to model the behavior of people turning
negative to a product. However, IC-N model does not consider the influential
competition between positive and negative attitude during influence propaga-
tion. Li et al. [11] studied IM problem with an opinion in signed social networks,
and each node has their own opinion and foes capable of doing the opposite.
Another related work is influence maximization with the consideration of nega-
tive opinions. Hassan et al. [16] proposed the influence weight with trust thresh-
old to determine if two nodes hold trust or distrust relationship. These previous
works show that solving influence maximization problem with various opinions
becomes more and more important.
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3 Linear Threshold Model with Multi-level Attitude

In this section, first we extend Linear Threshold model with multi-level attitude
(LT-MLA). Then we present the properties of our influence diffusion model.

3.1 Model Definition

The Linear Threshold model for solving influence maximization problem in
online social networks is firstly proposed in [2]. In this model, each node is
in the state of active or inactive, and the nodes can only change from inactive
state to active state, but not vice versa. Besides, all nodes have an independent
threshold θu that choose from [0, 1]. The diffusion process unfolds in discrete
time steps. At step = 0, the seed set S0 is activated while all other nodes are
in the inactive state. The seed nodes try to activate their inactivate neighbors,
only if the total weight of its active in-neighbors exceeds its threshold θu, that
is

∑
v∈St−1

ωuv ≥ θu, where St−1 is the set of active nodes by step t − 1. The
influence diffusion process will finish till no nodes can be activated.

Now we extend the LT model to incorporate multi-level attitude in the influ-
ence diffusion process. And we give several definitions in LT-MLA model as
follows.

Definition 1 Attitude weight (η). We provide attitude weight η as a new para-
meter, and this parameter represents the attitudes to an entity (news, product,
event et al.). With respect to an entity, people may hold different kinds of atti-
tudes. We categorize these diverse attitudes (ASi) into five state.

Positive attitude and Active state (PA): Users hold positive attitudes, and
the users have influence power to affect others.
Positive attitude and Inactive state (PI): Users hold positive attitudes,
but the users do not influence others.
Neutral state (N): Users hold neutral attitude, and they do not affect other
users.
Negative attitude and Inactive state (NI): Users have negative attitudes,
but they do not influence others.
Negative attitude and Active state (NA): Users have negative attitudes,
and they have the influence ability to affect other users.

As the attitude maybe various states, a user’s attitude can be quantified as a
value. We distinguish the five different attitude states with the attitude weight
range from -1 to 1. The attitude value can be different states according to the
corresponding attitude value. The positive and negative attitude can cancel each
other out in the influence diffusion process [3]. But their attitudes toward an
entity can be strengthened when people receive positive influences. The value of
attitude will be increased. On the other hand, the attitude value will in turn be
decreased if people affect by negative influences.
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Definition 2 State Transition Condition (STC). The attitude value is mapped
to attitude states using a state transition condition, which contains four thresh-
olds. STCi = [θPAi

, θPIi , θNIi , θNAi
]. The corresponding relations of Attitude

State (ASi) and attitude weight as follows:

PA – The Node i being at attitude state PA if the attitude weight ηi ≥ θPAi
;

PI – The Node i being at attitude state PI if the attitude weight θPAi
>

ηi ≥ θPIi ;
N – The Node i being at attitude state N if the attitude weight θPIi > ηi >

θNIi ;
NI – The Node i being at attitude state NI if the attitude weight θNIi >

ηi > θNAi
;

NA – The Node i being at attitude state NA if the attitude weight θNAi
≥ ηi.

Each user have a personal state transition condition in LT-MLA model. When
the users receive the influences from neighbors, they adjust their attitude values
to the corresponding attitude states. But the LT-MLA should observe the basic
rule of LA model, when user si attitude states change from inactive state to
positive active state, their attitude state cannot be altered.

Definition 3 Relationship weight (ρ). We define relationship weight ρ in every
edge, which denotes the interaction relationships between nodes. The relation-
ship weight ρij denotes the directed edge from node i to j. The value of relation-
ship weight ρ ranges in [-1, 1].

The relationship weight from user A to B ranges in [0, 1] if user A has positive
relationship with user B. And if user A has negative relationship with B, the
relationship weight from user A to B ranges in [-1, 0]. Then if user A has frequent
interaction with user B, user A could influence user B efficiently and easily, thus
the value of relationship weight from user A to B may be higher.

From the introduction above, we know that classic LT model only focus on the
positive influence. But in the LT-MLA model, we consider multi-level attitude
states and its value in every node, and the interaction relationship weight for
edges. Moreover, we consider the state transition condition with more specific in
the influence diffusion process. Therefore, the process of influence diffusion can
be simulated more properly than the existing works.

3.2 Influence Propagation

In the signed social network G = (V,E, ω, ρ), the influence diffusion process in
the LT-MLA model is as follows. At the first step, the seed set S ∈ V in which
each node with positive attitude is active. At step t > 0, node v ∈ (V − S) will
change their attitude state when the total influence weights from its activated
in-neighbors reach the state transition condition, and the node’s attitude state
will be changed. The process will be ended when no more positive attitude nodes
activation happens.

In the LT-MLA model, each node has a parameter η which denotes users’
attitude weight and a state transition table which contains four threshold θPAi

,
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θPIi , θNIi , and θNAi
. Each edge has two parameters, the influence weight ω

denotes the influence power between users and the relationship weight ρ repre-
sents the interaction level between users. We should satisfy the following criteria
in the LT-MLA model. Given node v ∈ V , the influence weight should satisfy
ω(u, v) ∈ [0, 1], and

∑
u∈V \v ω(u, v) ≤ 1.

In the process of influence diffusion, node v changes his attitude state if the
parameter η satisfied the state transition condition. And the attitude weight η
can be calculated by

ηt
v =

∑

u∈At
v

ηu × ρ(u, v) × ω(u, v) (1)

where ηt
v denotes node v’s attitude weight at step t. At

v is the set of activated
neighbors of node v at step t. ρ(u, v) is the weight of interaction relationship
between user u to v.

4 Positive Influence Maximization

In this section, we formally state the Positive Influence Maximization (PIM)
problem. We provide the definition of PIM problem, and the properties of this
problem.

4.1 Problem Definition

In the LT-MLA model, we formally state the PIM problem using the concepts
described in the previous sections.

Definition 4 PIM Problem. Provided a graph G = (V,E, ω, ρ) and the LT-
MLA model with defined as in Sect. 3.1. And given a size k, which denotes the
number of the seed set that holds positive attitude. The problem that maximizing
the number of the positive influenced nodes in the social networks, it can be
formalized as follows

S = maxS∈V,|S|=kσ(S) (2)

where σ(·) denotes the social influence spread function, the value of σ(S) means
that the expected number of nodes which are positive active by the seed set S
in the LT-MLA model.

4.2 Properties of PIM Under the LT-MLA Model

NP-hardness

Lemma 1. The PIM problem is NP-hard.
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Proof 1. The Influence Maximization problem is reducible to an instance of the
PIM problem based on the LT-MLA model, when the relationship weight of each
node ρ = 1, the attitude state only contains the positive active and inactive, and
only positive influence is propagated in the influence diffusion model. It is known
that any generalization of a NP-hard problem is also NP-hard. As IM problem
in the social networks is NP-hard [2], and we have argued that IM problem is a
special case of PIM problem, thus the PIM problem is NP-hard as well.

Monotone and submodular

Lemma 2. For any influence graph G = (V,E, ω, ρ), the influence spread func-
tion σ(S) on seed set S is monotonous and submodular.

Proof 2. In the graph, we can obtain a subgraph G′. ϕ(G) means the set of
all the subgraphs. And Pro(G′) denotes the probability of G′ can be obtained.
dG′(u, v) denotes the length of the shortest path between node u and v.

Notice that
σG(S) =

∑

G′∈ϕ(G)

Pro(G′)σG′(S).

Let S ⊆ T ⊆ V and u ∈ V \T , and it is clear that dG′(S, v) ≥ dG′(T, v). If
dG′(u, v) ≥ dG′(S, v), then σG′(S

⋃{u}) − σG′(S) = σG′(T
⋃{u}) − σG′(T ) = 0.

If dG′(u, v) ≤ dG′(T, v), then σG′(S
⋃{u}) − σG′(S) = σG′(T

⋃{u}) − σG′(S) ≥
σG′(T

⋃{u})−σG′(T ). So we know that σG′(·) is monotonically increasing. And
if dG′(S, v) > dG′(u, v) > dG′(T, v), we have σG′(S

⋃{u}) − σG′(S) > 0 =
σG′(T

⋃{u}) − σG′(T ). Therefore, σG(S) is monotone and submodular.

5 Algorithm for the PIM Problem

In this section, we provide our algorithm to maximize the influenced users with
positive attitude. First, we give the introduction of classic greedy algorithms.
Then we present our enhancements to make greedy algorithm truly fit for the
LT-MLA model in the social networks.

5.1 Greedy Algorithm

First we introduce the classic greedy algorithm. Note that in Algorithm2. The
greedy algorithm sequentially selects a node u into the seed set S that maximizes
the following marginal gain σu(S). The function f(·) denotes the total attitude
of influenced nodes, and f(·) is a general submodular function.

We apply the greedy approximation algorithm that achieves 1 − 1/e approx-
imation ratio for the influence maximization problem. And Algorithm 1 also
shows the set function f(·) with generic monotonous and submodular. The algo-
rithm iteratively selects a new seed u that maximizes the incremental change of
f(·) in the seed set S until k seeds are all selected.
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Algorithm 1. Greedy Algorithm
Require:

Graph G = (V, E, ω), the size of seed set k, and the function f(·);
Ensure:

A seed set S ;
1: S ← ∅;
2: While the seed size |S| < k do;
3: u ← argmaxω∈V \S(f(S

⋃{ω}) − f(S));
4: S ← S

⋃{u}
5: end for
6: output S

5.2 LT-MLA Greedy Algorithm for PIM

Based on the definitions above, we propose a modified greedy algorithm to solve
PIM problem under LT-MLA model. We use CELF optimization to improve
the efficiency of our algorithm. The details of LT-MLA Greedy algorithm is as
follows.

In the LT-MLA Greedy algorithm, the initialization of set S is null at first,
and we select the first seed node through the following process. We set each
node’s attitude weight is 1, and then we respectively calculate their positive influ-
ence spread according to the influence propagation process of LT-MLA model.
Meanwhile, we consider the effect of interaction relationship weight between
users in the diffusion process. We select the node which has the maximum posi-
tive influence spread add into the seed set S. Secondly, we set the attitude weight
of nodes in S as 1, and then we select a node which in V \S to add in S to cal-
culate the influence spread based on LT-MLA model. This node which has the
maximum positive influence spread in S as the second seed node. So we can
select the k seed nodes until the size of seed set S is k in the similar approach.

6 Experiments

6.1 Dataset Description

We conduct the experiments on three real-world data sets, which are widely
used for information diffusion and social influence analysis, and we summary
their basic statistics in Table 1.

Epinions. This is a who-trust-whom online social network of a general consumer
review site www.Epinions.com [20]. Members of the site can decide whether to
trust each other. All the trust relationships interact and form the Web of Trust
that is then combined with review ratings to determine which reviews are shown
to the users.

WikiVote. This is a network for voting in Wikipedia, where nodes in the net-
work represent Wikipedia users [18]. The network contains all the Wikipedia

www.Epinions.com
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Algorithm 2. LT-MLA Greedy Algorithm
Require:

Graph G = (V, E, ω, ρ), the seed size of k, and the function f(·);
Ensure:

A seed set S with positive attitudes;
1: S ← ∅;
2: While the seed size |S| < k do;
3: for any v ∈ (V \S) and ηv > θPI do;
4: if i = 1, set ηv > θPA;
5: m = 0
6: for each node j = 1 to R do;
7: m = m + (σ(S

⋃
v) − σ(S))

8: end for
9: m = m/R

10: Update attitude state (v) using Eq. (1)
11: Update interaction relationship weight (v, u)
12: Select node v ← arg maxω∈V \S(f(S

⋃{ω}) − f(S));
13: S ← S

⋃{v}, ηv > θPA

14: end for
15: Return S

Table 1. Statistics of the three real-world networks

Network Epinions WikiVote NetHEPT

Nodes 131828 7115 27770

Edges 841372 103689 352807

Avg. Degree 6 14 12

Max. Degree 3478 457 2414

voting data from the inception of Wikipedia till January 2008. Nodes in the
network represent Wikipedia users and a directed edge from node i to node j
represents that user i voted on user j.

NetHEPT. An academic collaboration network extracted from High Energy
Physics - Theory section of the e-print arXiv, with nodes representing authors
and edges representing co-authorship [19]. Arxiv HEP-PH citation graph is from
the e-print arXiv and covers all the citations within a dataset of 34546 papers
with 421578 edges. If a paper i cites j, the graph contains a directed edge from i
to j. If a paper cites, or is cited by, a paper outside the dataset, the graph does
not contain any information about this.

6.2 Experimental Setup

In the experiments, we assume each user’s attitude threshold value of θPAi
=

0.75, θPIi = 0.25, θNIi = 0, NI = −0.25, and θNAi
= −0.75.
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Table 2. The Algorithms

Algorithms Descriptions

Random Randomly select k nodes as the seed set in the graph

Greedy Algorithm The greedy Algorithm 2 for PIM problem

CELF Cost-Effective Lazy Forward selection optimization [12]

LT-MLA The Algorithm presented in Sect. 5.2

To assign the influence weight on each edge, we use the method in [7],
where we uniformly generate the influence weight of edges at random in the
range [0, 1], and then normalize the weights of all incoming edges of a node v.

We use the following method to generate user opinions [17]: the normally
distributed method, more precisely, it generates user opinions follow the nor-
mal distribution in three ways, O ∼ N(0, 1), where no bias on neither positive
opinions nor negative opinions, and O ∼ N(0.5, 1), where positive opinions are
dominating and O ∼ N(−0.5, 1), where negative opinions are dominating in the
networks.

Having computed the attitude of each node, we calculate the relationship
weight associated with an edge between two nodes (directed) as the fraction of
the probability. They agree with each other across the sub-graphs corresponding
to all the topics in the past and not just those corresponding to the related
topics.

Algorithms Compared. In our experiments, we compare our algorithm with
several other heuristics listed in Table 2.

6.3 Experiment Results

Figs. 3, 4 and 5 present the influence diffusion results for the three real-world
data sets. For ease of reading, each figure lists the algorithms in the same order
as their corresponding influence spread with the size of seeds from 5 to 55. All
figures show that the LT-MLA greedy algorithm consistently perform better
than the other algorithms in all three data sets. These Figures also show the
influence spread using random algorithm is significantly worse than the LS-
MLA greedy algorithm and other algorithms. These results are consistent with
previous research results.

From these figures above, when the number of seed set is 55, positive influence
by LT-MLA Greedy algorithm is about 50% higher than by CELF. In Figs. 3
and 4, the trends are more obvious. In LS-MLA model, we add two parameters of
attitude weight η and relationship weight ρ. Moreover, we incorporate multi-level
and state transition conditions in the diffusion process, these improvements make
the influence diffusion process closer to the actual. Therefore, we conclude that
the LT-MLA greedy algorithm outperforms CELF and other heuristics regarding
positive influence spread.
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Fig. 3. Positive influence spread for Epinions.

Fig. 4. Positive influence spread for Wikevote.

Fig. 5. Positive influence spread for NetHEPT.
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7 Conclusion

In this paper, we addressed the problem of positive influence maximization under
the setting of multi-level attitude and users’ interaction relationship, where the
nodes can hold any one of the positive inactive, positive active, neutral inactive,
negative inactive and negative active attitude state. To this end, we provided the
LT-MLA model and proposed a novel algorithm to the positive influence maxi-
mization problem. Finally, we conduct experiments on three real-world datasets.
From the experimental results, we conclude LT-MLA greedy algorithm has bet-
ter performance than the previous algorithms, and it is more suitable for solving
the problem of positive influence maximization.
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Abstract. In recent years, graph mining has become a popular research
direction in the area of data mining. Frequent subgraph mining is an
important technology of graph mining that can be used in many fields
such as chemical informatics, bioinformatics, and social sciences. The
increasing size of graph database is challenging traditional methods
of subgraph mining. In this paper, we propose a new approach based
on MapReduce to mine frequent subgraph patterns from the vertex-
classified graph databases in large sizes. There are two rounds operation
to MapReduce. The first round is to mine the locally frequent subgraphs
in each node and then we collect the results for all nodes and filter some
redundant graphs to obtain a set of frequent subgraphs candidate in
global view. The second round is to calculate the global frequency for
each graph using the set of candidate generated by the first round. Some
topical frequent subgraphs are filtered according to special requirement.
The experimental results show that this approach reduces the execution
time when dealing with large graph databases.

Keywords: Frequent subgraph mining · MapReduce · Graph database ·
Isomorphism test · Big data

1 Introduction

In the era of big data, how to extract desired information from a large amount
of data is becoming more and more important. This is what the data mining
needs to do. Graphs, with their powerful expressive ability, are widely applied
in chemical informatics, bioinformatics, medicine, and social sciences. Frequent
subgraph mining technologies are important research techniques in these fields.
The goal of mining frequent subgraphs is to find patterns of subgraph whose
occurrences are no less than a given support threshold. There are two different
kinds of frequent subgraphs mining. The first category is to deal with a set of
graphs [1,2]. Since it can help biologists to reduce the cost of protein structure
matching experiments, finding frequent subgraphs plays a very important role
c© Springer International Publishing AG 2016
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in bioinformatics. The second category is to deal with a single large graph [3–5].
Such as in social network analysis, frequent subgraph mining can find some com-
munity in a social network, then predict users social behavior in the future [6].

Frequent subgraph mining is a classic issue in the area of graph mining.
Usually, frequent subgraph mining is an iterative process. A typical algorithm
is composed of two steps: (i) find the candidate subgraph [7]; (ii) calculate the
frequency of the candidate subgraph [8]. Finding the candidate subgraph and
calculating its frequency are both NP-hard problems.

Sometimes, vertices in the graph database will be divided into several classes
according to certain attributes. For example, in a social network, people can be
classified according to their jobs. In this case, the number of frequent subgraphs
is much smaller than in a normal situation. This type of labeled database is
known as a vertex-classified database.

In this paper, we propose a distributed method of mining frequent subgraph
based on MapReduce in a vertex classified database. In this database, all the
vertices are divided into several categories and each graph is in a medium size.
The number of graphs in the database is in the order of millions.

Several subgraph mining algorithms have been developed, such as Apriori-
based Graph Mining (AGM), Gaston, Fast Frequent Subgraph Mining (FFSM),
Frequent Subgraph (FSG) and Graph-Based Substructure Pattern (gSpan) [9,10].
Most of these methods are used to solve the situation of database in medium
size. But with the growth in size of the graph databases, it provides challenges
to the above approaches. On the one hand, the size of graph database is always
too large to fit in main memory. It may be interrupted several times through
the whole mining process in a single machine. On the other hand, because both
steps are NP-hard problems, the increments about the size of the graphs will
lead to exponential growth in execution time.

As parallel processing and distributed computing have an advantage in deal-
ing with large data, many researchers choose to use this way to solve the prob-
lem [11]. Many researchers choose to take advantage of parallel processing and
distributed computing in order to handle the challenges of large data in sub-
graph mining. For instance, the MapReduce-subgraph Mining (MRSUB) [12] is
a method of mining frequent subgraphs using the MapReduce framework.

The rest of this paper is organized as follows. In Sect. 2, we discuss related
work and its advantages/disadvantages. In Sect. 3, we present our approach to
the large-scale subgraph mining problem using MapReduce. We describe our
experiments and make comparisons in Sect. 4. At last, we conclude the paper in
Sect. 5.

2 Related Work

Previous frequent subgraph mining methods fall into the following three major
categories [13].
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2.1 Methods Based on Apriori Property

These methods, such as AGM and FSG [2,9], apply the Apriori property to
enumerating the candidate subgraphs by expanding a vertex or an edge one step
at a time to generate a candidate subgraph and then do subgraph isomorphism
to calculate the candidate subgraph in each iterative step. Because of the Apriori
property (if a graph is frequent, all of its subgraphs are frequent), we only need
to find all of the biggest subgraphs. This kind of approach help to find all the
frequent subgraphs in a very simple way. However, it will greatly increase time
cost for calculating the support of the candidate graphs. It will scan the whole
database each time so that these methods are inefficient when the graph size is
large.

2.2 Methods Based on Pattern Growth

These methods such as gSpan, FFSM, and Gaston adopt the pattern growth
methodology, which can avoid the overheads from candidate subgraph construc-
tion based on Apriori property [10]. These approaches extend patterns from a
single pattern directly. For example, gSpan gives each graph one unique label
and maps each graph for minimum DFS code. When generating a candidate sub-
graph, they use a depth first search strategy by adding an unused frequent edge.
Furthermore, each graph are uniquely represented as the minimum sequence of
the lower triangular of its adjacency matrix. It just tests the sequences of the
graphs when do isomorphism test. These two strategies greatly reduce the costs
with candidate subgraph construction and improves the efficiency of isomor-
phism testing, but it does require more memory.

2.3 Methods Based on MapReduce

These methods are always transplantations of approaches based Apriori property
to generate the candidate subgraphs [1,5,6]. These approaches can be divided
into two distinct steps: candidate generation and subgraph isomorphism. For
example, MapReduce-FSG [12] uses the MapReduce framework to implement a
distributed FSG. They enumerate all k-sized candidate subgraphs by the set of
(k-1)-sized frequent subgraphs each time. Then they calculate the frequencies of
these k-sized candidate subgraphs to find the set of k-sized frequent subgraphs.
These methods have the advantage of being able to deal with big data, but the
key is how to transpose the classic approaches to the MapReduce framework and
how to solve the problem of communication overhead between nodes.

3 Method for Subgraph Mining

In this section, we present our approach for subgraph mining with MapRe-
duce. Vertices are classified into several types in our database. As shown in
Fig. 1, according to traditional definition, Graph 2 is a subgraph of Graph 1.



Frequent Subgraph Mining in Graph Databases Based on MapReduce 467

In this paper, it is not the subgraph of Graph 1, even though they have a same
subgraph structure. This is the reason why the number of frequent subgraph
drops in the case of vertices classified. Vertices of kind a, b and c are repre-
sented as .

Fig. 1. Example of vertices-classificated graphs

3.1 Method Based on MapReduce

We propose an approach using the MapReduce framework [14]. The collection
of graphs in the database are distributed into nodes according to the attribute
of their vertices and each node just mines locally to find the frequent subgraph.
We then collect all the results from the nodes and sort by the number of vertices.
Finally, we take out the redundant part of the results. Some important definitions
we used are given as follows.

Definition 1 (Subgraph support). Given a graph database G, gi is a graph
of G and n is the number of graphs in it. The support of a subgraph g in G is
defined by

Support(g,G) =
∑ni

i=1 δ(g, gi)
n

(1)

where:

δ(g, gi) =

{
1, g ⊆ gi

0, otherwise
(2)

f(g) =
∑n

i=1 δ(g, gi) is the frequency of g in G.

Definition 2 (Globally frequent subgraph). For a given minimum support
threshold θ ∈ [0, 1], g is globally frequent subgraph if Support(g,G) ≥ θ.

Definition 3 (Locally frequent subgraph). For a given minimum support
threshold θ ∈ [0, 1], g is locally frequent subgraph in node i if Support(g,Gi) ≥ θ.
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Fig. 2. Workflow for frequent subgraphs mining

The notations used in this paper are listed in Table 1. G is the graph set that
needs to mine its frequent subgraphs. Mi is the i-th machine we use. Gi is the
subset of G distributed to Mi. f(g) and s(g) are the global frequency and global
support of a graph g in the graph set G. fi(g) and si(g) are the local frequency
and local support of a graph g in the graph set Gi.

Our distributed method to mine frequent subgraph in the case of vertex
classification has at least following two advantages:

First, our method can find out all frequent subgraphs in a parallel way. If a
graph g is not reported as a candidate by any machines, then its frequency must
satisfy the following inequality:

f(g) =
m∑

i=1

fi(g) ≤
m∑

i=1

(θ · ni) = θ · n (3)

the graph g cannot be a frequent subgraph of G [1].
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Table 1. Summary of notions

Notations Description

G input set of graphs

n number of graphs in G

θ given support threshold

t number of machines

Mi i-th machine

Gi subset of G that is distributed to Mi

ni number of graph in Gi

f(g) frequency of g in G

fi(g) frequency of g in Gi

s(g) occurrence percentage of graph g in set G

si(g) occurrence percentage of graph g in Gi

Second, the graph database can be naturally divided into several categories,
separate treatment can reduce the amount of isomorphism testing so as to
improve the efficiency of the whole process of mining.

As shown in Fig. 2, in the first map phase, each machine Mi (i = 1, ...,m)
gets a subset Gi of G and mines all locally frequent subgraphs in M(i), such
that: (i) each frequent subgraph g in Mi whose local frequency must satisfy:
fi(g) ≥ θ · ni; (ii) g is likely to be a globally frequent subgraph in G. In the
first reduced phase, we collect graphs into a set named SummaryResults from
M(i) (i = 1, ...,m). We then take measures (Filter 1) to remove some redundant
graphs from it and get the set of candidate global subgraphs.

In the second map phase, each machine receives the candidate global sub-
graphs and calculates their local frequency. We can then get the global frequency
by the equation f(g) = f1(g) + f2(g).. + fm(g). Finally, we remove the graphs
whose global frequencies do not satisfy (3) and gain the set of globally frequent
subgraphs (Filter 2).

3.2 Partitions of Graph Database

Due to the fact that the vertex contains information, we can use this information
to distribute the graph within the database to the corresponding node. This can
reduce the subgraph isomorphism testing in the next step when each node mines
the frequent subgraph locally. We distribute the graph according to the number
of each kind of vertices in the graphs, so that each division has as even a number
of types of vertices as possible. Furthermore, we put each type of vertices in
different nodes as far as possible to reduce the amount of isomorphism testing.
For example, a candidate subgraph has five vertices of v1, it therefore needs to
do at least 5! isomorphism testings; if it has three vertices of v1, and two vertices
of v2, it needs to do 3!*2! isomorphism testings at least.
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3.3 Candidate Generation

The first step of our approach in frequent subgraph mining is to generate can-
didate subgraphs [7]. We form a candidate subgraph based on Apriori property
in an iterative way by adding an edge step by step. Edges are represented as
(a, b) and (2, 3). First, we count the number of each type of edge and collect all
frequent edges into Edges, our base case. We then construct size k-subgraphs
from(k-1)-sized subgraphs by adding an unused frequent edge. In this step, we
use the label of the two vertices of an edge to charge whether the edge is unused.

Let Edges(i) be the set of frequent edges in gi and subgraphs(i) be the set of
(k-1)-sized subgraphs in gi; Subgraphs is the set of the frequent subgraphs that
have been mined in the node i; newSubgraphs is the set of constructed k-sized
candidate subgraphs from (k-1)-sized subgraphs. Algorithm 1 is as follow:

Algorithm 1. Local candidate subgraphs generation in node i

Input:
The set of graphs in node i: Gi;
Sets of frequent edges in gi, Edges(i);
The set of (k-1)-sized frequent subgraphs of gi, subgraphs(i);
The set of frequent subgraphs in node i that have been mined: Subgraphs.

Output:
k-sized local candidate subgraphs in node i;

1: newSubgraphs ∈ ∅;
2: for each g(i) ∈ Gi, extract the set of frequent edges Edges(i);
3: for each (k-1)-sized frequent subgraphs s ∈ subgraphs(i), generate all k-sized can-

didate subgraphs that contain s by adding an unused frequent edge in Edges(i);
4: add all k-sized candidate subgraphs in newSubgraphs;
5: return newSubgraphs;
6: END

3.4 Isomorphism Testing

Isomorphism testing is the most important operation in the process of frequent
subgraph mining. For each of the candidate subgraphs, we will test if it is isomor-
phic to each of the other graphs in the database, and then count the number of
occurrences of the candidate subgraph to calculate its frequency. How to reduce
the cost of isomorphism testing is the key to improve the efficiency of frequent
subgraph mining.

We adjust the isomorphism testing algorithm in order to adapt to the situa-
tion of vertex classification. Graph is defined as a form with its adjacency matrix
in traditional isomorphism testing algorithm [9]. Since self-loop is forbidden in
the graphs, elements on the main diagonal are valued 0 and they will be omitted
when doing isomorphism testing [15] (Fig. 3). In the case of vertex classification,
we give a value to each element on the main diagonal according to the kind of
the vertex. When we do isomorphism testing, we will take the diagonal elements
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Fig. 3. Adjacent matrix of traditional
graph

Fig. 4. Adjacent matrix of vertices-
classified graph

into account (Fig. 4). This method can guarantee that if two graphs are consid-
ered to be isomorphic, they not only have the same structure but also have the
same kind vertices in the same place.

Fig. 5. Example of a candidate subgraph

As a matrix is symmetrical to its main diagonal, we choose to use
a lower triangular matrix to represent the matrix and flatten it into a
sequence. For instance, we can represent the adjacency matrix for the Fig. 4
as (a1b00c011b0100c00011c). All we need to do is to test whether the sequences
of candidate subgraphs exist in each graph in the database. For example, if we
get a candidate subgraph (Fig. 5) and need to test whether it is a subgraph of
Fig. 4, the detailed is as follow. First we get the sequence of Fig. 5 (b1b01c).
Then, according to the three vertices of Fig. 5, we generate two kinds of rele-
vant sequences from the sequence of Fig. 4: (b1b01c), (b1b10c). As long as the
sequence of Fig. 5 is included in the two sequences, Fig. 5 is a subgraph of Fig. 4.

3.5 Computing Local Frequency

Another important task is to calculate the local frequency of candidate subgraph
s to determine whether s is a frequent subgraph in the node. Let Subgraphs be
the set of the frequent subgraphs that have been mined in a node. When we get
a candidate subgraph, we first test whether it exists in the Subgraphs.

If s ∈ Subgraphs, we add s to Subgraphs(i). This step not only reduces the
cost of scanning all graphs in the node, but also guarantees all frequent subgraphs
have no copies in Subgraphs in this node. If s /∈ Subgraphs, we scan all graphs
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Algorithm 2. Computing local frequency
Input:

The set of graphs in node i: Gi;
The set of k-sized candidate frequent subgraphs: newSubgraphs;
The set of frequent subgraphs of gi that have been mined: Subgraphs.

Output:
k-sized local subgraphs in node i;

1: for each s ∈ newSubgraphs, if s ∈ Subgraphs, add s to Subgraphs(i);
2: if s /∈ Subgraphs, do isomorphism testing between s and each graph of Gi;
3: calculate the local frequency of s: fi(s);
4: if fi(s) ≥ θ · ni, add s to Subgraphs and subgraphs(i);
5: delete all (k-1)-sized frequent subgraphs from subgraphs(i);
6: return newSubgraphs;
7: END

in the node to calculate its local frequency. If the frequency of a k-sized subgraph
s satisfies the equation: fi(s) ≥ θ ·ni, we add s to Subgraphs and Subgraphs(i),
then delete the (k-1)-sized subgraph from subgraphs(i). Algorithm 2 is as follow:

3.6 Removing Redundant Graphs

Since each node only does local mining, it means the method has a drawback [1];
it will produce many redundant graphs among the nodes. There are three kinds
of redundant graphs: (i) some are subgraph of others; (ii) some are the copies of
others; (iii) some are not the globally frequent subgraph. These redundant graphs
must be removed from the summary of the results. In SummaryResultes, for
graph gi and graph gj , if they has same node sets, we do the isomorphism
testing. If gi = gj , delete gi from SummaryResults. Filter 1 can remove the
redundant graphs of (ii) from the result. Then in Filter 2, we calculate the global
frequency of each candidate global subgraphs by the Eq. (1). Then, according to
the inequality (2), we delete the graphs whose global frequency is less than θ ·n to
remove the redundant graphs of (iii). Finally, for all graphs in globally frequent
subgraphs, if gi and gj has same node sets, we do isomorphism testing between
gi and gj . If gi ⊆ gj , delete gi to remove the redundant graphs of (i) from the
result and obtain the set of the biggest globally frequent subgraphs.

4 Experiments

Our experiment is tested on 4 nodes, each machine with 16 GB memory dual
core processor. The algorithm is coded in Java so as to work with Hadoop [16].
The datasets used in experimental study are described in Table 2. The sizes of
datasets range from 10M to 493M and the graph number range from 10,000 to
500,000. Each graph has 25-70 vertices and 50-180 edges. The synthetic datasets
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Table 2. Experimental data

Datasets Type Number of graphs Size on disk Average vertices

DS1 Synthetic 10000 10MB 50-70

DS2 Synthetic 50000 49MB 40-60

DS3 Synthetic 100000 98MB 40-50

DS4 Real 27200 26MB 25-35

DS5 Synthetic 200000 200MB 25-45

DS6 Synthetic 500000 493MB 25-35
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Table 3. Experimental results

Datasets θ 2-nodes (s) 4-nodes (s)

DS1 10% 217 12

DS1 20% 65 45

DS1 30% 41 29

DS2 10% 1347 712

DS2 20% 407 214

DS2 30% 264 178

DS3 10% 2825 1536

DS3 20% 724 389

DS3 30% 473 296

DS4 10% 542 298

DS4 20% 184 94

DS4 30% 102 77

DS5 10% 5437 2589

DS5 20% 1353 776

DS5 30% 848 478

DS6 10% — 7283

DS6 20% 3356 1687

DS6 30% 2241 1060
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are generated by the synthetic data generator from [17]. The real dataset we
tested is available from [18].

We select the thresholds of 30 %, 20 %, and 10 %, and the runtimes of each
kind of situation are listed in Table 3. The first column of Table 3 is the dataset
used. The second column is the value of the given support threshold. The third
column is the running time under the situation of 2-nodes. The fourth column is
the running time under the situation of 4-nodes. It is observed that the runtimes
of 10 % is much higher than the runtimes of 30 % in the same dataset. With
the decrease of the threshold in every dataset, there are more subgraph patterns
whose frequencies meet the inequality: f(gi) ≥ θ · n. This is the reason why the
runtimes of smaller thresholds are higher than the bigger thresholds in a dataset.

As is shown in Figs. 6, 7 and 8, there is an almost linear relationship with
runtime and the database size in each kind of threshold. Furthermore, the per-
formance of our method in the case of 4-nodes is better than in the case of
2-nodes especially when the database is bigger. Because the slopes of the lines
that represent 4-nodes cases are smaller than the 2-nodes cases. Adding machines
can significantly improve the mining efficiency. When the number of graphs in
datasets are less than 200,000, our approach is able to mine all the frequent
subgraphs almost less than 1,000 s in both 20 % and 30 % cases.

In Fig. 9, we compare runtime in each dataset. Our method can significantly
reduce the execution time by increasing the number of nodes. With the increase
of the database, adding nodes to mine frequent subgraphs does not increase a
lot of extra overhead.
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5 Conclusion

We provide an approach based on MapReduce for frequent subgraph mining
in large scale of graph databases. There are two rounds of MapReduce in our
method. First round is to find the locally frequent subgraphs in each node;
second round is to get the globally frequent subgraphs in this iteration. We
use a sequence derived from lower triangular matrix to indicate an undirected
graph. To improve the efficiency of the isomorphism testing, we transform the
graph isomorphism testing into a limited number of string matching and take
some measures to reduce the amount of isomorphism testing by scanning a set
of subgraphs that have been mined, instead of scanning all the graphs in the
node. In this paper, we make some optimizations for frequent subgraph mining,
but there are also some problems: (i) how to further reduce the redundancy of
frequent subgraph to reduce the time cost of the algorithm; (ii) how to improve
the algorithm in order to adapt to the situations of larger graph databases and
a super large graph.

Acknowledgments. This paper is supported by the NSFC under grant No.61433019
and Science and technology project of Guangdong Province (No. 2016B030306003 and
2016B030305002).
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Abstract. Hypergraph is good at modeling multi-node relationships in
complex networks. Balanced hypergraph partitioning helps to optimize
storage of large sets of hypergraph-structured data over multi-hosts in the
Cloud, and share the query loads. Several centralized vertex partition-
ing algorithms have been developed to address this problem. However,
edge partitioning is proved more effective than vertex partitioning for
graph processing. Aim of this paper is to explore a new approach based
on hyperedge partitioning, in which hyperedges, rather than vertices,
are partitioned into disjoint subsets. We propose a distributed hyper-
edge partition algorithm, HyperSwap, to partition the hypergraph into
balanced sub-hypergraph as required, without global information and
central coordination. We show the feasibility, evaluate it on Facebook
dataset with various settings, and compare it against two alternative
solutions. Experiment findings show that HyperSwap outperforms the
other two partitioners because it obtains good partitions with low cut
cost while conforming to any balance requirement.

Keywords: Hypergraph partitioning · Hyperedge partitioning ·
Distributed algorithm · Load balancing

1 Introduction

There are various ever expanding real-world applications spare no effort to the
contribution of the Big Data era, including the info networks, online social net-
works, and biological networks, etc. [1]. It is a great challenge to exploit how
to store and process these data and the complex data relationships efficiently.
Generally, data are modeled as a graph beforehand before the graph being parti-
tioned and deployed over multiple clusters, such as virtual machines in the cloud
or distributed databases, in order to partition the query loads between these clus-
ters [2], enabling the parallel processing as well. In this case, maintaining the
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locality of data based on their relationships could benefit the reduction of cross-
server communication cost and speed up the context-based parallel processing.
In addition, evenly distributing or uniform partitioning is also important to bal-
ance the computational working load between clusters, and optimize the usage of
memory. Therefore, a good partitioning can be used to minimize communication
cost, to balance, or to identify densely connected clusters [3].

While most of the researches focus on partitioning solutions based on usual
graphs, namely dyadic graphs, there has been limited ones shed light on the
partitioning of hypergraph. A hypergraph is a generalization of a graph, where a
hyperedge can connect any number of vertices. Recent studies have showed that
hypergraphs perform better than dyadic graphs at modeling groups in many
fields [4–7]. Take social network as an example, users could be modeled via ver-
tices in a hypergraph, and the multi-user interactions could be modeled as hyper-
edges. Placing and replicating social network users on suitable servers according
to the multi-way operations could relieve the communication costs, especially
the inter-server query cost, namely the cut cost of hypergraphs. Minimizing the
cut cost is the main optimization target of the hypergraph partitioning problem,
which is the main focus of this paper.

Although there are a few algorithms designed for hypergraph partitioning
[5,6], none of them is tailored to address the partitioning problem in a distributed
way, to the best of our knowledge. Since the hypergraph could be fully distributed
on several separated hosts, we try to solve the hypergraph partitioning problem
in a parallel way. In addition, balance constraint also matters in hypergraph
partitioning. Traditionally, hypergraph partitioning refers to vertex partitioning,
that is, dividing the vertex set into nearly equal sized partitions, with minimized
cut hyperedges. However, dividing the vertex set in equal sized partitions does
not imply that the corresponding subgraph have the same size and the workload
is balanced, since the distribution of edges or hyperedges may not be balanced,
especially in terms of the power-law graphs, leading to unbalanced workload [8].
We suggest a new hypergraph partitioning approach, named hyperedge parti-
tioning, to achieve the real workload balance. Hyperedge partitioning refers to
partitioning the hyperedge set into disjoint subsets, while vertices may have to be
cut (replicated) since they may belong to several partitions. A good hyperedge
partitioning requires minimum number of vertex replicas. Figure 1 depicts the
difference between vertex partitioning and hyperedge partitioning. So far, there
is very few researches shed light on hyperedge partitioning, in spite of some on
edge partitioning schemes for dyadic graphs [8–12].

To address the challenges of balanced hypergraph partitioning in a distrib-
uted way, we introduce a heuristic algorithm, named HyperSwap, which exploits
the local adjacency information to swap the hyperedges under certain balance
constraints instead of vertices. As a consequence, HyperSwap exposes substan-
tially greater parallelism, reduces network communication costs and necessary
replicas, and provides a new highly effective approach to distributed hypergraph
partitioning. We describe the design of HyperSwap and evaluate it using real-
world dataset Facebook with variety of settings.
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Fig. 1. Example of hypergraph partitioning using (a) vertex partitioning, i.e. each ver-
tex locates in only one partition, while hyperedges may be cut and span more than
one partition; and (b) hyperedge partitioning, i.e. each hyperedge appears in only one
partition, while vertices may be cut and replicated in more than one partition.

In particular our key contributions are two-fold: First, we put forward the
concept of hyperedge partition as a new kind of hypergraph partitioning method.
Second, we propose a distributed balanced hyperedge partition algorithm, named
HyperSwap, to partition hypergraphs based on hyperedge swapping operations.

Evaluation findings demonstrate that HyperSwap produces quality partitions
and scales well with different number of partitions and balance constraints. Espe-
cially, HyperSwap outperforms khMETIS and random hyperedge partitioning solu-
tions with respect to the trade-off between cut-vertex numbers, communication
cost and balance level.

The rest of the paper is structured as follows. Related research works are
discussed in Sect. 2. Section 3 introduces the definitions of hyperedge partition-
ing and the optimization problem. Next, we present the solutions for distrib-
uted hyperedge partitioning scheme in Sect. 4. Section 5 includes the experiment
results and analysis. Finally, in Sect. 6, we give our conclusions and suggest future
work.

2 Related Work

The problem of optimally partitioning a dyadic graph or a hypergraph is known
to be NP-hard [13]. Graph partitioning algorithms can be classified as either ver-
tex partitioning (a.k.a edge-cut partitioning) or edge partitioning (a.k.a. vertex-
cut partitioning). So far, a significant number of heuristic algorithms with near-
linear runtime has been developed.

2.1 Vertex Partitioning for Hypergraph

Fiduccia-Mattheyses (FM) algorithm [14] introduces single-vertex move rules
and enables K -way partitioning based on recursively bi-partitioning. Later, a
direct K -way partitioning based on FM algorithm is put forward [14]. Based on
the FM algorithm, hypergraph partitioning tools named hMETIS [15] and khMETIS
[16] are developed to implement the multi-level framework via recursive bisection
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and direct K -way approaches, respectively. These tools are effective in reducing
both execution time and cut sizes. Lately, Yaros [17] proposed to use information-
theoretic entropy as an imbalance constraint, and it enables the partitioner,
named hyperpart, to find high quality solutions for given levels of imbalance.
Inspired by hyperpart, Yang [18] proposed a hypergraph partitioner, named
EQHyperpart, to partition the hypergraph based on information entropy mod-
ularity. The algorithms mentioned above are classified as vertex partitioning
methods for hypergraph, because they divide vertices of a hypergraph into dis-
joint partitions, aiming to minimize the number of hyperedge that span separated
partitions, that is, minimizing the cut hyperedges.

2.2 Hyperedge Partitioning for Hypergraph

Recently, there are several literatures casting efforts on edge partitioning.
SBV-Cut [9] is a newly proposed edge partitioning tool running in centralized
model. DFEP [10], PowerGraph [8], JA-BE-JA-VC [11], and VSEP [12] are state-
of-the-art distributed approaches for edge partitioning. There are both theory
and practice studies [8] prove that edge partitioning is more efficient than vertex
partitioning in parallel processing of power-law graphs [11].

Likewise, corresponding to the vertex partitioning, there could be hyperedge
partitioning for hypergraphs. rFM [19] is a hypergraph partitioning tool that
considers the vertex replication and vertex moving at the same time. But the
essential operation of rFM is single vertex move, and hyperedges are still cut
and span across multi-partitions. Therefore, rFM is essentially a kind of ver-
tex partitioning algorithm. Additionally, hypergraph partitioning also calls for
distributed algorithms. To the best of our knowledge, HyperSwap is the first algo-
rithm that fill in the gap of hyperedge partitioning and can produce balanced
partition results in distributed model.

3 Problem Statement

We are given an undirected hypergraph H = (V,N ), where V is the set of vertices
and N is the set of hyperedges (a.k.a. nets). Each net nj ∈ N connects a subset
of vertices. The set of vertices connected by net nj is represented by Vertices(nj).
The set of nets that connect vertex vi is denoted as Nets(vi). The vertices vi

and vj are said to be neighbors if they are connected by at least one common
net, i.e., Nets(vi) ∩ Nets(vj)�= ∅. A (nj , vi) tuple denotes a pin of nj where vi ∈
Vertices(nj). The nets ni and nj are said to be neighbors if they have at least
one common pin, i.e., Vertices(ni) ∩ Vertices(nj) �= ∅. The degree of a net nj

is equal to the number of vertices it connects, |V ertices(nj)|. The total number
of pins P =

∑
nj∈N |V ertices(nj)| denotes the size of a given hypergraph H.

A vertex weight value w(vi) is associated with each vertex vi, and a hyperedge
weight value w(nj) is the total weight of the connected vertices of net nj , i.e.
w(nj) =

∑
vi∈V ertices(nj)

w(vi).
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Π = {N1, . . . ,NK} is a K -way hyperedge partition of H = (V,N ) if each
part NK is a nonempty subset of N , the parts are pair wise disjoint, and the
union of K parts is equal to N . The set of vertices located on partition Nk is
represented by V ertices(Nk), and the set of nets that located on partition Nk is
denoted as Nets(Nk). The weight W (Nk) of a part Nk is the sum of the weights
of the hyperedges in that part, i.e., W (Nk) =

∑
nj∈Nk

w(nj). A partition Π is
said to be balanced if each part Nk ∈ Π satisfies the balance constraint :

W (Nk) ≤ (1 + ε)Wavg for k = 1, . . . ,K, (1)

where Wavg = W (N )/K and ε is the predetermined maximum imbalance ratio.
In a partition Π, a vertex is said to locate in a part if it is connected by at

least one hyperedge in that part. The locality set Λ(vi) of vertex vi is defined
as the set of parts which vi locates in. The cardinality of locality set Λ(vi) of
vertex vi is denoted by λ(vi) = |Λ(vi)| , or λi for short, which is equivalent to the
number of required replicas for vertices vi. A vertex is said to be cut or frontier
if it locates in more than one part (λ(vi) > 1), and uncut or interior if it locates
in only one part (λ(vi) = 1). The set of cut vertices in a partition Π is denoted
as VF . Since the frontier vertices are the channels through which the partitions
communicated, the communication cost is mainly related with these vertices.
A cost value c(vi) is associated with each vertex vi, and the cost function for a
vertex set is denoted by c(V) =

∑
vi∈V c (vi). The cutsize metrics to represent

the cost of a partition Π of hypergraph H can be either (2) or (3).

C(H,Π) =
∑

vi∈VF

c(vi) (2)

C(H,Π) =
∑

vi∈VF

(λ(vi) − 1)c(vi) (3)

We name the cost definitions in (2) and (3) as the cut-vertex metric and
the replication metric, respectively. For example, the cut-vertex and replication
metrics model the minimization of the communication volume in parallel sparse
matrix vector multiplication utilizing collective and point-to-point communica-
tion schemes, respectively.

Now we can formulate the optimization problem as follows: find the optimal
partitioning Π� such that:

Π� = arg min
Π

C(H,Π)

s.t. W (Nk) ≤ (1 + ε)Wavg for k = 1, . . . , K
(4)

In other words, given a hypergraph H = (V,N ), balanced K -way hyperedge
partitioning can be defined as finding a K -way partition Π = {N1, . . . ,NK} that
minimizes the cutsize (2) or (3) while maintaining the balance constraint (1).
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4 Distributed Hyperedge Partitioning Solution

We propose HyperSwap, a heuristic distributed hyperedge partitioning algorithm
to address the balanced K -way hypergraph partitioning problem. In this section,
we will discuss the details of this algorithm.

4.1 Basic Steps of HyperSwap

Hyperedge partitioning algorithm HyperSwap performs after random initializa-
tion at certain balance level. Every partition carries out HyperSwap iteratively,
and it maintains the states information of local vertices and hyperedges, includ-
ing their neighbour relationships, but it should achieve information of other
partitions through communications. The basic optimization steps of HyperSwap
is illustrated in Algorithm 1.

Algorithm 1. Basic steps of HyperSwap.
1: //Swapping procedure at Partition Pk

2: swapOutNet ← selectSwapOutNet () //see Algorithm 2.
3: swapInNetCandidates ← selectSwapInCandidates ()
4: if swapInNetCandidates �= ∅ then
5: swapInNet←chooseNetfromCandidates(swapOutNet,swapInNetCandidates)

//see Algorithm 3
6: swapLocation(swapOutNet, swapInNet )
7: end if

In each iteration, a partition proceeds with the following three steps: (i) swap-
out hyperedge selection (line 2), (ii) swap-in hyperedge selection (line 3–5), and
(iii) hyperedge swap (line 6). There are various approaches for the realization
of each step. In the remaining parts of this section, we introduce a few possible
schemes for these steps.

4.2 Swap-Out Hyperedge Selection Scheme

In this step, a partition should choose a local hyperedge for swapping out. There
are basically two schemes for selection: random and greedy. Random scheme is
fair and straight forward by choosing a local hyperedge randomly, but it is diffi-
cult to lead to an optimal result. Worse still, it is possible to choose a hyperedge
with pure interior vertices to swap out and increase the cut size instead. Greedy
scheme always chooses a hyperedge n� with the most cut vertices (see (5)) or
most replication copies (see (6)) upon to the cut size metric. This scheme will
have a higher chance of reducing the cut size, because there are more replicated
vertices would have probability to find the same copy in the other partition.
But there is a possibility that the same hyperedge is chosen all the time and
could not be swapped out, where the algorithm may get stuck in endless loop.
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On account of the above analysis, we combine the two schemes for swap-out
hyperedge selection.

n� = arg min
nj∈Nets(Pk)

| {vi|vi ∈ {VF ∩ V ertices(nj)}} | (5)

n� = arg min
nj

∑

vi∈{VF ∩V ertices(nj)}
λ(vi) (6)

Algorithm 2 illustrates the process of how to select a hyperedge for swapping
out. We calculate the sum of cut vertices or replicated vertices of every net
located on the same partition, up to the cut size metric (line 2–13). Then the
hyperedges are sorted in descendant order, based on the assigned cut size metric
(line 14). Finally, we choose a hyperedge randomly in the sorted net list within
the top t elements as the net for swapping out (line 15).

Algorithm 2. Selection of swap-out hyperedge.
1: //Swap-out hyperedge selection procedure at Partition Pk

2: for all nj ∈ Nets(Pk) do
3: for all vi ∈ V ertices(nj) do
4: if λ(vi) > 1 then
5: if cutsizemetric == “cut − vertex” then
6: vcut num = vcut num + 1
7: end if
8: if cutsizemetric == “replication” then
9: replication num = replication num + λ(vi) − 1

10: end if
11: end if
12: end for
13: end for
14: netlist ← sort(Nets(Pk), cutsizemetric, desc)
15: swapOutNet ← getRandomTopElement(netlist, t)
16: return swapOutNet

4.3 Swap-In Hyperedge Selection Scheme

In this step, a candidate set of hyperedges for swapping in should be chosen from
the other partitions. We consider two sets of hyperedges for selection: neighbour
hyperedges and random hyperedges. Hyperedges, which are both one-hop neigh-
bours of the swap-out hyperedge and located on the other partitions, constitute
the major part of the candidate set. One-hop neighbours, a.k.a. directed neigh-
bours of a hyperedge n, constitute a set of hyperedges that every member has
at lease one common pin vertex with n.

The rest part of swap-in hyperedge candidate set is a handful of random
hyperedges in the hypergraph. Random nets, which are acquired by random walk,
help to increase the chance of finding a proper swap partner for the optimization
problem.
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4.4 Hyperedge Swap Scheme

To choose a proper swap-in hyperedge within the candidate set, we explore a
metric, named swap benefit, to measure the swap utility.

Swap benefit refers to the reduction amount of cut vertices or replication
copies of them. The vertices sets of swap-in net nin, swap-out net nout and the
two swap partner partitions Pin and Pout, should be employed to compute the
swap benefit. We calculate the reduced replica set of two partitions by (7) and
(8), and the increased replicas by (9) and (10). Take the replication metric as
example, the swap benefit is calculated by (11). The higher the swapBenefit
value is, the lower cutsize the exchange may cause.

reducedR(nout, nin, Pout) = V ertices(nout)−
∪ni∈{Nets(Pout)−{nout}}V ertices(ni) − V ertices(nin)

(7)

reducedR(nout, nin, Pin) = V ertices(nin)−
∪ni∈{Nets(Pin)−{nin}}V ertices(ni) − V ertices(nout)

(8)

increasedR(nout, nin, Pout) = V ertices(nin)−
∪ni∈{Nets(Pout)}V ertices(ni)

(9)

increasedR(nout, nin, Pin) = V ertices(nout)−
∪ni∈{Nets(Pin)}V ertices(ni)

(10)

swapBenefit = |reducedR(nout, nin, Pout) + reducedR(nout, nin, Pin)|−
|increasedR(nout, nin, Pout) + increasedR(nout, nin, Pin)| (11)

Algorithm 3 describes the procedure of choosing the swap-in net from the
candidate set. We first calculate the swap benefit for every pair of swap-in and
swap-out nets (line 2–4), and sort the candidate swap-in nets according to the
corresponding benefit values (line 5). Then the net with the highest swap benefit
value in sorted list would be used to check the balance constraint (line 7–8). The
first net in sorted list would be removed until find one that does not violate the
balance constraint, and this one would be chosen as the final swap-in hyperedge
(line 6–14).

5 Experiments

5.1 Metrics

We measure the following metrics to evaluate the quality of the hyperedge
partitioning:
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Algorithm 3. Choose Swap-in net from Candidate Set.
Input: swapOutNet, swapInNetCandidates
Output: swapInNet
1: //Swap-in hyperedge selection procedure at Partition Pk

2: for all ni ∈ swapInNetCandidates do
3: swapBenefitScorei = calculateSwapBenefit (swapOutNet, ni)
4: end for
5: netlist ← sort (swapInNetCandidates, swapBenefitScore, desc)
6: while netlist �= ∅ do
7: swapInNet ← getFirstElement(netlist)
8: if breakbalance (swapoutNet, swapInNet) is true then
9: swapInNet ← NULL

10: removeFirstElement (netlist)
11: else
12: break
13: end if
14: end while
15: return swapInNet

(i) Communication cost (number of replicas): This metric counts the
number of times that vertices has to be cut. That is related to the total
replicas of all the vertices in cut state, or the sum of frontier vertices of all
the partitions, which is closely in connection with the cut size metric (3).
Meanwhile, the replica numbers directly affects the required communication
cost of the partitioned hypergraph. Because modification to a vertex should
be propagated to all its replicas for consistency, or the distinct states of all
replicas of each frontier vertex should be collected and computed to get a
new state, which is then copied into the replicas in distributed framework.
Therefore, the communication cost is computed as CommCost =

∑K
i=1 |Fi|.

Here, Fi is the set of frontier vertices of partition i, and K is the number
of partitions.

(ii) Imbalance: In the initialization stage, a predetermined imbalance ratio ε
limits the maximum imbalance level of the partition result. According to
the balancing constraint defined by (1), we define the imbalance degree θ
by (Wmax − Wavg)/Wavg, where Wmax = max1≤k≤K W (Nk), and judge
whether the swap process breaks the balance constraint by comparing θ
with ε.

(iii) Normalized standard deviation of partition sizes: Each partition
should be as close as possible to the same size. Since imbalance met-
ric ignores the sizes of non-max weight partitions, we utilize normal-
ized standard deviation of partition sizes (NSTDEV) as a measurement
of the balance level between partitions. We first normalize the sizes, so
that a partition of size 1 represents a partition with exactly |P |/K =∑

nj∈N |V ertices(nj)|/K pins. Then the standard deviation of the sizes

is computed by NSTDEV =

√
∑K

i=1(
|Pi|

|P |/K −1)2

K . Here, K is the number
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of partitions and Pi denotes the pins set of partition i , i.e., |Pi| =∑
nj∈Ni

|V ertices(nj)|.

5.2 Dataset

We evaluate the proposed method by performing algorithms on a Facebook
dataset offered by SNAP (Stanford Network Analysis Project). It is an undi-
rected type of social networks with 4039 nodes and 88234 edges, which reflects
the earlier stage of a classical scale-free network. The dataset is modeled using
hypergraph according to the inherent characteristic, before partitioning execu-
tion. In our evaluation experiment, hyperedges are formed by the friendship
relationship.

5.3 Performance of HyperSwap

In this section, we observe how the HyperSwap performs under the three hyper-
edge partitioning performance metrics mentioned in Sect. 5.1, with two different
cut size metrics: cut-vertex metric and replication metric. For this experiment,
we perform HyperSwap and partition the dataset into 4, 8, 16, and 32 parti-
tions, under different unbalance degree requirements (10%, 30%, 50%, 80%
and 100%), respectively. To simplify the experiment, every vertex weight value
is assigned unit value.

Figure 2 depicts the number of replicas with different partition numbers under
different unbalance degree requirements. We can observed that the cut sizes
increase with the increase of partition amount under the same unbalance level,
but decrease with the increase of imbalance degree when partitioning into the
same number of parts. It implies that the number of times that vertices has
to be cut are less, thus there are less communication costs even under different
settings.

Figure 3 shows the relationship between the required imbalance degrees (ε)
and the actual imbalance degrees (θ) with different partition numbers. As shown,
HyperSwap never breaks the balance constraint, and it produces more balance
partition results when the number of partitions is not so big, say 4. The two
schemes perform neck and neck with respect to balanced partitioning ability.
Figure 4 reveals that with the increase of partition numbers and the unbalance
level, the deviation of partition sizes become further. The scheme aiming for
cut-vertex metric achieves more balanced partitioning results in most situations.

5.4 Comparison to Other Partitioning Algorithms

In this section, we evaluate the partitioning performance of HyperSwap and two
alternative partitioning solutions: khMETIS and random hyperedge partitioning.

Random hyperedge partitioning refers to allocating the hyperedges to a ran-
dom partition under a predetermined balance constraint. khMETIS is a centralized
K -way vertex partitioner for hypergraph. Since vertex partitioning algorithms,
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Fig. 2. Communication costs under different cut size metrics.

Fig. 3. Imbalance degrees under different cut size metrics.

Fig. 4. Normalized standard deviation of partition sizes under different cut size metrics.

such as hMETIS and khMETIS, require vertex partitioning based measures, like
edge-cut, whereas hyperedge partitioning algorithms should be evaluated using
hyperedge partitioning based measures, like vertex-cut. We overcome this diffi-
culty by conducting conversion between vertex partitioning and hyperedge par-
titioning. More precisely, we convert the vertex partitioning results that khMETIS
returns into a hyperedge partitioning form, and use hyperedge partitioning based
metrics to compare khMETIS with HyperSwap.

The evaluation experiment is also conducted on the hypergraph modeled
Facebook dataset, and the three partitioners would be perform several times,
aiming to partition the hypergraph into 4, 8, 16, and 32 partitions, under different
imbalance degree requirements (10%, 30%, 50%, 80% and 100%), respectively.
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The partitioned hypergraph resulting from khMETIS would be converted under
the same balance constraints as requirements. Similarly, every vertex weight
value is assigned unit value.

Figure 5 shows that the number of replicas produced by khMETIS, HyperSwap
and Random partitioners all increases with the partition amount. Random par-
titioner performs worst, and the performance of HyperSwap is modest. khMETIS
always generate the minimum replica, however, this comes at the cost of high
imbalance.

Fig. 5. Comparisons of communications cost.

Figure 6 demonstrates that when the imbalance constraint increases, the
actual imbalance degrees of the three partitioners all increase, in general. Parti-
tions resulting from HyperSwap are nearly as balanced as the required balance
level. But the khMETIS is extremely unbalanced and always breaks the balance
constraints. Figure 7 presents the same phenomenon. As to HyperSwap and ran-
dom partitioners, they both perform well with the balance constraints. Synthesiz-
ing these two figures, we can observed that, HyperSwap produces more balance
partitioning results than random partitioner when the balance requirement is
strict, such as 10% imbalance degree requirement.

Fig. 6. Comparisons of imbalance level.

In summary, the findings show that HyperSwap outperforms the other two
solutions because it produces balanced partitions while requiring a low cut size.
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Fig. 7. Comparisons of normalized standard deviation of partition size.

6 Conclusion

In this paper, we introduced the concept of hyperedge partitioning for distributed
hypergraph processing. In particular, we presented HyperSwap, a heuristic dis-
tributed hyperedge partitioning algorithm for balanced hypergraph partitioning.
To compute the partitioning, nodes on every partition run HyperSwap in paral-
lel and require only some local information and necessary communications with
other partitions. Swapping hyperedges and replicating the cut vertices push the
placement towards balanced while low cut size states. We compared HyperSwap
with other two popular hypergraph partitioning algorithms, and the findings
showed that HyperSwap not only guarantees to keep the partitions balanced as
required, but also performs well with respect to cut size reduction. As future
work, we plan to implement HyperSwap more efficiently and investigate which
types of datasets and frameworks are solvable by it, and which ones need com-
pletely different heuristic schemes.
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Abstract. Current movie recommender system is hard to capture user’s
preference due to the multidimensional and dynamic characteristics.
Aiming at this problem, in this paper, we propose a dynamic hybrid
movie recommender framework which models user’s preference from four
different aspects. The framework is organized according to the classic
two-stage information retrieval dichotomy: first, we adopt a suitable rec-
ommender algorithm for each aspect respectively for candidate genera-
tion, and then a linear combination model is designed to produce the final
recommendation list. In order to capture the dynamics of user’s prefer-
ence, We also constructe a feedback learning mechanism which utilize
the utility function to compute the best weight vector for each recom-
mender algorithm. Case study on our framework shows that our model
can accurately capture user’s current interest with acceptable cost.

Keywords: Hybrid algorithm · Recommender system · Feedback learn-
ing · Utility function · Multidimensionality

1 Introduction

Imagine that, in the near past, people can easily find what they really interested
in through searching in the Internet. With the rapid growth of Internet informa-
tion, they get confused when face up with so many choices. A tool which filters
the unwanted information for users is needed, and recommendation system (RS)
meets this demand [26]. RS makes use of user’s preference information which is
acquired by the system explicitly (typically by collecting user’s ratings) or implic-
itly (typically by monitoring user’s behavior, such as clicks, downloads) [17,21].

On one hand, RS helps users find valuable resource that they truly needed.
On the other hand, it enables the resource be more likely presented to relevant
users. RS acts both as the filter for users and the solver of Long Tail problem for
resource provider. The main task of those system is mining users’ preference and
recommending the correct resource to them. However, the efficiency of current
c© Springer International Publishing AG 2016
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recommender algorithm is not satisfactory due to the difficult of capturing user’s
preference. There are mainly two reasons:

User’s preference are multidimensional. Take movie, for example, suppose
Bob watches a comedy movie. There are many reasons for visiting a particular
resource. Maybe he is working on a comedy subject. It is possible that Bob’s
friend once told him in the past that it is interesting. It is very likely that Bob
is boring at that time and randomly selects this movie to kill time. It is hard
to make sure which is the real reason, all we can do is try our best to guess the
most possible reason according to Bob’s feedback within a period of time.

User’s preference are dynamic. User’s preference on resource, such as movie,
changes by year, or month even day. Suppose an example which is showed in
Table 1. Bob watched a lot of comedy movie at time t (t can be one day, one
month or one year). At this time he was making research related to comedy.
Then Bob watched many adventure movies at time t+1 because his friends loved
adventure movie and recommended their favorite movies to Bob. At time t + 2,
Bob cared about the famous movies so he watched a larger number of movies
from the popular list. Bob was boring at time t + 3 and randomly selected a
movie to watch from movie library during this period of time.

Table 1. Bob’s dynamic preference on movie

Time Interest Reason

t Comedy Research requirement

t + 1 Adventure Social requirement

t + 2 Top-N Pursue popularity

t + 3 Randomization Kill time

During the first period of time, Bob watched many comedy movie, the gen-
eral way of recommending movies to Bob maybe among one of those: recom-
mends more comedy movies to Bob, shows Bob more movies which his friends
watched, presents the most popular movies to Bob, and randomly recommends
some movies to Bob. We are not sure which is Bob’s real preference according
to the movies which Bob watched in the past, hence any independent algorithm
may fail. It can be solved by putting two or more methods together. We know
that Bob’s preference is dynamic from the second period of time. At time t, It
is suitable to recommend more comedy movies to Bob, but if we still recom-
mend comedy movie to Bob at time t + 1, it won’t be useful. It’s also improper
if we recommend to Bob more movies that his friends watched at time t + 2.
The dynamics of Bob’s preference can be learned from Bob’s feedback. In other
word, we can know how fast Bob changed his preference and how much he was
changed from his clicks toward recommender list we provided.

The motivation of our work arises from the task of serving the most suit-
able movies to user. This involves a number of challenges ranging from modeling
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user’s multidimensional interest to predicting user’s current preference. With
amount of user’s activity history, it is easy to build an accurate algorithm which
performs well on off-line experiment. However, It is non-trivial to capture user’s
multidimensional and dynamic preference. Traditionally, content-based recom-
mender algorithm always show user the similar movies to which user has watched.
While collaborative filtering recommenders user the movie which similar users
have watched. Our method provides an extension of the existing recommender
algorithm commonly used for recommendation, which is, combines four differ-
ent algorithms and assigns a linear weight on them. Also, a learning algorithm
on the weight is designed to solve the dynamic preference problem. Those four
algorithms aim at the following four aspects:

Content Aspect. That is, Takes movie’s features, such as genres, into consid-
eration and presents to user the similar movies according to user’s watching
history recently.

Collaboration Aspect. Movies are watched by many users, and those users
may have similar preference, though providing target user the movies which
similar users have viewed would be helpful.

Popularity Aspect. The most popular movies get more attention, and user is
easy to accept them when faced with so much information about the Top-N
movies.

Randomization Aspect. It is possible that user is boring at that period of
time. For example, user stays at home alone and randomly picks a movie to
watch without caring about the content of this movie or whether his friends
have watched it or not.

In this paper, we aim at solving the problem of multidimensional and dynamic
preference in movie recommendation environment, and the recommender algo-
rithm and learning mechanism have been researched accordingly. The key con-
tribution in this paper are the following:

– We propose a fine-grained method to model user’s preference from four dif-
ferent aspects, focusing on a particular subject, following the preference of
friends, pursuiting the popularity and passing the time. For each aspect, a
recommender algorithm is built for candidate generation, and the final recom-
mendation list comes from the combination of those four algorithms.

– We construct a feedback learning mechanism to model the dynamics of user’s
preference. User’s feedback (e.g. clicks) towards the recommendation list are
recorded, and a four bytes memory space is used to connect the list with the
above four aspects.

– We provide an useful case study to show that how our system works and
indirectly prove that our framework can truly improves the recommender per-
formance and captures user’s real preference.

2 Related Work

Recommendation system are software agents that elicits the interests and pref-
erences of individual consumers, and makes recommendation accordingly [29].
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The most basic recommender methods are content-based recommendation [5],
collaborative filtering [4] and knowledge-based recommendation [27]. However,
a great volume of literature are focusing on proposing new methods in order to
improve the accuracy, diversity and other metrics on recommendation system,
this is out of the scope of this paper. We consider the recommendation from
the perspective of user, that is to say, user’s decision is affected by particular
content, social relation and so on. Recommendation system is currently centered
on, but not limited to, topics such as movies [8,12], books [19,20], documents
[11,25] , music [10,28] and e-commerce [9,32]. The example used in this paper
is movie, but our framework can also be applied to other fields such as topics
mentioned above.

As we all know that one particular method is designed for one class of prob-
lems, and it is true that any one independent recommendation algorithm has
its shortcomings. For instance, content-based method requires product features
and textual description, collaborative filtering cannot work well when faced up
with data sparsity and cold-start problems, and knowledge-based recommen-
dation rely on the explicit knowledge models from the domain. Hence hybrid
recommendation is often used [2], and the classification of hybrid algorithm is
proposed by different methods [1,6,7]. At present, lots of works have been done
on hybrid recommendation. Basu et al. proposed a hybrid approach which com-
bines the collaborative features, such as likes and dislikes, with content features
of items category [3]. Pazzani combined collaborative filtering with demographic
user characteristics to bootstrap recommendation system even when not enough
item ratings are known [23]. Another feature combination approach was pro-
posed by Zanker and Jessenitschnig, who exploit different kinds of rating feed-
back based on their predictive accuracy and availability [31]. All these methods
are feature combination hybrids, and differently in this paper, we combine four
recommender algorithms and compute the weighted sum of generated list. Most
closely related are the works done by Zanker and Jessenitschning [30], the key
difference is that they identify the optimum weighting scheme, while in our
mechanism the weight scheme changes over time.

The reliability of feedback (e.g. clicks) has been studied in a great volume of
literature [13–15]. On one side, the feedback can be used to construct the rating
data [18,22]. On the other side, user’s feedback may be integrated into user’s
preference [16,24]. Unlike the traditional mechanism, the feedback (preferably
implicit feedback) in this paper are recorded and used to acquire the improved
weight vector. It cannot be sure whether the new weight vector after users feed-
back is the optimal result, but we can believe that this is improved from the
direction of users feedback and also determined by the quality of users feedback.

3 System Model

3.1 Design of the System

As we explained before, user’s preference is multidimensional and changes over
time. A user visits a resource for many reasons, and the dynamics of users
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preference is affected by many factors such as personal preference on the resource,
the recommendation from friends, and so on. In this paper, we model user’s
preference from 4 different aspects which is described in Fig. 1. The first aspect
is Content, which means the user visits the resource because he or she likes it.
Take movie for example, Bob watch Godfather because he likes gangster movies.
The second aspect is Collaboration, we can easily acquire the status of friends
owing to the great development of social network. The food they have eaten,
the movies they have watched, the cloth they have bought, to name but a few.
We all live in an inter-connected community, and our life is influenced by the
people around us. The third aspect is Randomization, we take this aspect into
consideration comes from the situation that sometimes we visit the resource
without any particular purpose. Just like the commonly reply, whatever or I
don’t care, when we were asked which food we want to eat or which music we
want to listen. The last aspect is Popularity, which can also be represented
with the phenomenon Matthew Effect: the popular get more popular and the
unpopular get more unpopular. When visiting the resource, the most popular
resource have the higher probability to be visited compared to the unpopular
resource.

Fig. 1. Design of recommender system

For each aspect, a corresponding algorithm is designed to generate the rec-
ommendation list. We adopt the most common algorithm which has been widely
used in recommendation field. The aspect of content is represented with content-
based filtering, and its purpose is to find the similar resource and recommend
them to the user. Very closely, we use collaborative filtering to model the aspect
of collaboration. The target of this algorithm is to search for the most similar
users and recommend the resources which they have visited. As for the random-
ization aspect, a random algorithm is constructed which randomly selects the
resource from the resource space to do recommendation. For the last aspect, a
popularity algorithm is proposed to recommend the most popular resource at
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a fixed period of time. A linear combination strategy is designed to build the
final recommendation list from the sub recommendation lists generated by each
of the algorithm, as showed in Eq. 1.

Result = w1 ∗ Content() + w2 ∗ CF () + w3 ∗ Random() + w4 ∗ Popular() (1)

where w1, w2, w3 and w4 are four dimensions of the weight vector, and those
four functions represent four aspects of user’s preference. In order to get user’s
current preference, operations (e.g., clicks) are recorded and considered as the
feedback for updating the weight vector. The details of the feedback mechanism
will be explained later.

3.2 Algorithm of Each Aspect

User’s preference is modeled from four different aspects: Conent Aspect, Col-
laborative Aspect, Popularity Aspect, and Randomization Aspect, and
an recommender algorithm is constructed to represent each aspect, respectively.
In this section, we will show the details of each algorithm which represents those
four aspects mentioned before. All of the algorithms can be further improved,
we take more focus on the improvement of the feedback mechanism instead of
the precision of each independent algorithm. Also, they can be replaced by other
algorithm for better representation of the preference of users.

Algorithm 1. Content-based Filtering.
Input: R,A, u, k;
Output: Rank;
1: Rank, V isited = null;
2: for each item ∈ R[u] do
3: V isited.add(item);
4: end for
5: for each item ∈ A do
6: if item /∈ V isited then
7: sim = Jaccardsimilarity(A[item], V isited);
8: Rank[item] = sim;
9: end if

10: end for
11: return Rank[0 : k; reverse];

Content Aspect. The content-based algorithm is used to produce relevant
resource as described in Algorithm 1. At first, a recommendation list is initial-
ized to empty. Then, aiming at all the resources in the resource space which
user have never visited, compute the Jaccard similarity between them and the
visited resources. Finally, the Top-k most similar resources are added to the
recommendation list. The Jaccard similarity is defined in Eq. 2.
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Sim =
A11

A10 + A01 + A11
(2)

where, A11 is the common attribute set that belongs to both resources, and
A10, A01 means the attribute set that belongs to only one resource. The Jaccard
similarity measures the distance of two resources based on the characters of the
resource.

Algorithm 2. Collaborative Filtering.
Input: R, u,m, k;
Output: Rank;
1: Rank = null, V isited = null, User = null, C[n] = 0;
2: for each user ∈ R do
3: for each item ∈ R[user] do
4: V isited[user].add(item);
5: end for
6: end for
7: for each user ∈ V isited do
8: C[user] = Cosinsimilarity(V isited[user], V isited[u]);
9: end for

10: User = C[0 : m; reverse];
11: for each user ∈ User do
12: for each item ∈ V isited[user] do
13: if item /∈ V isited[u] then
14: if item /∈ Rank then
15: Rank[item] = 1;
16: else
17: Rank[item]+ = 1;
18: end if
19: end if
20: end for
21: end for
22: return Rank[0 : k; reverse];

Collaborative Aspect. The collaborative filtering algorithm is showed in
Algorithm 2. First, initial the rank to be empty. Second, for all users in user
space, compute the cosine similarity between them and the target user. We view
the similar users as friends, and it can be replaced by the real social relationship.
Finally, the Top-n resources which are visited by the Top-k most similar users
are added to the recommendation list. The cosine similarity is defined in Eq. 3.

Su,v =
N(u)

⋂
N(v)

√|N(u)| ∗ |N(v)| (3)

where, N(u) is the resource set which user u has visited. We can see from the
equation, the more resources two users both visited, the more similar they are.
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Algorithm 3. Randomization Algorithm.
Input: R, u,A, k;
Output: Rank;
1: Rank, V isited = null;
2: for each item ∈ R[u] do
3: V isited.add(item);
4: end for
5: for each item ∈ A do
6: if item /∈ V isited then
7: Rank.add(item);
8: end if
9: end for

10: Rank = Random(Rank)[0 : k];
11: return Rank;

Randomization Aspect. Randomization is a very simple algorithm which ran-
domly selects k resources from the resource space. It’s described in Algotithm 3.

Popularity Aspect. As described in Algorithm 4, on the beginning we initial
the rank to be empty. Then, compute the popularity, that is, the number have
been visited. Finally, the Top-k resources with higher visited number are added
to the recommendation list.

Algorithm 4. Popularity Algorithm.
Input: R, u, k;
Output: Rank;
1: Rank, V isited = null;
2: for each item ∈ R[u] do
3: V isited.add(item);
4: end for
5: for each user ∈ R do
6: for each item ∈ R[user] do
7: if item /∈ V isited[u] then
8: if item /∈ Rank then
9: Rank[item] = 1;

10: else
11: Rank[item]+ = 1;
12: end if
13: end if
14: end for
15: end for
16: return Rank[0 : k; reverse];
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3.3 Feedback Mechanism

The feedback mechanism is the most important part of the system for improving
the efficiency of recommendation. In this section, we will give a clear introduction
of how it works. We have acquired four recommendation lists from the aforemen-
tioned four aspects, and a linear combination through is applied to generate the
final recommendation list. After be presented to the user, user’s operations(e.g.,
clicks) on this list will be recorded and used for updating the weight vector.
Before introducing the detail of the feedback, we introduce the concept of utility
function firstly. An utility function is a function which measures the ability of
something which satisfies the particular needs. In this paper, we use the utility
function to evaluate the utility of weight vector as described in Eq. 4.

Utility = mT ∗ w (4)

where m is a vector represents the direction of user’s feedback, w is the weight
vector, the purpose of utility function is to find the best weight vector, that
is, fits user’s feedback better. Algorithm 5 describes the procedure of feedback
learning. At the beginning, a vector m is initialized to (0, 0, 0, 0) which represents
the direction of user’s feedback. For each step, a weight vector wt with max
utility to the user is presented to generate the recommendation list and the
user’s feedback on the list is recorded, in other words, user’s feedback of weight
vector w′

t is recorded. Then m is updated in the direction w′
t − wt.

Algorithm 5. Feedback Algorithm.
1: m1 = (0, 0, 0, 0);
2: for t = 1 to T do
3: Present wt = argmaxw∈W (mt

T ∗ w);
4: Obtain feedback w′

t;
5: Update mt+1 = mt + w′

t − wt;
6: end for

Assume that we have generated the recommendation list, the next step is to
obtain user’s feedback and transform it into weight vector. We use a four bytes
space to trace back the source of each item in the recommendation list. The
space structure is showed in Table 2.

Table 2. Four bytes space structure

Content-based Collaboration Randomization Popularity

8 4 2 1

For each item in the recommendation list, a number belongs to [1,15] is bound
to it which indicates the source of this item before linear combination. We can
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easily distinguish which aspect the user prefer through the feedback he or she
puts on the item. For instance, an item with a number 11, we can know that
the user prefers content-based, randomization and popularity if he or she give
feedback on that item. Because we can see 11 as 8+2+1, and they represent
content-based, randomization and popularity, respectively.

4 Case Study

In this section, we will show how our system works through a simple case study.
As showed in Fig. 2, we can see that there are mainly four parts and it is very
similar to the figure of the design of the system.

Fig. 2. Work flow of the system

Initial. In initial part, we first initial the idicator array to (0,0,0,0) and the
weight vector to (1,1,1,1). The idicator array stands for the variable m in
Algorithm 5. The weight vector is used for generating the original recommenda-
tion list.

Generate recommendation list. The recommendation list is generated from a
linear combination of four basic recommender algorithms. For each recommender
algorithm, a number is used to label the position. From this figure, we can see
that item-based recommender is labeled with number 8, number 4 is set for CF
recommender, number 2 is set for Random recommender and number 1 is set for
Popular recommender. A initial recommendation list is generated by those four
recommender algorithms. The length of the list is set to 3. Then a linear combina-
tion is used for generating the final recommendation list and the length is set to 4.
With equal weight vector, the final recommendation list is (a1, a3, a4, a6) because
they have been recommended 2 times and the others are 1. After getting the final
recommendation list, we can calculate the idicator array. Take a1 for example. a1
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comes from item-base engine and CF engine, and their labels are 8, 2 respectively.
In total the label is 10. Other items can be calculated the same way.

Obtain feedback. After presenting the final recommendation list to user, the
feedback (e.g. click) are collected. We can see that the user takes actions on a1,
a3, and a6. Those actions can be used for the calcualtion of new weight vector.

Calculate the new weight vector. With the feedback information from pre-
vious part. The calculation is as following:

1 + 1/2 + 0 + 1/2 = 2;
1 + 1/2 + 1/2 + 0 = 2;
1 + 1/2 + 0 + 1/2 = 2;
1 + 0 + 0 + 0 = 1;
Then the new weight vector is (2,2,2,1), divided by the max value we get

the final weight vector. The first number 1 is added for the purpose of diversity.
The second to the fourth number represent the interest of each item in the
recommender algorithm. For example, while calculating the weight of item-based
recommender, we know that there are three items be recommender in initial
recommendation list, a1, a2, and a3. Only a1 and a3 get feedback by the user, and
a1 and a3 are also recommender by CF recommender and Random recommender
respectively. Hence the result is 1/2 + 0 + 1/2, with the diversity number 1, the
final result is 2. After getting the new weight vector, we can calculate the best
weight for the following recommendation as described before.

5 Conclusion

In this paper we proposed DHMRF which models user interest from four dif-
ferent aspects for the purpose of capturing user’s multidimensional preference.
Additionally, our model can still work well when user’s preference changes over
time. Our model works on four basic recommender algorithms and centers on the
improvement of user’s satisfaction through the feedback learning. Other recom-
mender algorithm can also be integrated into our framework and our framework
can easily be expanded. Future works includes fine-grained feedback algorithm
on each recommender algorithm. Moreover, a fast and low cost recommender
algorithm is required to further increase the performance of our framework.
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Abstract. Spreading and transmitting pornographic images over the
Internet in the form of either real or artificial images is illegal and harm-
ful to teenagers. Because traditional methods are primarily designed to
identify real pornographic images, they are less efficient in dealing with
artificial images. Therefore, a novel feature selection and post-processing
method for the recognition of artificial pornographic images in social net-
works was proposed in the work. Firstly, features related to image size,
skin color region, gray histogram, image color, edge density and direction,
Gray Level Co-occurrence Matrix (GLCM) and Local Binary Patterns
(LBP) were selected. Secondly, a post-processing process for these mul-
tiple feature was proposed, which includes two steps. The first step is
feature expansion, which is aimed at improving the generalization abil-
ity of the recognition model. The other step is rapid feature extraction,
which is aimed at reducing the time required for image recognition in
social networks. Finally, experimental results demonstrate that the pro-
posed method is effective for the recognition of artificial pornographic
images in social networks.

Keywords: Feature selection · Image recognition · Artificial porno-
graphic image · Post-processing · Social networks

1 Introduction

Pornographic images are harmful to physical and mental health, especially for
teenagers. With the explosive growth of images on the Internet, recognizing
pornographic images has recently attracted considerable attention. It is a mean-
ingful and urgent task to protect people from accessing unexpected pornographic
images. In recent years, several well-known social networks have developed the
ability to automatically detect such images released by criminals who have bad
intentions. Therefore, these criminals have begun to release artificial porno-
graphic images instead in order to escape automatic detection.
c© Springer International Publishing AG 2016
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Artificial pornographic images, which are generated by computer software
and contain many exaggerated erotic elements, are different from real porno-
graphic images. Images in erotic games belong to this type. During the process
of image release, criminals who have bad intentions often mingle normal infor-
mation with artificial pornographic images to manipulate users into clicking on
links and subsequently guide users to illegal websites and even induce them to
commit crimes. Currently, the use of artificial pornographic images has become
a new way for criminals to escape supervision. Therefore, the development of
techniques for effectively identifying artificial pornographic images has become
an important open issue.

Existing methods for the recognition of pornographic images can be divided
into four categories: methods based on body structure, image retrieval, skin color
region and visual words.

Methods based on body structure. A method based on body structure was
proposed by Fleck and Forsyth in 1996 [1,2]. In this type of method, skin color
regions are detected and prior body structure information is utilized to organize
and combine the identified regions into a body. In this way, a pornographic
image could be recognized. This type of method is straightforward and easy to
implement. However, as human bodies are non-rigid objects and can assume a
wide variety of postures, it is difficult to construct a complete database of body
posture. Therefore, the recognition accuracy of these methods is not high [3,4].

Methods based on image retrieval. These methods try to find the best
matching images in a pre-classified database, instead of analyzing a certain
type of image directly [5,6]. However, the recognition effect of these methods
relies heavily on the sample database. Because both the pornographic and non-
pornographic images have various forms, the construction of a database with
complete samples is very difficult. In order to ensure the recognition accuracy,
large numbers of samples are required, which leads to a low recognition speed [4].

Methods based on skin color region. In this type of method, features that
represent skin information, such as color and texture, are first extracted and
then a pattern classifier is utilized to determine the recognition results [7–9].
Multi-agent neural and Bayesian learning methods are utilized to extract skin
regions in Ref. [10] and the features from the skin are extracted to classify the
images as either pornographic or non-pornographic [11]. The most challenging
task of these methods is the extraction of effective features for distinguishing
pornographic images. As mentioned above, pornographic images usually have
various forms, therefore, it is hard to extract effective features for representing
all of them [4].

Methods based on visual words. In recent years, image recognition based on
visual words has attracted much attention and gained enormous popularity in
object classification. Inspired by text content analysis, researchers realized the
feasibility of considering an image as the combination of visual words. In this
manner, methods for text content analysis could be applied to image semantic
annotation, which provides a novel insight for the recognition of pornographic
images [12]. In this type of method, the extracted visual words are used to
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describe the semantic content of images. Afterwards, the bag-of-words (BoW)
model is introduced for the recognition of pornographic images [13]. Visual words
and the semantic information of associated tags are used simultaneously in Ref.
[14,15] to estimate the relevance scores of all user-tagged images. In addition,
the BoW model has been developed for more accurate and efficient multimedia
tagging, such as tag ranking, tag recommendation and tag refinement [16]. Bag-
of-visual-words and text information are used in Ref. [17] to detect pornographic
images. The SURF (Speeded Up Robust Features) descriptor was adopted in [18]
to create a visual vocabulary, and then an SVM classifier was utilized to identify
pornographic images.

However, the above methods are mainly intended for the recognition of real
pornographic images, and currently there is no relevant research on the recogni-
tion of artificial pornographic images. Moreover, many problems are encountered
when directly utilizing the above methods for the recognition of artificial images
for the following two reasons. Firstly, features of artificial pornographic images
are quite different from those of real pornographic images. Therefore, it is difficult
to select features that are conducive to the recognition of artificial pornographic
images. Secondly, because the number of artificial pornographic images on the
Internet is relatively small and the proportion of these images relative to nor-
mal images is small, the unbalanced dataset will bring some difficulties to the
subsequent processing.

To address the above problems, a novel feature selection and post-processing
method for the recognition of artificial pornographic images in social networks
is proposed in this paper. Our key contributions are as follows.

(1) Appropriate feature selection. Features that are conducive to the recog-
nition of artificial pornographic images are first selected and extracted.

(2) Extracted feature post-processing. Because the longer existence of porno-
graphic images in social networks will lead to wider spread and greater harm
to people, especially to teenagers, it is important to recognize these images as
quickly as possible. This puts forward a higher requirement on the speed of the
recognition model. Therefore, a post-processing method for the extracted fea-
tures is proposed in this paper. Firstly, a method for the rapid extraction of
multiple features is designed, which aims to shorten the time required for image
recognition in social networks. Then, a method for the expansion of multiple fea-
tures is designed, which aims to improve the generalization ability of the image
recognition method.

The rest of this paper is organized as follows. Section 2 gives a detailed
description of the appropriate feature selection and feature post-processing.
Section 3 presents the experimental results and analysis. Section 4 presents the
papers conclusions and discusses future research.

2 Feature selection and post-processing

The workflow of the approach is shown in Fig. 1.
In the step of feature selection, seven types of features are selected, and

each type of feature has the same length and represented meaning. In the step
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Fig. 1. Workflow of the method

of feature post-processing, the feature expansion and fast extraction methods
are proposed, in order to improve the generalization ability of the recognition
algorithm and increase the speed of image recognition, respectively, in social
networks.

The following sections will describe each step in detail.

2.1 Appropriate Feature Selection

There is a wide range of image types and sizes on the Internet. An important
problem is how to select appropriate features with the same length and rep-
resented meaning from different images. If the selected features have different
lengths or represented meanings, there is no consistency in the feature repre-
sentation and the subsequent recognition step can not be performed. Therefore,
seven types of features are selected first in this paper, and each type of feature
has the same length and represented meaning.

2.1.1 Image Size-Related Features
In social networks, artificial pornographic images that are too small in size cannot
attract the attention of Internet users, while those too large in size cannot be
released and spread quickly. Therefore, the sizes of artificial pornographic images
are generally moderate. In view of this characteristic, image size can be used as
a basic feature to distinguish between artificial pornographic images and normal
images. The image size-related features selected in this paper are listed in Table 1.

As seen from Table 1, in addition to the basic image dimensions (height H and
width W), some expanded features such as H*W, H/W, Max (H, W) and Min
(H, W) are adopted in this paper. Through this expansion, higher-dimensional
feature vectors with better ability to distinguish between different image sizes are
obtained. Numerical values rather than Boolean values are adopted to represent
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Table 1. Image size related features

Term Interpretation

H Image height

W Image width

H*W H multiplied by W

H/W H divided by W

Max (H, W) The maximum value in H and W

Min (H, W) The minimum value in H and W

these features in this paper. For all the images, the six types of features have
the same length and represented meaning.

2.1.2 Skin Color Region-Related Features
The skin color region has been widely used in the recognition of real pornographic
images. Although the skin colors in artificial and real pornographic images are
only slightly different, skin color is of some help for the recognition of artificial
pornographic images. Therefore, the skin color region is selected as a feature and
the method of J.A.M [19] is adopted to extract it in this paper. Specific steps are
as follows. Firstly, the original RGB image is converted into the YCbCr image
in the color space using formula (1). Secondly, if the value of a pixel satisfies
a certain threshold, it is determined to be a skin color pixel. If an image does
not contain any skin color pixel, it is assigned a feature vector of zeros. Finally,
based on the extracted region, the five features listed in Table 2 are computed.

⎡

⎣
Y
Cb

Cr

⎤

⎦ =

⎡

⎣
16
128
128

⎤

⎦ +

⎡

⎣
65.481 128.553 24.996

−37.797 −74.203 112
112 −93.786 −18.214

⎤

⎦

⎡

⎣
R
G
B

⎤

⎦ (1)

Table 2. Skin color region related features

Term Interpretation

Pscs/Pi Pixels of the skin color regions divided by pixels of the image

Psc/Pr Pixels of the skin color region divided by pixels of the rectangle
in which it is located

Ncr Number of skin color pixel connected regions

Pmsc/Pscs Pixels of the maximum skin color region divided by pixels of the
total skin color regions

Pmsc/Pr Pixels of the maximum skin color region divided by pixels of the
rectangle in which it is located
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2.1.3 Gray Histogram-Related Features
Because an artificial pornographic image is generated by computer software,
its gray histogram is different from that of a real image. Therefore, the gray
histogram can be used as an important feature in the recognition of artificial
pornographic images. The eight features listed in Table 3 are computed on the
basis of the gray histogram, where p(i) is the proportion of the pixels with gray
value i relative to the set of all pixels of the image, which represents a normalized
gray histogram.

Table 3. Gray histogram related features

Term Interpretation

mp = maxip(i) The maximum value of p(i)

gray = argmaxip(i) The gray value of the pixel corresponding to
the mp

μ =
∑

i ip(i) The average gray value of the histogram

σ =
√∑

i p(i)(i − μ)2 The standard deviation of the histogram

med = infj{j :
∑j

i=0 p(i) ≥ 0.5} The median value of the histogram

ent = −∑i p(i)logp(i) The entropy of the histogram

skew =
∑

i p(i)
(

i−μ
σ

)3
The skewness of the histogram

bias = μ−med
σ

The bias between μ and med

2.1.4 Image Color-Related Features
Color is the most direct visual feature of an image. Compared with other features,
color is not sensitive to image translation, scaling, rotation and so on. It is
very robust and easy to calculate. Because an artificial pornographic image is
generated by computer software, its colors are different from those of a real
natural image. Therefore, image color can be used as an important feature for
the identification of artificial pornographic images. For each image in our dataset,
firstly the image pixels are clustered by the K-means algorithm in RGB space,
and then the features listed in Table 4 are extracted, where pi, j represents the
pixel in row i and column j of the image, K is the number of the clustered classes,
Ck represents the k-th clustered class and |Ck| is the number of elements in Ck.

In order to make the above features of different images have the same repre-
sented meanings, the clustered classes are sorted in descending order according
to the number of elements contained in each cluster. For different images, the
features in the k-th clustered class all reflect the detailed information of the
largest color block. Therefore, the features selected above all have the same rep-
resented meanings. Finally, the number of extracted features of each image is
3K + 3.
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Table 4. Image color related features

Term Interpretation

m = 1
K

∑
k mk The average pixel value of all classes

mk =
∑

i,j pi,jI{pi,j∈Ck}
∑

i,j I{pi,j∈Ck} The average pixel value of Ck

σ =
√

1
K

∑
k (mk − m)2 the standard deviation of all classes

σk =

√
∑

i,j I{pi,j∈Ck}(pi,j−mk)
2

∑
i,j I{pi,j∈Ck} The standard deviation of Ck

rk = |Ck|
|∑k Ck| The number of elements in Ck divided by

the number in all classes

e =
∑

i,j

∑
k I{pi,j∈Ck}(pi,j−mk)

2
∑

k |Ck| The average value of the squared errors
which represents the closeness degree of all
clustered classes

2.1.5 Edge Density and Direction
Texture features contain a large amount of image information and are commonly
used for image classification and retrieval [20]. Different from a real image, the
texture of an artificial pornographic image is more smooth and relatively simple.
Therefore, texture can be used as an important feature for the identification of
artificial pornographic images. Edge density and directional features are used to
represent the textures of the images in this paper. Firstly, a gradient-based edge
detection operator is applied to the original image to obtain a gradient image.
Each pixel p of the gradient image contains two pieces of information: gradient
magnitude Mag (p) and gradient direction Dir (p). Secondly, based on Mag (p),
the edge density distribution of the unit area of the image [21] is calculated by
formula (2), where N is the number of pixels in the image and T is the manually
set threshold.

Fedgeness =
|{p|Mag(p) ≥ T}|

N
(2)

Thirdly, Mag (p) and Dir (p) are divided into a number of grades (10 in this
paper). In this way, two normalized histograms Hmag and Hdir can be obtained
from one image. Finally, these two histograms are combined together to form
the edge density and directional feature as follows.

Fmagdir = (Hmag,Hdir) (3)

2.1.6 Gray Level Co-occurrence Matrix
Gray Level Co-occurrence Matrix (GLCM) [22] is used to describe the gray level
distribution of an image. Given a direction vector d = (dr, dc), the GLCM of an
image is defined as follows.

Cd(i, j) = |{(r, c) : I(r, c) = iandI(r + dr, c + dc) = j}| (4)
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Table 5. GLCM-related features

Term Interpretation

ene =
∑

i,j N2
d (i, j) The energy of Nd

ent = −∑i,j Nd(i, j)log2Nd(i, j) The entropy of Nd

cont =
∑

i,j (i − j)2Nd(i, j) The contrast of Nd

hom =
∑

i,j
Nd(i,j)
1+|i−j| The homogeneity of Nd

corr =
∑

i,j (i−μi)(j−μj)Nd(i,j)

σiσj
The correlation of Nd

Generally, the GLCM is normalized:

Nd(i, j) =
Cd(i, j)∑
i,j Cd(i, j)

(5)

For each image in our dataset, the features listed in Table 5 are extracted.
where

μi =
∑

i

∑
j iNd(i, j), μj =

∑
i

∑
j jNd(i, j)

σ2
i =

∑
i

∑
j Nd(i, j)(i − μi)

2
, σ2

j =
∑

i

∑
j Nd(i, j)(j − μj)

2 (6)

Given a direction vector d, a GLCM can be obtained. For each image in our
dataset, the five features listed in Table 5 are extracted. Finally, these features are
combined together to form a feature vector which represents the image texture
as follows.

V ector = [energy1, entropy1, contrast1, homogeneity1, correlation1, ...] (7)

2.1.7 Local Binary Patterns
Local Binary Pattern (LBP) [23] is an effective and simple computed texture
feature, which is widely used in face recognition. In this paper, the specific
extraction steps of LBP are as follows. Firstly, the gray value of pixel p is com-
pared with the gray values of its 8 neighboring pixels and an 8-bit binary number
b1b2b3b4b5b6b7b8 is constructed, where bi is assigned a value of 0 or 1. If bi is
assigned a value of 0, this indicates that the gray value of the i-th neighboring
pixel is less than or equal to the gray value of p. Otherwise, it is assigned a value
of 1. Secondly, an LBP image which has the same size as the original image is
obtained. Finally, the histogram of the LBP image is calculated and normalized
to obtain the LBP features of the image.

2.2 Feature Post-processing

Many types of features have been selected in the previous section. However,
these features are still not sufficient for the recognition of artificial pornographic
images. Therefore, these features need to be expanded. Moreover, it is important
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to recognize these images in social networks as quickly as possible, in order
to prevent them from spreading widely and causing greater harm to people,
especially to teenagers. Therefore, the rapid extraction of these multiple features
is required.

2.2.1 Feature Expansion
Two methods of feature expansion are adopted in this paper. The first method
involves dividing the image into sub blocks and later extracting the features of
each sub block. Features of the sub blocks are combined together to constitute
features of the image. For example, suppose an image is divided into 4 sub blocks:
upper left, upper right, lower left and lower right. Features related to such factors
as image size and skin color region are extracted from each of these four blocks. In
this manner, not only is the set of features expanded. The distinguishing ability
of the features is enhanced due to the addition of space distribution information
of the features.

The other method involves expanding the number of image channels on
which features are extracted, from a single channel to multiple channels. For
example, histogram features can be extracted from R, G, and B channels sepa-
rately, and then combined to constitute the final histogram features of the image.
After applying the two expansion methods described in this section, the features
extracted from each image ultimately constitute an 888-dimensional feature vec-
tor. The dimension of each type of feature is shown in Table 6.

Table 6. The ultimate feature vector

Feature Dimension

Image size 6

Skin color region 5

Gray histogram 600

Image color 20

Edge density and direction 84

GLCM 45

LBP 128

Total 888

2.2.2 Rapid Feature Extraction
As with the image size related features, the extraction times of the other six
types of features are proportional to the size of the image. Take the image color
feature as an example. A clustering operation is performed during its extraction.
If the size of the image is large, many pixels need to be clustered, and the feature
extraction will be time consuming. Therefore, if the complete 888-dimensional
feature vector is extracted from the original images, it will take considerable
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time, making it hard to meet the requirement of speed of the algorithm for the
recognition of artificial pornographic images in social networks. To solve this
problem, a fast feature extraction method is proposed in this paper.

Unlike the image size related features, which are fixed attributes of the image,
the other features described above are invariant to image size. Consider the his-
togram feature, for example. If an image is scaled proportionally, the histogram
shape of the scaled image is almost exactly the same as that of the original
image. For the skin color region and image color related features because the
five features of the former and the six features of the latter are calculated in a
proportional way, they are invariant to image size. For features related to edge
density and direction because Fedgeness is the marginal distribution density per
unit area, it is invariant to image size. Also, because Fmagdir is the normal-
ized histogram of gradients of magnitude and direction, if the image is scaled
proportionally, it is also invariant. The same is true for the GLCM and LBP
features. Table 7 shows the histogram comparison between the original image
and the scaled image.

Table 7. Histogram comparison between the original image and the scaled image

Image Size Histogram

536*362

150*101

Therefore, unlike the features related to image size, if an image is scaled
proportionally, the above features calculated on the scaled image are almost the
same as those calculated on the original one. Therefore, in this paper, all original
images are first scaled proportionally to a smaller size. Then the extraction of
the above features, except the features related to image size, is implemented on
the scaled images, which could significantly shorten the time required for the
feature extraction.

3 Experimental Results and Analysis

Images from the worlds largest Chinese communication platform, Baidu post
Bar, were used as the data resource. A total of 9808 images, released by users,



514 F. Li et al.

were collected. Among the images, 7860 images were selected as the train-
ing dataset, of which 1191 were artificial pornographic images. For the test-
ing dataset, 1948 images were selected, of which 308 were artificial pornographic
images. The ratio of normal images to artificial pornographic images was approx-
imately 6 to 1. Examples of selected images are shown in Table 8.

Table 8. Examples of artificial pornographic (first row) and non-pornographic (second
row) images

During the experiment, 1000 images of a variety of sizes were selected ran-
domly. Two different methods were adopted to calculate the features: one method
is based on the original images, and the other is based on the proportionally
scaled images. Under the configuration of Core I5, RAM 4G, the results are
shown in Table 9. During the experiment, we observed that if the above features
are calculated directly on the original images, it will take too much time. For
a large-sized image, the feature calculation will take almost one second. If the
original image is scaled first, the time will be shortened greatly, to approximately
34 milliseconds per image. For 1000 images, the total time will be reduced more
than 20-fold.

Table 9. Time cost comparison for feature extraction (1000 images)

Comparison Total time (msec) Mean time(msec)

Original images 588081 588.08

Scaled images 25939 25.94

4 Conclusions

In this study, appropriate feature selection and post-processing method for the
recognition of artificial pornographic images in social networks is proposed. The
method has the following merits.
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(1) In the process of feature selection, seven appropriate types of features
are selected for distinguishing artificial pornographic images, and each feature
of each type has the same length and represented meaning.

(2) The feature expansion and fast extraction methods are proposed, in order
to improve the generalization ability of the recognition algorithm and increase
the speed of image recognition, respectively, in social networks.

The above selected features and post-processing method has made good foun-
dation for the further recognition of artificial pornographic images. Therefore,
in the near future, we will attempt to use tree models for the recognition of
artificial pornographic images in social networks.
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