
Guojun Wang · Indrakshi Ray
Jose M. Alcaraz Calero · Sabu M. Thampi (Eds.)

LN
CS

 1
00

67

SpaCCS 2016 International Workshops
TrustData, TSP, NOPE, DependSys, BigDataSPT, and WCSSC
Zhangjiajie, China, November 16–18, 2016, Proceedings

Security, Privacy
and Anonymity in Computation,
Communication and Storage

 123



Lecture Notes in Computer Science 10067

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zurich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7410

http://www.springer.com/series/7410


Guojun Wang • Indrakshi Ray
Jose M. Alcaraz Calero • Sabu M. Thampi (Eds.)

Security, Privacy
and Anonymity in Computation,
Communication and Storage
SpaCCS 2016 International Workshops
TrustData, TSP, NOPE, DependSys, BigDataSPT, and WCSSC
Zhangjiajie, China, November 16–18, 2016
Proceedings

123



Editors
Guojun Wang
Guangzhou University
Guangzhou
China

Indrakshi Ray
Colorado State University
Fort Collins, CO
USA

Jose M. Alcaraz Calero
University of the West of Scotland
Paisley
UK

Sabu M. Thampi
Indian Institute of Information Technology
and Management Kerala (IIITM-K)

Trivandrum
India

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-49144-8 ISBN 978-3-319-49145-5 (eBook)
DOI 10.1007/978-3-319-49145-5

Library of Congress Control Number: 2016956503

LNCS Sublibrary: SL4 – Security and Cryptology

© Springer International Publishing AG 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Welcome to the proceedings of the 9th International Conference on Security, Privacy
and Anonymity in Computation, Communication and Storage (SpaCCS 2016), which
was held in Zhangjiajie, China, during November 16–18, 2016. SpaCCS is jointly
organized by Central South University, Guangzhou University, and Jishou University.

SpaCCS 2016 and the associated symposiums and workshops provided a forum for
international and national scholars to gather and share their research findings, ideas,
and emerging trends in information security research. Previous SpaCCS conferences
were successfully held in Helsinki, Finland (2015), Beijing, China (2014), Melbourne,
Australia (2013), Liverpool, UK (2012), and Changsha, China (2011).

The workshop program this year consisted of six symposiums and workshops
covering a broad range of research topics on security, privacy, and anonymity in
computation, communication, and storage:

(1) The 7th International Workshop on Trust, Security, and Privacy for Big Data
(TrustData 2016)

(2) The 6th International Symposium on Trust, Security, and Privacy for Emerging
Applications (TSP 2016)

(3) The 4th International Workshop on Network Optimization and Performance
Evaluation (NOPE 2016)

(4) The Second International Symposium on Dependability in Sensor, Cloud, and Big
Data Systems, and Applications (DependSys 2016)

(5) Annual Big Data Security, Privacy, and Trust Workshop (BigDataSPT 2016)
(6) The First International Workshop on Cloud Storage Service and Computing

(WCSSC 2016)

The SpaCCS 2016 symposiums and workshops attracted 95 submissions from
different countries and institutions. All submissions received at least three reviews from
highly quality experts, resulting in 37 papers selected for oral presentation at the
conference (i.e., acceptance rate of 38.9 %).

This event would not have been possible without the contributions of many experts
who volunteered and devoted their time and expertise to make this happen. We would
like to thank the symposium and workshop organizers for their hard work in soliciting
high-quality submissions, assembling the Program Committee, managing the peer-
review process, and planning the symposium and workshop agenda. We would also
like to acknowledge the strong support of the Organizing Committee of SpaCCS 2016,
and in particular the steering chairs, Guojun Wang and Prof. Gregorio Martinez, the
general chairs, Jianbin Li, Prof. Felix Gomez Marmol, and Prof. Juan E. Tapiador, and
the program chairs, Prof. Indrakshi Ray, Prof. Jose M. Alcaraz Calerovv, and



Prof. Sabu M. Thampi. Without their support and guidance, this event would not have
been possible. We are also grateful to the experts who volunteered their time to act as
reviewers and session chairs. Finally, we thank the contributing authors and attendees.

November 2016 Kim-Kwang Raymond Choo
Mianxiong Dong

Jin Li
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Abstract. Due to the fast growth of emerging information technologies such as
Internet of Things (IoT), cloud computing, Internet services, and social
networking, an increasing interest in big data security and privacy is aroused. An
entire lifetime of big data contains four phases: big data collection; transmission;
processing and analytics; storage and management. However, the five salient
features of big data: volume, variety, velocity, value, and veracity bring great
challenges on protecting big data security and privacy during its whole lifetime.
In this paper, we survey schemes and techniques that are applied to ensure big
data security and privacy. Based on the literature review, we discuss open chal‐
lenges and issues in this research area towards comprehensive protection on big
data security and privacy in its lifetime.

Keywords: Big data · Big data security · Big data privacy · Cloud computing ·
Secure Multi-party computation (SMC) · Homomorphic encryption

1 Introduction

Due to the fast growth of emerging information technologies such as Internet of Things
(IoT), cloud computing, Internet services, and social networking, we get into an era of
big data, which is generated by sensors and mobile devices during social networking
and Internet service consuming, as well as many other digital activities. In big data era,
more and more data are residing in the cloud. This trend will continue to grow in the
future. For example, the data in the United States that is replicated, created, and
consumed each year was expected to grow from 898 exabytes to 6.6 zettabytes from
2012 to 2020, or more than 25 % a year [1]. It seems that the amounts of big data will
double about every three years.

Big data has brought great chances for us to learn new and potential information
through further processing and analytics. It is increasingly produced and used in different
fields such as healthcare, education, finance and government. Based on big data analysis,
corporations learn knowledge that can improve the correctness of business decision and
realize the intelligence of business. Intelligent services can be offered to users based on
big data mining. Big data brings not only convenience to people’s daily life, but also
opportunities to enterprises.
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However, big data also introduces great challenges on security and privacy.
Increasing interests in big data security and privacy are aroused due to growing demands
on big data for various intelligent services. Big data normally contains valuable or
sensitive information about user behaviors, preferences, interests, mobility, and so on.
User privacy is easily leaked if the data cannot be protected well during its lifetime,
which contains four stages: data collection, data transmission, data process and analytics,
and data storage and management. Therefore, if we want to enjoy the convenience and
benefits from big data, guarantee its security and privacy becomes an essential task.

Big data security and privacy has become a hot research topic in recent years.
However, existing security schemes and technologies cannot adequately satisfy require‐
ments and expectation in the practice of big data applications. Although many research
activities have initiated in this field, we are still facing a number of challenges, which
will definitely motive new innovations. It is essential to analyze the requirements of big
data security and privacy with regard to its whole lifetime, review the current literature
and discover open issues in order to direct future research and practice.

In this paper, we analyze the requirements of security and privacy of big data in its
entire lifetime. We survey main schemes of big data security and privacy protection,
which includes Secure Multi-party Computation (SMC), Homomorphic Encryption
(HE), secure data storage and management, etc. Based on the review, we discuss the
challenges in this research field. The rest paper is organized as follows. Section 2 over‐
views the basic concept of big data and its specific characteristics. Section 3 analyzes
the requirements of big data security and privacy. Section 4 reviews the schemes of big
data security and privacy. Section 5 discusses the challenges of big data security and
privacy. A conclusion is provided in the last section.

2 Overview of Big Data

2.1 Definition and Features of Big Data

Definition of Big Data. Big data is used to describe any large number of structured and
unstructured data. Researchers regard the linear data as structured data that can be stored
in database and expressed by two-dimensional table. Structured data is traditional data
when compared with unstructured data. Examples of unstructured data are office docu‐
ments, text data, images data, web data, media data, etc. It is difficult to express unstruc‐
tured data using dimensional database logic. Nowadays, big data has become a hot topic
in many domains such as healthcare, education, finance, and business. With the fast
development of IoT, cloud computing, Internet services, and social networking, the term
“big data” appears almost everywhere in our social life. Though the importance of big
data has been recognized extensively, different people have different opinions on its
definitions. In [2], big data is a term that is used to describe large and complex data sets.
Owing to this, it is awkward to deal with big data with standard statistical software. In
[3], the authors thought that the definition of big data should refer to its nature of “infor‐
mation asset”. Thus, the definition was based on the characteristics of big data such as
high volume, velocity and variety to transform big data into values with some specific
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technologies and analytical methods. In this paper, we regard big data with five
characteristics including volume, variety, velocity, value, and veracity (5 V).

2.2 Entire Lifetime of Big Data

In order to enjoy the benefits and convenience from big data, big data collection (CLC),
transmission (TSM), processing and analytics (PA), and, big data storage and manage‐
ment (SM) are requisite. We may get wrong information from big data once some inse‐
cure events occur in the above four phases. Thus, security and privacy of big data in the
above four phases are very important. Herein, we regard the four phases as big data
lifetime.

Data Collection. Data can be also collected from huge number of sensors in Internet
of Things. Enormous and chaotic data collection highly relates accurate data processing
and analysis, which allows us to obtain worthy information from them. Many Internet
companies have their own collection tools for massive data, such as Chukwa in Hadoop,
Flume in Cloudera, and Scribe in Facebook. Regarding production and operation data
in companies or research institutions with high confidentiality, a particular system inter‐
face can be applied for data collection.

Data Transmission. Data transmission plays an important role in data exchange and
dissemination. The data collected by huge number of sensors in IoT and mobile devices
used by human beings are normally needed to be transferred to a power server (e.g., in
cloud) to store, process and manage, data transmission becomes essential. Data trans‐
mission helps data exchange among different parties, supports data aggregation and
fusion, as well data mining and analytics.

Data Processing and Analytics. Big data processing and analytics refers to prepro‐
cessing and analyzing big data to get non-noise, valuable, and meaningful data and learn
valuable information using specific techniques. During data processing, techniques such
as data mining, machine learning, and language learning are mostly applied. In order to
gain the Value of big data, processing and analytics phase becomes essential in big data
lifetime. In this phase, users can get the valuable data that they expect rather than all
data with useful and useless information mixed together.

Data Storage and Management. With the expanding of the Internet and cloud
computing, traditional data storage and management system has collapsed. In big data
era, the major technologies for big data storage and management are: distributed file
system, distributed database, access interface and query language and so on.

2.3 Technologies of Big Data Process

In order to acquire worthy information from big data, various technologies are applied.
Table 1 summarizes a number of traditional technologies for big data collection,
processing, storage and management.
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Table 1. Technology comparison

Technologies CLC TSM PA SM Big data characteristics supported
DM √ volume, value, veracity
CC √ √ volume, variety
Hadoop √ √ √ volume, variety, value, velocity
WEKA √ volume, variety, velocity, value

Data Mining (DM). Data mining is one of the most important tools in Knowledge-
Discovery in Databases, which refers to searching hiding information from a large big
data set. Extracting information from a data set and transforming it into an understand‐
able model for further research are the main targets if data mining. For example, a
company always uses the data mining method to extract useful knowledge to make a
correct business decision.

Cloud Computing (CC). Cloud computing is a key technology to provide cloud users
a dependable and customized computation environment. Generally speaking, cloud
computing is a service-oriented architecture (SOA) [4] that realizes user service in cloud
anywhere and anytime. Users can access cloud services with a browser, through appli‐
cations or mobile programs. Cloud supports reallocating IT resources to adapt to
changing requirements of enterprises.

Cloud computing delivery schedule includes many types, e.g., Software as a Service
(SaaS), Platform as a Service (Paas), Infrastructure as a Service (IaaS) and Monitoring
as a Service (MaaS) [5]. IaaS is the foundation for all cloud services [6], upon which
PaaS and SaaS are built. It is difficult to assurance that right security measures are in
place and required applications are available in cloud computing. In Paas, some security
issues like host and network intrusion still call for attention when developers intend to
build their own applications. And in IaaS, the user need ensure reliability of the data
stored in the cloud provider’s hardware. Virtualization technology, data storage tech‐
nology, resource management technology and power management technology are the
prime technologies in cloud computing. The cloud data storage service is the most
popular cloud service nowadays. Cloud can also be applied to offer such services as Data
Mining as a Service, Data Processing as a Service, not only Data Storage as a Service.
Thus cloud computing plays an important role in big data lifetime.

Hadoop. Simply speaking, Hadoop is a distributed system and parallel execution envi‐
ronment used to collect, store and process massive data. HParser is a data conversion
environment presented by Informatica to optimize Hadoop for ensuring data integration.
This software can support any document formats to process complex and various data
source. The primary component of Hadoop is Hadoop Distributed File System (HDFS)
and MapReduce. HDFS in Hadoop is the key to data storage and data management. It
is designed to support big data set of PB level, provide sequence data access with highly
reliable and high-throughput, and use cheap hardware to improve scalability. Nodes
stored in HDFS also participate in MapReduce applications execution. MapReduce is a
kind of programming model to realize massive data set parallel computation. It can be
divided into two steps including Map and Reduce. Through specific actions on individual
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elements of the data set, Map generates intermediate results with the form of Key-Value;
Reduce step is responsible for merging data into all “Value” among intermediate results
in the same “Key” and obtain final results. With the widespread usage of Hadoop,
security and privacy issues become more and more important in it. Company Cloudera
presented an authorization system like Cloudera Sentry based on Role based Access
Control [7]. In order to ensure security for a Hadoop cluster, company Hortonworks
developed Apache Ranger. It can be used to provide data protection, audit, authorization
and authentication for central security policy administration.

WEKA. The Waikato Environment for Knowledge Analysis (WEKA) big data
processing software was accepted widely [8]. It has been more than twelve years since
WEKA was used. The main point WEKA concerning is data mining and machine
learning. Users can implement natural language processing, knowledge discovery,
distributed and parallel data mining, open-source data mining, and so on based on
WEKA. As studied in [9], the authors combine diverse ensemble Meta classifiers into
one iterative hierarchical system called Large Iterative Multitier Ensemble (LIME)
classifiers in order to improve classifications. The SimpleCLI in WEKA are used to
generate and execute all classifiers that are combined into a four-tier system. It makes
classification for a big data set more flexible. However, LIME classifiers need sufficient
memory when it is used, its performance should be further improved.

Based on the above introduction, we can see that cloud computing and Hadoop can
support data processing, analysis, storage and management. Hadoop is a big data
processing platform, while cloud computing is a service architecture that supports data
processing and storage. WEKA is a toolkit used for big data analysis and mining, which
can apply machine learning, DM and natural language processing to perform data
analytics with the concern on volume, value, and veracity. Hadoop and WEKA are
specific big data toolkits, which concerns its main characteristics: volume, variety, value,
and velocity. But current version cannot support veracity very well.

3 Requirements of Big Data Security and Privacy

Threats on big data motive us to investigate security and privacy solutions for big data.
Considering its 5 V characteristics, big data security and privacy brings additional chal‐
lenges on security and privacy studies. In order to resist these threats, we propose a
number of requirements for ensuring security and privacy of big data by analyzing when
and why the requirements are needed. Table 2 shows different security and privacy
requirements in different phases of big data lifetime regarding a 5 V model.

Table 2. Security requirements

Security Requirements CLC TSM PA SM Volume Variety Velocity Value Veracity
Confidentiality √ √ √ √ √ √
Efficiency √ √ √ √ √ √ √
Authenticity √ √ √ √ √ √
Availability √ √ √ √ √ √ √ √
Integrity √ √ √ √ √ √
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3.1 Confidentiality

Confidentiality is the cornerstone of big data security and privacy. We need to protect
data from leakage in its whole lifetime. The hacker who wants to obtain useful infor‐
mation in big data will attack the storage system to steal sensitive data. The user may
leak the data due to careless or improper operation. Confidentiality is concerned during
data collection, data transmission, data processing and analytics, data storage and
management. The requirement relates to the big data characteristic about value and
veracity. Once data is leaked, its value will be lost. If hackers attack the data by changing
the data or obtaining secret information, the value of the big data could be disappeared.

3.2 Efficiency

Different from traditional data, big data has its characteristics of variety and volume,
velocity regarding the four phases of big data lifetime becomes essential. It requires
efficient data collection, transmission, processing and analytic, storage and management.
To meet these requirements, we need high network bandwidth. Many schemes such as
homomorphic encryption, and secure multiparty computation are limited owing to the
efficiency problem, which is a big challenging in the current literature. Efficiency is
especially crucial in big data security and privacy, which relates to the 5 V characteristics
of big data.

3.3 Authenticity

Big data has been used in many fields, such as a healthcare system to decide the disease
of a patient with big data or a corporation to make a right business decision. Real-time
data with veracity is needed to support wise decision-making. Thus, authenticity is
necessary during the whole data lifetime to ensure trusted data sources, reputable data
processers and eligible data requesters. Authenticity can avoid wrong analysis result and
assist achieving high potential value from big data. This requirement corresponds to the
value and veracity of 5 V.

3.4 Availability

It is indispensable to ensure availability of big data even the data was attacked in some
ways such as DoS or DDoS attacks. Big data should be available anytime when we need
it. Otherwise, it could lose its value. Corresponding applications or services based on
big data cannot work well. Therefore, availability should be ensured during the whole
lifetime of big data. The volume, variety, velocity and value of big data make availability
more important.

3.5 Integrity

To get valuable and accurate data, ensuring its integrity becomes essential. Otherwise
its veracity cannot be ensured. We can’t analyze right result with incomplete data,
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especially, when the lost data is the most sensitive and useful. The integrity is required
during the whole data lifetime. This requirement corresponds to the veracity and value
of 5 V.

4 Security Schemes of Big Data

In this section, we review useful schemes and techniques for big data security and
privacy protection, such as SMC, homomorphic encryption, and secure data storage and
management schemes in cloud computing. We comment their pros and cons based on
the requirements proposed in Sect. 3. Table 3 compares reviewed schemes with regard
to different phases in big data lifetime.

Table 3. Schemes comparison

Schemes CLC TSM PA SM Fulfilled security
Requirements

Application fields

SMC [11] √ Veracity,
confidentiality

Message
exchange

[12] √ Efficiency DFA execution
and find shortest
distance

[14] √ √ Veracity, volume,
confidentiality,
Integrity

Input of parties
for distributed
data mining

HE [15] √ √ √ Confidentiality Query, search
without key

[16] √ Value,
confidentiality,
integrity,
authenticity

Multi-factor
authentication

[17] √ Volume,
confidentiality,
efficiency,
authenticity

data encryption

[19] √ √ Value,
confidentiality,
efficiency,
integrity

Film companies
rendering in a
cloud
environment

Anonymization [20] √ Confidentiality,
integrity,
efficiency

Big data
clustering and
mining

Auditing [21] [22] [23] √ Authenticity,
availability,
confidentiality,
integrity

Verify
outsourced data

ABE [24] [25] √ Volume,
confidentiality,
integrity

Big data access
control
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4.1 SMC Schemes

SMC concept was introduced firstly by Yao in 1982 [10]. He presented a story about
two millionaire’s problem to lead to SMC processing. The problem says that both two
millionaires want to know who is the richest one, while they don’t want to disclose
individual wealth to another. In SMC, multiple participants calculate a function in a
distributed computing environment with input provided by these participants and iden‐
tity information of all participants keeping private. Once computation finished, each
participants acquire correct calculations, but they can’t learn additional input informa‐
tion except themselves.

In [11], Titze et al. described an extension of the SMC library SEPIA, which is a
Java library to provide a number of SMC protocols for secure information exchange
within an Information Sharing Network. Participating peers can input anonymous distri‐
bution of arbitrary binary data by using this scheme during data transmission phase to
ensure data confidentiality. The mechanism can detect message collision and improve
overall performance when comparing with the evaluation results of a standard. While
each input vector has to be the same size, even though no data is sent. Thus, before data
can be sent, peers have to know the vector size leading the scheme to be rigid. And the
scheme is weak to prevent DoS attacks.

In [12], Laud used an extremely abstract SMC process called Arithmetic Black Box
[13] that utilizes a private index to achieve fast lookup function from private tables. The
techniques can implement sensitive data obliviously reading in a privacy preserving way
during data storage and management phase. The private lookup protocol could consider
three phases including offline, vector-only and online. In order to improve efficiency,
the authors tried to speed up the offline phase and the vector-only phase. But the lookup
function requires amounts of SMC operations, which may lead to a big cost. Thus, a
dedicated high-bandwidth communication channel is needed.

In [14], Jahan et al. proposed a new secure sum protocol to provide more data security
for multi-party computation and ensure zero data leakage among different participants.
The novel protocol helps improve data security and privacy when data is collected from
various sources. At the same time, the complexity of communication and computation
was improved significantly owing to the protocol. However, this protocol restricts the
number of parties as at least three.

4.2 Homomorphic Encryption Schemes

Homomorphic encryption is a famous encryption cryptographic technique. Some oper‐
ations can be allowed on ciphered data without decrypting it. Generally, homomorphic
encryption schemes are divided into two classes: partly homomorphic encryption (PHE)
(support partly polynomial calculation for ciphered data) and fully homomorphic
encryption (FHE) (support arbitrary polynomial calculation for ciphered data).

In partly homomorphic encryption the RSA is famous and wide spread. Gentry
presented the fully homomorphic encryption scheme firstly in 2009 [15]. It was an
important breakthrough in cryptography, which improves the efficiency of secure multi-
party computation. It also enables private queries to a search engine, searching on
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encrypted data, and encrypted data transmission. While the scheme is so inefficient that
it cannot be used in practice. Since 2009, some researches were committed to improve
its efficient, and achieved great results. However, in many scenarios FHE cannot satisfy
system requirements.

Liu et al. aimed to present a privacy-preserving multi-factor authentication system
with user password as the first-factor and hybrid user profiles as the other authentication
factor. They used FHE and fuzzy hashing to preserve user local profile privacy from
servers and any trusted or distrusted third party [16]. Their work considered both
usability and privacy issues. A server can determine distance between user profiles that
are collected by information acquisition at user enrollment to decide authentication
process. The privacy of users is not leaked to omnipresent cloud computing environment
because of FHE and fuzzy hashing. However, the scheme performance needs to be
improved in order to support more user enrollment features and achieve efficiency.

In [17], Rahmani et al. combined evolutionary cryptography with a new approach
in order to improve the efficiency and the security level of a homomorphic cryptosystem
known as TSZ [18]. Their system increases the size of encrypted text more than the
original TSZ scheme [17]. It allows operations on encrypted data in processing and
analytics phase. The security and privacy of datum will be strengthened if we repeat
encryption several times. However, the scheme still needs more studies about its robust‐
ness against attacks.

Baharon et al. proposed a new fully homomorphic encryption scheme based on finite
fields to solve efficiency in FHE schemes based on Lattices [19]. It supports n-multilinear
maps that allow big animated film companies like Pixar to migrate their operations to a
cloud environment securely. In this scheme, FHE can ensure the security and integrity
of the outsourced and processed data in the cloud environments with no information
leakage at any stage of the process. But before implementing this map in the scheme,
they cannot prove the generator of n-multilinear maps existing.

4.3 Secure Data Storage and Management Schemes

Big Data Anonymization Scheme. Zhang et al. investigated local-recording for big
data local-recoding anonymization [20]. They used clustering and MapReduce techni‐
ques to improve scalability and efficiency significantly for local-recording anonymiza‐
tion. In addition to record linkage attacks, this method is used to prevent users from
sensitive attribute attacks. However, no experiment on big data mining or analytics was
presented to prove privacy preservation.

Auditing for Data Storage and Computation. In order to improve authenticity and
availability of big data, cloud service providers prefer to store multiple copies for data.
Public data auditing is a common schemes allowing outsourced data verified by users
without retrieving the entire dataset.

Wang et al. proposed a privacy-preserving third-party auditing system for security
of data storing in the cloud computing environment [21]. During the efficient processing
for auditing, the third party auditor wouldn’t acquire any information from the data
storing on the cloud server. And no new vulnerabilities of user data privacy are brought
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in. The proposed schemes are provably secure and highly efficient based on extensive
analysis [21]. But performance of auditing should be improved with low computation
complexity.

Wei et al. took account of the bridging between secure storage and secure compu‐
tation to propose a privacy cheating discouragement and secure computation auditing
protocol [22]. They defined two cloud computing security problems: Cloud Storage
Security and Cloud Computation Security [22], where the former ensures the integrity
of outsourced data and the latter ensures the correctness of outsourced data. Final vali‐
dation results showed that their protocol is valid and very effective when implementing
security in the cloud. However, the protocol increases the overall cost significantly,
which should be greatly optimized for big data.

Liu et al. presented a new public auditing scheme called MuR-DPA [23]. The new
scheme contains a new authenticated data structure based on a Merkle hash tree [23].
The scheme achieves a low cost during updating verification and integrity verification
in cloud database with multiple replicas of data. It also provides a strong security mech‐
anism to fight against dishonest cloud service providers. Fully dynamic data updating,
block indices authentication and multiple replicas data updates verifying at the same
time are all supported by this scheme. However, secure public auditing of dynamic data
and data stream is still an open issue in the field of public data auditing.

Attribute-based Encryption. The attribute-based encryption technique is regarded as
the most appropriate technologies used to control data access in the cloud environment.
Traditional attribute-based encryption (ABE) techniques are classified into two major
classes: ciphertext-policy ABE (CP-ABE) and key-policy ABE (KP-ABE). The CP-
ABE is a scheme that binds the attributes of users and access policies with encrypted
data. While in KP-ABE, attributes are always used to describe the access policies and
encrypted data. And the user’s secret keys generate using these attributes.

Yang et al. proposed an expressive, efficient and revocable multi-authority CP-ABE
access control scheme to protect the data confidentiality from semi-trusted cloud [24].
They utilized previously encrypted data in the way of old access policies to avoid the
transmission of ciphered data and reduce the calculation work of users. When the policy
need to be updated, instead of updating the entire ciphered data, only the revoked
attribute needs to be updated. Therefore, the scheme can minimize communication cost
significantly when the policies are updating. At the same time, the scheme adapt to
updating any types of access policies. However, when users use ABE to construct access
control scheme, updating policies will be difficult for them because once data is
outsourced to cloud by data owner, these data won’t store in local systems. Thus, an
efficient and effective method to ensure access control based on ABE to support policy
revocation is still needed.

In [25], the same authors proposed a new outsourced policy method for ABE systems
based on Lewko and Waters’ scheme, and an attribute-based access control scheme for
big data in the cloud. It can achieve access control with dynamic policy update more
efficiently for big data in the cloud environment. In order to solve the problem in [24],
the proposed scheme in [25] avoids cipher data transmission and reduces the computa‐
tion load of data owners.
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5 Challenges in Big Data Security and Privacy

In big data era, amounts of technologies emerge simultaneously, such as sensors, social
network, IoT, cloud computing, and so on. Big data covers all fields of our daily life,
which includes abundant records of governmental data, business data, health data,
education data and customers’ personal data about their various activities. However, the
collection, transmission, processing, analytics, storage and management of big data
inevitably increase the risk of information leakage. Although big data provides huge
information value, it also increases the risk of privacy and security. If the data is abused,
it will threaten the safety of individuals, firms and states [26].

Based on the above literature review, we summarize some challenges with regard to
big data security and privacy.

First, more efficient FHE schemes are expected. Such schemes can be applied into
SMC in order to improve its confidentiality and efficiency [15]. Although, many liter‐
atures have been made to improve computing efficiency of homomorphic encryption
based SMC, new schemes for fully homomorphic encryption are still important for
encryption and secure multiply computation. As a result, a good homomorphic encryp‐
tion scheme can not only help encrypt data stored in the cloud, but also support various
operations required in SMC.

Second, scalability and efficiency should be considered when we design big data
security schemes. Referring to the above reviewed schemes, we found that scalability
is not considered mostly except [14, 17, 25]. Considering the 5 V characteristics of big
data, volume is an important characteristic, which highly requests scalability support.

Third, technologies for handling different data structure are required. Because of the
variety of big data, the structure and unstructured data may be processed at the same
time. Many literatures about big data security and privacy did not research the variety
of big data. Obviously, handling different data structure is an interesting and significant
challenge.

Forth, a balance between the security requirement and performance is an open issue
in big data security and privacy. Security schemes normally impact system performance
in big data processing and analytics phase. Cost is very high to ensure the security and
privacy of data process in cloud, e.g., the work described in [22]. Thus, an effective and
practical security and privacy scheme should balance between the security requirement
and performance cost, which will greatly impact the success of a security and privacy
scheme.

Finally, few studies explore security and privacy protection schemes at the stage of
data collection according to our survey. How to achieve lightweight and usable security
at this stage could be an interesting research topic worth our efforts.

6 Conclusions

In this paper, we performed a brief review on big data security and privacy based on the
security requirements raised by its 5 V characteristics in the four-phase lifetime of big
data. Our review mainly focused on three categories of technologies that enables big
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data security and privacy: SMC, homomorphic encryption, and Secure Data Storage and
Management Schemes. Based on the literature study, we discussed a number of chal‐
lenges and open issues that motivate our future research.
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Abstract. Networks composed of devices, which having short-range wireless
communications capabilities and carried by people, is a major application
scenarios in opportunistic network, whose nodes movement has the characteris‐
tics of community. In this paper, we combine nodes meeting frequency with nodes
separation duration time to assign nodes to communities, and present a
community-based self-adaptive buffer management strategy in opportunistic
network. The strategy makes decisions of buffered messages discarding and
message transmission scheduling based on nodes’ community attribute. At the
same time, it generates message feedback adaptively according to the message
delivery status, to remove unnecessary redundancy copies of messages in nodes
buffer timely, then to reduce buffer overflow and avoid many unnecessary
messages transmission. Simulation results show that the strategy can effectively
improve the message delivery ratio and has significant lower network overhead.

Keywords: Opportunistic network · Community · Buffer management ·
Transmission scheduling

1 Introduction

Since the node mobility, the time of interruption is always longer than the time of
connection in opportunistic networks, which makes it difficult to establish a live commu‐
nication link between nodes [1, 2]. Messages forwarding between nodes take the pattern
of storage-carrying- forwarding [3, 4]. For improving the success rate of messages
transmission, it often needs to make many copies of a message. In the situation of limited
space in node buffer and limited communication opportunity between nodes, messages
always can’t reach destination node timely and have to stay in nodes buffer for a long
time, which always leads to overflow of nodes buffer. So it is a very meaningful to take
effective buffer management strategy for improving routing protocol performance in
opportunistic networks.
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2 Related Work

Many buffer management strategies only consider the state of the node itself to make
buffer replacement decisions, such as DF (Drop Front) [5], which makes a FIFO(First
In First Out) messages queue and always drops the forefront messages in buffer queue;
DO (Drop the Oldest) [5], which discard the oldest messages, namely the messages
having the least remaining lifetime, in nodes buffer; DRA (Drop-random) [6], which
discard messages in the node buffer randomly. These strategies don’t consider the case
of network, and all have larger limitations.

Some buffer management strategies, which use the network information among
nodes in opportunistic networks, have more excellent transmission performance. Liter‐
ature [7] proposes a HBD(History Based Drop) strategy which drops messages based
on nodes meeting history. It proposes a distributed algorithm based on message meeting
dispatcher theory, and uses statistical learning method to approach global knowledge to
optimize specific performance indicators. Literature [8] manages messages in node
buffer using the ACK confirmation information issued in the network, and discards
buffered messages timely according to the received ACK information to avoid buffer
overflow.

Most existing buffer management strategies focus on priority problems of message
discarding when buffer overflowed, and pay less attention on avoiding buffer overflow
and transmission scheduling problem of buffered messages. And most of them don’t
consider the characteristics of node mobility when deciding buffer management strategy.
There is a great relation between messages forwarding efficiency and node mobility
model in opportunistic networks. The network composed of devices, which carried by
people and having the ability of short-range wireless communications, is a very impor‐
tant application scenario in opportunistic networks [9–11]. Its nodes movement has the
phenomenon of gathering, reflecting the characteristics of community. According to
meeting history information of nodes and delivery status of messages in such network,
we propose a CABMS (Community based Adaptive Buffer Management Strategy)
strategy. Then we analyze and contrast CABMS strategy with three other buffer manage‐
ment strategies, which are Drop Front(DF), Drop the Oldest(DO) and Drop Based on
History(HBD).

3 Community-Based Mobility Model in Opportunistic Networks

3.1 Community-Based Node Mobility Model

The opportunistic network composed of devices, which carried by people and having the
ability of short-range wireless communications (Bluetooth /Wi-Fi, etc.), has the charac‐
teristics of the community. Its nodes movement always has the phenomenon of gathering
due to relatively stable social relationships among people and certain dependence each
other, and it always forms some more stable communities. We name such network as
community opportunistic network. Within the community, the node density is relatively
high, and the meeting frequency is higher. On the other hand, nodes in different
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community have lower meeting frequency, and some nodes are relatively active, often
travel among several communities and enhance the contact among communities.

3.2 Community Detection Method

CABMS strategy improves the efficiency of buffer management in opportunistic
network by detecting and using the characteristics of the human community. It assigns
nodes to different communities according to closeness degree of node contacts. The
detail method is listed as follows:

Shaded block in Fig. 1 represents that node i and node j are in the communication
range of each other in the time interval of [0, T].

Fig. 1. The comparison of node encounter

In sub graph (a) of Fig. 1, both cases have only two blocks, that is, two nodes only
meet twice in the time interval T. But the width of the box in the first case is much larger
than that of the second case. Although the encounter frequency are the same in both
cases, but the length of contact time between the nodes in the first case is much longer
than that of the second case, so the communicate opportunity of first case is much better
than that of the second case. In sub graph (b) of Fig. 1, even though the total contact
time between nodes are the same in both cases, in the first case nodes can contact more
other nodes to exchange relevant information for periodically separation, and nodes can
exchange data better for cycle of connection, which makes data dissemination more
effective.

Consider these encounter cases in Fig. 1, we propose a new measure rule to reflect
the encounter frequency and encounter duration time.

(1)

Where Si, j denotes the length of separation time between node i and node j. T is the
total time elapsed. ni, j represents disconnection times of two nodes, ρi,j(t) indicates
whether two nodes are in the state of separation.

18 J. Zhou et al.



The smaller the value of AVG(Si, j), the lower is the communication delay between
node i and j. We take Gaussian similarity function to normalize the value of AVG(Si, j),
as shown in Formula 2, to denote the association closeness degree between the nodes.

(2)

Where σ is a scaling parameter of the separation time interval between nodes [9].
The fluctuation of the separation periods between nodes will result in a negligible

impact on the communication between nodes. If two cases have the same average sepa‐
ration periods, one fluctuates greatly, and the other fluctuates less, then in the situation
of less fluctuation, nodes have good predictability for separation between nodes, so it is
more suitable for communication between nodes. We use irregular scale Ii, j to measure
the fluctuation of such separation period.

(3)

Where Dl represents the length of each separation period.
We model the neighbor graph of node in opportunistic network as G = (V, E), where

V is the set of nodes, E is the set of edges which connects nodes in the network. Every
edge < i, j > in E represents the closeness degree between node i and node j, we use a
weight value Wi, j to denote it. Because (Ri,j,Ii,j) may represent the closeness degree
between nodes, so we let

(4)

Where α is irregular fluctuations impact factor, its value should be small enough.
The bigger the fluctuation of nodes separation periods, the greater is the negative impact
on the closeness between nodes. We use Newman’s weightiness network analysis algo‐
rithm [10] to make community division, and let relationship matrix composed with
Wi,j be the input of the algorithm, then divide all nodes in opportunistic network into
different community.

Definition 1: Destination Community: the community which destination node of
message belongs to is called the destination community of the message.

4 Community-Based Adaptive Buffer Management Strategy
in Opportunistic Network

CAMBS strategy consists of two parts: the discard strategy and transmitting scheduling
strategy of buffered messages. We discuss them respectively as following:
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4.1 Community-Based Message Discarding Strategy

To reduce message transmission delay and optimize network performance, CABMS
strategy discards messages based on the community property of nodes: When the node
buffer overflowing, it drops messages which have not yet entered the destination
community firstly. Then for same type messages, they are sorted by the value of Wi,j
which represents the closeness degree of the node i and destination node j. The message
which has smaller Wi,j value will be discarded from node i preferentially.

4.2 Adaptive Lightweight Clearance Mechanism for Redundant Copy

In order to improve the successful rate of message delivery in opportunistic network, it
always produces multiple copies of message when delivering message. So when
messages have successfully reached their destination nodes, a large number of copies
of these messages still exist in the networks, which occupy much network buffer space.
And these copies will still be spread in the network, which leads to a serious drain on
network resources and affect the performance of network seriously. Therefore, we
present an adaptive lightweight clearance mechanism for these unnecessary redundant
copies. According to the message delivery status, the mechanism can generate delivery
status beacon for the message adaptively. By exchanging these beacons among nodes,
it can clear these unnecessary redundant copies in distributed way. The detailed method
is described as follows:

When a message enters its destination community or reaches its destination node,
the mechanism will both generate a delivery status beacon for the message, which
specific format is shown in Table 1:

Table 1. Message delivery status beacon

32bit 1bit 7bit

Message ID Reaching Flag TTL

Where the reaching flag is used to distinguish delivery status of message: If a message
has reached its destination node, the value is set to 1, if the message has just entered its
destination community; the value is set to 0. TTL is the maximum number of hops that
the delivery status beacon may be spread. According to the small-world theory, it is not
more than six intervals for any two people to get connection in social network, so we
set the TTL value to be 6 jumps.

When a message enters its destination community, the first receiving node will
generate a status beacon for the message. All the nodes, which receive the status beacon
and don’t belong to such destination community, will clear the copy of the message in
their buffer. Then it can reduce buffer occupancy and avoid the message to spread
unnecessarily outside the destination community again.

When a message has been successfully delivered to its destination node, the desti‐
nation node will generate a delivery status beacon for the message again. All other nodes
which receive the beacon, will remove the redundant copies of the message to reduce
the buffer occupancy and avoid the message to spread unnecessarily throughout the
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network again, thereby reduce network resource consumption, and it’s helpful to
improve the transmission performance.

When two nodes meet in opportunistic network, they’ll exchange summary vector
of buffered messages, and the message delivery status beacons are packed with summary
vector and exchanged together. Nodes will handle the delivery status beacon firstly to
remove unnecessary copy of messages.

Compared with a normal message, the size of its delivery status beacon is very small,
and beacons lifetime has been restricted by their TTL value. Every time beacons are
transmitted, their TTL value are decrease by one, when the value is 0, the beacon is
cleared. So the spreading of message delivery status beacon list in the network consumes
very little network resources. And simulation result shows that its negative affecting to
network performance can be negligible.

4.3 Adaptive Message Transmission Scheduling Strategy

In order to let messages be delivered to their destination community and then to their
destination node as soon as possible, we propose an adaptive buffer message transmis‐
sion scheduling strategy based on the community that nodes belong to.

When node i meets node j and wants to send messages to it, node i will sort the
sending messages adaptively based on relevant community information, and then make
a schedule to decide messages sending sequence which described as follows:

1. Node i sends messages which destination node is node j firstly;
2. If a message has not yet entered its destination community, and node j belongs to

the destination community, such message is send secondly;
3. Then, node i sends messages, which have entered their destination community, pref‐

erentially to ensure that these messages reach their destination nodes as soon as
possible;

4. Furthermore, node i transmissions messages which have not entered their destination
community;

5. Same type messages are sorted and scheduled as follows: For messages which are
same type, they are sorted by their closeness degree value Wi,d, where node i is the
receiving node and node d is the destination node of messages. Messages which have
bigger value of Wi,d, will be send priority.

5 Simulation and Analysis

5.1 Simulation Environment

This paper selects a datasets collected in real environment to study the buffer manage‐
ment strategy in community-based opportunistic network. This dataset comes from the
Infocom 2006 conference project which is a subproject of Cambridge Haggle project
[11]. The project has 98 Imote nodes, which use Bluetooth technology to communicate
with each other. 20 of which are fixed nodes deployed in different parts of the venue and
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act as access points, 78 nodes are distributed to volunteers participating in the confer‐
ence. Such experiment carries out total time of three days; the Bluetooth devices make
a scan every 120 s to discovery neighbors.

5.2 Simulation Result and Analysis

In this paper, we use the ONE platform which is an opportunistic network simulation
environment, to verify the performance of the CABMS strategy, and compare it with
some other typical buffer management strategies such as Drop Front strategy, Drop
Oldest strategy, and HBD strategy. We import the real dataset of Infocom 2006 into the
ONE platform and make the following experimental model validation based on epidemic
forwarding mechanism, where the first 20 % experimental time is the warm-up time of
the network, so that nodes can collect some meeting historical data to make community
division. After the warm-up time, we assume that each node has known the communities
that all other nodes belong to.

1. Comparative analysis of delivery ratio with different buffer sizes. As shown in
Fig. 2, with the increase of node buffer size, the possibility of message discarded
due to buffer overflow degreases, and delivery ratios are all improved in all four
kinds of buffer management strategies. Since CABMS strategy takes advantage of
the characteristics of community of nodes movement, and it generates message
delivery status beacon to clear redundant messages, when message enters its desti‐
nation community and reaches its destination node, so the possibility of node buffer
overflow is greatly reduced, and the utilization rate of buffer is increased conspicu‐
ously. Thereby it can greatly reduce the possibility of useful message discarded. At
the same time, CABMS strategy optimizes the schedule of messages sending based
on community property of nodes, so the message delivery ratio is improved signif‐
icantly compared with other three buffer strategies. The delivery ratio of HBD
strategy is better than that of DO and DF strategy for it makes message replacement
according to the number of message copies in the network. DF strategy only drops
messages in the front of the queue, which may result in the loss of some messages
in their distribution phase, so DF strategy has the lowest delivery ratio.

As we can know from the statistical analysis result, the delivery ratio of CABMS
strategy can outperforms the second-best HBD strategy by approximately 18.9 %
averagely.

2. Comparative analysis of average network overhead with different buffer sizes. As
shown in Fig. 3, with the increase of buffer space, the message delivery success rate
increases, and the number of messages being successfully delivered to the destina‐
tion node also increases, which makes the average network overhead all decrease
for all four strategy. When message enters its destination community and reaches its
destination node, the CABMS strategy generates delivery status beacon for message
to clear its redundant copies, and avoids a lot of unnecessary message forwarding,
so the messages forwarding times of CABMS strategy is far less than that of other
three strategies, and its average network overhead is average only 48.6 %, 40.5 %
and 37.9 % compared to that of HBD, DO and DF strategy respectively.
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3. Comparative analysis of delivery ratio with different network load. As shown in
Fig. 4, with the increase of message generation rate, network load increases gradu‐
ally, and the probability of node buffer overflow increases either, which leads to
packet loss rate increases and message delivery ratio decrease correspondingly.
Especially, the delivery ratio decrease relatively larger in HBD, DO and DF strategy
than that of CABMS strategy. For CABMS strategy takes a lightweight clearance
mechanism for redundant messages copies, it drops unnecessary copies of messages
timely and reduces the pressure on the node buffer greatly. Furthermore, CABMS
strategy takes community-based optimal scheduling when sending messages, it is
helpful to improve message delivery ratio, and thereby the decrease of its delivery
ratio is much slower than that of other three strategies when message generation rate
increases. The delivery ratio of CABMS strategy can outperforms the second-best
HBD strategy by approximately 21.9 % averagely.

Fig. 2. Delivery ratio against buffer size

Fig. 3. Average network cost against buffer size
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Fig. 4. Delivery ratio against network load

4. Comparative analysis of average network overhead with different network load. As
shown in Fig. 5, with the increase of network load, the probability of nodes buffer
overflow increases gradually, which leads to packet loss rate increasing. So the
average network overhead of all four strategies increases gradually, while the
increase of that of CABMS strategy is relatively slower. Since CABMS strategy
generates delivery status beacon for message to clear redundant copies of message
twice when the message enters its destination community and reaches its destination
node, which greatly reduces the probability of nodes buffer overflow and avoids
many unnecessary message transmission, thereby increases the probability of
successful message delivery.

As we can know from the statistical analysis result, the average network overhead
of CABMS strategy is averagely only 40.6 %, 35.6 % and 34.4 % of that of HBD,
DO and DF strategy respectively.

Fig. 5. Average network cost against network load
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6 Conclusion

Networks composed of devices, which are carried by people and have short-range wire‐
less communications capabilities, is a major application scenarios in opportunistic
network, whose nodes movement has the characteristics of community. In this paper,
we present a community-based adaptive buffer management strategy for such network.
When message enters its destination community or reaches its destination node, the
CABMS strategy will generate delivery status beacon adaptively for the message to clear
its unnecessary copies, which decreases the possibility of nodes buffer overflow greatly
and avoid much unnecessary transmission of redundant copies. At the same time, the
CABMS strategy optimizes the dropping strategy and the sending sequence of buffered
messages adaptively according to the community attribute of nodes, which reduces
messages delivery latency and helps to improve the success rate of message delivery.
The simulation based on dataset from real environment shows that the CABMS strategy
can improve message delivery ratio, reduce average delivery delay and network over‐
head effectively in community-based opportunistic networks.
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Abstract. Source location privacy (SLP) in wireless sensor networks (WSN) in-
tends to protect the location privacyofmonitoring objects, as the resources ofWSN
are limited, the essence of the SLP is to balance the security and energy-cost.
Among the existing solutions, the scheme based on randomwalk (DROW) ismost
attractive. However, DROW didn’t consider the balance of each node’s energy
consumption and the safety period is unstable. What’s more, it didn’t change the
data flow either. To solve these problems, in this paper, we put forward an
energy-aware location privacy routing protocol which consists of two parts:
non-repeat polling routing protocol and strategy of fake messages based on
energy-aware. On the premise of not influence the network lifetime seriously, we
make full use of the high-energy nodes, strength the security of the network and
change the data flow. Simulation results verify that we can provide higher stability
as the variance of our protocol is only about one over forty of that based on
random-walk. Meanwhile, more nodes participate in packets transmission so the
energy consumption is balanced and safety period is extended by 20 % to 30 %.

Keywords: WSN � Source location privacy � Random walk � Energy-aware

1 Introduction

Wireless sensor networks (WSN) is a new network technology which is consisted of
amount of micro sensor nodes. It has broad respects in application. However, source
location privacy (SLP) is a seriously factor restricting the actual application. In 2004,
Ozturk et al. [1] put forward the model named hunter panda game, which first described
the SLP issue in WSN formally. They made it distinct from content-privacy and
identity-privacy but define it as context-privacy, which pays attention to hide the
context information in WSN [2]. Normally, attackers analyze the wireless signal, and
then according to the strength of wireless signal and transmission of data flow, they
finally determine where the monitoring object is. From the attack mode, we can see that
the essence of SLP is to against the network flow analysis. Researchers have proposed
a variety of routing solutions to solve this problem [3]. The existing schemas can be
divided into two categories.

The first one is that the network flow direction is not been changed. The represented
schemas is phantom routing schema [4] (PRS), Routing through a Randomly Selected
Intermediary Node [5] RRSIN), Directed Random Walk [5, 6] (DROW) and so on.
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PSR need to find a fake source node and then deliver the packets through the way of
flooding or single path [2]. However, flooding costs too much overhead and ingle path
doesn’t provide efficient measures to hide the real source node when select the fake
one. Based on phantom routing, Li et al. [5] put forward RRSIN which doesn’t give
away any location information of the real source node when it finds the fake one. But, it
needs to know the whole network topology well which is hard to do. So the above
schemas we mentioned are limited.

Yao et al. [6] proposed DROW. In this protocol, according to the distance or the
hops between the source and sink node, the neighbor nodes of each node will be
divided into two groups, near group N and far group F. When a node starts to send
messages, if N has nodes, it will choose a node in N randomly and then send message
to it. If not, it will send the message to the node in F randomly. Hop by hop, the
message can be sent from source to sink. DROW has smaller transmission delay.
Compared to the PSR and RRSIN, it consumes less energy. Also, it provides longer
safety period than the PSR.

However, in DROW, although it disperses the intermediate nodes energy con-
sumption, it still should be formed hot spots of energy consumption and message
exchange around source and sink node which easily attracts the attacker’s attention.
Meanwhile, as we select the next hop randomly, it leads to the unstable safety period,
and the minimum is just as short as the product of the number of the nodes between
source and sink and transmission interval. In order to settle this issue, researchers
proposed the thought of polling which means to select the node in N in turn as the next
node. But we cannot ignore such situation as the Fig. 1 shows.

The WSN contains two path A->B->D and A->C->D, when attacker stays in D
waiting for a new message, no matter node A select node B or node C, attacker always
can arrive at a node (B or C) more closer to source A. So with only simple thought of
polling cannot address this problem.

The second category is changing the direction of data flow. The represented sce-
narios are based on Cyclic Entrapment Method [7] and Dynamic Bidirectional Tree [8,
9] and so on. However, it is difficult to design appropriate generation algorithm and in
meantime, fake packets can seriously affect the whole network lifetime as they con-
sume large amount of resources when they transmit in WSN. Also, because of the
unbalanced use of nodes, there are lots of unused nodes with high residual energy.

Fig. 1. Nodes deployment
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Of course there are existing schemas [10] referring to the energy. However it doesn’t
consider the safety.

From the analysis from the above, we can see that the existing problem of the
traditional DROW can be divided into two aspects. First one is the thought of pure
polling cannot assure the stability of the safety period. And the second one is the
generation algorithm of is difficult, at the same time, many nodes with high residual
energy are not used.

In our paper, we put forward an energy-aware location privacy routing containing
two parts: non-repeat polling routing protocol and strategy of fake messages based on
energy-aware. In the first part, we provide non-repeat polling protocol to solve the
problem about instability. First, when the node sends packets, it will attach its ID to the
next node, and then we can build a polling list for each node according to the same ID.
Second, after the polling list are finished, each nodes in polling list are used for only
once in one round. Through it, we not only make the safety period more stable but also
improve it by 20 % to 30 %. In the second part, we add a strategy of fake messages
based on energy-aware to our routing. We put forward a conception of average residual
energy. If the residual energy of a node is greater than the average residual energy, the
node will be likely to generate fake message to balancing the resource consumption in
WSN. In the case of not influence the lifetime of WSN too much, we make more node
participate in packets delivery and extend the network consumption by 45 % to 65 %.

2 Energy-Aware Location Privacy Routing

2.1 Attacked Model and Network Assumption

In our protocol, we assume that there only one source node and one sink node in WSN
as most literatures do [3]. At first, the attacker stays at the sink node. During the
transmission, node can exchange information with neighbor nodes including residual
energy and location. The attacker also has following characters:

• Passive attacker who cannot affect the direction of data transmission.
• Don’t know the whole network topology and the contents of packets.
• The radius of the attacker’s detection and the sensor communication is equal.
• Move one step when it detect a new packet.

2.2 Non-repeat Polling Routing Protocol

Assume Pi;j is the probability of node i selects node j in its near group as the next hop,
and then

Pi;j ¼
1; xi mod ti ¼ j
0; Ti 6¼ ;j j 62 Ti

1=ni; Ti ¼ ;;

8
<

: ð1Þ

Ti is node i polling list and ti is the number of nodes in Ti; xi is the number of
transfer of node i,ni is the number of nodes in node i near group.
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2.3 Strategy of Fake Messages Based on Energy-Aware

We make full use of the high residual nodes and put forward a new conception average
residual energy which decides the frequency of fake packet generation.

3 Protocol Analysis

From formula (1), we can easily derive the safety period of the non-repeat polling
routing. We assume Δt as the source node sending packets interval and sl as the number
of all nodes which are i hop away from sink node, then a node in such layer receive the
packets again need to wait for sl � Dt so the total safety period of the WSN as T is:

Lemma 1.  Non-repeat polling routing

1. The sink node floods message to the whole network and every node obtain hops or distance L 
between sink and itself. Then according to L, neighbor nodes are divided into near group and 
far group respectively.

2. In begin, all nodes are not marked. Source node starts to send packets to sink node with the 
ways of polling, and the node will attack its ID to the packets.

3. When the intermediate node receives the packets, it will tag itself with the ID of the pre-hop
node, then mark the packet with its ID and send it.

4. If the node sends packets to a node NEXT which is not marked with its ID, the node will 
remove NEXT from the polling list and send the packets to another node in near group

5. Repeat the step 2, 3, 4, until all nodes are marked and finally each node has its polling list. In 
the list, all nodes are marked with its ID. Polling list as the first priority and other node in near 
group as the second priority. Only when the polling list is null, we select the node in the 
second priority group to transfer the packets

Lemma 2.  Strategy of fake messages based on energy-aware

1. Each node has certain initial energy E, after a period time of simulation, node check its left 
energy and exchange with the neighbor node periodically.

2. Calculate the average residual energy , according to P = f( ), , = - ,
we can get the probability of the node generating fake packets. When P ≥ 0, generating, P < 0, 
not generating.

3. To avoid to excessive energy consumption, we add a parameter TTL to fake packets as the 
maximum hop

Energy-Aware Location Privacy Routing 29



T ¼
Xl¼m

l¼1
sl � Dt ¼ S0 � Dt ð2Þ

m is the hops between sink node and source node, S0 is the total number of node
participate in transmission.

Compared to DROW, our routing improves the network average safety period and
makes it more stable. Also, we use as many as possible nodes to send packets so the
area of energy consumption is spread and the whole network consumption is balanced.

From Algorithm 2, we can see that the smaller the b is, the more fake packets we
generate. Respectively, the fake packets need to cost some energy and the network
lifetime is decreased. So it depends on the actual demand to define the b. If we want to
get higher safety and are not sensitive to the energy consumption, we can make the b
smaller. On the contrary, we can make b the bigger. It depends on our demands to
define b, we cannot get better performance in terms of both safety and energy con-
sumption because if we want to get higher safety, we need to consume more energy to
generate more fake packets.

4 Simulation Results

We take the OMNET++ as the simulate tool. We use the grid network which contains
nodes 200*200. The distance between sink and source node is 1000,1100,1200,
1300,1400,1500 respectively. In different distance, we compare our protocol EALPR to
the DROW.

In literature [3], safety period is a main measure of the SLP which is the number of
messages a source node sends out before the adversary locates the subject. The stability
of the safety period concerns whether it is suitable to apply in actual environment.
Obviously, we should extend the safety period as bigger as possible and make it stable.

In our simulation, we define the safety period as the time period from the start to the
adversary locating the source node. Figure 2 shows the safety period in our simulation.
We can see from the Fig. 2 obviously that the EALPR has more stable and higher
safety period. After computation, the variance of EALPR is only about one over forty
of that based on random-walk and safety period is extended by 20 % to 30 %.

Fig. 2. Safety period
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Table 1 records some simulate result. The more nodes participate process of the
packets transmission, the network energy consumption is more balanced and that
avoids forming the hot energy consumption spaces, too. We can see that in ELAPR,
more node participate in packets transmission. The sum total of real and fake packets
are almost equal and that is to say we change the data flow successfully.

Now that network lifetime records the time how long a WSN can work normally,
we had better extend the network lifetime as longer as possible. However, when we
consider the SLP, the situation is changed. If the source node is located, it is mean-
ingless even if the network can alive for quite long time. So, we need to compare the
network lifetime and safety comprehensively. Energy consumption records how much
energy we consume when the WSN died. And this indicator can represent the safety to
some extent as more nodes participating in the transmission, more packets are trans-
mitted and so on.

Because we add the strategy of fake packets, so the whole network lifetime is
reduced as Fig. 3 left shows. The lifetime is reduced by 20 % to 30 %. However, we
can see that the whole network energy consumption in Fig. 3 right is abviously
increased, that is about 45 % to 65 %.

5 Conclusions and Future Directions

In this paper, we presented an Energy-Aware Location Privacy Routing (EALPR) for
Wireless Sensor Networks to balance the energy consumption and safety period. In
traditional DROW, the network lifetime is unstable and the minimum value is quite

Table 1. Nodes and packets

DROW ELAPR

Participating node 84,104,116,121,131,128 90,106,129,151,143,150
Fake packets None 150,161,160,171,165,180
Real packets 229,227,183,233,241,250 170, 183, 183, 182,185, 202

Fig. 3. Network lifetime and energy consumption
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low, and we not only address them but also add strategy of fake packets based on high
residual node. Through the fake packets strategy, we balanced the whole network
consumption and avoided to form consumption hot space around the sink and source
node, as well as change the data flow. On the premise of not affect the network lifetime
seriously, we improved the network safety period conspicuously. In future work, we
need to consider how to improve EALPR under the condition of multiple sources or
source and sink mobility.

Acknowledgments. This work is supported by NSFC (Grant Nos. 61300181, 61502044), the
Fundamental Research Funds for the Central Universities (Grant No. 2015RC23).
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Abstract. With the explosive growth of data in the Internet, the single vertical
crawler cannot meet the requirements of the high performance of the crawler. The
existing distributed vertical crawlers also have the problem of weak capability of
customization. In order to solve the above problem, this paper proposes a distrib‐
uted vertical crawler named ChainMR Crawler. We adopt ChainMapper/Chain‐
Reducer model to design each module of the crawler, use Redis to manage URLs
and choose the distributed database Hbase to store the key content of web pages.
Experimental results demonstrate that the efficiency of ChainMR Crawler is 6 %
higher than Nutch in the field of vertical crawler, which achieves the expected
effect.

Keywords: Vertical Crawler · Distributed Crawler · MapReduce · ChainMaper/
ChainReducer · Redis

1 Introduction

Web crawler can automatically crawl all kinds of information which people need from
the Internet. It is one of the most indispensable modules for the search engines or the
collectors of special information [1]. The information of Google search statistics shows
that the number of indexed pages is more than 30 trillion [2], and the number of pages
in china has reached 189.9 billion [3]. How to get the information people need from the
Internet fast and accurately has become people’s urgent demand. Studies point out that
around 85 % of Internet users use search engines to find information from the WWW
[4]. We believe that different crawling methods should be developed to fit for different
types of Web sites [5]. The traditional information retrieval service provided by the
search engine has been unable to meet the growing demand for personalized service in
a specific area [6]. So in order to get to the information of specific area quickly, the
application of retrieval based on vertical crawler has become more and more popular.

With the explosive growth of information, the traditional single-thread crawler is
unable to meet our demand for information both in quantity and quality [7–9]. Distrib‐
uted crawlers can use a number of stand-alone crawlers to work in parallel and highly
improve the efficiency. MapReduce [10] emerges as the model of choice for processing
massive data. There are also some distributed crawlers in wide use, for instance Nutch

© Springer International Publishing AG 2016
G. Wang et al. (Eds.): SpaCCS 2016 Workshops, LNCS 10067, pp. 33–39, 2016.
DOI: 10.1007/978-3-319-49145-5_4



[11] and its optimization schemes. Hengfei Zhan [12] has optimized Nutch by limiting
the latency time of crawling and monitoring invalid links. Wei Yuan [13] improved the
efficiency and accuracy of Nutch by optimizing relevant parameters and models of
Nutch. Although the crawling efficiency is improved in such ways, however its custom
ability is weak, and is not suitable for secondary development according to the needs of
the users.

In order to improve the efficiency and scalability of vertical crawler, we design a
distributed vertical crawler based on ChainMaper/ChainReducer chain structure [14].
The computing tasks are divided into: DownloadMapper, ProcessMapper, ProcessRe‐
ducer, HBaseMapper. ProcessReducer are responsible for the extraction of the key
information from the target sites. We use a combination of CSS Selector, XPath and
regular expression to parse web-page contents. We can easily implement different
websites by changing the module, which makes the crawler have a good scalability and
users can customize the development according to their own needs. We use Redis to
store and manage URLs. At the same time, the BloomFilter algorithm is used to filter
reduplicate URLs. We compare ChainMR Crawler with signal vertical crawler and
Nutch in the experiments and the experimental results show that the efficiency of
ChainMR Crawler on three nodes is 3.43 times as high as that of single vertical crawler
and on average the efficiency of ChainMR Crawler is 6 % higher than Nutch, which
demonstrates that ChainMR Crawler has a better performance.

2 ChainMR Crawler Structure

The distributed vertical crawler system, ChainMR Crawler, consists of four function
modules, which are download module, URL management module, parse module and
storage module. The architecture of the system is shown in Fig. 1.

Fig. 1 The Architecture of ChainMR Crawler

2.1 Download Module

Downloading page is the beginning of a crawler. Downloading starts from a set of seed
URLs, which receives the response from the web pages by simulating Http requests to
the seed URLs. Apache HttpClient is used in this paper. It supports custom HTTP header,
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containing User-agent and cookie which are useful for downloading. Further, it also has
many powerful functions such as automatic redirect, connection reuse, cookie reserva‐
tion, setting agent and so on. The implementation of this module is encapsulated in the
class DownloadMapper.

2.2 URL Management Module

In order to avoid crawling over the same URL, it is necessary to manage the URLs. In
this paper, we use Redis to store the URL queue A in which URLs have been crawled
and the URL queue B in which URLs are to be crawled. When extracting a new URL,
BloomFilter algorithm is first used to determine whether it is in A. If it is not in A, add
it to B. As B is stored in the form of set, if the new URL is the same with any URL in
B, just save one. This can effectively avoid crawling over a certain URL repeatedly,
resulting in wasting resources.

2.3 Parse Module

This module is mainly to parse the HTML pages which are crawled by download module.
The parse module is divided into two parts: One part is responsible for the extraction of
new web links. The implementation of this part is encapsulated in the class Process‐
Mapper. The other part is mainly responsible for the extraction of web contents which
users need. The implementation of this part is encapsulated in the class ProcessReducer.
Parsing Pages is a complex task. In a detailed analysis of the structure of web pages, we
use CSS Selector, XPath and regular expressions to extract the contents of the pages in
this paper.

2.4 Storage Module

This module is mainly to store data which is from parse module. The database used in
this paper is HBase, which is a sub project of the Hadoop project. It is a kind of high
reliability, high performance, column oriented, and scalable distributed database. It takes
HDFS [15] as its file storage system in Hadoop, which is suitable for applications having
big data. At the same time, Hbase is also relying on the MapReduce massive data
processing capacity. A high performance and large scale structured storage cluster can
be built on a number of inexpensive PC machines. The implementation of this module
is encapsulated in the class HBaseMapper.

3 ChainMR Crawler Design Based on ChainMapper/
ChainReducer

ChainMaper/ChainReducer is a chain structure of MapReduce. MapReduce is one part
of Hadoop [16], which is an open source framework for distributed applications.
MapReduce is a data processing model and it can process massive data over multiple
computing nodes efficiently. In this structure, there are more than one Mapper in the
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Map or Reduce phase. These Mappers like Linux pipes, the output of the former Mapper
redirect to the input of the next Mapper directly, forming a pipeline, avoiding the process
of the intermediate output data written to the disk. Designed in this way, Mapper function
is focused and the time of the input and output of disks is saved, which makes the crawler
system have a higher efficiency of crawling.

According to the principle of ChainMaper/ChainReducer, the process of crawling
can be divided into DownloadMapper, ProcessMapper, ProcessReducer and HBase‐
Mapper, which makes up Mapper+Mapper+Reducer+Mapper chain tasks. Figure 2
shows the chain structure of ChainMR Crawler which is based on ChainMapper/Chain‐
Reducer.

Fig. 2 Chain structure of ChainMR Crawler

Redis here is used as an input source for Mapper. As now existing Hadoop input‐
Format cannot satisfy our demand, this paper customizes the implementation of Redis‐
InputFormat. The seeds URLs are split according to their number as the input of Down‐
loadMapper. Web pages are downloaded in DownloadMapper. Then the downloaded
HTML contents are redirected to ProcessMapper by stream. And in ProcessMapper,
HTML contents are parsed and extracted features page links. In ProcessMapper the URL
management module is also called to filter reduplicate URLs. Next entering the Reducer
phase, web contents are shuffled and sorted according to the domain names and then
feature content data is extracted. Finally, redirect the feature content information to
HBaseMapper and call HBase interface for information persistence.

4 Experimental Results

All of our experiments are completed on virtual machines which are configured as
Hat Enterprise Linux Red 6, 1 core, 2G memory, built on 4 core, 8G, windows64
machines. For verifying the efficiency of the distributed crawling system, we select
http://www.qidian.com/Default.aspx Web as the test site. Take the crawled website
quantity of stand-alone crawler system-webmagic and ChainMR Crawler system
within 30 min respectively for contrast. Cluster system set up 3 and 6 virtual
machines for performance test.
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Next we take three nodes in the distributed cluster. In the same test environment,
compare the performance of ChainMR Crawler and Nutch for crawling over the same
website http://www.qidian.com/Default.aspx.

Fig. 3 Performance comparison between single and distributed vertical crawler

Fig. 4 Performance comparison between ChainMR Crawler and Nutch

From Fig. 3, we can see the numbers of pages crawled by signal crawler Webmagic
and ChainMR Crawlerin different crawling time, through which we can get that the effi‐
ciency of ChainMR Crawler on three nodes is 3.43 times as high as that of single vertical
crawler on average and the crawler performance can be improved by properly increasing
the number of cluster nodes, which makes ChainMR Crawler have a good scalability. From
Fig. 4, we can see the numbers of pages crawled by Nutch and ChainMR Crawler in
different crawling time, through which we can see that the performance of ChainMR
Crawler is higher than Nutch on the whole and on average the efficiency of ChainMR
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Crawler is 6 % higher than Nutch. From the experimental data we can know that ChainMR
Crawler has good crawling efficiency and good scalability.

5 Conclusion

In this paper, we propose and design a distributed vertical crawler system - ChainMR
Crawler. We design each module based on ChainMaper/ChainReducer, using Redis
memory database to manage URL, adopting BloomFilter algorithm to filter reduplicate
URLs. And Hbase are put to use to store crawled content information. The efficiency of
ChainMR Crawler is proved more efficient and it can be extended to a variety of needs.
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Abstract. In wireless sensor network, sensor nodes generate continuous data,
such as the variety of ambient temperature and humidity data. Because of the
sensor node energy is limited, frequently transmiting data will lead to the sensor
node energy consume too fast. In addition, there are usually active nodes that
produce data or query data more frequently in sensor network, if using traditional
data centric storage method will produce the hotspot problem. In this paper, we
proposed an improved ring-based data storage and retrieval model named IRSR.
IRSR divides the nodes into some rings and chooses an optimal ring according
to the frequencies of event and query, and uses adjacency ring rotation working
to ensure the network load balance. We show by simulation that IRSR achieves
more balanced traffic load on sensor nodes and prolongs the lifetime of the senor
networks even under the extreme circumstance.

Keywords: Wireless sensor networks · Data storage and retrieval · Big data ·
Hotspot problem · Network load balance

1 Introduction

A wireless sensor network [1] consists of a large number of sensor nodes which can
acquire useful information (e.g. environmental monitoring, biological detection,
smart spaces, and battlefield surveillance data) from the physical environment
around. With the development and wide spread application of wireless sensor
networks, the amount of sensory data grows sharply and the volumes of some sensory
datasets are larger than terabytes or petabytes. Therefore, how to store and retrieve
the big data more efficiently has become a widespread and important research subject
in wireless sensor network.

The wireless sensor network can be regarded as a “distributed database” and the
sensor nodes in that store the sensing data in a distributed way. Users can access the
“database” at any point of the sensor network. E.g., in an intelligent building, the sensor
nodes collect and store temperature and humidity data of each room. If any user wants
to look for a meeting room which temperature is close to 25°C and humidity is close to
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35 %, he can send a query on any sensor node of the sensor network at any place in the
building, then the sensor network will process the query and send a query result back to
the user.

In those applications, each sensor node will produce data and also will query other’s
data or answer other’s query. Due to the sensor network has a number of distinctive
feature, so there is a series of challenging problems to the researchers [2, 3]:

Firstly, the energy, the storage space and the computation capacity of each sensor
node is limited, how to reduce the message transmission and save the energy in the
working network is a challenge to sensor network study; Secondly, the communication
radius of each sensor node is short, how to perform the observed information’s trans‐
mission under the condition of limited communication ability is another challenge.
Thirdly, it is difficult to find an optimal storage strategy when the data generating rates
of the sensor nodes and the query frequencies of the users are considered. Fourthly, when
some individual nodes in the sensor network produce data frequently or are queried
frequently, its energy will quickly exhaust, how to avoid the emergence of the hotspot
problem is also a challenge.

To solve these problems, we present an improved ring-based model for the storage
and retrieval of big data (IRSR) in this paper. IRSR divides the whole sensor network
field into virtual rings, and chooses the least energy cost ring as the rendezvous ring
which can store data and process queries efficiently. In order to avoid the hotspot problem
on the rendezvous ring, IRSR designs a data migration algorithm between adjacent rings
to prolong network lifetime. The simulation uses the modified GPSR routing as the data
transmission protocol.

The rest of this paper is organized as follows. Section 2 discusses the related work.
Section 3 presents the scheme IRSR in detail. Section 4 shows the simulation result.
Section 5 gives the conclusion.

2 Related Work

The data storage and retrieval in wireless sensor networks research the storage strategy
of the perception data on the sensor nodes, including how to store the data on suitable
position in sensor network and how to route the query to the storage position and get
the data. According to the different storage strategy of sensory data, data storage can be
divided into centralized storage, local storage, and distributed storage [4]. The distrib‐
uted storage strategy is better than the formers on network scale, data transmission cost,
query efficiency, network lifetime, and so on [5, 6]. Therefore the distributed storage
strategy has widespread use.

Distributed storage is a data-centric storage strategy, its core idea is that the data of
sensory node may not store locally, instead of using distributed technology to store the
data in other nodes, and uses effective information brokerage mechanisms to coordinate
the relationship between the data storage and retrieval, which make sure the data access
request can be met. These mechanisms include hash mapping, create index, routing data
and query based on certain rules [7].
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In [8], the authors proposed a data-centric storage (DCS) concept firstly, then they
divided sensor network into multiple child area in [9, 10], each child area includes a
storage node, to ease global event storage node load. The geographical hash tables
(GHT) [8] is a classic work that uses the data-centric approach. In GHT, one sensor node
is chosen as the storage node which not only stores all the data generated but also
processes all the queries, so one of the shortcomings in GHT is that it brings a hotspot
problem. DBAS [11] and DCAAR [12] hash an event type or an attribute of an event
type to a grid region, instead of a point. Rumor routing [13] also uses the data-centric
routing approach, events agent and queries all transmit in random direction, if them visit,
the data on the event can be retrieved. Comb [14] is an extended algorithm on the rumor
routing. Literature [15] proposes using multiple rings working in turn in different time
slice to solve the hotspot problem.

All the research mentioned above does not consider the frequencies of event and
query when choosing the data storage nodes. Although ODS [16] and SRVR [17] take
those factors into consideration, but ODS does not present a load balance scheme and
SRVR does not solve the hotspot problem on the rendezvous ring.

3 Improved Ring-Based Model for Big Data Storage and Retrieval

In this section, we present our scheme IRSR, and the main idea of IRSR is as follows.
Firstly, IRSR divides the whole sensor network field into virtual rings and the width

of each ring is the communication radius of the sensor nodes. Then, IRSR regards each
ring as the rendezvous ring, and calculates the total energy cost of the sensor network
one by one ring, respectively. When calculating the total cost, the frequencies of event
and query are considered. Finally, the least energy cost ring will be chosen as the final
rendezvous ring, and all the nodes on the rendezvous ring will be taken as the storage
nodes. In the following, we will show how to choose the rendezvous ring and how store
and retrieve data with the rendezvous ring. In addition, when the nodes on the rendezvous
ring generate data and query data frequently, we show a data migration algorithm to
avoid energy deplete of sensor nodes on the rendezvous ring.

3.1 Choosing the Rendezvous Ring

To store and retrieve the data, each sensor node should know which ring is the rendez‐
vous ring. In order to easy analysis, we give each virtual ring a unique ID. For each node,
it first computes the straight-line distance from itself to Sink, and then it can decide
which virtual ring it belongs to by simple calculation.

After the sensor nodes were deployed, each sensor node finds their neighbors and
stores their locations using some localization techniques. At the beginning, each sensor
node stores their data and the queries they received locally for a short time epoch. At
the end of this epoch, each sensor node calculates their data generating rates and the
query frequencies, and sends them to the Sink node. Then the Sink node calculates the
rendezvous ring according to the information received from all the sensor nodes. The
main idea of calculating the rendezvous ring is as follows.
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1. Calculating the energy consumption sum of generating data and receiving queries
and transmitting results of each node;

2. On the basis of the above, calculating the total energy consumption of each ring;
3. Choosing the least energy cost ring as the rendezvous ring.

Finally, the Sink node broadcasts the ID of the rendezvous ring to all the sensor nodes
in the sensor network.

3.2 Data Storage

In IRSR, the sensor node that produced data may be or not be in the rendezvous ring. If
the node is in the rendezvous ring, it just needs to store its data locally. But if the node
is not in the rendezvous ring, the case is more complex. Because at least one copy of
each event data should be stored by the nodes in the rendezvous ring, so the node outside
the rendezvous ring should route its data to the rendezvous ring first and then stores the
data on the rendezvous ring.

How to route the data to the nodes on the rendezvous ring for the sensor nodes outside
the rendezvous ring is not too hard to solve. The sensor nodes that are outside the
rendezvous ring just need to route their data toward the central point of the network field
or any point outside the network field using GPSR routing protocol, and try to make the
routing tracks cross the rendezvous ring. When the data cross the rendezvous ring, they
must be received by the nodes on the rendezvous ring. Then the data stop being routed
and are stored by the nodes on the rendezvous ring.

3.3 Data Retrieval

During the data storage stage, each event data produced by sensor node will have at least
one copy stored on the rendezvous ring. In this paper, we pay attention to region-based
queries. That is, the consumers are interested in the event data that are generated in
special regions.

There are two case existed when executing the query procedure. One case is that the
query node is in the rendezvous ring, while the other case is that the query node is outside
the rendezvous ring. Because the solution of the latter can also solves the former case,
so we only present the query procedure in the latter case. The procedure of data retrieval
in IRSR is as follows.

When a sensor node outside the rendezvous ring puts forward a query, this query
will be transmitted to its nearest neighbor node close to the direction of rendezvous ring.
If the neighbor node has the desired data, it sends the event data back to the consumer.
On the contrary, if the node hasn’t the data, it will send the query to the next neighbor
node. Along this direction, if no one node outside the rendezvous ring has the desired
data, the query will be sent to the rendezvous ring at last. After that, the query will be
broadcasted on the rendezvous ring. If any sensor node on the rendezvous ring receives
the query, it checks its own storage space to see whether it has the data. If the node has
the data, it will send the data to the consumer using GPSR routing protocol.
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3.4 Data Migration

Data storage strategy showed in Sect. 3.2 distributes the data to store on the multiple
nodes of the rendezvous ring, it can balance network load in a certain degree. But in
extreme circumstances, the nodes on the rendezvous ring possibly generate data and
query frequently in most of the network lifetime. For example, in an observing animal
application, many sensors have been deployed in a vast prairie to observe the animals’
migration. The animals tend to stay in the area which has rich aquatic plants in a period
of time. Until the region’s food is not rich, they will migrate to other areas. So in this
time of animals stay, the sensors deployed in the region will find that event frequently.
That is to say, in the network lifetime, the active ring will be selected to be the rendezvous
ring at most of the time, so the nodes’ energy in the ring will be easy to exhaust.

SRVR does not consider these extreme circumstances. To solve this problem, the
paper improved the data storage mechanism and designed a data migration algorithm.
The main idea of data migration algorithm is that, when the node’s energy consumption
reaches the risk value on the rendezvous ring, data will be migrated to adjacency ring
of the rendezvous ring toward the Sink node and the adjacency ring will become new
rendezvous ring. Due to the randomness of the event production, when the node energy
will exhaust is unpredictable. So IRSR lets the low-energy nodes send an alarm to the
Sink node, when the Sink node receives the alarm, it will broadcast this information to
all nodes on the rendezvous ring. These nodes begin migrate the newest collected data
to its nearest node in the adjacency ring. The procedure is shown in Fig. 1. The replace‐
ment of rings will make the data migrate to the Sink node gradually. At last, the data
will store on the Sink node. One of the best possible is that, the outermost ring is the
most active ring, and which will become the first rendezvous ring. In this case, the
rendezvous ring will perform its migration from the outermost ring to the Sink node
gradually, which can fully balance the load of all nodes in the network.

Fig. 1. Example of data migration in IRSR.
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In this paper, we are interested in real-time event information in wireless sensor
networks. In each migration period, just the newest data will be migrated to the new
rendezvous ring, so the amount of the migration data is relatively small and the energy
cost is less.

4 Simulation Results and Analysis

In this section, we mainly compare IRSR with ODS and SRVR. ODS and SRVR also
take the frequencies of event and query into consideration, but there are some different
from IRSR. In ODS, data are stored and retrieved on the optimal storage node rather
than the optimal ring. In SRVR, data are stored and retrieved on the optimal ring but the
data migration between rings don’t mentioned.

Due to limited space, the paper mainly use network lifetime as the metric. We design
two groups of experiments and use OMNET ++  [18] as the simulation platform.

In the two groups of experiments, we simulate IRSR, ODS and SRVR for a sensor
network with 100,120,140,160,180 and 200 nodes respectively in a 300 m * 300 m
square field. All the sensor nodes are deployed in the square field randomly and their
caches store their neighbor nodes’ location information. Other parameters of the simu‐
lation are listed in Table 1.

Table 1. The simulation parameter settings

Parameter Value
Data generating rate 0 ~ 10 packets/100 s
Query frequency 0 ~ 10 packets/100 s
Size of an event data package 30 bytes
Size of a query package 10 bytes
Energy cost of sending one byte data 0.0144 mJ/byte
Energy cost of receiving one byte data 0.00864 mJ/byte
Radio transmission range 37 m
Initial energy of sensor node 100 mJ
Event data compression ratio 0.5

In the first group of experiment, each node chooses two numbers from range (0, 10)
randomly as its event frequency and query frequency, respectively. The simulation
results are shown in Fig. 2.

In the second group of experiment, we simulate the condition that data and query
generate in one fixed area frequently. In this paper, we set a quarter of the sector of the
outermost ring is the high frequency region, the nodes in this region continually choose
random numbers as its data production rates and query frequencies in each period of
time. The simulation results are shown in Fig. 3.
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Fig. 3. Simulation results of network lifetime in extreme

From the Fig. 2 we can see that IRSR and SRVR have much longer lifetime than
ODS. Figure 2 also shows that the lifetime of the sensor network in IRSR and SRVR
does not change in a regular way as the number of sensor nodes increases. This is because
IRSR and SRVR store and retrieve data on the optimal ring which can balance the load
of the sensor nodes much better than ODS. In addition, the two figures show that IRSR
performs much better than SRVR, especially in extreme condition. It is mainly because
that IRSR considered the hotspot problem of the rendezvous ring and used data migration
to realize the balance of the whole network.

5 Conclusions

In this paper, we propose an improved ring-based model which is named IRSR to realize
the big data storage and retrieval in wireless sensor networks. In IRSR, two important
factors are considered when choosing the storage nodes. One is the frequencies of event
and query; other is the hotspot problem of the rendezvous ring. To reduce transmission

Fig. 2. Simulation results of network lifetime in random
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cost, IRSR divides the network into some rings and uses the optimal ring as the rendez‐
vous ring. Meanwhile, IRSR uses a data migration algorithm to balance the load of nodes
in the wireless network. Simulation results show that IRSR can more efficiently prolong
the lifetime of the sensor network not only in random condition but also in extreme
condition.
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Abstract. Malware continues to evolve despite intense use of antimalware
techniques. Detecting malware becomes a tough task as malware attackers adapt
different counter detection methods. The long forgotten signature method used
by many antimalware companies has become inefficient due to different new and
unknown malwares. This paper presents an effective classification method that
integrates static and dynamic features of a binary executable and classifies data
using machine learning algorithms. The method initially gathers static features
by exploring binary code of an executable which includes PE header Informa-
tion and Printable Strings. After executing binary file in a sandbox environment,
it gathers dynamic features i.e. API call logs. The integrated feature vector is
then analyzed and classified using classification algorithms. In this work, we
also present a comparison of the performance of four classifiers i.e. SVM, Naïve
Bayes, J48 and Random Forest. Based on the classification results, we deduce
that Random Forest performs best with an accuracy of 97.2 %.

Keywords: Malware detection � Static features � Dynamic features � Machine
learning � Portable executable

1 Introduction

Malware, a short term used for Malicious Software, is a sequence of instructions
intended to perform harmful activities on a system. Growth in malware production
becomes a major challenge for the security companies to detect them. Traditionally,
security companies and Antivirus vendors rely on antivirus tools to differentiate
between malware and clean files [1]. Majority of these tools used signature based
approach to detect malicious programs by comparing them with the known malware
signatures stored in a database. Signature is a particular identification of an executable
file. Static, Dynamic and Hybrid techniques can be used to create a signature and store
in the signature databases. These signatures need a frequent update due to an increase
in the production of new malware samples every day. Therefore it becomes ineffective
in detecting new malware samples, which is a drawback of this technique. In static
analysis approach, features are extracted by exploring binary code of the programs and
creating models from it which describes them. These models are used to differentiate
between malware and benign files. Although static analysis approach gives very

© Springer International Publishing AG 2016
G. Wang et al. (Eds.): SpaCCS 2016 Workshops, LNCS 10067, pp. 48–58, 2016.
DOI: 10.1007/978-3-319-49145-5_6



valuable information about the behavior of programs, functions and parameters used in
it but this method can be evaded easily, as malware writers use various code obfus-
cation techniques, metamorphic and polymorphic methods [2]. To overcome these
techniques, malware researchers introduced a second method, which is dynamic
analysis that executes the program in a secure environment in order to depict its
behavior [3]. Code obfuscation techniques used by the malware writers fail during
dynamic analysis. But this analysis needs to be done in a safe environment to prevent
any damage to the system. This process is time consuming but it is effective in case of
packed files. Although virtual (safe) environment is quite different from the actual
environment, possibility is that malware can behave differently which leads to inac-
curate log of the behavior [4].

Both methods (static and dynamic) have their own benefits and drawbacks.
A combination of these methods can prove to be more robust and reliable approach in
malware detection. Therefore in this work we proposed an integrated approach to use
both the static and dynamic features of a PE file to perform malware detection.

Rest of the paper is organized as follows: Sect. 2 gives the literature review of the
work, Sect. 3 presents the proposed methodology, Sect. 4 presents the integrated
feature approach, Sect. 5 gives the experimental results and Sect. 6 concludes the paper
and describes the future work.

2 Literature Review

This section presents an overview of the techniques proposed so far. Traditionally,
there are two major techniques used i.e. Static Analysis and Dynamic Analysis.

Schultz et al. [5] proposed a method to detect new malicious executables by using
machine learning techniques. They extracted three unique static features: Portable
Executable, byte sequences and printable strings to classify the malware. They used a
collection of 4266 files. Naive Bayes algorithm was used as the classification and
taking string as an input data, it showed an accuracy of 97.11 %. Usukhbayar et al. [6]
presented a framework, combining three static features: PE header information, DLLs
and API function calls within DLLs and used data mining techniques such as infor-
mation gain to select the subset of features. They used three classification algorithms
i.e. SVM, Naïve Bayes and J48. As a result, J48 performed better giving highest
accuracy of 98 %. In Tzu-Yen Wang et al. [7] made use of the information present in
the PE headers. They collected a total of 9771 programs. Their dataset comprised of
viruses, Trojans, email worms and backdoors. An accuracy of 97.19 %, 93.96 %,
84.11 % and 89.54 % were achieved for viruses, email worms, Trojans and backdoors.
It clearly shows that the detection rates of viruses and email worms were quite high.

After the static feature extraction technique, malware researchers moved towards
the dynamic malware analysis. In [8] Tian et al. extracted dynamic features (API call
sequences) of an executable file while running it in a virtual environment. Weka
classifiers were used to distinguish between clean and malware as well as assigning
malware family to which it belongs, once it is detected. The dataset consisted of 1824
executables and they gained 97 % accuracy. Wangener et al. [9] also proposed a
dynamic analysis method to detect malware. They used a small set of almost 104 files
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and used the similarity matrices of dynamic extraction technologies. As a result, they
were able to achieve an accuracy of 93 %, which means 7 % files were wrongly
classified. Santos et al. [10] proposed a hybrid approach in which they used both the
static and dynamic features of an executable file. Their methodology was based on semi
supervise learning approach, which means half of the training data was labelled and
half was unlabeled and they achieved 88 % accuracy.

In light of this background, we propose a novel hybrid approach (integration of
static and dynamic features) for malware detection. Three features are used: Printable
Strings and PE Header information as static features and API call sequences (functions
and its parameters) as dynamic features. Each feature integrated in our work performed
better in the previous works separately. Accuracy achieved by these features individ-
ually, revealed that they can be combined to form a single classification method to
improve the detection rate.

Introduction of the Selected Classification Algorithms. Many classification algo-
rithms have been introduced with the aid of learning algorithms such as SVM, Decision
Tree, KNN, Naïve Bayes (NB) and Random Forest. These classifiers are learning
methods and follow certain set of rules. Support Vector Machine (SVM) is a powerful,
state-of-the-art algorithm with strong theoretical foundations based on Vapnik’s theory
[15]. SVM is widely used due to its accuracy in various applications such as image
classification, hand written characters.

Random Forest is a classifier, consists of a group of decision trees which predicts an
output value. The decision trees are created using random sub samples of the training
dataset [17]. Every decision tree acts as a classifier and input vector is passed through
each tree in the forest. Each decision tree votes for the class. Final output is generated
on the basis of the higher votes given by a tree above all the other trees in the forest.

Naïve Bayesian classifier is based on the Bayesian probabilistic rule. It does not use
any iterative methods to reach the final output, which makes it more suitable on large
datasets. In this, each class is associated with a probability and all the class attributes
are considered independent that means presence or absence of an attribute does not
affect any other attribute [16].

Basically J48 classifier implements C4.5 algorithm, it builds decision trees from the
provided training data using the idea of information gain. It is based on the concept that
each feature in the class is used to make a decision by dividing the data into smaller
subsets. It calculates the information gain of each attribute and attribute with the
highest information gain is selected for the splitting of data.

These four classification algorithms are chosen due to the above literature review.
As in the past, these classifiers have performed better in malware analysis.

3 Proposed Methodology

This section describes the proposed methodology in detail. Figure 1 gives an archi-
tecture overview of the proposed methodology. The system initially disassembles
executables and performs the static analysis by extracting static features from the
executables (PE). These features i.e. PE header information and Printable Strings are
then analyzed and classified using four different classifiers.
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The executables are then executed in a virtual environment to analyze the behavior
of file and API call logs of each file are stored. After extraction of both the static and
dynamic features, these features are integrated. The integrated feature set serve as an
input to the machine learning classifiers in order to detect files as malware or benign.

3.1 Dataset

Portable Executable (PE) is a general file format for all variants of Windows Operation
System. In present years Researchers have reported that PE files are most vulnerable to
malware attacks. A collection of 1600 random malware samples are taken from Virus
Share community (www.VirusShare.com) [12]. This website contains millions of mal-
ware dataset for malware analysts. Our dataset ranges from a period of 9 years (2007–
2016) and consists of virus, trojans and worms. Table 1 presents executables used in the
experiment. Clean files are collected from System32 directories of Windows XP and
Windows 7 (600 samples).

Fig. 1. Architecture of our proposed methodology

Table 1. Malicious executables used in the experiment

Family # of Samples

Virus Emerleox
Agobot
Looked

210
156
131

Trojans Banker
Bancos
Alureon

269
331
256

Worms Frethog
Autorun

132
115

Clean files 600
Total 2200
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3.2 Static Feature Extraction and Static Analysis

After disassembling the files using IDA Pro (Interactive Disassembler) the required
static features are extracted and thus the gathered data was passed onto the classifi-
cation method as explained in Fig. 1. The sections below describe how these features
are represented and integrated to perform the analysis.

PE Header Information. PE Header is the second segment of PE file format. It is a
data structure that gives important information about a PE (portable executable) file. It
contains three sections: a magic code (4 bytes), COFF Header (20 bytes) and an
Optional Header (224 bytes). Figure 2 presents PE Header structure. The first 96 bytes
of the optional header contains information such as major operating system version,
size of code, address of entry point etc., and the remaining 128 bytes are data direc-
tories, providing the locations of the export, import, resource, and alternate
import-binding directories. These collected attributes are great in number, therefore we
performed feature selection (information gain) method to select the most relevant
attributes and avoid the irrelevant ones. Information gain method is described in the
section below.

Information Gain Method. Information Gain method is the most common and popular
feature selection methods used in machine learning [14]. The Information Gain of
feature tk over the class ci is the reduction in uncertainty about value of ci when the
value of tk is known. The Information Gain of the feature tk over the class ci can be
calculated as:

IG tk;ci
� � ¼

X
cE ci;�cif g

X
tE ti;�tif g Pðt; cÞ log

Pðt; cÞ
P tð ÞPðcÞ

Where

P(c) is the fraction of the documents in category c over the total number of
documents

Fig. 2. Structure of PE header
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P(t, c) is the fraction of documents in the category c that contain the word t over the
total number of documents. P(t) is the fraction of the documents containing term
t over total number of documents.

Higher the Information Gain (IG) of an attribute, the more useful feature it is in the
discrimination of the classes and the attributes with lower information gain was
removed. List of PE attributes are given in Table 2, selected through information gain
method.

Printable Strings. Printable strings are the un-ciphered strings inside the executable
files code and can be extracted by doing the static analysis. These strings contain
Comments, URLs, API references and more [5]. Strings prove to be a valuable feature
in distinguishing malware and benign files in the past. Malware writers can insert many
garbage strings to evade the detection techniques. Therefore every string is not
meaningful and used in the classification process. In order to prevent such strings we
set the frequency threshold value of the extracted strings. The strings below the fre-
quency threshold are eliminated. After preprocessing of the extracted strings, a global
list is created known as global feature list.

Table 2. Top PE header features selected through feature selection algorithm

PE Header Attributes

1 Magic

2 SizeOfInitializedData

3 SizeOfUninitializedData

4 NumberOfSections

5 NumberOfSymbols

6 DLLCharacteristics

7 SizeOfOptionalHeader

8 ImportAdressTableSize

9 MajorLinkerVersion

10 SizeOfCode

11 AddressOfEntryPoint

12 ImageBase

13 SectionAlignment

14 SizeOfImage

15 SizeOfHeaders

16 CheckSum

17 Subsystem

18 NumberOfRvaAndSizes

19 SizeOfRawData

20 FileAlignment

21 MajorOperatingSystemVersion

22 MinorOperatingSystemVersion

23 MajorImageVersion

24 MinorImageVersion

25 SizeOfStackReserve

26 LoaderFlags

27 NumberOfRelocations

28 DataDirectory

29 BaseOfCode

30 BaseOfData
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Suppose that the global feature list G contains n number of strings such that:-

G ¼ s1;s2;s3........................;sn
� � ð1Þ

s1;s2;s3........................;sn
� �

is the ordered set of strings present in the executables of
training set. Then any executable Ej is monitored to search for string sj.

sj ¼ 1; sj is present
0; otherwise

�
ð2Þ

To better understand the process, look at the following example. The global list G
contains these 6 strings {QueryPerformanceCounter, GetTickCount, GetCurrentPro-
cessId, TerminateProcess, GetCurrentProcess, Get OEMCP} then the binary feature
vector of an executable ej ¼ 1; 1; 0; 0; 1; 1f g means that the strings QueryPerfor-
manceCounter, GetTickCount, GetCurrentProcess, Get OEMCP are present while
GetCurrentProcessId, Terminate Process are not. Table 3 gives a list of printable
strings in a PE file as an example to explain Printable String feature vector.

3.3 Dynamic Feature Extraction and Dynamic Analysis

Dynamic analysis is done by executing the program in a virtual environment to notify
its behavior. For dynamic analysis, we have extracted API call sequences.

Application Programing Interface (API) provided by the Operating System to
approach low level hardware by system calls for application programs. These APIs are
also used by malware authors to perform malicious interruptions [10]. Therefore, in our
approach, after running files and recording log files of Windows API, we then extract
the API features which include API functions and API parameters. Both of them are
treated as unique entities because they can affect separately in malware detection. We
also created a global list G of API features such that:-

G ¼ p1;p2;p3........................;pn
� � ð3Þ

Where
p1;p2;p3........................;pn

� �
is the set of API features present in the executables of

training set. Then any executable ej is monitored to search for API feature pj.

pj ¼ 1; pj is present
0; otherwise

�
ð4Þ

To better understand the process, look at the following example. The global list
G contains these 6 API functions {NtOpenfile, NtQueryInformationFile, LdrGet
DllHandle, RegEnumValueW, NtReadVirtualMemory, RegQueryValueExW} then the
binary feature vector of an executable ej ¼ 1; 1; 0; 2; 0; 1f g means that the API features
NtOpenfile, NtQueryInformationFile, RegEnumValueW, RegQueryValueExW are pre-
sent while LdrGetDllHandle, NtReadVirtualMemory are not.
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Table 4 shows a list of API calls (API functions and parameters) in a PE file as an
example to explain the dynamic feature vector. We used Cuckoo malware analyzer [11]
as a virtual environment which is a very well accepted tool in analyzing malicious files.

4 Integrated Feature Approach

In this section, the static and dynamic features extracted separately are now integrated.
Table 4 displays representation of integrated feature vector. The reason behind inte-
grating both the features (static and dynamic) is to avoid malware authors to evade
antivirus techniques by making it more powerful and effective. Antivirus techniques
detecting a malware through change in the PE Header attributes, a malware writer can
prevent it by adding real values to the attributes in PE Header Information. Antivirus
technique analyzing an executable through Printable Strings feature can easily be avoided
by adding irrelevant strings thus making it difficult to get detected. In a similar way, a
malware detection based on API call feature can be prevented by inserting unusable
functionalities. But changes in these three features is impractical and results in an outlier
thus making file easy to detect. Table 5 displays representation of an integrated feature
vector.

Table 4. Example of API feature vector

API List Frequency

NtOpenfile 1
NtQueryInformationFile 1
LdrGetDllHandle 0
RegEnumValueW 2
NtReadVirtualMemory 0
RegQueryValueExW 1

Table 3. Example of a string feature vector

Printable strings

Total Strings 5
QueryPerformanceCounter 1
GetTickCount 1
GetCurrentProcessId 0
Terminate Process 0
GetCurrentProcess 1
GetOEMCP 1

Table 5. Integrated feature vector representation

Integrated Feature Vector

SizeOfInitializedData 491

SizeOfUninitializedData 0
.
.
Total Strings 5
QueryPerformanceCounter 1

GetTickCount 1

.

.
NtOpenfile 1

NtQueryInformationFile 1

A
P

I C
alls

Printable 
Strings

PE
 H

eader
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5 Results and Discussion

In this work, we examine the malware detection rate on the basis of four classifiers from
the Weka [13] i.e. SVM, Random Forest, J48 and Naïve Bayes. Our feature vectors
serve as an input to the classifiers. We have used K (K = 10) fold cross validation
method to test the accuracy of our system, which is a well-known and quite popular
method in a number of fields including malware analysis. According to K (K = 10) fold
cross validation method, it divides the complete dataset into 10 smaller subsets, where
9 subsets are used for the training of classifier and 1 subset used for testing purpose.
Table 6 presents an accuracy of the three features and the integrated feature approach.
As we can see in Table 6, the integrated feature approach has better accuracy as
compared to the individual static and dynamic analysis. Figure 3 shows a comparison
of these features.

5.1 Performance Comparison with the Existing Research

In this section, we have done a performance comparison of our proposed methodology
with some research work carried out in the recent years and attaining an accuracy of
more than 85 % as one of our major target was to achieve higher accuracy. Table 7
displays the comparison.

In Tian et al. [8] proposed a static method by using Printable Strings information as
a feature for detecting malicious executables. They performed the experiment on a total
of 1367 samples and attained an accuracy of 97 %. Schultz et al. [5] presented a static
analysis method to discriminate malware and benign files and they were the first one to
use data mining techniques for the classification of dataset. The researches carried out

Table 6. Classification results of three features and the integrated method

Features Naïve Bayes (NB) SVM J48 Random Forest (RF)

PE header 84.5 83.4 78.7 86.8
Strings 85.3 86.5 84.38 87.9
API calls 88.9 88.5 89.7 91.3
Integrated method 94.6 95.3 92.1 97.2

Fig. 3. Accuracy comparison of the features with every classifier
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in future are an extension of it. Kasama et al. [20] detected malware using dynamic
analysis with a target to achieve very low False Positive (FP) rate. There system was
able to detect 67 % malware with a 1 % False Positive Rate (FPR). They used 5697
malware and 819 clean files to carry out the research. Islam et al. [18] proposed a
hybrid approach to detect malware. They used Function Length Frequency and Prin-
table Strings as static features and API calls as dynamic features of an executable. In
their work, they integrated both types of analysis and used 2939 total executable to
perform the experiment.

While some of the research works mentioned in the Table 6, achieve nearly equal
accuracy as our methodology, we argue that our dataset is taken from a lengthy time
period (10 years) and includes malware, which has the ability to obfuscate and evade
detection. The proposed methodology also use a hybrid approach to deal with the
evolving malware whereas in the past, researchers used only a single feature of an
executable for malware detection. If, in case, malware authors obfuscate that single
feature, the malware will evade detection. In this way, our current method is robust
towards zero day malware attacks.

6 Conclusion and Future Works

This paper presents a technique to deal with the zero day malware attacks. The pro-
posed methodology combines three different PE file features i.e. PE Header attributes,
Printable Strings and API call logs to detect and classify executable into malware and
benign. These features are then classified using machine learning algorithms. Results in
Sect. 4 with Table 5 shows that Random Forest performs best on our data. From the
results we can also deduce that J48 performed worst. Integration of static and dynamic
features is a novel approach and improves the accuracy along with the decrease in false
positive rate. Feature selection algorithms can be performed to minimize features
without affecting the performance.

As a future work, we consider to extract many other valuable static and dynamic
features and decrease the number of irrelevant features to enhance the classification
accuracy and minimize the time. In addition, we would also like to extend our
methodology to perform clustering of malware families.

Table 7. Performance comparison with the existing techniquea

Authors Samples Accuracy Features extracted

Tian et al. (2009) [8] 1367 97 % Printable strings
Schultz et al. (2001) [5] 4266 97.1 % Strings
Kasama et al. (2012) [20] 6516 67 % Behavioral patterns
Islam et al. (2013) [18] 2939 97.05 % Hybrid (FLF, PSI, API)
Santos et al. (2011) [10] 2000 88 % Integrated (n-grams, opcodes)
Our proposed method 2200 97.2 % Hybrid (PE header, PSI and API calls)
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Abstract. To improve the detection accuracy for adaptive JPEG steganography
which constrains embedding changes to image texture regions difficult to model,
a new steganalysis feature based on the Shannon entropy of 2-dimensional (2D)
Gabor wavelets is proposed. For the proposed feature extraction method, the 2D
Gabor wavelets which have certain optimal joint localization properties in
spatial domain and in the spatial frequency are employed to capture the image
texture characteristics, and then the Shannon entropy values of image filtering
coefficients are used as steganalysis feature. First, the decompressed JPEG
image is filtered by 2D Gabor wavelets with different scale and orientation
parameters. Second, the entropy features are extracted from all the filtered
images and then they are merged according to symmetry. Last, the ensemble
classifier trained by entropy features is used as the final steganalyzer. The
experimental results show that the proposed feature can achieve a competitive
performance by comparing with the state-of-the-art steganalysis features for the
latest adaptive JPEG steganography algorithms.

Keywords: Gabor wavelets � Entropy � JPEG steganography � Steganalysis

1 Introduction

Wavelet entropy is widely used for the analysis of transient features of non-stationary
signals. For image processing such as image segmentation, image classification and so
on, the wavelet entropy is often utilized to characterize the image texture feature. In this
paper, the attentions are paid to the application of wavelet entropy for image
steganography and steganalysis. Image Steganography is an art of hiding communica-
tion by embedding secret messages into innocuous-looking cover image [1]. Compared
with the typical encrypted communications which convert the messages to obscure
ciphertext, image steganography conceals the ongoing communications. Therefore, it is
rather deceptive and enables people to exchange their important information conve-
niently. The countermeasure against steganography technology is steganalysis [2] which
focuses on detecting the presence of the secret messages according to the statistical
image features and can even realize the extraction of the embedded messages. Currently,
JPEG is one of the most popular image formats on the Internet, so the steganography and
steganalysis technology about JPEG image are attracting more and more attentions.
Here, we mainly focus on the steganalysis of the latest adaptive JPEG steganography
based on the Shannon entropy [2] of JPEG image decomposition coefficients.
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As we know, the steganography algorithms for JPEG image can be divided into
non-adaptive steganography and adaptive steganography. The latter include PQt
(texture-adaptive PQ), PQe (energy-adaptive PQ), MOD (Model Optimized Distortion)
[3], EBS (Entropy Block Steganography) [4], UED (Uniform Embedding Distortion)
[5], J-UNIWARD (JPEG UNIversal WAvelet Relative Distortion) [6], SI-UNIWARD
(Side-informed UNIWARD) [6] and so on. For the above adaptive JPEG steganog-
raphy algorithms, the steganographic schemes are similar. They all define an embed-
ding distortion function related with the statistical undetectability firstly and then the
messages are embedded by special encoding methods. For example, as to PQt and PQe,
the embedding distortion function is defined according to the texture and energy
measure of 8 × 8 DCT block respectively and then the given messages are embedded
by wet paper code [7]; as to MOD, UED, EBS, J-UNIWARD and SI-UNIWARD, the
different embedding distortion functions are defined respectively and then the messages
are embedded while the embedding distortion function is minimized by
Syndrome-Trellis Codes (STCs) [8]. For adaptive JPEG steganography algorithms
constrain the embedding changes to the complex image regions, they can achieve better
statistical undetectability and the traditional steganalysis methods [9, 10] can not
achieve good detection performances.

With the continuous emergence of the adaptive JPEG steganography algorithms,
the corresponding steganalysis methods are also being proposed in recent years. For
most of these steganalysis methods, the detection performance of steganalysis is
realized by statistical image feature and classifier. In literature [11], the interblock
co-occurrences feature beyond the optimized model is proposed for MOD steganog-
raphy whose distortion function optimized to maximize security is overtrained to an
incomplete cover model. In literature [12], the enhanced histogram feature extracted
from the possible embedding changes positions is proposed to improve the detection
performance for PQt and PQe. In literature [13], the JRM (JPEG Rich Model) feature is
proposed to capture the embedding changes to DCT coefficients more comprehen-
sively. In literature [14], the PSRM (Projection Spatial Rich Model) feature is proposed
by projecting neighboring residual samples onto a set of random vectors, The PSRM
feature takes the histogram of the projections as the feature instead of forming the
co-occurrence matrix to reduce the feature dimensionality and improve the detection
accuracy. In literature [15], the DCTR (Discrete Cosine Transform Residual) feature
which utilizes 64 kernels of the discrete cosine transform is proposed by extracting the
first-order statistics of quantized noise residuals obtained through convoluting the
decompressed JPEG image with DCT kernels. The DCTR feature can achieve better
detection performance while preserve relatively low feature dimensionality. In litera-
ture [16], the PHARM (Phase-Aware Projection Model) feature is proposed by utilizing
the JPEG image pixel residuals and their phase w.r.t. the 8×8 grid. The PHARM
feature can get better detection accuracy than DCTR for adaptive JPEG steganography.
In addition, in literature [12–16], the final detection accuracies are all obtained by
ensemble classifier [17] after feature extraction.

From the above steganalysis methods, it can be seen that these methods mainly
depend on more effective feature to improve the detection performance for adaptive

60 X. Song et al.



JPEG steganography. However, as we know, the current JPEG steganalysis methods do
not consider capturing the changes of image texture feature caused by steganography
embedding when the steganalysis feature is extracted. In fact, adaptive JPEG
steganography often constrains the embedding changes to the complex texture regions.
Therefore, for the steganalyzer, if the image texture can be represented more accurately,
then the statistical features extracted from the rich image representations can capture
the embedding changes more effectively and the detection performance may be
improved. So, in this paper, a new steganalysis feature is proposed based on the
entropy value of image filtering coefficients obtained by 2D Gabor wavelets decom-
position [18]. In contrast to DCTR feature [15] which utilizes 64 DCT kernels for
image filtering, the 2D Gabor wavelets can capture the embedding changes from more
scales and orientations. In addition, the entropy value of image filtering coefficients
obtained by 2D Gabor wavelets is a common statistical feature for image texture [19],
so the steganalysis feature extracted using the entropy of 2D Gabor wavelets may be
more effective for the detection performance of adaptive JPEG steganography.

2 Principle of Adaptive JPEG Steganography

The minimal distortion adaptive JPEG steganography [20] embeds the given messages
while minimizing a heuristically defined embedding distortion function which must be
related to statistical undetectability. The embedding process can be realized using
syndrome-coding algorithms, such as the STCs. The latest JPEG steganography
algorithms such as UED, EBS and J-UNIWARD all follow the minimal distortion
embedding framework.

Let x ¼ x1; x2; � � � ; xnð Þ be a cover image and xi specifies the i th cover element
(DCT coefficient). The message is binary bit stream and the corresponding stego image
is denoted as y ¼ y1; y2; � � � ; ynð Þ. According to the embedding operation for cover
elements, the adaptive JPEG steganography includes binary embedding, ternary
embedding and so on. Furthermore, the embedding distortion of stego image y is
denoted as D(y) and π(y) specifies the probability of x be modified into y. Then, the
expected distortion can be expressed as:

Ep½D� ¼
X
y2Y

pðyÞDðyÞ ð1Þ

where Ydenotes the set of all stego images into which x can be modified.
The minimal distortion adaptive steganography expects to embed a given payload

of m bits with minimal possible distortion. The problem is to determine a distribution π
that communicates a required payload while minimizing the distortion [20]:

minimize
p

Ep½D� ¼
X
y2�

pðyÞDðyÞ ð2Þ

subject to HðpÞ ¼ m ð3Þ
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where HðpÞ ¼ � P
y2�

pðyÞ log pðyÞ specifies the entropy of the distribution π(y).

When the embedding distortion function D(y) is additive over the cover elements,
the distortion caused by embedding changes can be expressed as:

DðyÞ ¼
Xn
i¼1

qiðyiÞ ð4Þ

where 0� qiðyiÞ�1 specifies the distortion caused by modifying cover element xi
into stego element yi. In this case, the embedding changes do not interact and the
probability π can be factorized into a product of marginal probabilities of changing the
individual cover element.

pkðyÞ ¼
Yn
i¼1

pkðyiÞ ¼
Yn
i¼1

expð�kqiðyiÞÞP
yi2Ii expð�kqiðyiÞÞ

ð5Þ

where πλ(yi) specifies the probability of xi be modified into yi.
In Eq. (5), Ii ¼ xi;�xif g for binary embedding and the bar denotes the operation of

flipping the LSB (Least Significant Bit) of cover element, Ii ¼ xi � 1; x; xi þ 1f g for
ternary embedding.

From all above, it can be seen that the adaptive JPEG steganography by minimizing
embedding distortion should includes embedding distortion function definition and
coding methods. The former mainly pay attention to measure the distortion caused by
embedding changes while the latter should embed the given messages while mini-
mizing the distortion.

3 Feature Extraction Based on Entropy Value of 2D Gabor
Wavelets

3.1 Decomposing Image Using 2D Gabor Wavelets

When the 2D Gabor wavelets are used for image processing and analysis, the image
should be filtered by 2D Gabor wavelets firstly, and then the feature extraction, edge
detection and other processing or analysis can be performed. The 2D Gabor filtering for
image is that an input image Iðx; yÞ is convolved with a 2-D Gabor function g(x, y) to
obtain a Gabor feature image u(x, y) as follows:

uðx; yÞ ¼
ZZ

X
Iðn; gÞgðx� n; y� gÞdndg ð6Þ

where, ðx; yÞ 2 X, Ω denotes the set of image points.
In this paper, the 2D Gabor function g(x, y) in Eq. (6) uses the following family of

Gabor functions [21, 22], it is a product of a Gaussian and a cosine function.
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gk;h;uðx; yÞ ¼ e� x
02 þ c2y

02ð Þ=2r2ð Þ cos 2p
x0

k
þu

� �
ð7Þ

where, x0 ¼ x cos hþ y sin h, y0 ¼ �x sin hþ y cos h, σ = 0.56λ, γ = 0.5.
In Eq. (7), σ represents the scale parameter. The small σ means high spatial reso-

lution and the image filtering coefficients reflect local properties in fine scale. On the
contrary, the large σ means low spatial resolution and the image filtering coefficients
reflect local properties in coarse scale. The other parameters in Eq. (7) can be explained
as follows: θ specifies the orientations of 2D Gabor wavelets; λ denotes the wavelength
of the cosine factor; γ denotes the spatial aspect ratio and specifies the ellipticity of
Gaussian factor; φ specifies the phase offset of the cosine factor (φ = 0, π correspond to
symmetric ‘centre-on’ functions while φ = - π/2, π/2 correspond to anti-symmetric
functions). In addition, in order to capture the embedding changes, all the 2D Gabor
wavelets are made zero mean by subtracting the kernel mean from all its elements to
form the high-pass filters.

Adaptive JPEG steganography constrains the embedding changes to the complex
image texture regions while the 2D Gabor wavelets can capture the image texture and
edge properties from different scales and orientations effectively. Therefore, the 2D
Gabor wavelets are suitable for the steganalysis feature extraction of adaptive JPEG
steganography. In addition, for the generation of 2D Gabor wavelets with different
scale and orientation parameters, we suppose the scale number is S (the scale parameter
σ has S different values), the orientation number is L, the parameter φ is set to 0 and π/
π2.2, then the number of the 2D Gabor wavelets is 2 � S � L. For example, if S = 6 and
L = 48, then the number of the 2D Gabor wavelets is 576. For steganalysis feature
extraction, the scale parameter S and orientation parameter L can be determined
according to the experiments.

3.2 Feature Extraction

3.2.1 Analyzing Embedding Changes of Image Filtering Coefficients
Before the JPEG image is filtered by 2D Gabor wavelets, the JPEG file should be
decompressed to the spatial domain. In order to avoid any loss of information, the
JPEG image should be decompressed without quantizing the pixel values to {0, 1, …,
255}. Let us suppose the decompressed JPEG image is denoted as I′, then the filtered
image Us,l = I′ ⋆ Gs,l, Gs,l specifies the 8 × 8 2D Gabor filter in s scale and l orienta-
tion, ‘⋆’ denotes a convolution without padding. Furthermore, suppose B(i,j) denotes a

8 × 8 DCT basis pattern, Bði;jÞ ¼ Bði;jÞ
mn

� �
; 0�m; n� 7; 0� i; j� 7,

Bði;jÞ
mn ¼ wiwj

4
cos

pið2mþ 1Þ
16

cos
pjð2nþ 1Þ

16
ð8Þ

where, w0 ¼ 1
� ffiffiffi

2
p

; wi ¼ 1 ði[ 0Þ.
Then, the modification of DCT coefficient in mode (i, j) of 8 × 8 DCT block will

affect all the 8 × 8 pixels in the corresponding block, and an entire 15 × 15
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neighborhood of values in Us,l. The values will be modified by “unit response” [15]
expressed in Eq. (9).

Rði;jÞ ðs;lÞ ¼ Bði;jÞ �Gs:l ð9Þ

where, ⊗ denotes the full cross-correlation.

3.2.2 Analyzing Embedding Change of Entropy Value
The entropy value of image filtering coefficients is a randomness measure that is often
used to characterize the image texture. Suppose the vector p = (p1, p2, ���) denotes the
histogram distribution of image filtering coefficients, the entropy value of image fil-
tering coefficients can be computed as the following:

Entropy ¼ �
X
i

pi log2ðpiÞ ð10Þ

After adaptive JPEG steganography, the correlations of image pixels will be dis-
turbed and the disorder of image filtering coefficients will be increased. In other words,
the entropy value of image filtering coefficients will become large after steganography
embedding. In Fig. 1, the entropy values of the 32 filtered images are given for cover
image (Lena image) and stego image generated by J-UNIWARD steganography with
1.0bpac. From Fig. 1, it can be seen that the entropy values obtained from stego image
are all larger than the entropy values obtained from cover image. Therefore, the entropy
values of image filtering coefficients have discriminant ability for cover and stego
image and can be used as steganalysis feature.

Fig. 1. Entropy values of different filtered images of cover and the corresponding stego images.
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3.2.3 Extraction Algorithm
For steganalysis feature extraction, the decompressed JPEG image is convolved with 2D
Gabor wavelets with different scales and orientations parameters to get the filtered images
firstly. Then, as we known, the JPEG image can be divided into 8 × 8 DCT blocks and
each DCT block has 64 different DCT modes, therefore the each filtered image can be
subsampled by step 8 to form 64 subimages and then the entropy feature of each
subimage can be extracted and merged [15]. Lastly, all the features of the filtered image
are merged according to the symmetric orientation to obtain the steganalysis feature.

The detailed extraction procedures are summarized in the following Algorithm.
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Next, the further illustrations are given for feature merging.

(1) Feature merging according to DCT modes

For the entropy feature extraction, the decompressed JPEG image is convolved
with each 2D Gabor wavelet, and then the filtered image is subsampled and the entropy
feature is extracted. The feature extraction by subsampling the filtered image into 64
subimages according to the 64 DCT modes in 8 × 8 DCT block. Morover, the entropy
features extracted from the 64 subimages can be merged to reduce the feature
dimensionality further according to the spatial affects caused by modifying the DCT
coefficients in different DCT modes [15]. Therefore, for each filtered image, the 64
entropy features can be obtained and merged to one feature with 25 dimensions.
Furthermore, the entropy features with 2 � S � L � 25 dimensions can be obtained by all
the 2 � S � L 2D Gabor wavelets.

(2) Feature merging according to symmetrical orientations

When the entropy features of the decompressed JPEG image are obtained, the
feature dimensionality can be reduced further by merging the features got by 2D Gabor
wavelets with symmetrical orientations and same scale parameter. For example, the
entropy features of the filtered image with θ = π/π8, .8, 7π/π8.8, θ = 2π/2π8, .8, 6π/
π8.8 and so on should be merged by averaging. After the entropy features are merged
by symmetrical orientations, the dimensionality of the final feature is 2 � S �
(L/2 + 1) � 25.

4 Experimental Results and Analysis

4.1 Parameter Setting

For the proposed feature extraction method, all the parameters θ, σ, q should be
determined according to the experiments. In the following, the detection performances
of different parameter settings are discussed. In the experiments, 10000 grayscale

Fig. 2. The procedure of the filtered image subsampling.
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images from BossBase1.011 are converted into JPEG image with QF (Quality Factor)
75, and then stego images are generated by J-UNIWARD steganography which is a
state-of-the-art hiding method in JPEG domain. The detectors are trained as binary
classifiers implemented using ensemble classifier proposed in literature [17].The EOOB

(out-of-bag estimate of the testing error) is used to evaluate the detection performance
of the proposed steganalysis feature. The EOOB is used widely for the evaluation of the
detection performances of steganalysis features [12–16].

(1) Orientation parameter θ

Based on the 2D Gabor wavelets with different orientations, the changes of the
statistical features of JPEG image can be captured more effectively after steganography
embedding. In Fig. 3, the detection performances are presented for QF 75 and 95 when
the number of orientations is 4, 8, 16, 32, 48, 64, 96. The other parameters for the
detection performance are set as σ = 1, q = 6. In addition, in Fig. 3(a) and (b), the
payloads of J-UNIWARD steganography are both 0.4bpac.

From Fig. 3, it can be seen that the detection accuracy of the proposed steganalysis
feature will be better when more 2D Gabor wavelets with different orientations are
employed. At the same time, it should be noticed that the feature dimensionality will
increase with the number of orientations. The increase in feature dimensionality will
lead to more time and space consumptions.

(2) Scale parameter σ

In Table 1, the detection performances are given for J-UNIWARD with QF 75
when the scale parameter σ of 2D Gabor wavelet is set as 0.25, 0.5, 0.75, 1, 1.25, 1.5

Fig. 3. Effect of the number of the orientations on detection accuracy. (a) QF 75; (b) QF 95.

1 BossBase-1.01[EB/OL]. http://exile.felk.cvut.cz/boss/BOSSFinal/.2013.
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respectively and the number of orientations of 2D Gabor wavelets is 48. So, the feature
dimensionality for each scale parameter is 1250. The detection performances of
combinatorial feature which is formed by joining the entropy features obtained in
different scales are also presented.

From Table 1, it can be seen that the detection errors of the features obtained in
different scales are also different and the combinatorial feature can achieve better
detection accuracy. This is because that the features obtain from different scales can
capture the changes of image statistical feature in different scales after steganography
embedding. The combination of these features can enhance the effectiveness of the
steganalysis feature and then the detection accuracy is improved.

(3) Quantization step q

In Fig. 4, the effects of the quantization step q on detection accuracy are shown for
J-UNIWARD steganography at 0.4bpac payload with QF 75 and 95. The other
parameters of 2D Gabor wavelets are set as σ = 1, the number of orientations is 48, and
then the feature dimensionality is 1250.

Table 1. EOOB for J-UNIWARD by 2D Gabor wavelets with different scale parameter

Payload (bpac) Scale paramter σ
0.25 0.5 0.75 1 1.25 1.5 Combinatorial

0.1 0.4510 0.4420 0.4357 0.4323 0.4432 0.4567 0.4166
0.2 0.3842 0.3627 0.3509 0.3592 0.3711 0.4023 0.2890
0.3 0.3205 0.2876 0.2732 0.2789 0.2979 0.3357 0.1886
0.4 0.2343 0.2044 0.1763 0.1979 0.2210 0.2823 0.1016
0.5 0.1171 0.0954 0.0812 0.0876 0.0974 0.1233 0.0598

Fig. 4. Effect of the quantization step q on detection accuracy. (a) QF = 75; (b) QF = 95.
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From Fig. 4, it can be seen that the detection accuracy is changeable with different
quantization step q and it can be improved by selecting the appropriate value of q. In
addition, for the same quality factor, we should notice that the quantization step q for
optimal detection accuracy is larger when the scale parameter σ is relatively large. This
is because that the corresponding image filtering coefficient values are large.

4.2 Comparisons to Prior Art

In this subsection, the proposed steganalysis feature is compared with CC-JRM, DCTR
and PHARM. In the experiments, the image database is also BossBase-1.01 with 10000
grayscale images. For UED and J-UNIWARD steganography, all the grayscale images
are converted into JPEG images with QF 75 and 95 respectively, and then the corre-
sponding stego images are generated with payload 0.05, 0.1, 0.15, 0.2, 0.3, 0.4,
0.5bpac. For SI-UNIWARD steganography, the original grayscale images are used as
precover images and then the corresponding stego images are generated with payloads
from 0.05 to 0.5bpac when the grayscale images are compressed to JPEG image with
QF 75 and 95. So, for each steganography algorithm and quality factor, we have one
group of cover images and seven groups of stego images.

For the steganalysis feature extraction, the parameters are set as: scale parameter
σ = 0.25, 0.5, 0.75, 1, 1.25, 1.5 respectively, the number of orientations of 2D Gabor
wavelets is 48 for each scale parameter, the quantization step q is set to 1, 2, 4, 6, 8, 10
for different scales with σ in ascending order when QF is 75, the q is set to 0.5, 1, 2, 3,
4, 5 for QF 95. Lastly, the feature dimensionality is 7500. In all the experiments,
ensemble classifier [17] is used for the training and testing.

In Fig. 5, the detection errors EOOB of the four different steganalysis features are
presented for UED with seven payloads and two quality factors. From Fig. 5, it can be
seen that the proposed steganalysis feature based on 2D Gabor wavelets can achieve

Fig. 5. Detection error EOOB for UED. (a) QF = 75; (b) QF = 95.
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the competitive detection performances by comparing with the other steganalysis
features. For example, in contrast to CC-JRM, the testing error EOOB can be improved
by 11.86 % when payload is 0.2bpac and QF is 75, the improvement is 4.87 % and
1.21 % respectively by comparison with DCTR and PHARM. When QF is 95, the
improvement is 6.88 %, 3.16 % and 0.97 % respectively when payload is 0.2bpac. The
reason is that 2D Gabor wavelets with different scale and orientation parameters can
capture the embedding changes in image texture regions more effectively, therefore the
detection performances can be improved.

Fig. 6. Detection error EOOB for J-UNIWARD. (a) QF = 75; (b) QF = 95.

Fig. 7. Detection error EOOB for SI-UNIWARD. (a) QF = 75; (b) QF = 95.
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In Fig. 6, the detection errors EOOB of the four steganalysis features are presented
for J-UNIWARD with different payloads. From Fig. 6, it can be seen that the proposed
steganalysis feature can achieve the best detection performance for J-UNIWARD with
different payloads and quality factors. For example, when QF is 75, in contrast to
CC-JRM, the testing error EOOB can be improved by 11.75 % when payload is
0.2bpac, the improvement is 3.70 % and 1.34 % respectively by comparison with
CC-JRM and PHARM; when QF is 95, the improvements are 4.43 %, 2.13 % and
1.42 % respectively when payload is 0.2bpac.

In Fig. 7, the detection errors EOOB of the steganalysis features are given for
SI-UNIWARD with different payloads. From Fig. 7, it can be seen that the proposed
steganalysis feature can achieve the best detection performance when QF is 75. For
example, when payload is 0.2bpac and QF is 75, in contrast to CC-JRM, the detection
error EOOB can be improved by 2.04 %, the improvement is 1.12 % and 0.54 %
respectively by comparison with DCTR and PHARM. However, the detection per-
formance of DCTR is more accurate when QF is 95.

5 Conclusions

In this paper, one steganalysis feature based on the entropy value of 2D Gabor wavelets
is proposed for adaptive JPEG steganography which often constrains the embedding
changes to complex texture and edge regions. The proposed feature extraction method
is described in details.The parameter setting for feature extraction is also discussed and
the detection performances of the proposed steganalysis feature are evaluated by
comparing with the latest steganalysis features. From the experimental results, it can be
seen that the detection performances can be improved by the proposed steganalysis
feature. In the future, the relations between the proposed steganalysis feature with the
other steganalysis features will be studied and the feature selection and fusion method
will be employed to improve the detection accuracy further.
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Abstract. With the rapid pervasion of location-based services (LBSs),
location privacy protection has become a critical issue. In most previous
solutions, the users get the query result data from the LBS server and
discard it immediately. However, the data can be cached and reused to
answer future queries. In this paper, we propose a caching-based solution
to protect location privacy in continuous LBSs. Our scheme adopts a
two-level caching mechanism to cache the users’ result data at both the
client and the anonymizer sides. Therefore, the continuous query user can
directly obtain the query result data from the cache, which can reduce
the interaction between the user and the LBS server to reduce the risk of
user’s information being exposed to the LBS server. At the same time,
we propose the cloaking region mechanism based on the move direction
of the user to improve the cache hit ratio. Security analysis shows that
our proposal can effectively protect the user’s location privacy.

Keywords: Location-Based Services (LBSs) · Location privacy ·
Caching · Cloaking region · Anonymizer

1 Introduction

With the rapid development of wireless communication technologies and per-
sonal mobile devices with global positioning functionality (e.g., GPS), Location-
Based Services (LBSs) have been obtaining extensive concerns and becoming the
fastest-growing activities in recent years [1–3]. In LBSs, a mobile user sends a
query with his location to LBS server, and he can find Point Of Interests (POIs)
nearby, such as finding the nearest cinema, hospital and restaurant. However,
when users enjoy the great convenience from LBSs, they may confront privacy
risks of sensitive information leakage. By collecting the queries submitted, the
LBS server can infer some sensitive information about a particular user, such as
c© Springer International Publishing AG 2016
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his location, health condition and even behavior pattern [4]. What’s worse, the
LBS servers may disclose users’ private information to third parties for pecu-
niary advantage, which may become the serious threat. Therefore, much atten-
tion should be paid to protect user privacy.

To reduce the risk of privacy disclosure in continuous LBSs, many approaches
have been proposed to protect users’ location privacy over recent years. Gener-
ally, these approaches can be classified into two categories: mobile device-based
approaches [5,6] and Trusted Third Party (TTP) based on approaches [7–9]. In
TTP based on approaches, the TTP, called anonymizer, is introduced into the
system, which acts as an intermediate tier between the users and the Location
Service Provider (LSP) [10]. When a service user sends a query, the query is sent
to the anonymizer to form a cloaked region that including k users, which is sent
to LSP for query. Then the query result data is returned to the anonymizer for
refinement, which will accurate results to the service user. In this process, when
the user gets the query result data, the user and the anonymizer discard the
query data immediately. However, the query data can be used to answer future
queries. A natural solution is to use caching to reduce the number of queries sent
to the LSP, which can improve the user’s privacy.

In recent years, the caching technique has been used in a few previous works
on the user’s privacy protection [11–14]. Niu et al. [15] proposed a collaborative
scheme, which combined a privacy-preserving spatial cloaking algorithm and
the collaborative caching to protect user’s privacy. In the follow-up work, they
also proposed an entropy-based privacy metric to show the quantitative relation
between caching and privacy, and designed two caching-aware dummy selection
algorithms to enhance the location privacy [16]. However, these methods are only
suitable for the snapshot query, and they cannot be used for continuous queries
in LBSs.

In this paper, we propose a Caching-based Privacy-Preserving (CPP) scheme
for continuous LBSs. Our scheme adopts a two-level caching mechanism to cache
the users’ result data at both the client and the anonymizer sides in continuous
LBSs. When a service user sends a query request, he firstly searches the query
result in the cache of the client and anonymizer, and uses the cached result data
to answer future queries to reduce the queries sent to the LBS server, which can
reduce the risk of user’s information being exposed to the LBS server. The main
contributions of this paper are shown as follows.

(1) We propose a two-level caching mechanism to cache the users’ result data
at both the client and the anonymizer sides in continuous LBSs, so that
the query result can be obtained by the cache of the client and anonymizer.
Therefore, it can decrease the amount of private information exposed to the
LBS server and improve the users’ location privacy.

(2) We utilize the k-anonymity principle to improve the users’ location privacy
on the LBS server. According to the grid cells that the service user needs
to query, the anonymizer looks for other grid cells and forms the cloaking
region, which can confuse the real user’s location to improve the user’s loca-
tion privacy on the LBS server.
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(3) We propose the cloaking region mechanism based on the move direction of
the service user to improve the cache hit ratio. In the process of forming the
cloaking region, the anonymizer selects the grid cells according to the move
direction and velocity to improve the cache hit ratio of the future query
point in continuous LBSs.

(4) We thoroughly analyze the security of our scheme, which can resist the eaves-
dropping attacks and protect users’ location privacy effectively in continuous
LBSs.

2 The System Model and Definition

2.1 System Architecture

In this paper, we propose a CPP scheme to enhance privacy in continuous LBSs.
The scheme is to cache the query result data in the client and anonymizer and
use the cached result data to answer future queries to reduce the risk of user
information being exposed to the LBS server. The architecture of CPP is made
up of three main entities: service user, anonymizer and LBS server, which is
shown in Fig. 1 and works as follows: (1) When a service user sends the query
request, he firstly specifies the query spatial region on the grid structure and
gets the grid cell identifiers on it. Then he searches each grid cell identifier in
the client cache. If the client cache has the grid cell identifiers, the query result
data is returned, or the grid cell identifiers that need to be queried are sent
to anonymizer. (2) When the anonymizer receives the grid cell identifiers, he
searches in the anonymizer cache. If he can obtain all the grid cell identifiers,
the query result data is returned, or it will form cloaking region based on the
k-anonymity and send to the LBS server. (3) The LBS service searches the POIs
of the service user within the cloaking region, which gets the grid cell identifiers
of this candidate POIs and returns to anonymizer. (4) The anonymizer updates
each grid cell identifiers along with the POIs to the cache. Then he matches the
grid cell identifiers that the service user needs. If matched, he will return it to
the service user. (5) The service user receives the matched grid cell identifiers
and updates it, then filters the candidate POIs and gets the accurate result data.

Fig. 1. The architecture of CPP
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Table 1. The meaning of entropy

Random events Probability of success Probability of failure The entropy

A 0.9 0.1 0.325

B 0.1 0.9 0.325

C 0.5 0.5 0.693

2.2 Problem Statement

We consider the following scenario: a service user needs to issue a continuous
range query to find the same POIs to the LBS server for a certain time period,
such as continuously query the traffic condition around five kilometres every five
minutes. If the service user only moves one kilometre within five minutes and
issues a range query again, there will be a certain intersecting region. However,
the intersecting region is needed to be repeated query in the next query point,
and it will increase the query overhead of the LBS server. More seriously, because
the submitted queries include the location of the service user, he will frequently
submits queries to the LBS server, which will increase the risk that his locations
are exposed in continuous LBSs. To address the above problems, our basic idea
is to integrate caching and k-anonymity to improve the user’s location privacy.

2.3 Privacy Metrics

Definition 1 (Entropy). The probability distribution of discrete random variables
is assumed as: (

x
p (x)

)
=

[
x1, x2 . . . xn

p(x1), p(x2) . . . p(xn)

]
(1)

where p(xi) ∈ [0, 1],
n∑

i=1

p(xi) = 1. The entropy of x is defined as the weighted

average information:

H(X) = −
n∑

i=1

p(xi) log p(xi) (2)

The intuitive meaning of the entropy is shown in Table 1. From the Table 1 we
can see, the greater the uncertainty of the variables is, the higher the entropy is,
so we can describe the location privacy metrics by the entropy. The p(xi) denote
the probability that the ith location is the user’s real location, and the entropy
denotes that it can identify the user’s real location in anonymity. The greater the
uncertainty of the user’s real location is, the higher the location privacy degree
is. If all the k possible locations have the same probability in anonymity, it has
the maximum entropy Hmax = log2k and the highest privacy degree [12].

Definition 2 (The cache privacy metric). Let us consider the impact of caching
on the user’s location privacy. If a query request is answered by cache, the LBS



A Caching-Based Privacy-Preserving Scheme 77

server can’t get any information about the user’s real location [17]. Every grid
cell may be the user’s real location in the query, and they have the same query
probability and the entropy is log2m2 [16]. So the privacy metrics based on cache
can be represented as:

ϕ =
∑

g∈Gserver
H(g) + log2m2 × |Gcache|

|Gserver| + |Gcache| (3)

where H(g) is the uncertainty of the real grid cell in the query g calculated
using Eq. (2), |Gcache| denotes the number of grid cells that can be found in
cache, |Gserver| denotes the number of grid cells that need to be queried in the
LBS server, and m denotes the number of grid cells in the query area.

In the process of querying, the cache hit ratio of the grid cells can be
expressed as:

δ =
|Gcache|

|Gserver| + |Gcache| (4)

the formula (3) can be rewritten as:

ϕ =
∑

g∈Gserver
H(g)

|Gserver| + |Gcache|+δlog2m
2 (5)

From the Eq. (5) we can see, the privacy based on cache can be improved by
increasing the cache hit ratio.

3 The caching-based privacy-preserving scheme

In this section, we will depict the caching-based privacy-preserving scheme in
continuous LBSs. In general, the scheme has five main steps.

3.1 The Client Cache Query and Service Request

Before the service user requests a query to LBS server, he firstly specifies a query
area according to his move direction and velocity, which is represented by the
coordinates of its bottom-left vertex (x1, y1) and top-right vertex (x2, y2), and
the entire query area is divided into m × m grids of equal size. Then the grid
structure can be expressed as:

Grid structure ← ((x1, y1) , (x2, y2) , m) (6)

In the grid structure, there is a unique identifier for each grid cell, which is
identified by (ci, rj), where ci is the column index from left to right and rj is the
row index from bottom to top respectively [18]. For example, you choose a point
(xi, yi) in the query area, and the grid cell identifier (ci, rj) can be computed by
the formula (7).

(ci, ri) =
(⌈

xi − x1

(x2 − x1)/m

⌉
,

⌈
yi − y1

(y2 − y1)/m

⌉)
(7)
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Fig. 2. The intersecting region formed by continuous query

The service user specifies the query range with the radius R on the grid
structure and gets the query spatial region that is the spatial region of grid
cells that intersect the query range. Then we can obtain the grid cell identifiers
in query spatial region. As shown in Fig. 2, there are three continuous range
query points A, B and C. When a service user sends a request at the point
A, the query spatial region includes 9 grid cells, and he moves to the point B
and sends a request again, the query spatial region also includes 9 grid cells.
However, this query spatial regions in the points A and B have intersecting grid
cells, whose identifiers are (3, 3), (4, 3), (5, 3), (3, 4), (4, 4) and (5, 4). Similarly,
this query spatial regions in the points B and C also have intersecting grid cells.
It can be seen that there is always a certain intersecting query spatial region in
two continuous range query points, so the next range query point can obtain the
part or all the result data from the previous query point.

After the service user obtains all grid cell identifiers in the query spatial
region, he searches them in the client cache. If the client cache has all or part
of this grid cell identifiers, the service user refines them and gets all or part
of accurate result. Otherwise, the grid cell identifiers that are not found in the
client cache will form a grid cell identifier set Iz.

Iz ← {(ci, rj)} , 1 ≤ i, j ≤ m, 1 ≤ z ≤ n (8)

where m is a user-specified grid parameter and n denotes the number of the
query point. Then the service user forms a request message that includes the
query point location Lz, the move direction Dz and velocity Vz, the grid cell
identifier set Iz that need to be queried, the randomly generated key ku, the
query range radius R, the grid structure Grid structure and the query content
Q, which is encrypted by asymmetric encryption E with the public key PKA of
anonymizer, and gets the MSGU2A that sends to anonymizer.

MSGU2A = EPKA
{Lz,Dz, Vz, Iz, ku, R,Grid structure,Q} (9)
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3.2 The anonymizer cache query and location anonymity

When anonymizer receives the request message MSGU2A, he firstly decrypts it
with his private key SKA, which can get the grid cell identifier set. Then he
searches each grid cell identifier in anonymizer cache. If anonymizer can obtain
all grid cell identifiers along with the POIs, he encrypts them with the key
ku and returns to the client. Otherwise, it will form cloaking region based on
k-anonymity. Suppose there is at least one user in each grid cell, we form the
cloaking region according to the move direction and velocity to improve the cache
hit ratio. The process of anonymity is shown in Algorithm 1. Finally, anonymizer
forms a new request message that includes the cloaking region Region, the
grid structure Grid structure and the query content Q, which is encrypted by
asymmetric encryption E with the public key PKS of the LBS server, and the
anonymizer sends the MSGA2S to the LBS server.

MSGA2S = EPKS
{Region, Grid structure, Q} (10)

Algorithm 1. The Process of Anonymity
Input:
The Grid structure, k, Lz, Dz, Vz, Iz, R, 1 ≤ z ≤ n.
Output:
The cloaking region Region.

1: Restore the grid structure according to the parameters (x1, y1), (x2, y2) and m
from Grid structure;

2: Get the grid cell identifier set Iz ← {(ci, rj)} , 1 ≤ i, j ≤ m, 1 ≤ z ≤ n and
Region = Iz;

3: Determine the location Lz+1 of the next query point according to the Lz, Dz, Vz,

and compute the (cz+1, rz+1) =
(⌈

xz+1−x1
(x2−x1)/m

⌉
,
⌈

yz+1−y1
(y2−y1)/m

⌉)
;

4: It = 0;
5: if The Iz are not adjacent then
6: Select the grid cell identifiers It between them, Region = Region + It;
7: end if
8: Select the k−Number(Iz + It) grid cell identifiers (ci, rj) in the range radius R of

the (cz+1, rz+1), Region = Region + (ci, rj);
9: return Region

3.3 The Server Data Query and Candidate Results Return

When the LBS server obtains the request message MSGA2S , he decrypts it
with his private key SKS . He firstly restores the grid structure to determine
the cloaking region from the Region on the grid structure. According to the
cloaking region, he can get f grid cells that need to be queried. Then the LBS
server searches the POIs according to the query content Q and gets g POIs. If
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the location of the jth POI is (xj , yj)(1 ≤ i, j ≤ g), the grid cell identifier can
be computed by the formula (7), and we can get the grid cell identifier set ϕr.
Finally, the LBS server encrypts the grid cell identifier set ϕr by asymmetric
encryption E with the public key PKA of the anonymizer and forms the query
result message MSGS2A, which returns it to anonymizer.

(cs, rt) = {(xi, yj)} (1 ≤ i, j ≤ g) (11)

ϕr = {(cs, rt)} (1 ≤ r ≤ f) (12)
MSGS2A = EPKA

{ϕr} (1 ≤ r ≤ f) (13)

3.4 The anonymizer cache update and identifier matching

The anonymizer receives the query result message MSGS2A and decrypts it,
which can get each grid cell identifier along with the POIs. He updates it to the
anonymizer cache and then matches the grid cell identifiers by comparing the
grid cell identifiers ϕr (1 ≤ r ≤ f) of the received POI with the grid cell identifier
set Iz previously received from the service user. Finally, the anonymizer encrypts
the grid cell identifier set Iz along with the POIs by symmetric encryption En
with the key ku. The message MSGA2U that anonymizer forwards to the service
user.

MSGA2U = Enku
{Iz, (xi, yj)} (1 ≤ z ≤ n) (14)

3.5 The Client Cache Update and Refinement Results

The service user firstly decrypts the MSGA2U with the key ku and gets the exact
location of each POI for each grid cell identifier in the Iz. Then he updates the
grid cell identifiers along with the POIs to the client cache. Finally, the service
user calculates the POIs that is included in the query range and gets the accurate
result.

4 Security Analysis

The security of the proposed scheme against dishonest LSP and eavesdropping
attacks will be analyzed in the following respectively.

Privacy Against LSP. When the service user sends a query to the LSP, and
the cache of client and anonymizer has all result data, the service user extracts
the POIs directly from cache. In this process, the service user does not interact
with the LSP, who can’t get any information from the service user.

If the service user can’t obtain all result data in cache, the anonymizer will
form the cloaking region and forward to the LSP, who receives the request
message MSGA2S that includes the cloaking region Region, the grid structure
Grid structure and the encrypted query content Q. From the MSGA2S the
LSP only recognizes the query spatial region and the query content Q, without
associating with a specific user and getting the exact location. Even if the LSP
recognizes all users in the cloaking region, but each grid cell has at least one
user, so it can guess the probability of a specified user up to only 1/k.
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Resistance to Eavesdropping Attacks. When a service user sends the
query request message MSGU2A to anonymizer and the query results message
MSGS2A returns to anonymizer, this two messages are encrypted by asymmet-
rical algorithm E with the public key PKA of the anonymizer. In this process,
the attackers can’t get the private key SKA of the anonymizer, which can’t get
useful information.

When anonymizer forwards query message MSGA2S to LBS server, the trans-
mitting message will be encrypted by asymmetrical algorithm E with the public
key PKS of the LBS server. At the same time, the query results that anonymizer
forwards to the service user is encrypted by symmetric encryption En with the
key ku. Similarly, the attackers can’t get the private key SKS and the key ku in
this process, so they can’t get useful information.

5 Conclusion

In this paper, we propose a caching-based solution to protect location privacy
in continuous LBSs. Our scheme adopts a two-level caching mechanism and the
k-anonymity principle to improve the users’ location privacy on the LBS server.
In the process of forming the cloaking region, we propose the cloaking region
mechanism based on the move direction of the user to improve the cache hit
ratio. Security analysis shows that the CPP scheme can resist the LSP and
eavesdropping attacks and protect the user’s location privacy.
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Abstract. Dynamic analyzing techniques play an important and unique role in
detecting Android malware and vulnerabilities, as they can provide higher
precision than static methods. However, they are inherently incomplete and
inefficiency. We attack this problem by proposing a novel method, i.e., concolic
walking along the event-dependency graph. We implement AppWalker based
on it. Evaluation over a real-life app set shows that better efficiency and accu-
racy than state-of-the-art concolic analysis tools are achieved.

Keywords: Dynamic analysis � Android application � Concolic execution �
Efficiency � Accuracy

1 Introduction

Android is by far the most widespread mobile operating system, and there has been a
surge in the development and adoption of mobile applications, or apps. In 2014, 2000
mobile malware instances per day are reported by Sophos [11]. The severe situation is
the same for app vulnerabilities. According to a report from AliBaba [12], 97% of top
10 apps of 18 areas in the third app markets are found to be vulnerable. The need is
growing for analyzing Android apps, aimed at discovering such safety issues as mal-
ware behavior and application vulnerabilities.

Static app analysis tools, such as the static taint analysis tool FlowDroid [1],
successfully solve the problems of determining app entry points and connecting iso-
lated and asymmetric life-cycle callbacks. They usually can efficiently analyze all the
code in the application, but they are inherently imprecise, as there may be behavior
misses or falsely behavior report. Dynamic analysis tools, such as Acteve [3], avoid
those shortcoming of static tools. However, they are relatively slow as they have to run
the code, and are inherently incomplete as they can only tell the behavior that they
execute. Thus they incur relatively poor efficiency and low code coverage.

In this paper, we combined static and dynamic approaches to improve the efficiency
and accuracy of dynamic analysis for Android apps. To improve efficiency, we apply
static call graph analysis to extract static model which is used for guiding concolic
execution [2] (which we call as concolic walk). To improve accuracy, we performed
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G. Wang et al. (Eds.): SpaCCS 2016 Workshops, LNCS 10067, pp. 85–94, 2016.
DOI: 10.1007/978-3-319-49145-5_9



concolic walking along the event-dependency graph built on static models, accurately
capturing the control-flow dependent relations between events.

The contribution of this paper is three fold. First, we propose the concept of
event-dependency graph which extends that of event space [5] by considering the
control-flow dependency between events. We accurately model those dependencies
such as self-dependency or multi-dependency. Second, we extend the traditional
technique of concolic walk [6] from walking within the path constraint’s continuous
solution space to the discrete space of possible input events to the target app. This
approach efficiently guides concolic execution of Android apps. Third, we implement
our approach as a dynamic analyzer called AppWalker for analyzing Android malware
and vulnerabilities.

2 Related Work

TaintDroid [12] is probably the most prominent tool for dynamic analysis of Android
apps. It dynamically traces data leaks occurred during the execution of apps by
applying dynamic taint analysis. Such tools are not suited for fully automated analysis
since they require user interaction to drive execution of the apps.

Concolic execution [2] successfully tackles the problem of automate input gener-
ation. It traces symbolic registers at each conditional statement in order to build path
conditions for specific execution traces. After collecting path constraints, a constraint
solver is used for solving them and the result is the desired program input.

Constraint solving is non-trial task. Among various approaches trying to tackle that,
concolic walk [5] is one of the most comprehensive and efficient solutions. It splits path
constraints into linear and none-linear parts, and then heuristically walking within the
polytopes formed by the linear part to find solution for the other part.

One of the first and still among the state-of-the-art tools that apply concolic exe-
cution for analyzing mobile apps is Acteve [3]. It blindly searches all paths which
results in heavy performance load. AppIntent [4] identifies information-leaking paths
and performs concolic execution only for them. The proposed concept of event space is
incomplete, as it only considers method-call like control flow. ConDroid [6] is a
directed concolic analyzer built on Acteve, similar to AppIntent. Instead of focusing on
taint paths, it targets at dynamic class loading instructions. IntelliDroid [7] further
extract event dependency according to path conditions to generate event chains.
However, the dependency it considers is not general.

3 Approach Overview

To illustrate our approach, consider a simple bank app that simulates ATM operations.
The code snippet is given in Fig. 1.

Android apps implement various callbacks defined by Android SDK API and do
not contain a main method. When launched, the SDK creates an instance of the apps’
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main activity MainActivity, and calls its onCreate(). This displays the main screen. Just
take our app for example, the user interface is given in Fig. 2, which contains two
buttons, “Deposit $100” and “Withdraw $100”. User can either deposit or withdraw
$100 by clicking the respecting button. Button-click listeners register themselves to
Activities so that user click events can be passed from view hierarchy of the screen to
the target button event listener. When any button is clicked, the SDK calls the main
activity’s onClick() method. Besides GUI events like button click event, apps may
require various events, including life-cycle callbacks (such as onResume()), and system
events (such as volume +/− button clicks, GPS, and SMS).

Our approach first locates possible target instructions of interest. Presumptively, we
arbitrarily bury the erroneous code in our example as marked “//BUG”.

We then determine the main entry point of the main Activity, and from which call
paths to the target instruction are extracted. The paths are further extended for
dependent event handlers, thus resulting the event-dependency graph in Fig. 3 (read
edges indicate control-flow induced event dependencies). Note that the execution of the
target code requires the withdraw button be clicked more than 3 times, and what is
more, several times of click of deposit is further required as we cannot withdraw from
account when there is no money left. This strict constraint cannot be easily determined
by any current concolic tools.

Fig. 1. Source code snippet of the illustrative app.

Fig. 2. (Partial) user interface of the illustrative app.
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Afterwards, we perform concolic walking along the graph to generate inputs for
driving the app to the target instruction. Once we cannot promote from certain nodes in
the graph, for example we cannot trigger the bug as the withdraw button is clicked only
once, we just walk along the self-closed directed edge onClick(Withdraw) → onClick
(Withdraw) to generate the self-dependent events. The explored whole path is:
onReceive → onCreate → onStart → onResume → onClick(Deposit) → onClick
(Deposit) → onClick(Deposit) → onClick(Withdraw) → onClick(Withdraw) →
onClick(Withdraw). For inputs involved in branch conditions along the path, concolic
execution just dumps path constraints and feeds to a solver for solution.

4 Design and Implementation

Figure 4 shows the overall dataflow diagram of our system, AppWalker. We will
describe the approach in following sub-sections.

4.1 Static App Model Extraction

We apply FlowDroid [1] to extract three kinds of static models from the decompiled
Java bytecode of the target apk.

 

onReceive

onCreate onStart onResume

onClick
(Deposit)

onClick
(Withdraw)

onPause onStop onDestroy

onRestart

Fig. 3. Illustration of event-dependency graph.
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Instrumentor
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Instrumented apk

Runner

Solver

Inputs

Logger
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Fig. 4. System overview.
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The interface model provides information about all input fields, as well as infor-
mation about the Android IPC message (i.e., Intent) handled by Activities. All Android
components contained in the app and Intent information can be decided by parsing the
Manifest file. Input fields can be obtained from the layout XML files.

Targeted call graph model is extracted by firstly locating the target instructions.
Blindly execution all possible program paths is boring, and instructions such as
sensitive-information source/sink APIs, reflection and dynamic loading are better
places which deserve our focus. Secondly, we determine the main entry point of the
app, such as onResume() of the main Activity. Thirdly, as apps rely on various Android
callbacks implemented by Android SDK rather than by the app itself, we directly
inserting edges from Activity’s default entry to callback methods such as life-cycle
callbacks, UI and system event handlers, and Intents. Extracting paths from the default
entry to target instructions and we get the targeted call graph model.

The event-dependency graph is constructed according to Algorithm 1. We examine
control-flow dependency between events, for which we here only consider channels of
static fields. Other channels such as file system and network should be future works.
Static field, or global variable, represents the state of apps, which are set by incoming
events depending on the previous state. We say two events are dependent when the
field read by one event is previous written by the other. For each dependency rela-
tionship, we added a directed edge. Unlike IntelliDroid, we also consider complex
situations where one event depends on itself or on multiple other events, as it is easy to
coding these relations into the graph.
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4.2 Java Bytecode Instrumentation

After static analysis, we need further instrument the bytecode so that concolic exe-
cution can be guided by our extracted event-dependency graph. Instrumentation
includes: instrumenting Android life-cycle entry point, instrumenting symbolic regis-
ters, assignments and path conditions along event-dependency graph, and modeling
user-specified external APIs.

It is necessary to instrument Activity’s default entry point, onCreate()/onResume(),
for allowing direct calling event handlers. Although it is more general to inject raw
events in the Android framework boundary, tracing the extra injection path require
heavy instrumentation of Android system. Therefore, we just directly invoke those
events at the end of default entry point.

To allow for symbolic tracing, dumping path conditions for solving, and over-
writing registers with solutions at runtime, instrumenting is just crucial. We need
instrument registers, assignments and path conditions with their symbolic counterparts.
However, we do not instrument all of their occurrences in the app, rather than limit to
those on the event-dependency graph. We borrow Acteve’s instrumentation utilities,
which in fact are transplanted from SPF, to achieve this.

4.3 Concolic Walking

Traditional static symbolic execution traces symbolic registers at each conditional
statement in order to build path conditions for specific execution traces. Dynamic
symbolic execution, or concolic execution, however, aims to address the state explo-
sion problem of static symbolic execution by executing the program with concrete
values and tracing symbolic counterparts of only certain registers in parallel.

We run and symbolically trace the instrumented app in Android emulators. We use
Android 4.4.2 as emulators’ default operation system.

Concolic execution iteratively does following procedures until hits the target
statement: dumping path conditions, negating the last condition and fed the resulted
path constraint to the solver, and injecting the solution to symbolic registers in the
instrumented app. This is performed by the concolic execution engine. We used Acteve
[3], one of the state of art concolic app tester, as our concolic execution engine. In order
to perform target-instruction originated execution and String constraint solving, we also
referred to the code of ConDroid [6] which, though cannot be launched as the authors
only provide partial code, shed light on our work.

The process of concolic walk is depicted in Algorithm 2. During concolic walk,
concolic execution is enforced only along the event-dependency graph in a step-by-step
manner. By default, we do not walk along self-closed circles. However, when the
coverage stops increase and the target is still not hit, we try to walk along those circles.
This is similar to the tabu search in [5].

90 T. Wu and Y. Yang



5 Empirical Evaluation

We first explain why we choose Acteve1 as the comparing reference. Acteve is one of
the state-of-the-art concolic testing tools closing to AppWalker. Although there have
emerged several projects recently, such as AppIntent, ConDroid, and IntelliDroid, none
are capable for our evaluation as they are either totally or partially publicly unavailable
by far. When necessary, however, we also try to make comparisons with the other
works conceptually to make the evaluation more comprehensive.

Subject Apps. We choose the benchmark used by Acteve, which consists of 5 real life
apps which are open-sourced in F-Droid. Random Music Player (RMP) plays music
from local filesystem. Sprite is used for speed comparison of various 2D drawing
methods. Translate translates texts using Google’s translation web API. Timer provides
a countdown timer that ultimately plays an alarm when time is out. Ringdroid is
intended for recording and editing ring tones.

5.1 Efficiency

First, we aim at measuring the efficiency of both Acteve and AppWalker. For each app,
we choose five paths for each app covered with (and at least with) 15 events by Acteve.
We then re-run Acteve and run AppWalker to generate inputs to drive execution to

1 Acteve, benchmark, and corresponding coverage measurement tools are all taken from the
AndroidTest [13] project.
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cover all those paths. We choose the number of events as 15 to make sure the length of
events is long enough while not exceeds the maximal event number of each app.

The result is shown in Table 1. AppWalker obtains orders of magnitude of
acceleration comparing to Acteve. The reason behind is that Acteve blindly explores
program paths and often run into redundant paths to finally reach those targets. App-
Walker only walks along exactly the path from the app entry to the target, thus the
saving is exponential.

5.2 Accuracy

We now evaluate the accuracy of AppWalker in terms of line coverage. We use Emma
to measure code coverage. To make AppWalker comparable of such coverage goal, we
just configure AppWalker to perform coverage-style depth-first path search instead of
only searching for target statements. We measure the coverages of both Acteve and
AppWalker when they stop increase.

Figure 5 gives the result. We can see that AppWalker reaches a higher coverage
rate than Acteve on most application. The increase is app dependent. For example,
RMP and Ringdroid each enjoy the highest increase of 4% and 5%, while Sprite enjoys
no bonus. We give an inspection to describe the reason.

RMP switches its state based on its previous state and the current incoming event. It
uses a global variable to save its state. For example, it will only become PLAYING
when the previous state is STOPPED and the incoming event is a click on the “Play”
button; and it will only become SKIPPING when previous state of STOPPED and
“Skip” button click event are both satisfied. Button click events are the trigger of app
state transfer, and therefore, multiple button click events are indeed correlated. Acteve
(and ConDroid, likely,) can hardly figure out those dependencies and therefore usually
the searching is confined locally. AppWalker, on the other hand, once run into a
statement that is conditionally dependent on the global variable, it one step ahead to
generate premise events that sets the variable (i.e., state).

The feature of event dependency extraction is similar to IntelliDroid. However, our
approach is more general. InteliDroid only traces the dependency of one event on the
other event, while AppWalker also traces that on the event itself (self-dependency) or
on multiple other events (multi-dependency). Many apps often contain a user license
view which consists of a button to be clicked to show further few lines of the license
text, and therefore repeated click events of the same button is required to reach the
bottom line of the license text so as to jump to the main view. In another more concrete

Table 1. Running time of Acteve and AppWalker.

App Case Acteve (h) AppWalker (min)

RMP 3.7 8
Translate 2.8 7
Sprite 2.2 5
Timer 1.9 3
Ringdroid 1.5 3
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case with Ringdroid, when we are editing the ring tune, volume +/− buttons are used to
decide the start and end bound of the region to be cut out from the music file. The
region should not be empty, so the events volume +/− can be inter-dependent.

6 Conclusion

In this paper, we combined static and dynamic approaches for testing android apps. We
proposed a novel approach of concolic walking along the event-dependency graph, to
increase efficiency and accuracy. We have implemented it as the AppWalker tool.

There still exist several limitations for us to further work on. Embedded circles may
reduce our efficiency, but this situation is rare and we can just set the upper bound of
walks within each circle to ease the problem. AppWalker currently only support android
components such as Activity and BroadcastReceiver. Channels of event-dependency
such as file system and network should be taken into account.

Acknowledgments. The authors would like to thank the reviewers for their detailed reviews and
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supported by the National Natural Science Foundation of China under Grants Nos. 61170286,
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Abstract. Android app capabilities are restricted by the Android sand-boxing
security enforcement. However, an app may leak its capabilities to other
applications so that the latter can act beyond the permission they are granted
originally. We demonstrate CapaDroid, a tool implementing our approach that
applies accurate static analysis of capability leak of apps, which is based on
inter-procedure vulnerable call-graph (IVCG, for short) that accurately models
the capability-leak vulnerability, and which is conducted on Jimple code rather
than relying on decompilers. Furthermore, it enables dynamic confirmation of
the reported leakage, thus pruning false positive.

Keywords: Capability leak � Privilege escalation � Android application � Static
control-flow analysis � Dynamic analysis

1 Introduction

Mobile applications, for example Android apps, are receiving an increase attention by
the market, with their flexibility, usability, and rich functionality. The situation for app
security is severe. In the year of 2015, apps from more than 10 famous vendors are
reported by WooYun to contain various vulnerabilities and potentially leak 10 million
user data [5]. It is worse on third-party market. For example, according to the 2015
annual security report of Google, the amount of capability leak vulnerabilities grows by
10 times than one year ago [7].

Although Android implements various safety-strengthen mechanisms, they can be
easily broken down, when an app with less privileges manages to access an uninten-
tionally exposed component and achieves more privileges which are granted to the
latter. This vulnerability is called capability leak, and the exploitation of the vulnera-
bility is often referred to as privilege escalation attack. An illustrative example is given
in Fig. 1.

Despite recent year’s efforts by various researchers, the detection and analysis of this
type of vulnerability is far from satisfying. Among those state-of-the-art methods, they
either require decompliation of Java bytecodes to java or smali files which inevitably
loses lots of bytecode information and often comes into crash [8], or mainly focus on
implicit intent checking and often cannot accurately detect capability leak [15, 19]. What
is more, all of those tools are pure static analysis and incur high false positive and false
negative as there may be behavior misses or falsely behavior report. As far as we are
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concerned, there are none dynamic analysis tools specifically targeted for capability leak
analysis [16–18].

Thus, in this paper, we propose the first tool named “CapaDroid” that enforces
analysis on a more accurate intermediate representation of bytecode, i.e., Jimple, and
hybrids static analysis and dynamic analysis. It applies accurate static analysis of
capability leak of apps based on Jimple code rather than relying on decompilers. It then
uses concolic execution to generate inputs to trigger the capability leak behavior and
dynamically confirm the reported leakage.

The contribution of this paper is three fold. First, we propose a static analysis
method for capability leak which is based on inter-procedure vulnerable call-graph
(IVCG, for short) thus accurately modeling the capability-leak vulnerability, and which
is directly conducted on Jimple code thus overcoming the problem of information lose
and occasional crashes experienced by decompliation adopted by tools such as [8].
Second, to our knowledge, we are the first to apply hybridized static and dynamic
analysis of this type of vulnerability, which achieves higher precision and recall than
state-of-the-art tools. Third, we developed CapaDroid, an open-source tool and eval-
uated it on 105 real-world apps from Google Play [21].

2 Background

Android Basis. Android defines four types of app component, i.e., Activity (defining
user interface), Service (performing background processing), ContentProvider
(managing database), and BroadcastReceiver (receiving Inter-App broadcast mes-
sages). Android provides specific methods, for triggering Inter-Component commu-
nications (ICC). These methods are called with Intent, which specifies the action,
category, mimetype, data, etc. Intent can be either explicit or implicit by define the
receiver component or not. Components determine which Intent to receive by speci-
fying an Intent Filter.

Capability Leak. The capability leak and introduced privilege escalation attack was
first proposed by Lucas Davi et al. In [20], which can be stated as follows: An

Fig. 1. Code snippets of capability leak.
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application with less permissions (a non-privileged caller) is not restricted to access
components of a more privileged application (a privileged callee).

Static Analysis. Static analysis comes in various forms. Static taint analysis starts at a
sensitive source and then tracks the sensitive data through the app until it reaches a
sensitive sink [3]. Call-graph analysis begins with a specified method and backtracks
along the Control-flow graph to extract a method chain that lead to the calling of the
target method. Model checking extracts models for apps and Android framework and
then checks whether a specified vulnerable pattern exists.

Dynamic Analysis. Dynamic taint analysis propagates and tracks tainted data
dynamically. It not suited for fully automated analysis since they require user inter-
action to drive execution of the apps. Concolic (concrete+symbolic) execution (or
dynamic symbolic execution) uses a combination of concrete and symbolic execution
to analyze how input values flow through a program as it executes, and uses this
analysis to identify other inputs that can result in alternative execution behaviors [9].

3 Analysis Method and Implementation

The workflow of CapaDroid can be depicted as Fig. 2, which will be detailed in
following subsections.

3.1 IVCG Extraction

This phase produces following models, which is argumented to IccTA [1].

(1) ICC link extraction:

An ICC link [1] is a link in which the source component contains an ICC method
m that holds explicit/implicit Intent information to access the target component C. We
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Inputs
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XML parser Vul graph extractor
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App

Link builder Links
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Fig. 2. Overview of CapaDroid.
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identifies ICC methods, Intent information, target components by parsing the Intent
Filters statically declared in manifest file or dynamically defined in Java bytecode, and
finally matches ICC methods with target components according to [4].

(2) The interface model:

It provides information about all input fields, as well as information about the
Android IPC message (i.e., Intent) handled by Activities. All Android components
contained in the app and Intent informations can be decided by parsing the manifest
file. Input fields can be obtained from the layout XML files.

(3) Inter-procedure vulnerable call-graph (IVCG):

This procedure is given in Algorithm 1.

For each component we parsed from interface model, we check whether it is
exposed to other apps. One component can be exposed either by statically labeling it
with “exported” or defining an intent filter (can be either statically or dynamically).
Either will enable the component to receive intent from app beyond its local sandbox.
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Components are required to overwrite one entry method by the Android Docu-
mentation [4], so that Android framework can implicitly start or resume the component
when the app is launched. There are two kinds of default entry method we consider for
Activities, i.e., onCreate() and onResume(). For other types of components, relative
entries can be defined similarly.

We firstly extract control-flow graphs (CFG) for each basic block. Then we perform
several connections to get inter-procedure CFG (ICFG). There are various other types
of dis-connectivity, besides those entry points, which are also triggered at run-time by
Android events. (a) For intra-procedure intents, an edge is inserted from the sender
method to the receiver method into the call graph.(b) We will extend the call graph by
edges from the default Activity’s onResume methods to methods of all other compo-
nents implementing the ActivityLifecycleCallbacks interface. (c) Extension of edges to
UI event handlers will be performed, even without user interaction.

Embedded in the ICFG, we now construct IVCG which models the capability leak
vulnerability of the entire app. This is the key point of our static analysis. For each node
in ICFG that call sensitive APIs requiring specific permissions, we just pick out those
without properly check of caller component’s original capability. Control-flow analysis
is performed so that any immediate or indirect calls to check permission APIs can be
located. If none is found, the node is vulnerable to leak capability and thus marked as
one of our targets.

After collecting all targets, we perform reachability analysis from entry points to
targets along ICFG, resulting in the IVCG we desire.

3.2 Instrumentation and Concolic Execution

The app is mostly executed normally, while only some variables have to be traced
symbolically. To achieve this, instrumentation is needed, which does following works.
(1) Inserting calls to event handlers: It is an optional heuristic to instrument compo-
nent’s default entry point, such as onCreate()/onResume() of Activity, to allowing for
direct calls to event handlers thus simulating the injection of raw events. (2) Symbol-
izing registers, assignments and path conditions: This prepares for symbolic tracing,
dumping path conditions, and overwriting registers with solutions at runtime. We need
instrument registers, assignments and path conditions with their symbolic counterparts.
(3) Modeling user-specified external APIs or fields: We specify user inputs such as UI
text field according to the interface model we get in the static model extraction phase,
to enable symbolic tracing of them. We model user-specified APIs or fields by
replacing the actual API methods with stub methods which return certain concrete
values or even symbolic variable. (4) Injecting solutions: After constraint solver find a
solution, we replace each symbolic register or model w.r.t. the r-value of the original
assignment with its corresponding solution. We implement all above on ConDroid’s [7]
instrumentation utility.

After instrumentation, we run and symbolically trace the target app in Android
emulators. Our IVCG guided concolic execution iteratively does following procedures.
For each path, we first generate symbolic model/input configuration according to
interface model which specifies user inputs. Secondly, the emulator’s environment is
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cleaned and the instrumented apk is installed. Thirdly, we determine the default entry
component according our IVCG analysis. And then we start the component via am-start
command. Fourthly, the solutions to inputs and modeled APIs will be injected into
symbolic registers in the instrumented app*. When execution deviates from the
intended path by branching to the wrong basic block, we dump conditions over
symbolic registers in a path condition*, negate the last clause of the path condition*1,
and then feed the resulted path constraint to a SMT solver for a new solution of
concrete register values leading to execution of the intended basic block. Iterate above
steps until we hit the target methods of IVCG. Acteve [7] is used as our concolic
execution engine.

3.3 Runtime Monitoring

We inject events and inputs through Android Debug Bridge (adb) [10], step by step
along each path of IVCG, without any repacking of the original app. According to the
triggering order of events and inputs along the path, we generate a script for each path
which contains directly injectable events. For instance, it can be a Monkey script [11]
for UI events according to their location on the screen, or may be a list of the Activity
Manager tool (am) [12] commands for system events according to their concrete types
and the solutions to event parameters.

For those modeled environment-dependent APIs or fields which cannot be directly
injected, such as emulator checkers or timing bombs, we set them with the solution we
get from the SMT solver facilitated by Android InstrumentationTestRunner [13].

Finally, by observing the triggered behavior for each path, we can confirm the
existence of capability leak in our original app. To do this, we need to instrument the
method checkPermission to record what UID of Android app is checked, and what
permission is checked.

4 Experimental Evaluation

In the following subsections, we evaluate how CapaDroid compares with existing
tools, and what capabilities CapaDroid has to analyze real-world apps.

4.1 Experimental Design

We choose 105 real-world free apps from Google Play [21], covering different most
popular app categories. For better comparison and confirmation, we only select those
open-sourced apps. This facilitates us to inspect analyzer’s warnings for these apps to
evaluate how many warnings correspond to real exploitable vulnerabilities.

1 These steps marked with the superscript “*” will be done by the instrumented app itself, rather than
by the concolic engine.
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Following tools are chosen for comparison. (a) DroidChecker [8] is the closest
work to CapaDroid, while the author neither open-sourced it nor provided any exe-
cutable binary of the tool. For evaluation, we add a optional module to CapaDroid so
that it can also perform static analysis on java sources decompiled with dex2jar [22]
and without any dynamic confirmation, which mimics the functionality of Droid-
Checker. (b) JAADAS [19] is proposed to statically detect various vulnerabilities also
using the Soot framework [14], including capability leak. We do not consider COV-
ERT [2], as the executable provided by the author does not provide capability leak
detection as described in their paper at all.

Back-end analysis is conducted on an Intel Xeon machine with 2 eight-core
2.60 Ghz CPUs and 128 GB physical memory, which runs Ubuntu 14.04 with kernel
version 3.19.0. Dynamic analyzer resides in emulators of Android 4.4.2.

4.2 Results

CapaDroid takes 320 min for static analysis of all 105 apps. Suspicious apps which
might contain capability leak are found and sent to concolic executor to generate
inputs, which cost 8 min on average. Finally, the dynamic monitor drives the execution
of those apps with those inputs to confirm vulnerabilities.

The capabilities leaked in the apps are listed in Table 1. We can see that many apps
leak capability through more than one component. The analysis result is given in
Table 2. Overall, 6 apps are true positives of capablity leaks, i.e., com.madgag.agit
(v238), com.matburt.mobileorg (v30), com.robert.maps (v308), com.jadn.cc (v26),
com.cradle.iitc.mobile.IITC (v446), com.voidcode.diasporawebclient (v20).

(1) DroidChecker relies on dex2jar to decompile bytecode to perform static analysis.
However, decompiles often run into crash or fail to decompile the entire or partial
app. Therefore, DroidChecker fails much more than the other tools. As its
control-flow analysis is based on decompiled java code, lots of useful information
is lost, incurring higher false positive.

Table 1. Permission leaked in subject apps.

Permission # Packages # Components

USE_CREDENTIALS 2 4
INTERNET 5 8
ACCESS_NETWORK_STATE 2 5
ACCESS_COARSE_LOCATION 3 4
ACCESS_FINE_LOCATION 3 4
AUTHENTICATE_ACCOUNTS 5 5
WAKE_LOCK 1 1
WRITE_SYNC_SETTINGS 1 1
GET_ACCOUNTS 4 8
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(2) JAADAS analyzes apps using Soot framework and is more robust. But it reports a
potential capability leak whenever it finds a component exposed to receive
implicit intents. This is coarse grained, as the component might check the per-
mission gained by the caller and the capability won’t be leaked, thus resulting in
many false warnings.

(3) CapaDroid also uses Soot to generate Jimple code to facilitate static analysis.
Therefore, the number of failures is low. CapaDroid performs accurate modeling
of capability leaks via IVCG, thus its static module achieves the lowest false
positive among all the three tools. The false positive is further lowered as the
reported leaks are confirmed by the dynamic module. Among the 6 false-positive
cases reported by static analysis, five are benign and intended by the end user, and
the other one is dynamically unreachable as one extra key is built with compli-
cated string operations.

4.3 Case Study

We here describe one of our findings. MobileOrg, a FREE (open-source) mobile
application for storing, searching, viewing and editing user’s Org-mode files, is
reported to be vulnerable to privilege escalation. In that case, if another app installed
along with it and without the INTERNET permission, sends an Intent with SEND
action and text/plain payload data to the EditActivity component of MobileOrg which
has INTERNET permission to send out information via Internet.

On statically capturing this potential vulnerability, CapaDroid dynamically checks
it by acting as a privilege-less malicious application that sends elaborated intent to the
victim application. As the monitor logs permission-required actions are taken, it
immediately confirms that the victim app does contain any capability leak vulnerability.

5 Discussion and Limitations

Here are some sources of unsoundness and imprecision of CapaDroid. (1) Complex
object symbolization. Objects which require complex initialization are difficult to
statically analyze and symbolically trace. (2) Native code, reflection and dynamic
loading. This is a common difficulty for all existing static and dynamic analysis tools.
(3) Remote procedure calls (RPC). Besides Intent-based ICC/IAC, apps also can
communicate through remote procedure calls. The latter induces method-invocation
interaction using stubs which is much harder for analysis.

Table 2. Analysis results of three different tools.

Permission DroidChecker JAADAS CapaDroid

Failed 27 3 3
False alarms 18 38 12(static) ! 6(dynamic)
True alarms 6 6 6
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6 Related Work

DroidChecker [8] is by far the most frequently cited work on detecting capability leak.
It performs static control-flow analysis similar to our work, while it merely bases on
decompliation by means of dex2jar. The latter procedure is full of bugs, easy to crash,
and the AST extracted from decomplied java source code is far from enough.

FlowDroid [3] is the Android implementation of Soot [14]. When performing
analysis on Jimple code produced by Soot, following benefits are achieved: only 15
instruction types are needed, constant propagation is done on the fly, handful APIs are
provided, direct transformation is done via dexpler, and CG/CFG analysis is boosted.
IccTA [1] statically detects Android ICC leaks. It extracts the ICC links and then
modifies the Jimple code of apps to directly connect the components to enable
data-flow analysis between components.

Other tools, such as JAADAS [19] and AndroBugs [15], aimed to detect various
vulnerabilities, claims to be able to detect capability leak. However, their rule-based
analysis only roughly find out all implicit intent receivers, and are not able to further
accurately determine whether the receivers can leak capability. COVERT [2] detects
Inter-App vulnerabilities with static model checking. It performs call graph analysis for
privilege escalation vulnerability.

AppIntent [5], ConDroid [6] and IntelliDroid [8] use concolic execution for
dynamic analysis of apps. None of these dynamic tools are capable of capability
analysis.

7 Conclusion

We proposed a tool for detecting capability leaks of Android apps. It statically extracts
inter-procedure vulnerable call-graph (IVCG) from the target app and then uses concolic
execution to dynamically observe whether the paths in IVCG execute at runtime, thus
conforming real capability leaks. Future works include conducting tests on more
real-world apps, and analyzing other types of vulnerabilities by applyingmodel checking.

Acknowledgments. The authors would like to thank the reviewers for their detailed reviews and
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supported by the National Natural Science Foundation of China under Grants Nos. 61170286,
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Abstract. To address the information leakage problems existed in the smart‐
phone mobility office of enterprises and institutions, we propose security mobile
office architecture and design application security authentication mechanism,
software and hardware resource control mechanism, security storage isolation
mechanism, which provide safe protection for sensitive data. To evaluate the
propose schemes, we implement them in the android system and cloud service
platform. The evaluation results verify the feasibility and effectiveness of the
security mobile office technology.

Keywords: Security · Mobile office · Smartphones · Sensitive data

1 Introduction

With the increasing popularity of intelligent terminals, more and more employees carry
personal mobile devices (including mobile phones, tablets, etc.) into the office areas.
Mobile office has becoming the future trend. While the mobile office brings convenience,
information security is undoubtedly also new challenges. Smart terminals to save more
and more enterprises need to protect data and information, such as e-mail messages, the
personal accounts, contacts, etc. The disclosure of sensitive information will be a serious
threat to corporate security.

Although security threats of mobile office mainly presents in smart terminals, the
threat from all the aspects of the mobile Internet field, such as application services,
terminal software or hardware resources management and data storage.

In the aspect of application services, application security audit lacks. There are mali‐
cious applications on no matter official or third-party electronic markets [1]. Users could
use smartphones to download and install various software applications anytime and
anywhere, it provides the opportunity for malicious applications to grab enterprises
sensitive information. Thus, it is necessary to establish secure mobile office application
authentication and authorization platform, in order to achieve apps management.

In the aspect of terminal software or hardware resources management, there is not
fine-grained software or hardware resources control mechanisms and unified device
management platform in smart terminal operation systems, so it is unable to protect
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sensitive internal information from being leaked. Currently Android operation system
only could provide coarse-grained access control. When apps install, Android forbids
the app obtaining permission to further access to sensitive information. However, there
is not a deep analysis of the use of sensitive information. Users not only know whether
the application to send corporate sensitive information to advertisers, application devel‐
opers or other network entities, but also do not know intelligent terminal whether obtains
video, audio, pictures and other acts in the corporate office environment. Therefore, the
control mechanisms of hardware and software resources need to be designed in order to
achieve the monitor and management of intelligent terminals.

In the aspect of data storage, Android applications could obtain the permission of
reading SD memory card, and it has the ability of reading and uploading the databases
of other applications. Due to this reason and a security vulnerability of WhatsApp, it
causes other applications can access and read all of the users chat record. From here we
see that Android operating system lacks secure storage mechanisms to protecting sensi‐
tive data. Therefore, an effective security storage mechanism is necessary to enterprise.

To resolve the disclosure of sensitive corporate information on mobile intelligent
terminals during the process of mobile office, this paper presents the security architecture
of mobile office. It could solve the data problem of in aspect of application service,
smartphone hardware and software resources management and sensitive data storage.

For the issue of malicious applications lacking of supervision and auditing, this paper
propose application security authentication mechanism. Through the security evaluation
and certification of application platform, apps could be installed in mobile intelligent
terminal to ensure the application of safe and reliable.

For the disclosure of enterprise sensitive data in mobile office environment, this paper
proposes an intelligent terminal hardware and software resources management and
control mechanisms. Utilizing the security policy of cloud platform, smartphones
prohibit cameras, sound recordings, photographs and other acts in the office environ‐
ment.

Due to the lack of a security isolate in Android operating system, this paper proposes
a data security storage mechanism by the use of security hardware TF card isolation to
protect the user’s data.

The reset of this paper is organized as follows. Section 2 gives the overview of
intelligent terminal safety in the aspect of mobile office. Section 3 gives mobile office
security architecture, and designs appropriate security mechanisms. Section 4 provides
the performance results. Section 5 is the conclusion.

2 Background

To ensure the security of mobile intelligent terminal in mobile office, this paper proposes
security schemes in application services, terminal resource management and data
storage. Correspondingly application service security, authority control and data
security storage of these three areas has been research jobs.
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2.1 Research on Application Security Services

In the security of applications, it needs apps security analysis and distribution. Security
analysis mainly uses the detection of static and dynamic analysis. Application distribu‐
tion mainly uses Mobile Application Management (MAM) implementation.

Static analysis tools of application are developed to analyze applications malicious
privacy disclosure behavior. SCANDAL [2] directly uses Android application bytecode
to analyze. DED [3] decompiles application bytecode into Java code using a decompi‐
lation tool, but the process of the decompilation presents information loss problem.
Android [4] designs a static malware analysis architecture that integrates the static taint
flow analysis and the least privilege analysis, and provides a rich user interface to allow
users to detect man-made. Literature [2–4] could analyze the privacy leak of application
software effectively with static bytecodes or source codes.

Dynamic analysis uses the common method that inserting a probe module into
Android operation system, in order to monitor privacy behavior of application dynam‐
icly. Scandroid [5] implements an automatic analysis tool to check the data flow through
the application process whether consistent with the security specification or not. To
provide users with application security proof, the disadvantage of this method is
dependent on obtaining the application of Java source code. TaintDroid [6] proposes a
dynamic taint tracking technology. When private data leaves Android through a network
interface, TaintDroid will warn the user. However, it is just private data stream moni‐
toring tool does not provide a mechanism to prevent loss of privacy effectively. Mean‐
while it requires the user to anthropogenic manual trigger, which is difficult to implement
all the paths of the application to detect the privacy disclosure. On the basis of Taint‐
Droid, AppFence [7] protects privacy data using shading data and flight simulator mode.
The two ways resolve the program crashes of application caused by accessing private
data being prevented.

For the secure distribution of applications, MAM method pushes apps to smart‐
phones in the enterprise, which realizes automated configuration and increases the
security and license control of applications. MAM established app store and enterprise
management platform. Through internal safety audits or custom development, IT admin‐
istrators can quickly deploy mobile office applications to various types of mobile
devices.

In the aspects of the installation restrictions, Kirin [8] analyzes the apps configuration
file and imports static rights policy. If configuration file does not meet the permission
policy, Kirin refuses the installation of apps. But it needs to consider all the possible
rights policy. [5] restricts the installation of apps according to the static permissions
policy. However, there is no mechanism to provide visual reference assessment and
unified security authentication mechanism for users.

2.2 Research on Permission Control

Permission Control is the aspect of terminal granting user permission. Apex et al. [9]
allowed users to grant permission to applications selectively in the installation process,
and limit the time or the number of times of applications to access resources through the
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configuration policy files. However, they can only restrict part of applications and lack
of fine-grained control mechanism. Jeon [10] proposed to replace the control system by
fine-grained permission. They first inferred whether the application calls the sensitive
permission and then use fine-grained permission to substitute sensitive permissions of
the applications to restrict the access to resources. CRePE et al. [11] allowed users to
make the control policy according the context (such as location, power, time), and then
insert the policy into the relevant policy permission check. The calls in line with the
policy can be performed. TISSA [12] realized the privacy mode and users grant the
application dynamic in a flexible manner to access personal data privacy.

The above researches are mainly about terminals. In this paper, we intercept the
instruction in terminal framework layer and manage device resources and distribute
security policy in the cloud. The collaboration of terminal and cloud manages the appli‐
cation permission calls in mobile office process.

2.3 Research on Data Secure Storage

Data secure storage in the terminal side realizes the secure isolation through virtualiza‐
tion technology and mandatory access control. L4Android [13] proposed a general
framework for the operation system, and ran the original smartphone operating system
in the virtual machine. Then it isolates the virtual machine and the application by
advanced micro-kernel technology. But the technology based on virtualization costs too
many resources of the mobile devices. TrustDroid [14] colors the applications and data,
the applications and data with the same colour enter the same logical region. The
constraint access control policy prevents the application communication and data
exchange. This strong isolation mechanism is strictly prohibited Android inter-process
communication, data sharing, and to some extent undermines the effectiveness of the
system. Data secure storage ensures users access to encrypted data safely and effectively.
In [15], author use the key derivation method to solve cloud data storage update issues.

In summary, although the mobile intelligent terminal based on the Android platform
security office has been considerable research, but most of them more or less there are
some flaws and shortcomings. They solve the problem only from a single aspect, and
do not accomplish complete system. This paper proposes a mobile office security archi‐
tecture to protect sensitive data within the enterprise and support secure mobile office.

3 Mobile Office Security Architecture

Mobile office secure architecture is shown in Fig. 1. A mobile office security cloud
platform is established including a key management center, a security apps market, a
resource management server, a security evaluation system, a cloud storage server and a
security gateway, which provides a security privacy service for smartphone.
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Fig. 1. Mobile office security architecture

In the respect of smartphone, we implement application security authentication,
terminal resources control and secure storage isolation to protect sensitive data. Cloud
platform implements the distribution of security policy and the management of apps,
and establishes secure VPN tunnel with smartphone.

3.1 Application Security Authentication Scheme

App security authentication scheme is shown in Fig. 2. In Cloud platform, we established
mobile office security authentication system, including a security evaluation system, a
key management center and a security apps market.

Fig. 2. App security authentication scheme

The security evaluation system detects and evaluates apps behavior. The key
management center achieves the signature and verification of apps. The security apps
market provides a download platform for smartphones. Security authentication mech‐
anism make sure without authority signing, forgery signing or destruction of the apps
integrity could not be installed and run on smartphones.

As shown in Fig. 2. Cloud platform establishes mobile office app security checking
scheme through the security authentication system. First, the security authentication
system formulates development specifications of mobile office app, and third-party apps
developers design apps based on the security requirement.
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After an app is developed and uploaded to the security authentication system, the
system executes security detection of mobile office apps, in order to check out whether
the app leaks phone number, address book, account, location and other private data.
Meanwhile it determines whether there are network detection, network attacks and
privilege escalation behavior. If the app is security, the key management center will sign
the app and then the app is uploaded to apps market.

In the mobile terminal side, the application layer of smartphone runs a secure desktop
program as the security app market client to implement and verify applications. The
secure desktop application obtains the signature of mobile office applications and then
sends an authentication request to the key management center. If the verification of the
application passes, it will be installed.

3.2 Hardware and Software Resources Control Scheme

Figure 3 illustrates smartphone hardware and software resources control scheme. In the
cloud platform, the application access control module and policy management module
execute security management policies and deliver to smartphones. In this way, the cloud
platform controls the camera, Bluetooth, WiFi and microphone of smartphone.

Fig. 3. Smartphone hardware and software resources control scheme

In the user layer of smartphone, the policy management module receives and resolves
security management policies, which provides interfaces for permission control module
in framework layer. To achieve fine-grained permission control scheme, the permission
control module establishes a white list and manages each permission of apps deeply.

When an app wants to use permission, it invokes the security policies of permission
control module. If the security policy of the cloud platform prohibits this privilege, the
request will be refused and the permission could not allowed. If the cloud platform
strategy at this time allows this permission to be opened, the application query whether
the application is in the white list and has the permission to allow access to the corre‐
sponding hardware resources.

For security apps in mobile office domain, they pass the security assessment, which
are included in the white list. For the policy management module in operating system
application layer, it processes software and hardware resource management policy from
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the cloud platform, and controls the white and black list in the frame layer. Depending
on security threats, the cloud platform develops control strategies. For malicious appli‐
cations which steal enterprises sensitive information, the cloud platform adds them into
black list.

3.3 Data Security Storage Isolation Scheme

Based on a security SD card, this paper performs a data security storage isolation scheme
so as to encrypt and isolate data mobile office data in smartphones.

As shown in Fig. 4, in the system and the frame layer, a data access control module
is added which performs permission access commands interception mechanism. In the
system layer, through the kernel black and white list access control protocol, the module
monitors apps invoke data, to achieve the access control of user data. When an app stores
files, it calls SD card encryption interface, and encrypts files. In this way, user data is
isolated and stored in SD card.

Fig. 4. Data security storage isolation scheme

4 Performance Analysis

4.1 App Security Authentication Scheme

Application security authentication scheme introduces additional verification time. To
evaluate verification delay we establish a delay analytical model. tcs represent the trans‐
mission delay between the key management server and smartphone. tc represents the
signature time of the key management server. ts represents the processing signature time
in smartphones. For the common apps installation, the total delay is the processing
signature time ts in smartphones. For the app security authentication scheme, the total
delay is t

a
= t

s
+ 2t

cs
+ t

c
. The added delay is t

a
− t

s
= 2t

cs
+ t

c
. We analaze the added

delay as follows.
To calculate the transmission delay tcs, we use PING command to obtain round trip

time (RTT) between the key management and smartphones. The scene in this paper is
secure mobile office. Smartphones and the key management server in the same work
area and smartphones connect server via WiFi. As shown in Table 1, the average time
(RTT) is 0.856 ms.
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Table 1. The RTT between the server and smartphone

Round Trip Time (ms)
Minimum Maximum Average
0.489 1.568 0.856

To calculate the processing delay in the server, we use Wireshark software to capture
the authentication request message and the reply message. When the smartphone installs
apps, it send an authentication request message to the key management server. The server
processes the message and replies a response message. The interval of two messages is
the processing delay tc.

As shown in Fig. 5, the smartphone installs 100 apps and we obtain the minimum
processing time is 1.71 ms, the maximum processing time is 3.21 ms and the average
time is 2.407 ms.

Fig. 5. The processing delay in the key management server

We obtain that the added delay is 2t
cs
+ t

c
= 0.856 + 1.407 = 3.263 ms. The intro‐

duced delay is only milliseconds, so application security authentication scheme is
feasible and effective.

4.2 Software and Hardware Resource Control Scheme

In the system implementation, we modify the framework layer of Android and add
hardware access control module for privacy-related permissing control. In addition, we
monitor equipment call interface using the hook function to intercept the call instruction
from hardware devices. We modify the checkUidPermission() function in PackageMa‐
nagerService class and add a hook function to deliver app UID and permission to access
control module. The access control module calls application white list, and based on
UID and permission mapping relationship table it decides to authorize or reject app
permission request.

4.3 Data Security Storage Isolation Scheme

To evaluate data security storage isolation scheme, we calculate the average time of data
encryption and decryption. The data of mobile office storages in the SD card. The app
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calls storeencrypt() function and executes ciphertext = storeencrypt (plaintext) to
encrypt data. And the app calls storedecrypt() function and executes plaintext = store‐
decrypt (ciphertext) to decrypt data.

As shown in Table 2, we encrypt and decrypt the doc formate document and the JPG
format picture to calculate the average time. The Java tools have the class of encryption
and decryption. This paper security storage scheme compare to the Java, the results show
that the security hardware SD card storage mechanism is superior to Java-based encryp‐
tion and decryption methods in storage speed.

Table 2. Average time of data encryption and decryption

Average time (Java) Average time (Data security
storage isolation scheme)

791 K doc encryption 320 ms 130 ms
791 K doc decryption 284 ms 112 ms
2.4 M JPG encryption 958 ms 387 ms
2.4 M JPG decryption 896 ms 371 ms

5 Conclusions

This paper proposes security mobile office architecture and designs app security authen‐
tication scheme, software and hardware resource control scheme, data security storage
isolation scheme, which provide safe protection for sensitive data. To evaluate the
propose schemes, we implement them in the android system and cloud service platform.
The evaluation results verify the feasibility and effectiveness of the security mobile
office technology.
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Abstract. Makespan is one for crucial factors to determine the perfor-
mance of job scheduling in cloud data center, short makespan could lead
to more job throughput and less energy consumption. In this paper, we
study the joint task and data assignment problem to realized makespan
minimization. We propose the data migration method to overcome the
memory space limitation of servers, and realize better data locality
for task execution. We conduct extensive simulations, and the simu-
lation results show that our algorithm has significant improvement on
makespan reduction.

Keywords: Big data analysis · Data assignment · Data center · Job
scheduling · Makespan minimization

1 Introduction

Big data analysis is showing significant importance for many applications. For
example, big data analysis help companies to make better predictions and deci-
sions. This motivates firms employing cloud computing for powerful compu-
tational performance to carry out data analysis. Efficient task/job scheduling
policy has critical influence on data analysis performance. Because of the impor-
tance of data locality for task execution, data assignment also affect the data
analysis performance significantly.

In this paper, we jointly investigate the job and data deployment problem.
We aim to find an effective job assignment and data deployment approach to
achieve optimized makespan, which means the time consumed to execute given
jobs. We should be aware that data block is the necessary condition for the
data-intensive jobs, i.e. big data analysis job. Hence, there would be two cases
for job execution: data-locality and remote-access. Some job will be called data-
locality job when the job and its input data are assigned to the same server.
Otherwise, the job will be named as remote-access job. Obviously, the remote-
access mode will consume more time and energy than the data-locality mode,
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): SpaCCS 2016 Workshops, LNCS 10067, pp. 115–123, 2016.
DOI: 10.1007/978-3-319-49145-5 12
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since the remote-access job needs to read and load data from another server in
the network. It is time consuming and energy consuming for data transferring.
Hence, the problem is to find a proper data deployment policy such as most
of the jobs could be executed locally, and propose a job assignment policy to
schedule the jobs so as to reduce makespan.

Intuitively, we should assign the job and its input data block to the same
server as much as possible. However, there is limited resource slots and memory
space to host job execution and data blocks for each server. There are two
methods to reduce the time for remote accessing data. One is to let the job wait
for enough time until some resource slot is available on the server that hosts its
input data block. But, the waiting time is always longer than the time for remote
accessing data. The other one is conduct data migration which refers to migrate
the wanted data block to the server contains unoccupied resource slot to realize
data-locality. In this case, the migration time must be carefully treated, since
the total migration time will be determined by various complex factors.

Our contribution are summarized as:

– We formalize a joint task and data assignment problem for makespan mini-
mization, which takes into account the data migration operation and its cost.

– We propose an algorithm to measure the appropriateness to conduct data
migration, and the approach to reduce makespan.

– We conduct extensive simulations, and the simulation results demonstrate
that our algorithm has significant performance improvement on makespan
reduction.

The rest of this paper is organized as follows. We review the related work in
Sect. 2. The problem and algorithm are presented in Sect. 3. Simulation results
are shown in Sect. 4. Finally, we conclude our paper in Sect. 5.

2 Related Work

As the traditional issue, scheduling problem has significant importance for var-
ious computing systems [9]. The job/task scheduling policy affects the perfor-
mance of the MapReduce system [5], one of the most popular data analysis
paradigms. Though the FIFO algorithm is very simple, the performance is unsat-
isfactory. Hence, various scheduling policies are proposed to handle all kinds of
applications.

The Hadoop is the most popular implementation of MapReduce-like comput-
ing systems. Hadoop uses a local optimization polity, i.e., the scheduler greedily
picks the job with data closest to the node that has a slot to launch the job,
which cannot always lead to data locality. Many modified works have been car-
ried out to optimize the scheduler [10,11,14]. Also, three replicas of each data
block are stored in Hadoop implementation, which cannot reflect the popularity
of each data block.

Data locality is one of the most important concerns that determine the task
execution time [13]. To guarantee better data locality, delay scheduling [15] pol-
icy is proposed to make a tradeoff between locality and fairness. The basic idea is
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that, when the job should be scheduled, according to fairness, it cannot achieve
data locality: it waits for a small amount of time, and lets the other jobs be sched-
uled first. This is the representative work to realize data locality by scheduling
jobs/tasks unilaterally, similar work includes ShuffleWatcher [2] and Tetris [7].
However, the schedulers do not jointly optimize over data and compute location
[8], since the dynamics for online jobs.

From the aspect of data placement, CoHadoop [6], PACMan [4], and Scarlett
[3] are the representative works to conduct data replication placement. However,
the method of data migration to optimize data locality is still not investigated.
In this paper, other than the regular data and task assignment method, we
introduce the data migration operation to achieve better data locality and less
makespan.

3 Problem Statement and Algorithm

3.1 Scenario and Notations

For a given data centers with homogeneous server, jobs share the data blocks
and resources. For each server, the resources can be regarded as many resource
slots. For each job execution, some resource slot and its input data block are
necessary. Otherwise, we should be aware that there are limited memory space
to host data blocks for each server. Hence, there would be at least one replica
for each data block, but it could not own too many replicas due to the limitation
of memory space.

As mentioned above, there are two job execution modes: data-locality and
remote-access. We assume the jobs have the same execution time when the jobs
execute in data-locality mode. It is an acceptable assumption since the map tasks
or reduce tasks of one job in MapReduce have similar execution time [12]. For the
jobs execute in remote-access mode, the job execution time will be longer since
the remote data transferring. Here, we let Tloc represent the job execution time
when the job is carried out in data-locality mode. Meanwhile, Trmt stands for the
job execution time for the jobs execute in remote-access manner. Furthermore,
since the time consumption of data transferring is also affected by the network
condition, we let Trmt = Tloc + λ · r, where λ is a constant determined by the
data center architecture and networking situation, r is the number of jobs that
will be executed in remote-access mode.

The network condition will be worse when many jobs need to read their input
data blocks remotely, and it will lead to longer data transfer time. A potential
method is to migrate some data block from the busy servers and reduce the
number of jobs that need to remote access data. However, there are two major
concerns during data migration. The first one is the memory space is limited
for each server. The data migration would reduce replica of some data block.
The other one is the migration cost, which means the time consumption of data
migration. We use Tmgt to represent the data migration time.
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Table 1. Notation table

Symbol Description

Tloc task execution time in data-locality mode

Trmt task execution time in remote-access mode

Tmig data migration time

m number of task in the system

n number of servers in the data center

b number of data blocks

θ memory capacity to host data block for each server

Si (i ∈ [1, n]) the ith server

Jk (k ∈ [1, m]) the kth task

Dj (j ∈ [1, b]) the jth data block

D(Jk) (k ∈ [1, m]) the input data block of task Jk

ς(Jk) the server that contains job Jk

ς(Dj) the server that contains data block Dj

Lini
i the normalized initial load for server Si

[]Dj the task set of tasks want Dj as their input data

In this paper, we take the makespan as the optimization object. Intuitively,
the best job assignment is guaranteeing all of the jobs will be executed in data-
locality mode. However, the ideal best assignment hardly can be realized due
to the limited resource slots and memory space. Hence, there will be a tradeoff
between remote execution and data migration.

Generally, we introduce the following notations so as to describe the problem
properly (Table 1).

3.2 Problem Formulation

Joint Assignment Problem. Given a data center with n uniform servers,
which can host θ data blocks. We let that each server can support one job
execution once. To complete some data analysis job, there are m tasks need
to be executed and the tasks share b data blocks. For each task, there is one
data block as its input data. The task need to access the data block remotely if
the task and its wanted data block are not hosted on the same server. Or, we
can migration the data block to realize data locality. The problem is to give a
proper strategy of joint task and data deployment, such that the makespan is
minimized. It could be formalized as follows:

min. max
1≤i≤n

⎧⎨
⎩Lini

i +
∑

Jk:ς(Jk)=Si

Texe(Jk) + Tmig

⎫⎬
⎭
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where

Texe(Jk) =
{

Tloc(Jk), if ς(Jk) = ς(D(Jk);
Trmt(Jk) = Tloc(Jk) + λ · r, otherwise.

3.3 Problem Analysis and Algorithm

To describe the problem and our algorithm more clearly, we give a toy example
to explain the notations. Assuming there are two servers (S1 and S2) in the
system, and the data placement is shown in Fig. 1. The server S1 contains data
block D1, D3, D4 and D6. Data block D2 and D5 are placed on server S2.
Currently, server S1 is idle now, and there are 30 tasks that want data block
D5 as their input data, i.e. |[]D5| = 30. Now, we should determine placing all of
the tasks in to server S2, or move some of them to server S1. From the figure,
we know that there is no memory space for server S1 though it is idle. However,
we can replace some data block, say D1, with the data block D5, if all of the
tasks wanted data block D1 have completed. Obviously, the makespan will be
reduced if we migrate data block D5 from S2 to S1. Hence, the key is be aware
that which data block on each server is unwanted, and judge the data migration
cost is valuable or not.

Based on the above analysis, we present an algorithm to carry out the job
and data deployment. The basic idea of the algorithm can be summarized as:

– Grouping. Group the tasks according to their input data block, which means
that the tasks that share the common data block will be regarded as the
same. Then, we can focus on the data deployment problem. Assigning one
data block on some server means that the tasks wanting the data block will
also be assigned to the same server.

– Greedy Assignment. Assign the data block and its associated tasks in
greedy manner. This means we will select some data block to be deployed on
the server that has least workload.

– Migration. For the data blocks that have no associated tasks, we can conduct
data migration to replace it with others to reduce the makespan.

Fig. 1. Toy example
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Algorithm 1. Joint Assignment Algorithm: DMigrate

Input:
The set of tasks,

⋃
Jk;

The set of servers,
⋃

Si;
The set of data blocks,

⋃
Dj .

1: for j = 1 → b do
2: s ← minLoadServer(

⋃
Si)

3: assign(Dj , []Dj , s)
4: updateLoad(s)
5: end for
6: flag ← true
7: while flag do
8: flag ← false
9: smin ← minLoadServer(

⋃
Si)

10: smax ← maxLoadServer(
⋃

Si)
11: Dm ← maxDegreeData(smax)
12: if π(Dm, smin) == 1 then
13: repeat
14: ms1 ← makespan()
15: move one task of []Dm from smax to smin

16: ms2 ← makespan()
17: if ms1 < ms2 then
18: rollback()
19: break
20: end if
21: flag ← true
22: until (makespan(smin) = makespan(smax))||([]Dm = 0)
23: else if load(smax) − load(smin) ≥ Tmig then
24: ms1 ← makespan()
25: migrate Dm to smin and replace some unnecessary data block
26: ms2 ← makespan()
27: if ms1 < ms2 then
28: rollback()
29: continue
30: end if
31: flag ← true
32: else
33: ms1 ← makespan()
34: move one task of []Dm from smax to smin

35: ms2 ← makespan()
36: if ms1 < ms2 then
37: rollback()
38: continue
39: end if
40: flag ← true
41: end if
42: end while
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The proposed algorithm is shown in Algorithm1. The input of the algorithm
is the sets of task, servers and data blocks. At the beginning, the data blocks
and their associated tasks are assigned in greedy manner, i.e. assign the tasks to
the server with least workload and have usable memory space, as shown in line
1 to line 4. The function minLoadServer(

⋃
Si) returns the usable server with

least workload. After this first round, all of the data blocks and tasks should be
assigned. Then, we start to optimize the assignment by splitting the tasks share
the common data block.

To realize minimized makespan, the basic idea is to move some tasks in
high workload server to the servers with lower workload, so as to realize
load balance, which leads to minimized makespan. In the algorithm, the vari-
able flag indicates whether some movement is conducted or not. The assign-
ment will finish if none of movement is conducted any more. The function
minLoadServer(

⋃
Si) returns the server with minimum workload, while the

function maxLoadServer(
⋃

Si) returns the server with maximum workload, cur-
rently. For given server Si, we can get the data block with most associated tasks
by the function maxDegreeData(Si). We use the function π(Dj , Si) to indicate
the data block Dk is deployed on server Si or not, it could be formalized as:

π(Dj , Si) =
{

0, there is no replica of Dj on Si;
1, otherwise.

There are three methods to carry out task shift.

1. We can move some tasks to the server that contains their input data block,
and this movement can guarantee the tasks be executed in data-locality
manner. The method is shown in line 11 to line 19 in Algorithm1. The
function makespan() returns the current makespan for the system. If the
movement leads worse result, the movement will be rollback by the function
rollback(). The movement continues until all of the tasks have been moved
or the makespan becomes worse.

2. Data block is migrated from Smax to smin. Though the data migration will
introduce some cost, the tasks moved to the server smin will realize data
locality, which can reduce task execution time. However, if the data migration
leads to worse makespan, this operation will be canceled. This method is
shown from line 23 to line 31.

3. The last method is to just move some tasks to server with lower workload,
and the task will be executed in remote-access mode. This method will not
introduce data migration cost, and has no demand on memory space. It also
may lead less makespan.

4 Simulation

We conduct a small-scale simulation to evaluate the performance of our algo-
rithm. We take the traditional FIFO algorithm as the baseline, which is also one
of the basic scheduling algorithms in Hadoop System [1]. In the simulation, we
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Fig. 2. Simulation results

assume there are 10 servers, and each server can host 6 data blocks. There are
40 data blocks totally, and each task will choose one data block as its input data
randomly. Let the task execution time in data-locality mode and data migration
time is 20 time-slots, i.e. Tloc = Tmig = 20. The parameter λ equals to 0.2 for
the task execution in remote-access mode, i.e. λ = 0.2. We conducted extensive
simulations based on the above settings. The simulation results are shown in
Fig. 2. In the figure, the DMigrate is our algorithm.

In this figure, the x-axis indicates the number of tasks, which varies from 100
to 3200. The consumed time-slots are shown in the y-axis. Learn from the results,
we know that the performance of our algorithm becomes better along with the
rising of number of tasks. The time consumed, i.e. makespan, by our algorithm
is less than FIFO algorithm significantly when m ≥ 800. Another fact should be
noticed is that the makespan determined by the DMigration algorithm increase
slowly when the number of tasks rising significantly. This indicates our algorithm
has very stable performance.

5 Conclusion

In this paper, we investigate the joint job and data assignment problem for
makespan minimization. Different from the previous work, we introduce the
data migration method as an important approach to reduce task execution time.
analysis on the task execution mode, we make a tradeoff between the data local-
ity and data migration. Then we propose the DMigrate algorithm, and intro-
duce the data migration operation in proper opportunity. We conduct extensive
simulations on small-scale data center. The simulation results show that our
algorithm has significant performance improvement compared to the traditional
FIFO algorithm, and has very stable performance.
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Abstract. Resource allocation is the primary issue for multi-tenant
cloud data centers. Opportunistic resource sharing is an efficient way
to optimize resource utilization for data centers. However, the resource
collision makes it challenging. In this paper, we introduce a Markov-chain
based model (MST) to characterize the dynamical resource requirements
for application, instead of the traditional static virtual network. To deal
with the resource collision problem, we introduce a waiting time indica-
tor (WTE) to describe the resource usage, and achieve a tradeoff between
utilization and performance. Based on the MST model and WTE indi-
cator, we propose a TRRA algorithm. The basic idea is to select the PM
with reasonable WTE value for any extra resource requirement from
applications. The experimental results show that our algorithm can real-
ize better resource utilization while guaranteeing acceptable application
performance.

Keywords: Data center · Elastic resource allocation · Markov chain ·
Opportunistic resource sharing · Utilization optimization

1 Introduction

Cloud computing platform allows pay-on-demand applications to specify
resources they need to serve a specified amount of end users. Each application
that running in a cloud is considered as a tenant and the resource requirement is
generally defined as a group of virtual machines (VMs) with typical computing
capacity. How to allocate VMs to physical machines (PMs) in a cloud so that the
active number of PMs is minimum, is a challenge problem, which is proved to
be NP-hardness. This VM consolidation problem is widely investigated in recent
years [3,12] and researchers propose several effective VM allocation mechanisms
[10,17]. However, since the workload of many applications are dynamic, it is dif-
ficult to give a fixed resource requirement. Thus, dynamic resource scheduling is
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): SpaCCS 2016 Workshops, LNCS 10067, pp. 124–133, 2016.
DOI: 10.1007/978-3-319-49145-5 13
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proposed to adjust resource allocation based on the real time resource monitor
during the run time. Although these mechanisms could improve the resource uti-
lization, the resource re-allocation is just based on the current workload, which
may lead to over-frequent resource adjustment. Since we do not have the knowl-
edge of real resource requirement, system only could guess how much resource
should re-allocate to the application.

Actually, as we observed a large amount of applications, most of them offer
several sub-functions that require different resources. For example, an OA system
offers message/email delivering, video conference and documents transfer, these
functions requires different resource patterns. Thus, when the running applica-
tion switches from one function to another, it may result in a big change of
resource requirement. This is also why there may be some significant workload
fluctuation during the running time of most applications.

In this paper, we present a Markov-chain based model to characterize the
dynamic resource requirement for applications. The proposed model is different
from the static virtual network model, and can describe the real workload with
better precision. For each state of the model, a two-state Markov chain is intro-
duced to investigate the resource dynamics more clearly. In addition, a waiting
time based indicator (WTE) is proposed to overcome resource collision and real-
ize performance guarantee, when multi-tenant apply for resource simultaneously.

We present a TRRA algorithm to copy with the resource allocation and
resource collision problem. The basic idea is to select a proper PM to offer the
required resource while guaranteing total performance. Simulation results show
that TRRA algorithm can achieve better resource utilization, i.e. less number
of PMs, compared with the strategy that provisions for peak resource demand,
and achieves a better trade-off between application performance and utilization
of data centers. The contributions of our paper are summarized as follows.

1. We propose a novel multiple state transition model MST to describe the appli-
cation resource requirement, and use the two-state Markov chain to analyze
the resource quantitatively.
Capture the adoption of AR while figure out the unequivocal map from func-
tion patterns in MST to nature resource demand.

2. We develop an allocation algorithm, TRRA, for resource requirement model
MST, based on resource evaluation method using WTE as the judge thresh-
old.

3. Simulations are conducted to validate the effectiveness and advantage of
TRRA.

The remainder of this paper is organized as follows. We introduce the related
work in Sect. 2. The problem formulation and algorithm are proposed in Sects. 3
and 4. We evaluate our algorithm in Sect. 5. Finally we conclude our paper in
Sect. 6.
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2 Related Work

Resource allocation, also known as the virtual network embedding problem in
the existing literature, with constraints on nodes and links, can be reduced to
the NP-hard multi-way separator problem [4] even when all virtual network
requests are known in advance [6]. It has been shown in previous work [3] that
the arrival and departure of requests may occur at any time, an application
may also desire more resources as time progresses. To handle the above usage
scenarios, resources available in the different data centers are monitored under
the continually updated view of resource allocation such as their capabilities,
and their current and future allocations. Thus, resource allocation have a very
high impact on the ability of the data center to accommodate the maximal
number of user requests such that the substrate resources are adopted fully and
efficiently. There are some advisable indicators to measure the degree of and
efficiently resource usage in data center taken up in the existing research, which
are defined as VN requests acceptance ratio, physical resource utilization and
the long-term average revenue of infrastructure [5,11,15,18].

In recent years, the cloud-datacenters-oriented dynamic resource allocation
techniques are highly applied. Embedding virtual network in cloud data center
require taking the peculiarity of datacenter into account such as regular topology
structure, network and service controllability. Public cloud platforms such as
Amazon EC2 supply the determined requirements to applications deployed on it
without providing scalable resource demand pattern. Google App Engine support
the on-demand use of infrastructure but do not offer specific QoS guarantee to
end-host [1,2]. For cloud users, unpredictable performance increase the cost paid
for the reserved virtual machines (VMs) for the entire duration of their jobs while
for cloud providers, underutilized underlying resource impede the cloud adoption
and market occupancy [4].

Whereby, to provide performance guarantees, several works [4,8,14] have
proposed scalable virtual network models, which allow cloud users to explicitly
specify computing and networking requirements to achieve predictable perfor-
mance. On virtual machine deployment, prior studies [9,12] concentrated more
on minimizing the number of active PMs from the perspective of bin packing.
Network-aware virtual machine placement was considered in [3]. Stable resource
allocation in geographically-distributed clouds was considered in [16]. Source
routing is applied to implement the virtual network embedding in datacenter [8].
Synthetically considering fluctuate of resource usage quantity in datacenter and
time-delay tolerance of partial application, it designed incentive mechanism to
prompt cloud user to specify the resource demand curve for his application [7].

Some of the models above [3,4,8,12], however, only allow fixed bandwidth
guarantees. They fundamentally assume the applications have the same band-
width requirement throughout the entire execution, which is rarely true in prac-
tice. Although some work [13,14,17] have noticed the dynamics nature even
raise some deterministic model, the resource change obtained by prediction bear
uncertainty and the core idea is to optimize resource deployment to match the
demand of applications without consideration of providing info from applica-
tion layer.



Opportunistic Resource Sharing Based Elastic Resource Allocation 127

Fig. 1. An example of multiple state transition model

3 Problem Statement

3.1 Resource Requirement Model

A virtual network is a useful model to characterize the application resource
requirement [13,17]. However, it has been well recognized in previous studies [4,
14,17] that the resource requirement of many cloud applications varies over time,
the signal virtual network cannot reflect the dynamics of resource requirement.
Hence, we present a Multiple States Transition (MST) model to reveal the time-
varying resource requirement for applications.

The Multiple State Transition model is formulated by the multi-state Markov
chain. Figure 1 shows an example of the MST model. In this figure, there are 3
states, which are represented by rectangles (F0, F1, and F2). For each rectangle
(also known as state), the graph in the rectangle indicates an virtual network
that describes the application resource requirement under this state. For the
MST model, o(t) denotes the application state or function patterns at tth time-
slot. Therefore, o(t) = x refers that the application is in state Fx at tth time-
slot. Assuming the initial state of the application is F0. For any state Fx, the
resource requirement contains two parts: essential resource and extra resource.
Here, the essential resource equals to the resource requirement under state F0.
For example, the essential resource requirement for the application in Fig. 1
contains 3 VMs with 12, 8, and 10 resource slots. It should be aware that the
states for the application can be transformed probabilistically. The probability
of state transformation is represented as Pij , which indicates the probability of
transforming from state Fi to Fj .

3.2 On-Off Model for Extra Resource Requirement

To investigate the states of MST model more clearly, we introduce a ON-OFF
model to characterize the usage of extra resource for each state. Since all states
have the same essential resource part, we only focus on the extra resource require-
ment in the ON-OFF model. The model is shown as in Fig. 2.
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Fig. 2. ON-OFF model for extra resource requirement

The state ON in the model means the busy phase, i.e. the extra resource
requirement of this application state is activated. The state OFF indicates that
the mount of extra resource requirement differs from this application state. We
use Pon and Poff to represent the state switch probabilities. Hence, the ON-OFF
model can be presented by a three-tuple,

ARi = (ci, pi
on, pi

off ),∀1 ≤ i ≤ m

where m is the number of application stated mention in MST model, c is the
value of the extra resource requirement.

Let Ui(t) be the usage of ARi at time t. Based on the Markov chain model,
we have

Ui(t) =
{

0, if ARi is in the OFF state at time t
1, if ARi is in the ON state at time t

Let σi denote the state set that employ ARi, while σi is the complementary
set of σi. We have

pi
on = Pr{Ui(t) = 1 | Ui(t − 1) = 0}

=
∑

x∈σi,y∈σi

Pr{o(t) = x | o(t − 1) = y} =
∑

x∈σi,y∈σi

pxy

pi
off = Pr{Ui(t) = 0 | Ui(t − 1) = 1}

=
∑

x∈σi,y∈σi

Pr{o(t) = y | o(t − 1) = x} =
∑

x∈σi,y∈σi

pyx

3.3 Problem Formulation

Considering there are K applications applying for resources in the data center,
and can be described by Rk(1 ≤ k ≤ K). We assume that there are m states
in the MST model, which also means that there are m different ON-OFF model
instances. There are h physical machines (PMs) in the data center to offer the
resources. We use a binary matrix X = [xij ]m×h to represent the mapping from
resource requirement to resource allocation. Here, xij equals to 1 if ARi is placed
on PM Hj , and 0 otherwise.
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Due to the resource limitation for each PM, collision exists when multiple
application compete for limited resource. To strike a tradeoff between utilization
and performance, we propose the metric Waiting Time Expectation (WTE).
WTE is defined as the waiting time from some application apply resource to the
resource is really allocated to the application. Our problem can be formalized as
follows.

Definition 1 (Elastic Resource Allocation Problem, ERA). Given a set
of application and PMs, find the mapping X from AR to PM, such as the number
of PMs is minimized.

min |{j |
m∑

i=1

xij > 0, 1 ≤ j ≤ h}|

s.t. WTEj
k ≤ ρ,k ∈ Aj ,∀1 ≤ j ≤ h∑

i∈Ij
k

ci ≤ Cj ,∀1 ≤ j ≤ h,∀1 ≤ k ≤ K

(1)

where Aj is the set of applications sharing the PM j, ρ is a pre-defined threshold,
Ij
k represents the set of arguments which belongs to application k while allocate

to PM j, Cj is the resource capacity for PM.

4 Elastic Resource Allocation Algorithm

In this section, we present our TRRA algorithm, as shown in Algorithm1. The
key idea of TRRA algorithm is to satisfy the extra resource by polling the PMs
in turn. If the WTE of some PM is less than the threshold when the extra
resource is allocated, the PM is selected to deploy the extra resource.

In the algorithm, the function CalWTE(ARi,Hj) returns the WTE value
for satisfying the extra resource requirement ARi, it can be defined as

WTEv =
∞∑

n=0

n × Pchoosev
× (1 − Pchoosev

)n

= (1 − Pchoosev
)/Pchoosev

(2)

where Pchoosev
= 1/n when there are totally n applications applying for extra

resource at the current time-slot.

5 Performance Evaluation

5.1 Simulation Settings

Since the essential resource requirement is common for all application states, we
only consider the extra resource requirement in the simulations. The resource



130 G. Yuan et al.

Algorithm 1. Time-Restrained Resource Allocation(TRRA)
Input:

{R1, R2, R3, . . . , RK},the set of applications; {H1, H2, H3, . . . , Hh},the set of PMs;
Output:

An AR-to-PM placement matrix, X;
1: initialize rj = 0 for all PMs to ensure no AR deploying on it.
2: IndexAR = 0;
3: for each k ∈ [1, K] do
4: preid = IndexAR

5: extract the argument resources from Rk and number these ARs in order with
the IndexAR ascending;

6: complete = IndexAR − preid;
7: for i ← (prein + 1) to indexAR do
8: flagassign = 0
9: for all j ∈ [1, h] do

10: if rj > ρrj then
11: go to the next j;
12: else {rj = 0}
13: deploy the ARi to Hj , xij = 1;
14: rj ← rj + 1, flagassign = 0, complete − −;
15: else
16: WTE ← CalWTE(ARi, Hj)
17: judge whether WTEv ≤ ρwte

18: if Y ES then
19: deploy the ARi to Hj , xij = 1;
20: rj ← rj + 1, flagassign ← 0, complete − −;
21: if flagassign = 1 then
22: deploy the next ARi;
23: if complete! = 0 then
24: refuse the application;
25: return X;

capacity of PM is generated randomly within a certain range. The parameters
in application resource requirement model MST are generated randomly within
rational limits. The arrivals of application requests are modeled as a Poisson
process with an average rate of α requests per time unit. The lifetime of each
virtual network is assumed to be exponentially distributed with an average of
β time units. We observe that with a continuous application requests sequence
relayed on α and β, the number of applications deployed on datacenter will
reach a relatively stable value θ after a period of time, which means that the
new coming applications and leaving applications tend to stable within a small
range. The stable value θ refer to the number of peak-phase requests.

It should be aware that the ARs from the same application can be deployed
on different PMs. However, when the cloud allocate resource to one AR of appli-
cation, other ARs should be taken into consideration that whether other ARs
can obtain the required resources. Similarly, when an AR do not obtained the
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needed resource, the cloud should ignore all the AR request for physical resource
from the same application.

We compared our TRRA resource allocation algorithm with the max-resource
allocation strategy. The latter uses the FFD heuristic strategy in its algorithm.
Some algorithm performance indicators are proposed to measure the two allo-
cation strategy, such as utilization ratio (the reduced proportion of number of
used physical machines), average waiting time ratio (the fraction of the realistic
application lifetime within which the application is in idle due to resource colli-
sion), the time cost of applying one allocation algorithm with different scale of
applications deployed on data center.

5.2 Simulation Result

To measure the utilization of underlying resources in different-scale data center
under three threshold value, we conduct the simulations as follows. The relevant
parameters are randomly generated from corresponding ranges and under every
group of configuration parameters, we repeat the simulation many times so as
to obtain the more general results used for analysis.

Number of peak-phase requests θ embodies loaded-scale in datacenter. To
investigate the performance of our algorithm in various θ, three kinds of threshold
values are used for each experiment. Observe the number of used PMs under the

Fig. 3. Deployment results in comparison with MaxResource strategy under different
scale of θ value. (a) TRRA with ρwte = 10, (b) TRRA with ρwte = 8, (c) TRRA with
ρwte = 6
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different loaded-scale. Figure 3(a), (b) and (c) manifest that, compared with
the max-resource allocation algorithm (MR), TRRA significantly reduce the
number of used PMs. Specifically, when ρwte = 6, the average number of used
PMs decreases by about 13 %; when ρwte = 8, the average number decreases
by about 38 % and up to about 49 % when ρwte = 10. As the trend shows that
TRRA effectively improve the utilization of data center. Focused on one of the
three figures, as the loaded-scale enlarge, the reduction rate emerge the same
trend, which indicates that our algorithm can admirably adapt to large scale
data centers.

Threshold ρwte is designed to restrain the waiting time during the process of
application execution. In experiment, we observe that whether the setting of ρwte

influence the fraction of waiting time in the practical implementation. As showed
in Fig. 3, with different threshold, the average waiting ratios are conditioned to a
small specific range as well as show the control of the utilization degree in data
centers. Further analyzing, in practical deployment, applications from a wide
diverse types serve its users with different requirement in response time, which
realize a tradeoff between the execution performance and utilization by selecting
one appropriate threshold. In conclusion, the proposed TRRA can commendably
reduce the overall resource usage and provide better performance to applications.

6 Conclusion

In this paper, we investigate the elastic resource allocation problem for resource
utilization optimization. We present MST model to characterize the dynamical
resource requirements for applications, and divide the resource into two parts:
essential part and extra part. The essential part is regarded as the common
resource requirement for all states, and extra part is the concern we focus. The
opportunistic resource sharing method is introduced to improve the resource uti-
lization. To overcome the resource collision by sharing, we introduce the WTE
variable to restrict the collision deterioration. Finally, we present a resource
allocation algorithm TRRA for dynamic resource requirements in data centers
to realize elastic resource scheduling. The simulation results show that, TRRA
reduces the physical machines used by up to 49 % with a proper WTE threshold
as compare to the max-resource reservation strategy. A better balance of perfor-
mance and datacenter utilization is achieved according to the service character-
istic provided by the application.
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Abstract. To guarantee the network computing system security, the
effective method is illegal or malicious software detection. Most of the
former researches implement it on OS kernel or hypervisor level. How-
ever, if the system is attacked by the ring 0 or ring 1 level risks, the
OS kernel or hypervisor is unable to provide the trusted base, which
may cause an incorrect result. To solve the shortcomings, we choose the
System Management Mode (SMM) to build a trusted execution environ-
ment. The SMM is a special cpu mode in the x86 architecture, which
could create a security and isolated area on firmware level for malicious
attacks detection.

In this paper, we remotely interrupt the local system, and design a
secure module in SMM to obtain messages from registers and physical
memory space. Those messages are used to back analyze the software exe-
cuting code segment for further information comparing. Beside the local
detection, we use remote attestation approach for verifying the secure
module. Our approach resists the attack surface under the OS level,
and advances state-of-the-art detecting transparently. Furthermore, the
analysis process could implement in the server to reduce the overheads
on the client platform.

Keywords: Software detection · Memory forensics · SMM · Semantic
gap · Security agent

1 Introduction

Network computing security has long been the basic requirement for comput-
ing services. In recent years, as with the fast development of network ser-
vices, the security of network operating system faces more challenges which
should pay more attention by administrations and firms. Many former researches
implement security policies on OS to build a safe computing environment,
like anti-virus technology, access control policy, isolation executing environment
mechanism, etc.
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Anti-virus software are a normally choose for the user. Generally, it has
two operation modes, host-based and network-based [1,2]. Both of those two
modes have the same problem that the anti-virus could be broken by higher level
attacks. Access control is to limit the actions or operations for a legitimate user
who intend to access the computer resource. Different access control approaches
and application are developed as will as the developing of computer technology
[3,4].

Meanwhile, the attractive security guarantees provided by virtual machine
monitors (VMMs) or Trusted Third Party (TTP), etc. [5–7], are proposed while
the cloud service development. More recently, researchers have been proposed
a hardware-centric approach, like HIEE [8], TrustZone [9], to provide a isolate
execution environment. Such isolation [10] is central to the architecture of system
integrity monitors that inspect the code and data of a potentially compromised
target.

However, the CSP is able to access the hypervisor or other software plat-
form by its higher privilege [11–13], further research on remote secure network
computing environment should be given. In the paper [14], it propose a new
mechanism to solve the problem on OS kernel-level. In this paper, we choose the
SMM [15] as a method to create a cleanroom computing platform on firmware-
level. Thus, the primary task is to create a protocol, to assure the user that
only the cleanroom protocol-based software can be run. Another key technol-
ogy is how to guarantee the SMM-based security module running in valid state
through remote attestation and memory forensics approaches, same researches
has been done to protect it [16–18].

In order to address the above challenges, in this paper, we propose a software
detection mechanism based on SMM which supports a hardware-level trusted
base. The contributions of this paper are summarized as follows:

(1) We utilize the SMM-based approach to construct a unipolar isolated com-
puting environment, which set as firmware-level trust base and outside of
the OS, it will products minimal user services environmental impact.

(3) We design special functions to acquire register data and physical memory in
SMM space, and a semantic gap reconstruction scheme for process detection.
The SMM-based computing environment make those operations transparent
to the user and the OS.

(3) We analyze the security and effectiveness about our proposed SMM-based
secure system.

The rest of the paper is organized as follows. Section 1 summarizes the fea-
tures of related work. Section 2 presents introduces the system model, definition
of SMM-based secure system, semantic gap reconstruction and preliminaries.
Following in Sect. 3, we describe the details of our proposed SMM-based secure
system and presents security analysis. Finally, Sect. 4 concludes our paper.
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2 System Architecture

2.1 Assumptions and Attacks

Our mechanism is intended to transparently protect the user computing envi-
ronment from any invasion of illegal software. We consider such a network com-
puting service mode that the operating system was provided by the cloud server
and user terminal. However, the operating system is a compromised service plat-
form. The user space or kernel-level security mechanism can not provides correct
detecting result, and the malware or rootkits running in OS will not be found by
the user, while the operating system was broken by those high-privilege attacks.

Before we describe the security mode, we need to analyze the basic technology
and conditions. As the functions for memory forensics are store in SMM handler,
which is part of the BIOS/UEFI, we assume the BIOS/UEFI will not be com-
promised. Now, although we use SMM for a trusted base to check the software
information, the SMM may be attacked by some other hardware-assisted risks,
like side-channel attacks. To simplify the mode, we assume it is security with
STM technology. Furthermore, we consider that an attacker with less control
permissions to physical access the computer resources.

2.2 System Model

In this paper, we propose the software detection model for network computing
mode which considered three entities: Secure Server (SS), Client, User.

In this model, the secure server is the most important role for software detec-
tion. First, it contains all software that a client needed for computing services;
Second, it signs a access control policy with the user, named cleanroom security
protocol, which is used to protect the software running in the client from out-
side or inside attacking. The client device may be a public terminal which use
to provide user network service with untrusted system. Thus, in this paper, the
basic goal for this model is to limit running software in the cleanroom policy.

2.3 Security Function Based on SMM

System Management Mode is a special-purpose operating mode in Intel x86
platforms, which is execution similar to Real and Protected modes available.
SMM was designed to provide for handling system-wide functions like power
management, system hardware control, or proprietary OEM-designed code. It
is intended for use only by system firmware from the manufacturer and not
intended to be 3rd party extensible [8,19].

In this section, we design a Security Agent (SA) in OS kernel firstly. The
main functions for the SA is to catch the process event and read the virtual
address of the first field of programs code segment. SA runs as a daemon in
the background when the OS started. Once a new process running in OS intent
to call a system operating instruction. The module will hook this action, and
find the process identity, file path, then the virtual memory address can be
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Fig. 1. Detection based on SMM

work out by an analyzing unit. After the SA get the process virtual address,
the next step is to find the process code segment, which should be working in
System Management Mode, cooperating with cleanroom management module
in SS to provide the safety services. If the user applies for security proof, the
server records the software identity and return the monitoring trigger command.
When the client receives the trigger command, it creates a trigger instruction
for detecting. Meanwhile, the client inputs the identify token, then the client
system jumps to the SMM mode.

As the Fig. 1 shown, the functions running in SMM handler is security
because the SMM provides an isolated execution environment. But the SMRAM
is a small memory space, we need to design a smaller but very efficient program
for process information extracting, analyzing, matching and other operations.

2.4 Process of Software Detecting

After the system is initialized, the user attempt to run some software in or out
of cleanroom protocol. Once the SA hooks a system call triggered by any other
software, the program information and process identity could be caught from
system information table like System Services Descriptor Table (SSDT). Those
program information is use to compute a virtual address addr about the first
field of the process which runs in system memory. Then, the SA trigger the
System management interrupt (SMI).

As the Fig. 2 shown, once the real-time system switch into SMM mode, the
SMM handler will runs some functions to extract process code segment. Then it
computes the hash value of code segment, the value and the process information
are send to the SS for next hash matching. If the SS gets the matching result,
it returns to client for prompting and process stopping. More details will be
described in next section.
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Fig. 2. The process of memory detection

3 Design and Evaluation

This section is intend to describe the processes of software detection based on
SMM. Firstly, we get the virtual address of the process handler, and set a SMI for
SMM check which send a process handler address to SMRAM at the same time.
Secondly, we design the extracting function to read the process code segment
with the physical memory dump and CR3 register value. Lastly, the function
compute the process code segment to get a hash value and match it with original
value in SS. The key factor for this mechanism is to protect it from attacks, the
next section we depict the key technologies. Finally, we simulate the process of
software detection, and develop a kernel-level agent for testing.

3.1 Secure Agent with Protected Mechanism

In Sect. 3, we already designed a model about secure agent in the OS kernel. In
the current implementation, we directly create a system call intercepted module
and place it into OS kernel. The main function for this module is to hook the
process events, and the monitor runs as a daemon in the background when the
OS started. Then, the agent is designed to be a module with the functions for
events hooking, process handler analyzing, virtual memory address acquiring.

Any modifications for kernel module in OS is easy to cause system crashes.
In order to reduce the impact on system performance, we build the agent in a
modular fashion, which creates little association with other system kernel mod-
ule but only uses some specific kernel functions. The software running in OS
cannot be bypassed with kernel-based agent. Based on kernel detecting, system
call interposition is a powerful technique for reading program behaviors and
obtaining process handler in run-time memory. The details for process detecting
in Security agent are depicted in Algorithm 1. As the workflow in Algorithm 1,
when the software runs in OS, it will continually trigger the system call inter-
ruption, those system events contain lots of process information. The functions
can be easy to read the process identity, file path and the others. Some special
system APIs could read the memory address with process identity. In Windows,
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Algorithm 1. Process Information Collected by Security Agent(event, paddr)

Input: Event event for a new process hooking by the agent.
Output: The virtual address for process handler paddr.

1: Add Special identity code (mark);
2: Insert Hooking Function(Output: pHandler);
3: if pHandler /∈ φ then
4: Analyze Address(pHandler, pAddr);
5: Trigger SMI(pAddr);
6: else
7: Waiting for next event.

return true;

Algorithm 2. Protection Mechanism for Agent based on SMM(mark, pos,result)

Input: Special code array mark from agent module.
pos is a location array for mark from pre-set.

Output: The result show if the Agent is correct or not.

1: get first address kaddr of kernel code page;
2: divide physical memory into a sequence pages array pagearr;
3: for pi = 1; i ≤ len(pagearr); j + + do
4: while not end of pagearr(pi) do
5: index ← 0;
6: offset ← 0;
7: if Code(pagearr(pi)) ← mark(index + offset) then
8:
9: Match the next mark;

10: result ← ture;
11: else
12: Jump out to While;
13: result ← false;

14: return result;

GetModuleHandler is a function for program to read the process handler with
process identity, then symbol & is used to get the process memory address. Above
steps help the user to get the process position (in virtual memory) from the run-
time system. Some steps like the “trigger” are re-defined with new context which
different from original data structure. Interruption should be modified to transfer
some messages to System Management RAM (SMRAM) for next computation.
This message include pddr and the process identity pHandler.

While the security agent sets in OS kernel, the kernel-based rootkit can lead
the agent in an unsafe state. Thus, it is important to design a protection mech-
anism for agent to keep security. As the agent is created by the secure server,
the secure server provide the software for user to build a computing environ-
ment, the agent will remake again. Then, the user could develop the agent code
by himself, this helps for the user set some special code in agent module, the
Algorithm 2 shows the steps to create a protection scheme.
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Through verifying the correctness of the security agent, we provide a trust
base for the SA to catch the user space process in a safety way. But the SA can
not transfer itself handler to SMM for security detecting, we need other methods
to find the agent code in physical memory space. As a self-design module, the
SA code could insect some function-useless code for external work, like the serial
number. We define a unique string as a program mark at the first line in the
main function.

We do not have the accuracy physical address of agent, but we can scan the
low-level (896 M) physical memory space in 4 kb (one page) mode, to match the
identifier strings in each physical pages. If we can not find the identifier strings,
then the agent may be broken. We will analyze the reason deeply, and if the mark
strings are found, we compute a segment code to be hash value, and match it
with the origin code in servers. Thus, we get the result if the agent is correct or
not. Because the agent is protected by functions on SMM, we consider that the
information-gathering operation is also security.

Algorithm 3. Software detection based on SMM(vaddr, cr3,result)
Input: Virtual address of Software paddr from agent module.

Page address cr3 from cpu register.
Output:The result shows the correctness of Software code.
Initialization: get first address vaddr of the new process; addr ← paddr; divide
physical memory into a sequence pages array pagearr; pde ← cr3; pte ← pde ∗ 4

1: get physical memory address about the process paddr;
2: if pde �= φ&cr3 �= φ then
3: paddr = addr ∗ offset1 + pte ∗ offset2 + addr ∗ offset3;
4: else
5: result ← false;
6: break;

7: Locate paddr in physical memory space;
8: Copy these page memory pagemeory;
9: if pagememory �= φ then

10: Compute hash value vcode;
11: Remote attest vcode;
12: Feedback the result
13: else
14: result ← false;
15: break;

16: return result;

With the security agent and its protection mechanism, we can get the first
virtual address paddr of a process safety. Based on SMM, The CPU can access
the register unlimited, we use a SMRAM space to receive the CR3 value like
Move&cr3&smem, the smem is a new space in SMRAM.

As the Algorithm 3 shown, the system fast traverse physical memory page,
to find the special positions and match the value. This operation is to check if
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it is the monitor module code. While special positions that is used to mark the
module, and the fast traverse algorithm should be simple and effective because of
the small memory space in SMRAM. With the paddr and smem, the extracting
function could find out the physical memory of this process. Then we get a
segment code to check the correctness with a origin code. The traverse algorithm
should be changed in a fast way, the function get the first page, each physical
memory page is 4 K, then, it find out the first special code. If here, find the
second, go on the same step, if not here, go to next page.

If the process code segment less than 4 k, the first code will be the main
function handler of process, if we insect special code in next pos, we will mixed
the code position. In this method, matching process is not doing locally. The
critical problem for those two methods is how to promise the monitoring module
in a trust environment. We assume that communication channel is safety enough,
and add some remote attestation mechanisms to check the correctness of the
computation about monitoring module.

3.2 Evaluation and Analysis

We propose a new mechanism for software detection in network computing mode.
Now we use a simulation environment to test the effectiveness about this mech-
anism.

Firstly, we analyze the security level about our mechanism, through com-
paring with application level, kernel-level, hypervisor-level protected methods.
The application and kernel anti-virus software are both running in the user
space, it use to check whether the (user or kernel) file data is broken. If the
anti-virus software is attacked by the same privilege program, it will be useless.
The Hypervisor-level detecting methods run in a isolate position to monitor the
virtual machines. However, it is controlled by the cloud servers that it can no
be resists the risks from inner-attack. Our mechanism puts the key functions
in SMM execution environment, which get firmware-level trusted base. The SA
runs in OS kernel but it protects by the functions in SMM handler. Then, we
get a higher level security promise in the network computing mode.

To pre-acquire the process information, we develop a security agent in kernel
space, named cleanroom monitoring module. It can hooks almost all system
call events, the events information then transfer to SMM after analyzing and
simplifying. All experiments are performed in a lab environment. The server runs
RedHat 6. The client includes two types, including virtual machine provided by
the server and a lab-assembling PC which with special lab-made x86 mainboard.
The OS running in clients is CentOS 6 with Linux core version 2.6.32. The testing
case running in system shows that the SA works in a perfect performance.

As the software detection algorithm is finally comparing the hash value of
binary code between real-time software code segment and original code segment.
We design a simulation methods to validate the feasible of the algorithm. We
use the winhex to transfer the self-defined execute file into binary file, and get
the code segment. Then, we use visstudio tool to debug the execute code, then
decompile the code to find out the memory data. Both the code segment are use
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to compute the hash value, and make a comparison to show that the original
data base is the same as the physical memory data if the software isn’t broken.
Otherwise, it is not the same. The testing shows that it is a feasible way to check
the software state.

We will continually work for a integral system experiment to guarantee the
network computing services running in a safety environment. Finally, we intend
to develop a prototype for further research on cleanroom security service.

4 Conclusion

In this paper, we propose a new software detecting mechanism based on SMM,
it will perform a more secure result than the kernel-level detection approaches
and VMM introspection technology. Because the System Management Mode
can provide a higher-level privilege (ring -2) for the user to access the physical
memory and register value, while the kernel-level or hypervisor-level attack can
not touch this isolate execution environment.

As the necessity for detecting the correctness of software in SMM, we design
a security agent (SA) in OS kernel and a memory forensics approach to solve the
semantic gap problem between process and physical memory data. The SA hooks
the system call events and transfer the address of the process handler to SMM
handler. Meanwhile, it trigger the SMI and the system switch to SMM for further
analysis. The memory forensics approach traverse the physical address space to
protect the security agent from attack and get the real-time process memory
dump for integrity verification. To conclude, the SMM execution environment
provides a high-level trust base and security services.

Our future work will continually extends our framework to implement a clean-
room security system, focus on testing the complexity and efficiency about this
approach.
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Abstract. Certificate is widely used in VANET (Vehicle Ad hoc Network) to
make it secure. But when a certificate is untrustworthy, it must be revoked. Prop‐
agation of certificate revocation information in VANET is not only essential but
also challenging. In order to optimizing the propagation network of certificate
revocation, Meet-Table is proposed. The Meet-Table of a vehicle records vehicles
it met in the past. With the help of Meet-Table, a vehicle only needs to broadcast
CRL (Certificate Revocation List) related to vehicles in its Meet-Table, so the
network communication complexity and storage complexity of CRL in VANET
can be optimized. Both of the two complexities are discussing formally.
Comparing the schema proposed in this paper with CRL in classical PKI, road
side unit broadcasting and epidemic fashion shows that the Meet-Table can
significantly reduce the complexity of CRL propagation.

Keywords: PKI · CRL · OCSP · RSU broadcasting · Epidemic · VANET · Meet-
Table based propagation

1 Introduction

VANET (Vehicle Ad hoc Network) is a mobile ad hoc network targets to improve road
safety and travelling comfort. It consists of OBU (On Board Unit), AU (Application
Unit) and RSU (Road Side Unit). In VANET, there are three communication domains:
In-vehicle domain, ad hoc domain and infrastructure domain [1]. In this paper, we focus
on the latter two domains, so we use vehicle to represent OBU and AU and the In-vehicle
domain.

Mobility, wireless character and privacy requirement bring VANET huge security
challenging. It requires ID authentication, message integrity, communication confiden‐
tiality, availability, and access control [2, 3]. In order to achieve the security goal of
VANET, many solutions were proposed. In these solutions, public key cryptography is
widely used. As a result, certificate must be used in VANET to make it secure. These
certificates can be divided into two types: long life certificate and short life certificate.
Short life certificate needs not to consider the problem of revocation. But long life
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certificate revocation is a problem unavoidable. There are many conditions, such as
compromise or loss of private key, severing of organizational affiliation, etc., can cause
certificate to be untrustworthy and revoked [4].

CRL (Certificate Revocation List) is a main technology used by PKI (Public Key
Infrastructure). It is issued by CA (Certificate Authority) in a periodical manner. The
CRL is stored on LDAP (Lightweight Directory Access Protocol) server for retrieving
[5]. Its problem is that application must retrieve the recent CRL and store it periodically.
In addition, CRL is not suitable for real time certificate revocation. OCSP (Online
Certificate Status Protocol) offers a possibility of gathering knowledge of the status of
a particular certificate without the acquiring of CRL. A client can request OCSP
responder to sign a response for a certificate [6]. Instead of directly accessing Internet,
vehicle in VANET often access Internet through infrastructure domain. In some areas
there are not RSUs, vehicle can’t access LDAP server and OCSP responder. So CRL
and OCSP are not very suitable in VANNET.

VII (The Vehicle Infrastructure Integration) tries to distribute CRL to vehicle
through RSU broadcasting [7]. This method required very large number of RSU and
high cost. Haas et al. try to propagate CRL in an epidemic fashion [8]. Epidemic method
can distribute CRL to all vehicles with less number of RSU and less time, but it requires
large storage and communication capacity in VANET.

In order to optimize the propagation network of CRL in VANET, we propose Meet-
Table to record the vehicles a vehicle met in the past. Utilizing the Meet-Table, we can
reduce the epidemic fashion’s storage and communication complexity from O

(
n2
)
 and

O
(
nh
)
 to O

(
(𝛾n)2

)
 and O

(
(𝛾n)h

)
. n is number of vehicles in VANET, h is hops of broad‐

casting, 𝛾 is the ratio of meeting of vehicles in the whole VANET.

2 Problem Modeling

For large scale and mobility of VANET, CRL in classical PKI and OCSP are not appli‐
cable in it. So broadcasting becomes the only choice. There are two typical broadcasting
schema, RSU based broadcasting and epidemic fashion broadcasting. In order to discuss
the problems confronting these schemas, we first evaluate the size of CRLs of VANET.

2.1 Size of CRLs in VANET

Let’s use nv to denote the number of vehicles in an area, nc to denote number of certificate,
and rissue denote ratio of issuing of certificate to vehicle, then the number of certificate
in VANET,

n
c
= n

v
× r

issue (1)

Let’s use rrevoke denote ratio of revoking of certificates, then the number of certificate
in CRLs,

n
crs

= n
v
× r

issue
× r

revoke (2)
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In United States, number of vehicles in 2014 is 260,350,940 [9]. In VANET a vehicle
needs one certificate at least. According to research, r

revoke
 is about 8 % [10]. So the

number of certificate in CRLs of USA’s VANET,

n
crs_USA

≈ 260, 350, 940 × 1 × 8% = 20, 828, 075 (3)

The size of a CRL varies from several KB to several hundred KB. Let’s suppose a
CRL contains ten certificates’ revoking information and the size of a CRL is 100 KB,
then the total size of CRLs in USA’s VANET,

sCRLs_USA ≈ 20, 828, 075 × 1∕10 × 100KB = 208, 280, 750KB ≈ 208GB (4)

So from Eq. 4 we can see that the total size of CRLs in a nationwide VANET is huge.

2.2 Problems of RSU Based Broadcasting

RSU based broadcasting schema utilizing road side unit to push CRLs to vehicles
passing it. There are two main problems this schema has to face.

(1) Vehicle is not able to store and process huge CRLs. The ultimate goal of this schema
is to push all CRLs to all vehicle. As what shows in Eq. 4, the size of all CRLs is
huge. In fact, a vehicle not only can’t store and process all CRLs but also needn’t
to do so, because it couldn’t meet and communicate with most of vehicles in all
CRLs forever.

(2) It’s hard for RSU to choose a subset of CRLs to broadcast. Broadcasting the whole
CRLs is not possible, so RSU can only to broadcast the recent CRLs. How to define
the recent CRLs isn’t an easy question.

2.3 Problems of Epidemic Fashion

The epidemic fashion use vehicle to vehicle communication to broadcast CRLs. It’s a
flooding method, so it’s communication cost is very high. The following shows two key
problems of this method.

(1) Its ultimate goal is also targeted to make all vehicles have all CRLs. As described
before, this goal is hard to achieve and not necessary.

(2) The communication cost is very high. The complexity of communication,

cepdemic = O(n
h

v
) (5)

Where h is hops in broadcasting. According to the research result of Chuha et al.,
VANET is Small world [11, 12], so h may be limited to 6.

cepdemic = O(n
6
v
) (6)

From Eq. 6 we can see that in a nationwide VANET, in which vn is about hundreds
of millions, the broadcasting can crash down all communication.
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2.4 Our Contributions

For the purpose of limiting complexities of storage and communication, we propose
Meet-Table to record vehicles a vehicle met in the past and let vehicle to broadcast CRLs
only to vehicles in its Meet-Table. Our major contributions to the problem of propagation
of certificate revocation information in VANET are following:

(1) We formally give the size of CRLs in VANET, and point out that both RSU based
broadcasting and epidemic fashion ignored the huge size of CRLs in a nationwide
VANNET.

(2) We propose Meet-Table to reduce the scale of a vehicle’s related vehicles to
decrease storage and communication complexity of CRLs propagation.

(3) We give algorithm of Meet-Table based CRL propagation and analyze its security
and performance.

3 Meet-Table Based CRL Propagation

3.1 Meet-Table

Meet-Table exists in every vehicle. A vehicle’s Meet-Table simply record vehicles it
met. In order to maintain it dynamically, we can add some additional information. So
the structure of Meet-Table can be as showing in Table 1. With the help of information
recorded in Meet-Table, new met vehicle can be added into Meet-Table, or replace
existed vehicle in Meet-Table with algorithms such as NRU (Not Recently Used), LRU
(Least Recently Used), etc.

Table 1. Data structure of Meet-Table

Name Type Note
VID String Vehicle ID, is key
FMT Date and time First Meeting Time
LMT Date and time Last Meeting Time
MC Number Meeting Count

In addition to Meet-Table, we must record serial numbers of certificates of vehicles,
because the revoked certificates are listed in CRL by their serial number. So we design
Meet-Cert table to do this. The structure of Meet-Cert is shown in Table 2. In order to
cache CRLs for future broadcasting, we design Meet-CRL to do it. The data structure
of Meet-CRL is shown in Table 3.

Table 2. Data structure of Meet-Cert

Name Type Note
CSN String Certificate Serial Number, is key
VID String Vehicle ID
CRLS String Certificate Revocation List Signature
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Table 3. Data structure of Meet-CRL

Name Type Note
CRLS String Certificate Revocation List Signature, is key
CRLC String CRL content

3.2 Propagation Algorithm

When a vehicle meets another vehicle, it executes Meeting algorithm showing in Fig. 1.
VID is the ID assigned to the met vehicle. CSNs is serial numbers of certificates issued
to the met vehicle.

Name: Alg-meeting
Input: VID, CSNs
If not VID Meet-Table
Add VID into Meet-Table

End if
For each csn CSNs
If not csn Meet-Cert then
Add csn into Meet-Cert

End if
End for

Fig. 1. Meeting algorithm

When a vehicle receives a crl from RSU or other vehicle, it executes propagation
algorithm showing in Fig. 2.

Name: Alg-propagation
Input: crl
For each 
If then
Put crl into Meet-CRL
Broadcast crl
Exit for

End if
End for

Fig. 2. Propagation algorithm

3.3 Procedure of Certificate Revocation in VANET

VANET executes certificate revoking procedure showing in Fig. 3 to revoke certificates
until the VANET stops as a whole.
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Name: Alg-revoking
Input: void
Do 
CA issues crl and puts it into LDAP server
RSU gets crl from LDAP server
RSU broadcasts crl
v receives crl
v propagats crl by calling Alg-propagation

Until be asked to stop

Fig. 3. Certificate revoking procedure

In Alg-revoking, all steps may be executed in a parallel and asynchronous model.
That means CAs, RSUs, and all vehicles are executing tasks of themselves respectively
at the same time.

4 Security and Performance Analyzing

4.1 Attack Model and Security of CRL

CRL is a major method used to release certificate revocation information. So attackers
usually block or delay the CRL distributing procedure. In other words, anti-DoS and
timeliness are two key aspects can be used to measure the security of CRL schema.

Classical PKI issues CRL into LDAP server for clients to retrieve. For clients don’t
retrieve CLR in real time model and LDAP server is a single-failure point, classical PKI
is bad at timeliness and anti-DoS. OCSP provides real time status check of certificate
but also has the problem of single-failure point, so it is good at timeliness but bad at
anti-DoS.

RSU based broadcasting is a positive and semi-distributed model, so it has an average
score in timeliness and anti-DoS of security.

Epidemic fashion and Meet-Table based propagation(MTBP) that we proposed work
not only in a positive model, but also in a completely distributed environment, so both
of them are good at timeliness and anti-DoS.

4.2 Communication Complexity

In classical PKI, OCSP and RSU broadcasting, CRL is not send to vehicle by vehicle,
so the communication complexity of them is respectively

c
PKI

= c
OCSP

= c
RSU

= O(n
v
) (7)

In epidemic fashion, CRL is broadcast in VANET from vehicle to vehicle, so its
communication complexity is shown in Eqs. 5 and 6.

In MTBP, CRL is only broadcast to a subset of vehicles, so its communication
complexity,
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c
MTBP

= O
(
(𝛾n

v
)

h
)

(8)

γ is the ratio of a vehicle’s met vehicles in all vehicles of VANET. For the same reason
of Eq. 6, h can be equal to 6. So

c
MTBP

= O
(
(𝛾n

v
)

6) (9)

4.3 Storage Complexity

In classical PKI, RSU broadcasting and epidemic fashion, all vehicles tends to store all
other vehicles’ CRL, so the whole storage complexity of VANET in these schemas is
respectively

s
PKI

= s
RSU

= s
epidemic

= O
(
n

2
v

)
(10)

In OCSP model, CRL only stores in a central server, so its storage complexity,

s
OCSP

= O(n
v
) (11)

In MTBP, all vehicles only store a subset of CRLs of met vehicles, so its storage
complexity,

s
MTBP

= O
(
(𝛾n

v
)

2) (12)

4.4 Comparing of Certificate Revocation Schemas

Now we put all the things discussed above into Table 4. From Table 4, we can see that
MTBP is secure and efficient than other CRL schemas.

Table 4. Comparing of certificate revocation methods

Timeliness Anti-DoS Communication complexity Storage complexity
Classical PKI Bad Bad O(nv) O

(
n

2
v

)

OCSP Good Bad O(nv) O(nv)
RSU broadcasting Average Average O(nv) O

(
n

2
v

)

Epidemic Good Good O
(
n

6
v

)
O
(
n

2
v

)

MTBP Good Good O
(
(𝛾n

v
)

6
)

O
(
(𝛾n

v
)

2
)

5 Conclusion

Through formal calculating of the size of CRLs and communication complexity of RSU
based broadcasting and epidemic fashion of CRL propagation in nationwide VANET,
we find both of them are not applicable in large nationwide VANET. By proposing Meet-
Table, we give a Meet-Table based CRL propagation schema. Comparing to classical
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PKI, OCSP, RSU based broadcasting and epidemic fashion, the proposed schema is
secure and efficient. So Meet-Table based CRL propagation schema can be used in
nationwide VANET.

In the next step, we will develop simulating system to evaluate our proposed schema
on several real vehicle trace data sets to study its real effect. We are also considering to
merge the advantages of CRL and OCSP in VANET utilizing DHT (Distributed Hash
Table) and the schema proposed in this paper.
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Abstract. Game theory is a methodology using mathematics models to analyze
the strategic interactions between participants. It has been widely used to analyze
the acceptance of system models under various conditions. In this paper, we
review the basic knowledge of game theory. After extensive literature study, we
propose a series of model requirements that should be paid attention in game
theoretical analysis. Furthermore, we classify the existing work into two catego‐
ries: games in information systems and games in network systems, which have
been analyzed in accordance with the aforementioned requirements. The review
shows that game theory is a good tool to analyze the adoption and acceptance of
a system model and can be used for improving system design towards practical
deployment. Moreover, we present the advantages and limitations of existing
studies, and propose future research directions.

Keywords: Game theory · System acceptance · Network performance ·
Equilibrium · Strategy analysis

1 Introduction

Game theory has shown its power in economic markets [26], government strategy [27] and
some other fields. It makes interactions formulistic by considering predicted behaviors and
actual behaviors. It recommends an optimal strategy for each game participant. It has
evolved a lot since formed in 1928 by von Neumann. Harsanyi is a famous economist who
has a conspicuous achievement in applying game theory in economics. He states game
theory to be strategic interaction [25], which means each rational player needs to choose
his actions based on other player’s countermoves that he supposes in social situations. So
some researches come up with an idea to use game theory to analyze and improve some
existing models or systems. This methodology turns out to be more effective than applying
simulation-based research methods. This discovery encourages researchers in different
fields to investigate system models with game-theoretical analysis.

Many studies have been performed based on game theory. Coucheney et al. used
game theory to help content providers choose the level of advertisement [18]. Duan et al.
used game theory to handle a multi-objective scheduling problem in hybrid clouds [20].
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Zhang et al. constructed an indirect reciprocity game in a spectrum access network that
can help reduce the selfish behaviors of secondary users in reality [22]. Dandekar et al.
performed empirical analysis based on game theory in a credit network to help an agent
to transact with distrusted agents [16]. In order to make selfish nodes in mobile ad hoc
networks to cooperate, a game theoretic approach with reputation mechanism was
proposed by Li et al. [23]. A Global Trust Management system for unwanted traffic
control may be hindered by the selfish nature of its stakeholders. For solving this
problem, Shen et al. modeled the interactions among all stakeholders as a public goods
game [24]. With the implementation of trust-based punishment mechanism, their coop‐
eration is easy to achieve, which proves that the Global Trust Management system for
unwanted traffic control can be highly accepted by its stakeholders.

With the rapid development of networking technologies and many other emerging
technologies, e.g., cloud computing. The infrastructure of network based services is
changed, which brings great convenience for users. However, there are some new issues
generated subsequently besides the merits. For example, in cloud storage services, a user
may lose direct control on its assets when its assets are moved to the cloud, which could
cause a big security threat. Facing emerging technologies and systems designed based
on them, it is essential to study their adoption and acceptance. Game theory becomes a
potentially useful tool for such an analysis. However, the literature still lacks an over‐
view on this field. Is game theory useful for such a research? What are the criteria to
perform such a study with game theory? How to evaluate the performance of such a
study? The above serious questions have not been investigated in the literature.

In this paper, we propose the requirements that should be considered when forming
game-theoretical analysis. Then we extensively review game-theoretical studies in
information and network systems and compare them according to the proposed require‐
ments. Specifically, the contributions of our survey can be summarized as follows:

• Different from designing a core model to describe a certain kind of games in [13],
we propose relatively comprehensive requirements that can be used to evaluate the
performance of game theoretic techniques.

• We overview and analyze the current literature in the area of information and network
systems with the application of game theory based on the proposed requirements.

• We come up with many open research issues that have not been considered in the
existing work and further point out future research directions.

The rest of our paper is organized as below. Section 2 provides definitions on a
number of basic concepts, followed by the requirements of game modeling and analysis
in Sect. 3. In Sects. 4 and 5, we review a number of existing studies that applied game
theory to study information systems and network systems based on the proposed,
respectively. The open issues and future research directions are discussed in Sect. 6. A
conclusion is summarized in the last section.
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2 Overview of Game Theory

2.1 Definition

Game theory is a new subfield of applied mathematics. It is a subject to study optimal
solutions in some conflicts. Game refers to the procedures that some people, groups or
organizations choose and carry out the strategies that they choose from their action sets
synchronously or successively, once or repeatedly under certain environments and rules,
and achieve corresponding payoffs. In order to describe a game, there should be at least
3 basic elements: (1) player that is the entity involved in a game and can be an individual,
a company, a nation, and so on; (2) strategy that a player may choose under a historical
perspective of actions; (3) payoff, also called utility that each player obtains when all of
them have chosen their actions from their strategy spaces. Apparently, the payoff not
only relies on the player’s own action, but also the actions of other players.

2.2 Classification

Games can be classified in different ways in terms of different aspects. Based on the
number of players, games can be classified as two-person games and N-person games.
If a game has two sides to make their decisions alone, and their strategies and benefits
have an interdependent relationship, this kind of games is called two-person game. If
the number of players is three or even more, the game is called N-person game. Based
on the order of games, they can be divided into static games and dynamic games. The
former, namely, means all the players choose actions or strategies at the same time, or
although their actions are chosen successively, the latter has no idea about the former’s
actions, so it can also be called “simultaneous-move game”. On the contrary, the latter
means each player chooses and acts in an order and the latter player can observe the
former’s choices and actions. If each player understands the payoffs under every situa‐
tion completely, this game is with complete information, while game with incomplete
information means that some players have inaccurate knowledge about other players’
characteristics, strategy spaces and payoff functions during gaming. Moreover, there is
a very common principle of classification, which is based on the purpose of game. If
every player chooses its strategy independently from the view of maximizing individual
payoff, the game is called non-cooperative game. In cooperative games, players nego‐
tiate a binding contract or form a coalition with others in order to gain favor for all
players.

2.3 Economic Definitions

In this part, we give the definitions of some economic terminologies and game models
that will be used later.

The Stackelberg model models a situation that there is a leader firm who takes the
first action and other follower firms take sequential moves. Finding the subgame perfect
Nash equilibrium (SPNE) is a way to find the solution to this model. SPNE means no
matter what happened in the past, player always chooses Nash equilibrium in every
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subgame. The prisoner’s dilemma is a typical game model of non-zero sum game. It
describes a possibility that cooperation between two complete rational individuals may
be difficult to achieve. Although cooperation is the choice to the players’ best interest,
the Nash equilibrium is that they both betray. This model shows that the individual
optimal options may not be the group optimal options. It is noticeable that the outcome
of prisoner’s dilemma played once is different from that played repeatedly. Since the
observation of previous actions, players are induced to choose to cooperate in case of
punishment. The economic term, public good, is a good with the characteristic of non-
excludable and non-rivalries. It can bring great benefits but we need to concern about
its quality and quantity, otherwise, the over-use of public good may cause negative to
the whole society.

3 Requirements of Game Modeling

The literature on game modeling is very diverse according to its applied situations,
assumptions, and modeling approaches. Herein, we propose a number of criteria in order
to measure the quality of game modeling.

Stability (ST): A game should eventually enter such a state that every player is satisfied
with its payoff, which means once this state is achieved, no one has motivation to change
its strategy. The game may not end up with a deterministic result without this require‐
ment.

Correctness (C): All possible final states of a game are supposed to satisfy the demand
or the goal of the model. For example, in a distributed lifetime-maximized target
coverage game [15], its final states should meet a coverage requirement.

Efficiency (E): With the application of the designed game, the cost is the lowest, the
payoff is the highest and there is no unnecessary waste of resources etc. For instance, in
a distributed lifetime-maximized target coverage game [15], if in any final state, there
exists active yet redundant sensors, we would say it does not satisfy the requirement of
efficiency because it causes unwanted energy squander.

Feasibility (F): A feasible model should at least satisfy the following requirements. First,
any player’s payoff function should be defined just according to the information obtain‐
able by the player. Second, if someone wants to turn the game into a feasible solution,
it would be difficult because of the parameters in the utility function, which contains
integral knowledge. Finally, the algorithm used should be as simple as possible to save
computing resources and ensure performance.

Scalability (SC): The designed model or algorithm supports scalability, which means
that it is also suitably efficient and practical when applied into a large scale scenario with
a less restrictive condition in pre-set assumptions with regard to input volumes and
storage demands, etc.
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4 Game Modeling in Information Systems

In this section, we provide an overview on a number of game modeling applications in
information systems. We classify the applications into three categories: cloud storage
services, catch problems, and others. We comment each existing work based on the
requirements presented in Sect. 3, which is summarized in Table 1.

Table 1. Comparison of games in information systems based on model requirements

Application scenarios ST C E F SC
Cloud computing Ref. [1] Y Y N Y Y

Ref. [8] Y Y Y Y N
Ref. [21] U Y Y Y N

Cache problem Ref. [9] Y Y Y N U
Ref. [17] N Y N Y Y
Ref. [19] Y Y N N N

Others Ref. [10] Y Y U U U
Ref. [11] Y Y Y Y U
Ref. [12] Y Y Y Y N

Y: Yes with consideration; N: No without consideration; U: Unknown with no discussion.

4.1 Cloud Storage Services

In the era of information explosion, the requirement of users’ storage grows exponen‐
tially, with 70 % growth annually. The emergence of cloud storage services has brought
a new opportunity and facility to lease memory to store data so that users do not need
to store it locally.

The action that cloud storage providers lease out storage spaces to users is a cost
effective but challenging decision. Khazaee et al. presented a repeated game with a
number of proposed new strategies [1] to show that these strategies are the most prof‐
itable for game players. If both players in the constructed game choose the most prof‐
itable strategies, they would be motivated to return to cooperate rapidly and their payoffs
can be increased correspondingly. This model can also be used to make decisions in
distributed situations where the players are independent. However, the quality of the
proposed strategy was not considered and evaluated. Evaluating with the proposed
requirements, we find that the effectiveness of the proposed strategies is not ensured,
while the others are satisfied.

As the agents in a decentralized storage system are independent, the agents with high
availability will shape a faction where they can duplicate information with each other.
However, this would harm the newcomers with low availability. A stochastic replication
model was proposed in [8], which can maximize data availability with a limited memory
space. There exists a unique SPNE, and a semi centralized “adoption” mechanism was
proposed with formulated rules to ensure its truth. Heuristics for both centralized and
decentralized allocation was proposed. Trough simulations, cooperation can be easily
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achieved. Based on the above analysis, we find that ST, C, E and F are satisfied while
the scalability is missed because it assumes that all agents have the same storage.

Cloud computing offers massive types of services that can cater for various require‐
ments of customers. Choosing the best services that satisfy the customer’s requirements
on the quality and expense of a service is crucially important. Esposito et al. solved this
service selection issue by applying fuzzy inference and a non-cooperative game with
complete information [21]. The efficiency of the proposed solution is empirically
evidenced through properly crafted simulation experiments. The simulation shows that
the solution converges and the chosen service is the optimal one. Overall, ST is unknown
because the authors did not discuss about the existence of equilibrium. SC is out of
consideration because the model just considers one customer at a time and assigns only
one service, while C, E and F are supported based on simulations.

4.2 Cache Problems

Cache is a memory that can be used for high-speed data exchange. The cache is normally
considered to improve the performance of network dramatically.

A revenue-rewarding scheme was proposed by Ip et al. to award the cooperative
proxies on the basis of their resources contributions [9]. At first, a non-cooperative game
was proposed but it turned out to be undesirable since there was no guarantee that the
equilibrium is socially optimal. Then two cooperative games, the profit maximizing
game, which is a Stackelberg game, and the utility maximizing game, which is a resource
allocation game, were proposed to support ST. The games perform well in Cooperative
Proxy-And-Client Caching (COPACC) system based on incentive, then C and E are
ensured. However, there still needs a cheat proof mechanism, which can detect the
actions of participants, to make the scheme feasible. Unfortunately, there are not any
measures taken to ensure SC.

In order to deal with the design of efficient algorithms to schedule workloads over
available cores, Tsompanas et al. presented a parallel bio-inspired model [17] that was
used to simulate the utilization of shared memory on multicore systems. It is a public
goods problem. A Common Pool Resource (CPR) game was modeled. This model can
capture the dynamic interactions of multiple players over the utilization of a public
resource under the same rules sufficiently. At the same time, it can be used in many
general cases. However, the equilibrium was not discussed in this paper. The consider‐
ations on cache memory levels were also limited. Incorporating other levels of CPR
games should be considered in the future in order to emulate the contentions over other
shared resources. According to the above introduction, ST and E should be concerned.

Hoiles et al. used a nonparametric learning algorithm to evaluate the request prob‐
ability of YouTube videos based on the past behaviors of users [19], and formulated a
non-cooperative repeated game to model an adaptive caching problem. Because the
game was non-stationary, an adaptive popularity-based video caching algorithm was
proposed. ST is ensured because a correlated equilibrium can be achieved. The result
that video servers can assort their caching strategies in a distributed way proves C.
However, the transport energy, routing energy and the information-centric network had
not been considered. In reality, there is more than one Content Distribution Network
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(CDN) and the types of caches are diverse. According to the analysis, E, F and SC of
the scheme are limited.

4.3 Others

In [10], Biran et al. stated that companies should take the competitive intelligence seri‐
ously in order to understand the tactical and strategic plans of the adversaries. Otherwise,
they may lose profitable opportunities. A non-symmetric mixed strategy game was used
and an analytic architecture was proposed to evaluate the worth of carrying out a
competitive intelligent information gathering system. It was showed that equilibrium
can be achieved in this game, which satisfies the requirement of stability. It can help
decision makers to make comprehensive decision in a competitive situation. It means
the model satisfies the requirement of correctness, while the other requirements (namely,
E, F and SC) are out of discussion.

Feedback implosion in wireless terrestrial networks makes such networks less scal‐
able. Anastasopoulos et al. presented a large-scale multicast service with autonomy and
high reliability, inspired by social psychology [11]. A contribution game was used to
model the processes of the proposed autonomic framework. Equilibrium can be
achieved. Simulations were carried out to show that this method can suppress feedback
messages in a pretty effective way with a high data transfer productiveness. But it also
has shortcomings, e.g., the evaluated delaying period is basically stable even if the
difference between the numbers of users is diverse. The discussion about SC of the
scheme was not provided, while the other requirements are satisfied based on afore‐
mentioned analysis.

Learning agents in multi-agent distributed resource allocation problem may be
needed to allow adaptation if considering the dynamic requirements and constraints [12].
Observing previous outcomes, which can be used to improve future decisions, can
contribute to accomplishing learning. Once the memories or observation capabilities of
agents are assumed to be limited, one must decide the size of the observation window.
The impacts to the game players’ performance of the allocation can be evaluated by
dispersion games. There exists equilibrium. In addition, a new evolutionary-based
learning algorithm was designed and applied to improve a traditional learning algorithm,
which makes the model more efficient and feasible than other existing work. But it only
deals with such a situation that the agents just face with information that is created by
their own, with the assumption that the agents are essentially bias-free, which is not
realistic. Only SC is not considered in this work.

5 Game Modeling in Network Systems

We review game modeling in network systems based on three application categories:
network selection, risk assessment and lifetime maximization in wireless sensor
networks. We comment each existing work based on the aforementioned requirements,
which is summarized in Table 2.
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Table 2. Comparison of games in network systems based on model requirements

Application scenarios ST C E F SC
Network selection Ref. [2] Y Y Y Y N

Ref. [3] Y Y Y U U
Risk assessment Ref. [4] Y Y Y Y N

Ref. [5] Y Y Y N N
Ref. [6] Y Y Y Y N
Ref. [7] Y Y Y N N

Maximize lifetime Ref. [14] Y Y Y U Y
Ref. [15] Y Y Y Y Y

5.1 Network Selection

Network selection becomes a serious issue with the emergence of various access
networks that provide multiple access chances in the next generation wireless access
networks because customers may have many choices with regard to network selection.
Antoniou et al. studied cooperative user–network interactions and captured their inter‐
actions by utilizing game-theoretic tools [2]. Based on this study, the involved entities
can achieve cooperation, which satisfies all of them through repeated interactions. The
equilibrium was discussed. Theoretical results provide a proof that cooperation between
users and networks would be incented by the developed method, and both players can
obtain relative higher payoffs through cooperation than applying a non-cooperation
strategy. However, the interactions between players who do not have perfect knowledge
with each other or uncertain players should be considered in order to show the scalability
of the proposed model.

Network Selection and Resource Allocation (NSRA) are strictly related. Traditional
methods handled them separately, while Cesana, Malanchini, and Capone formed a non-
cooperative game to dealing with them in an integrated way [3]. Nash equilibrium was
characterized and mathematical programming was proposed to obtain the equilibrium.
Simulation showed that even if the players take actions selfishly, they will not harm
other players’ interests. The end users can get the best quality of service and the access
network can obtain the maximum number of users. This method satisfies the first three
requirements (ST, C, E), while there is no discussion about the others (F and SC).

5.2 Risk Assessment

As the high utilization ratio of computer networks, it is crucial and essential to assess
the risks of usage for the sake of the security of network. In [6], a non-cooperative non-
zero-sum static game with complete information was introduced to compute the chance
of threat, named Game Theoretical Attack-Defense Model (GTADM). The equilibrium
can be reached, which shows that the game is stable and applicable. The model considers
the payoffs of defenders and attackers, and the results are the optimal solutions. What’s
more, this risk assessment model can also be used for assessing other risks, for instance
the ones designated by Attack Tree. In order to make the model more comprehensive,
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the weight of each node and the possibility of attacks should also be involved in the
model. Only SC is not satisfied.

There is another method presented by Wang et al. to predict an attacker’s behavioral
decision [7]. The authors emphatically introduced GTADM and Hierarchical Risk
Computing Model (HRCM) in the system, based on the model in [6]. This model can
help researchers analyze game players’ interaction. However, this scheme was only
simulated. In order to make it applicable in practice, the parameters used in the players’
payoff, the chance of attacks and the success rate of defense should be seriously set up
or modelled. ST, C and E are supported while F and SC are out of consideration.

The foregoing models are too tactless to transform their conditions optionally and
fleetly in the applications of cloud computing system. Furuncu et al. proposed an imper‐
fect information non-cooperative non-zero static game model [5] to make it compatible
in a scalable security risk assessment model. In principle, there was either a pure Nash
equilibrium or a mixed Nash equilibrium. This game method uses the payoffs of a
defender and an attacker, which makes the risk assessment process faster than any other
traditional methods. And the defender’s ideal strategy and the risks of the asset can be
calculated by this method. But only one kind of risk has been involved in the assessment
and the parameters used in the payoffs should also be refined. Only F and SC were not
considered.

When considering the risk from the perspective of users, attackers may find the
weakness of user device or cloud when moving asserts to the cloud [4] in order to attack
user asserts easily. According to such attacks, the cost and benefit functions of players
were formulated. The players in this model are the users while those are the network
governors and cloud providers in GTADM. Based on this game model, a user can decide
whether move assert to cloud or not. The novelty of this method is using user’s trust
value to calculate the payoffs. It was proved that there is exactly a pure Nash equilibrium
under some given trust value. However, the assets, actions and players considered should
be extended to make it more realistic. According to the analysis, only SC was not taken
into considerations.

5.3 Lifetime Maximization in Wireless Sensor Networks

Wireless Sensor Network (WSN), whose peripheral is a sensor that can perceive and
check the external world, is a distributed network. It communicates wirelessly, so its
network settings are flexible that the position of equipment can be changed easily. A
large number of sensor nodes have been disposed in a monitoring area to capture accurate
information. However, it is impossible to deploy the exact number of nodes. In order to
prolong the network lifetime, actions should be taken to save the energy of redundant
sensors.

Voulkidis, Anastasopoulos and Cottis proposed a coalitional game theoretic scheme
whose aim is to maximize the lifetime of wireless sensor network under prescribed QoS
[14]. The authors exploited the spatial correlation of sensed phenomenon measurements
to form nodes coalitions to drastically reduce the transmissions of representative nodes.
The above research result showed that the scheme can prolong WSN lifetime noticeably
and satisfy QoS specifications for proper WSN operations at the same time. What’s
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more, the efficiency and stability of this scheme were studied through simulations. This
scheme addresses implementation issues, which implies that the game design is prac‐
tical. F was beyond discussion, while the others (ST, C, E, SC) were under consideration.

In [15], Yen et al. proposed a target coverage game, which is a non-cooperative
dynamic game, to tackle a coverage problem. This research aims to find out a series of
sensors that satisfy specific coverage requirements. This model satisfies the requirements
of stability, correctness and efficiency according to rigorous proofs. Meanwhile, it was
demonstrated that game theory is feasible even if there are different coverage require‐
ments and different sensor capacity standards. An approach that can shorten convergence
time and energy consumption was proposed and its efficiency was proved through simu‐
lations. This game can be implemented in hardware-constrained sensor devices because
it only needs simple calculation. The requirements we proposed are all satisfied.

6 Open Issues and Future Research Directions

According to the above review based on the model requirements, we notify that game
theory indeed provides great help on many strategic related analyses to solve a number
system and network problems or puzzles. Cooperation is more likely to be achieved
between participants in repeated games. Equilibriums in static game can be improved
to some degree when the players take actions sequentially, namely, changing the game
into a dynamic game. In addition, improved mechanisms can be proposed or innovated
through game theoretical analysis. Thus, game theory is a good tool to evaluate a system
model and further optimize it.

However, we also find some problems in using game theory to analyze systems. First,
in some existing work, the selected or applied game models are not so accurate for
simulating the interactions between players. Second, the assumptions proposed are too
rigorous to apply into a real world. The game modeling is normally designed by simpli‐
fying the real system, which is hard to reflect the real complicated world. Third, due to
lack of knowledge and experimental limitations, the problem taken into account may
not be so comprehensive. We should do our endeavor to overcome. Fourth, lots of the
models can handle a specific problem perfectly, but it cannot be migrated to other situa‐
tions appropriately, thus lack generality.

The shortcomings presented above will motivate future studies. In what follows,
further propose some promising research direction with regard to game-theoretical anal‐
ysis by considering the game modeling requirements and the weaknesses of existing
work.

First, it is crucial to make sure which equilibrium is the most practical one. As
presented in [15], the stability requirement in some games corresponds to Nash equili‐
brium. But there may be multiple equilibriums in practice. In the mainstream game
theory, people are keen on using a pure mathematical logic to analyze rational actions
and determine the determinacy and feasibility of Nash equilibrium. But it is crucial to
justify which equilibrium is the best one that fits into real practice.

Second, historical experiences should be used in the game modeling and analysis in
order to reduce the loss caused by lack of comprehensive information. In practice,
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strategic decision is impacted by many factors, e.g., information communications, social
habits, common background, regulation of legal rules, existence of external options, and
so on. Some of them are hard to obtain. Therefore, historical experience analysis should
be used when the players lack understanding of each other’s values or strategic choices.

Third, semi-rational players who would take rational actions in a certain condition
should be considered. In the existing work, the players in game theory are generally
supposed to be rational, which is not realistic and may hinder the scalability of the game.
Any entity in society may follow the fashion if they have preference or the distinction
between each choice is insignificant, which would induce social cooperation. When
humanity is considered, a designed model would be wide-range. Irrational players
following some reasonable patterns could be concerned in the game modeling and anal‐
ysis. Since a system could act in a ubiquitous environment with various participants
playing therein, it is difficult or even impossible to design a universal model. But what
we can do is to improve it on the basis of the present.

7 Conclusion

Game theory, as a promising approach, has shown its effectiveness in analyzing the
adoption and acceptance of an information or network system. In this paper, we proposed
a research model that contains the basic requirements on game modeling: stability,
correctness, efficiency, feasibility and scalability. We used this research model to review
and evaluate the performance of existing game-theoretical methods used to analyze and
improve the information and network systems. We found that the game-theoretical
analysis is effective to some degree but there still exist a number of limitations that
restrain its performance. A number of open issues, e.g., the inappropriate model selec‐
tion, the rigorous assumptions, the lack of comprehensive knowledge and the absence
of scalability, motivate further investigation. Based on our review, we further propose
several future research directions, which we believe are very interesting research topics.
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Abstract. CCN (content-centric networking), a new network architecture, use
content as centric to communicate to each other. In-network caching is a major
feature of this promising architecture and takes advantage of in-network caching
to low the latency requested from users and network transport load reduction.
Thus, due to the wide in-network caching, CCNs have to cache much more
replicas, which increases the caching energy. From the perspective of energy
consumption and cost, the green CCNs find key factors influencing energy
consumption. Under the situation of latest research of green CCNs, a autonomous
regional network is choose as object of study and the nodes in network only needs
locally available, caching and transport energy from cooperative caching group,
content popularity and other information to make caching decision. The corre‐
sponding network energy consumption model is proposed, and a nonlinear
programming formulates the network energy consumption problem. Furthermore
an advanced genetic algorithm (GA) is used for solving nonlinear programming
optimal solution. The results test and verify that the cooperative caching group
exists an optimal caching depth for minimizing network energy consumption.

Keywords: Energy consumption optimization · Coordinating caching · Genetic
algorithm

1 Introduction

Now, the existing caching decision of CCN don’t considerer the integrated request hot,
network energy consumption, content popularity, synergy between the nodes and other
various factors. From the perspective of a domain, we study CCN caching system.
Coordinated caching can be better diversity of content in domain, limit the requests in
the domain, thus reducing hops that users accessing contents and network energy
consumption.

Recently, most researchers pay attention to these issues such as data naming, content
routing, in-network caching, security, etc., mainly on how to improve the utilization of
network resources [1]. In-network caching of green content network are also attracted
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by the academic communities, divided into centralized caching [1–6] and distributed in-
network caching solution. In [7], the author proposed a distributed in-network caching
scheme that content routers only make caching designs from local cache and transport
energy consumption information, formulated the distributed in-network caching energy
consumption problem, and proved the existence of Nash equilibrium in this solution.

In this paper, according to the short of centralized and non-collaborative manners
about energy efficient in CCN, we study the impact of coordinated caching way for CNN
on energy consumption.

2 Analysis of Energy Optimization Strategy and Energy
Consumption Model for CCN

2.1 Network Model of CCN

We assume that the administrative domain has n content router nodes denoted as r1,…,
rn. In steady state, a total of M kinds of contents in the entire network, represented by a
set M, with M are far larger than capacity c, and administrative domain select m kinds
of contents to cache. Referring to the content popularity model, in steady state, contents
in administrative domain obeys Zipf distribution. In M different kinds of contents, the
probability of access to the top k content may be expressed as follows:

F(k; M, 𝛼) =
∑k

i=1 (1∕i
𝛼
)

∑M

i=1 (1∕i𝛼)

, k= 1,… , M (1)

where α ∈ (0,1) is constant, called Zipf characteristic index, indicates the degree of
concentration content access.

2.2 Energy Optimization Strategy for CCN

We introduce parameter x∈ [0, c] to indicate the quantity of each node using coordinated
way to cache content. According to the features of this coordinated group [8], we propose
an intra-domain coordinated caching group strategy based on content popularity to
achieve energy consumption minimization. With this strategy, nodes cache content in
two stages:

(1) All nodes in this domain according to the local users’ request, calculated out the
top k content. We assume all nodes cache the local most popular content are the
same, namely, all routers place the top c-x content;

(2) The n nodes in this coordinated group use the capacity of x to cache content in
coordinated way, so intra-domain has nx kinds of coordinated content. After the
above two stages, intra-domain has c + (n − 1)x kinds of content, and still being
M-c − (n − 1)x kinds of content accessed from content sources S.
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2.3 Energy Consumption Model for CCN

We describe that the whole energy consumption for CNN, Eccn

wh
.

(1) Energy for nodes caching replicas, Eccn

m
: We use energy proportional model [9]. In

the given observation time t, if the number of replicas Ok is nk and the size of replicas
Ok is sk, the caching contents energy is:

E
cnn

m
(n

k
) = w

ca
n

k
s

k
t, (2)

(2) The transferring energy, Eccn

tr
: This article assumes that any node or any one user in

CCN only access one content from a single node, and in order to facilitate discussion
Table 1 gives some key parameters in CCN energy consumption model. Here we
introduce the average accessing hop between peer routers in coordinating caching
group Hr, and can be expressed as follow:

H
r
= A(n∕n

k
)
𝜇,𝜇 > 0 (3)

Table 1. Symbolic, meanings and the corresponding value in energy consumption model

Symbols Notations Values
p

r

d
Power density of a core router 1.7 *10-8 J/bit

p
roadm

d
Power density of a ROADM 1.95 *10-11 J/bit

p
wdm

d
Power density of a WDM link 5 *10-9 J/bit

p
e

d
Power density of Ethernet switches 8.21 *10-9 J/bit

p
g

d
Power density of Gateway router 1.38 *10-7 J/bit

p
pe

d
Power density of Provider edge routers 2.63 *10-8 J/bit

𝜆
ik

Request rate for object Ok at node i Multiple values

Where nk represents the number of content Ok stored in the coordinated caching
group. The energy for one router accessing content from other peer routers can be esti‐
mated as follow:

E
tr

ik
(n) = 𝜆

ik
s[(1 + H

r
)

(
p

r

d
+ p

roadm

d

)
+ H

r
p

wdm

d
] (4)

Transferring energy generated by users getting content Ok from local nodes is
expressed as:

E
tr

ik
= 𝜆

ik
s[3p

e

d
+ p

g

d
+ 2p

pe

d
] (5)

Users in administrative domain accessing contents Ok from content source S produce
transferring energy and can be expressed as:
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E
tr

isk
= 𝜆

ik
sp

s

d
d

s (6)

(3) Coordinated energy Ec: The entire coordinated energy can be expressed as follows:

E
c
= w ∗ n ∗ x (7)

In the above Formula (8), w is expected communication energy for single node and
one content.

2.4 The Optimization Energy Consumption Model for CCN

Caching energy for coordinated caching group is expressed as:

E
cnn

s
= w

ca
ncst (8)

By the Formula (2), we can conclude that the average intra-domain content
requesting energy consumption:

E(x) = [F(c − x + nx; M, 𝛼) − F(c − x; M, 𝛼]

∗

c+(n−1)x∑

k=c−x

n∑

i=1

E
tr

ik
(1)

+ [1 − F(c − x + nx; M, 𝛼)] ∗
M∑

k=c+nx

n∑

i=1

E
tr

isk

+

M∑

k=1

n∑

i=1

E
tr

ik
+ E

cnn

s

(9)

In practice, intra-domain transferring and content caching energy may be inconsis‐
tent with coordinated energy consumption. We introduce a weight parameter β ∈ [0,1],
and the energy consumption overall coordinated cache group can be expressed as
follows:

E
a
(x; 𝛽, w) = 𝛽E(x) + (1 − 𝛽)E

c (10)

The optimization problem of minimize energy consumption for coordinated cache
group can be expressed as:

min E
a
(x; 𝛽, w)

s.t:0 ≤ x ≤ c, c ∈ N
(11)
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3 Solving Energy Consumption Model and Analysis
of Experiments

3.1 GA Solve the Network Energy Optimization Consumption Problem

We use an improved genetic algorithm [10] to solve the problem (11). Firstly, fitness
function is designed to:

F(x) = E
a
(x; 𝛽, w) + 𝜌(x − c) (12)

ρ is the penalty factor. According to Formula (11), the number of individuals in this
population is c, setting the number of feasible point in this population is p1, the number
of infeasible point in this population is c-p1, feasible region is τ, standard deviation
function is std, and the penalty factor ρ is:

𝜌 =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

1
p1

∑

x∈𝜏

E
a
(x; 𝛽, w) −

1
c − p1

∑

x∈𝜏

E
a
(x; 𝛽, w)

1
c − p1

∑

x∉𝜏

x − c

, p1 > c ∗ 0.1

std (f (x))

std (x − c)
, x ∉ 𝜏, p1 ≤ c ∗ 0.1

(13)

The optimal seed x of populations makes:

x = min F(x
i
) (14)

Depending on the distance to optimal seed x, the remaining population divide into
population 1 and population 2. Using threshold Lk to define populations, seeds whose
distance to x are less than or equal to Lk enter population 1 and the remaining seeding
enter population 2. Two fitness functions can be used to represent the seed selection.
Fitness function F1 select seeds to population pop1 and pop2, and fitness function F2

sorts the seeds in population. Noting norm is Euclidean distance function; ε is the accu‐
racy; popsize, popsize1, popsize2 respectively represents total population size, popula‐
tion 1 size, population 2 size; and k is the evolution of algebra.

F1:

⎧
⎪
⎨
⎪
⎩

pop 1 = {x | norm(x, x) ≤ L
k
}; L

k
> 𝜀

pop 2 = {x | norm(x, x) > L
k
}; L

k
> 𝜀

pop 1 = {x | norm(x, x) > L
k
}; L

k
≤ 𝜀

pop 2 = 0; L
k
≤ 𝜀

(15)

L
k
= min(max(norm(x, x)) ∗ 0.5, ⟶

norm(x,x)
∗ (popsize ∗ 0.45)) (16)
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⟶

norm(x,x)
 is ascending sequence array of norm(x, x). After two populations are sorted by

fitness function F(x), these two populations separately enter into the mating pool
according to the roulette method, and roulette selection probability formula is:

Q(i) =
q(1 − q)

i−1

1 − (1 − q)n
(17)

n1, n2 represent the mating pool size of population 1, 2 respectively, and is calculated as
follows:

{
n1 = popsize ∗ 0.5; n2 = popsize ∗ 0.5; L

k
> 𝜀

n1 = popsize ∗ 0.5; n2 = 0; L
k
≤ 𝜀

(18)

3.2 Analysis of Experiments

We use matlab to simulate that Poisson distribution case what requests arrival rate of
each network node is three times per second under the network in stable state. The
x-axis in Figs. 1 and 2 represents the node capacity ratio of each node to cache content
in coordinated caching way; y-axis represents the network energy consumption in the
period of observation.

In this paper, we adopt a holistic energy consumption model. When coordinated
caching depth in the coordinated caching group is 0, the administrative domain uses a
Cache Everything Everywhere (CE2) policy to cache content. According to Figs. 1 and
2, we can seen that the largest energy consumption appears at x = 0, namely, the coor‐
dinated caching depth is 0, which is the administrative domain using CE2 strategy.
Obviously, from the perspective of energy saving, the coordinated caching strategy we
propose is much better than CE2.

Fig. 1. Zipf index
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In Fig. 1, we focus on the impact of different Zipf index to the administrative domain
energy consumption. We can observe smaller Zipf index, the greater the energy gener‐
ated, which is due to a smaller Zipf index meaning that the content requested by the user
is less not concentrated, and in the same observation period, there will be appeared
relatively dispersion of requested content diversity, so that energy consumption
increases. At the same time, the different Zipf index will lead to optimal caching depth,
when α = 0.7, 0.8 the optimal coordinated caching ratio is 0.2, indicating that the user
requests content more concentrated, the intra-domain desired content diversity will be
reduced, and the coordinated caching ratio for coordinated caching group will be
reduced.

We observe Fig. 2 and find that the increasing coordinated energy consumption is
with the increase of the weight parameter, but the trends of the three cases have no
significant changes. By comparison of transport energy consumption, content caching
energy consumption and coordinated energy consumption, we find that coordinated
energy consumption is only a small part of total energy consumption, so no matter how
the coordinated weight parameter changes, these three trends on the whole is approxi‐
mately the same. This study gives us some enlightenment that we can pay more attention
to transport energy consumption, content caching energy consumption, the intra-domain
by using a better place, cache replacement algorithm and hardware technology to reduce
the energy consumption, thereby reducing energy consumption of the whole network.

Above these situations, the administrative domain using coordinated caching way
can reduce energy consumption, and there is an optimal caching depth to is minimize
energy consumption, which is good guide to the deployment of CCN.

4 Conclusion

This paper proposed a coordinated caching energy optimization strategy based on
content popularity. The nodes in CCN not only taking into the local most popular content

Fig. 2. Coordinated weight parameter
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and coordinated caching content among nodes account to improve content diversity of
coordinated caching group, to reduce duplicate content transmission, enabling network
energy consumption is minimized. According to the characteristics of this coordinated
caching group, we establish relevant optimization energy consumption model, use an
improved genetic algorithm to solve optimal solution for this coordinated caching group.
Experimental results that compared with the existing cache policy, the proposed strategy
can effectively reduce the energy consumption of CCN.
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Abstract. Analytic database is designed for analytical applications which aim
to explore the value of massive data. It has been widely used in many areas, from
business analytics to scientific data discovery. In order to efficiently processing
massive data, analytic database often can be scaled-out to achieve high perform‐
ance. In this paper, in order to understand the intrinsic performance characteristics
of analytic database, we take the popular Greenplum database as the representa‐
tive analytic database system, and conduct a series of comprehensive performance
evaluation over it to characterize its scalability and performance features.
According to the experimental results and analysis, we obtained an series of initial
insights of the factors which may significantly affect the performance paradigm
of Greenplum, which will be helpful for analytic database system users to obtain
better analytical performance.

Keywords: Analytic database · Scalability · Data loading · Parallel query
processing · Performance evaluation

1 Introduction

In recent years, with the explosive growth of data, big data has become a hot topic in
the academia and industry. And with the expanding quantity of data, data analysis
becomes critical in many areas. With the emergence of this trend, the analytic database
has been appeared to be a promising key technology for big data processing. Analytic
database is an analytical application-oriented database which mainly designed for online
analytical processing, data exploration, etc. It has been widely used in many areas, from
business intelligence to scientific data discovery.

In this paper, we will take the popular Greenplum database as the representative
analytic database system, and conduct a series of comprehensive performance evaluation
over it to characterize the intrinsic features of analytic database system. Greenplum
Database is a Share-Nothing database which is based on open source database system
PostgreSQL [4–8]. It is an advanced, fully featured, open source analytical database
system. It provides powerful and rapid analytics on petabyte scale data volumes. It can
manage and handle a massive amount of data. By automatically partitioning data and
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running parallel queries, it allows a cluster of servers to operate as a single database
supercomputer performing tens or hundreds times faster than a traditional database.

In this paper, to study the extension ability of analytic database, and analyzes its
performance, we design experiment which is based on the TPC Benchmark-H (TPC-H)
to evaluate the analytic database, and the experimental study will provide the insights
for the performance optimization of the analytic database.

2 Analytic Database

Analytic database is an important branch of database product which was built to store,
manage and consume massive data. It is designed to be used specifically with business
analytics, big data and business intelligence solutions. Unlike a typical database, which
stores data per transaction or process, an analytic database stores business metrics data.
An analytic database stores business, market or project data used in business analysis,
projections and forecasting processes and also supports the compressed storage format,
parallel processing and bulk data loading. Analytic databases also are massively parallel
processing databases, which spread data across a cluster of servers, enabling the systems
to share the query processing workload. There are many of the analytic databases on the
market, like GBase 8a, SAP HANA, Greenplum Database and so on. In this section, we
will introduce some of these analytic databases.

2.1 GBase 8a

The GBase 8a is a high-performance database product, which is developed by Nanda
General Company [3]. It is for massive data analysis applications, and is based on a
unique column storage, compression, intelligent indexing techniques. The GBase 8a
aims to satisfy the need of the increasing data analysis of various data-intensive indus‐
tries, data mining, data backup, bulk data processing and ad hoc queries and so on.

2.2 SAP HANA

The SAP HANA database is positioned as the core of the SAP HANA Appliance to
support complex business analytical processes in combination with transactionally
consistent operational workloads [1, 2]. The SAP HANA database consists of multiple
data processing engines with a distributed query processing environment to provide the
full spectrum of data processing – from classical relational data supporting both row and
column-oriented physical representations in a hybrid engine, to graph and text
processing for semi- and unstructured data management within the same system.

2.3 Greenplum Database

Greenplum Database is a representative analytic database system. It is a massively
parallel processing database server that supports next generation data warehousing and
large-scale analytics processing [4–8]. Greenplum Database is an array of individual
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databases working together to present a single database image. The master is the entry
point to the Greenplum Database system. The master coordinates its work with the other
database instances in the system, called segments, which store and process the data. And
the Greenplum provides a choice of storage orientation models: row, column or a
combination of both. And it also provides append-optimized tables which is optimized
for bulk data loading and two types of in-database compression. With these reasons, we
choose the Greenplum Database as an example to research and analysis the character‐
istics of the analytic database.

3 Experiment Design

3.1 Experiment Environment

In the experiment, our measurements were performed with the Greenplum Database
(version 4.3.5.3) client application and the network bandwidth that connects the master
and segments is 10G Ethernet and the environment of master and segments are shown
in Table 1. We use the command that is provided by Greenplum to count the time. It
support for millisecond timing statistics.

Table 1. The configuration of greenplum database

Node name Master Segment
Operating System CentOS7 (Linux3.10.0-229.el7.x86_64)
CPU 4 cores Inter(R)-Xeon-CPU-

E5-2630@2.6 GHz
2 cores Inter(R)-Xeon-CPU-
E5-2630@2.6 GHz

Memory 8 GB 4 GB
Disk 100 GB

3.2 Experiment Design

In order to test the scalability and capability of the analytic database, we design the
experiment which is based on the TPC-H benchmark to test the analytic database [9].
We use the TPC-H to generate test data (data size is 20 GB) and test the performance
of bulk data loading, and then use the standard 22 queries to evaluating the system
scalability, effectiveness of compression and the efficiency of parallel query processing
of Greenplum.

4 Experiment Test

4.1 Scalability

In this experiment, we would like to take the Greenplum Database as an example to
investigating the scalability of the analytic database. We mainly evaluate the impact of
the different segments to the query performance. Greenplum Database enables dynamic
extend node. The initial state of the Greenplum has one master and two segments, and
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then we extend node to one master, four segments and one mater eight segments. We
test the query performance in these three situations by executing the queries which are
provided by TPC-H. Figure 1 shows the query performance with various segments setup.

Fig. 1. Query performance with the segments varying

From Fig. 1 we can know that, different segments often lead to different query over‐
heads. The query overheads of two segments is nearly twice the query time of four
segments. The query overheads of eight segments is half the query time of four segments.
This is mainly because each segment contains a distinct portion of data. The database
server processes that serve segment data always running over the corresponding segment
instances. When user issues a query, processes are created in each segment database to
handle the work of that query. As the segments increases, the volume of data stored in
each segment is less, this lead to the processes which are created in each segment to
handle less data. So the query overheads are decreased.

This experiment shows that when the volume of data is determined, with the
increasing the number of segments, the query overheads often to be reduced. And it also
verify that the analytic database, Greenplum, has excellent scalability.

4.2 Efficiency of Bulk Data Loading

In this experiment, we evaluate the capability of the bulk data loading. Greenplum
supports bulk data loading, and also provides append-optimized table storage. We use
the COPY command copies data from a file or standard input into a table and appends
the data to the table contents. We load data into the normal tables and the append-
optimized tables and compare the capability of these two situations (The Greenplum has
one master and four segments).

Figure 2 shows the data loading capability of append-optimized tables is faster than
normal tables. This is because the storage model of append-optimized tables is optimized
for bulk data loading. And in Fig. 2, the data loading capability of nation, region and
supplier are not improved. This is because these tables have less data, unable to take
advantage of append-optimized tables features.
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Fig. 2. Data loading capability of normal tables or append-optimized tables

This experiment shows the analytic database, Greenplum, supports bulk data loading
and it also provides append-optimized tables which is optimized for bulk data loading.
This experiment also shows that the append-optimized table storage works best with
denormalized fact tables which are typically the largest tables in the system and are
usually loaded in batches and accessed by read-only queries.

4.3 Effectiveness of Compression

In this experiment, we evaluate the effectiveness of data compressibility of the Green‐
plum. There are two types of in-database compression available in the Greenplum Data‐
base for append-optimized tables.

The following table summarizes the available compression algorithms (Table 2).

Table 2. Compression algorithms for append-optimized tables

Table orientation Available compression types Supported algorithms
Row Table ZLIB and QUICKLZ
Column Column and Table RLE_TYPE, ZLIB, and QUICKLZ

In this experiment, the tables which are stored in Greenplum are row-oriented. So
we use ZLIB Algorithm to compress the data. ZLIB provides 9 compression levels and
higher compression ratios at lower speeds. With the higher compression level can
significantly increase the compression ratio, though with the lower compression speed.
We compared three compression levels (1, 5, 9) in Greenplum which has one master
and four segments.

Figure 3 illustrates the efficiency of data loading capability between append-opti‐
mized table and different compression levels. In Fig. 3, different compression level has
different data loading capability, the higher compression level the lower data loading
time. This is because the higher compression level needs more resources to compress
the data and this consumes much time.
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Fig. 3. Performance of data loading Fig. 4. Performance of query execution

Figure 4 depicts the query performance between append-optimized table and
different compression levels. In Fig. 4, the performance gap between the different
compression levels is tiny and the query performance by using compression is better
than using normal tables. This is because the higher compression level the lower speed,
even though the data size is less than the lower compression level.

This experiment shows with the higher compression level can significantly increase
the compression ratio, though with the lower compression speed. When choosing a
compression type and level for append-optimized tables, consider CPU usage, compres‐
sion ratio, speed of compression, data loading time and query time. Even though the
higher compression level will save the storage space but it may affect the performance
of data loading.

4.4 Parallel Query Effectiveness

In this experiment, we evaluate the performance of parallel query processing. We build
Greenplum database cluster with one master and four segments and execute a number
of queries concurrently. Table 3 shows the query combination.

Table 3. The query combination

Query combination Type
Query1, Query2 The cost of query1 is high and the cost of

query2 is low
Query11, Query16 Low query costs
Query3, Query4 High query costs
Query1, Query2, Query3 The cost of query2 is lower
Query1, Query10, Query15 High query cost
Query2, Query11, Query16 Low query cost
Query1, Query2, Query3, Query5, Query16 The cost of query1, 3 and 4 are high and the

cost of query2 and 16 are low
Query12, Query17, Query18, Query19,
Query20

High query cost
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Figure 5 shows the capability of parallel query of the Greenplum. In Fig. 5, the
execution time of queries is not significant increase. This reflects that the Greenplum
has good capability of parallel query. In Fig. 5(a), (d) and (g), with the increase in the
number of queries, the execution time of query 1 and 2 increases. This is because that
execute the query need consume resources, but execute more queries at the same time
means competition for resources intensifies. In Fig. 5(h), the execution time of the query
12, 17, 18, 19 and 20 increases sharply. This is because these queries need consume
many resources and while execute these queries at the same time, the competition for
resources become more serious and this leads to these queries need more time to
complete the execution.

Fig. 5. Capability of parallel query

This experiment shows the Greenplum has good performance when concurrently
parallel processing a number of queries. And the number of concurrency and the
complexity of query will heavily impact the performance of the parallel query
processing.

5 Conclusion

In this paper, we take the Greenplum database as the representative analytic database
system, and conduct a series of performance study to investigate its scalability and
performance features. According to the experimental results and analysis, we obtained
an series of initial insights of the factors which may significantly affect the performance
paradigm of Greenplum, which will be the initial insights for the performance optimi‐
zation of the analytic database. For the analytic database, with the increasing number of
segments and the correct compression algorithms and levels could improve the perform‐
ance of query or data loading. And the number of concurrency and the complexity of
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query also can heavily impact the performance of the analytic database. We hope that
this paper will provide some solutions to improve the performance of analytic databases
for the users.
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Abstract. Medical professionals need a reliable methodology to predict
the survivability of patients with breast cancer. In this work, a classi-
cal association rule mining algorithm-Apriori was adopted for analyz-
ing the related association relationship between medical attributes of
records and the survivability of patients. The SEER Dataset was used
in this research. After the dataset was preprocessed, 29606 records was
obtained. Each record contains 17 breast cancer related attributes. Then
apriori algorithm was applied in these preprocessed records, 326 associa-
tion rules about ‘survived’ and 22 association rules about ‘not survived’
were obtained finally. These discovered association rules indicate that
the attributes of EOD-Lymph Node Involv and SEER historic stage A
play important roles in the survivability of patients after analyzed and
compared.

Keywords: Breast cancer · SEER dataset · Apriori · Association rule ·
Survivability

1 Introduction

Breast cancer is one of the most common malignant tumors in the world. Accord-
ing to the statistics [1], in the USA, approximately one in eight women has a
risk of developing breast cancer over their lifetime. Similarly, breast cancer is
also a high concern among Asian women. Breast cancer account for 22.8 % in all
malignant tumors among women and the mortality rate of breast cancer account
for 14.1 % in all cancer [2]. In the recent 30 years, with the improving of people’s
living standards, the incidence of breast cancer has continued to grow in the
world [3].

Data mining is the process of discovering new patterns from large data sets
[4]. Association rule mining is a kind of data mining, which is extracting frequent
item sets with high probability from data sets and extracting hidden association
rule based on already extracted frequent item set [5]. Data mining has been
successfully used in the medical field [6], like in lung cancer [7] and breast cancer
[8]. Moreover, this trend continues to grow in the studies of Cios et al. [9] and
Houston et al. [10].
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The SEER Public-Use Data [11] has been used in many research like [12,13].
SEER dataset contains many attributes that are related with breast cancer like
Primary Site, stage, tumor size, cause of death [14] and so on, therefore, SEER
dataset is satisfied with our needs in research.

In this paper, firstly, the preprocessed data was classified into two categories
which are ‘survived’ and ‘not survived’. Then, apriori algorithm was applied
in these two categories respectively. Finally, association rules about ‘survived’
and ‘not survived’ were obtained and these rules reflect that the attributes of
EOD-Lymph Node Involv and SEER historic stage A play important roles in
the survivability of patients after analyzed and compared.

2 Association Rule Mining

2.1 Related Concepts

Association rule mining is related to collection, database, transaction and other
concepts. E = {e1, e2, ..., en} is a collection of n different items. D is a transaction
set of a pending database. Each transaction T contains several ei(ei ∈ E, i =
1, 2, ..., n). Association rule is represented as the form of X → Y,X ∈ T, Y ∈ T .
The process of association rule mining involves two important attributes which
are support and confidence. Support (X → Y ) = P (X ∪ Y ), Confidence (X →
Y ) = P (Y |X) = P (X ∪ Y )/P (X).

Next, a minimum threshold of support (minsupp) and a minimum threshold
of confidence (minconf) are set. Finally, the extracted associated rule X → Y
will satisfy P (X ∪ Y ) � minsupp and P (Y |X) � minconf at the same time.

2.2 Apriori Algorithm

Apriori [5] is a classical algorithm for association rule mining. Specific steps of
Apriori is as follows:

1© Firstly, scanning transaction set D and calculatting support of every item
in D, if the support of an item is greater than or equal to the inputed minmum
threshold of support, then this item is regarded as a frequent 1-item. Apriori
will find out the set of all frequent 1-item L1.

2© If the set of LK − 1 has already found, then the set of LK is generated
based on LK − 1. Supposing L1 belongs to LK − 1, and L2 belongs to LK − 1, if
the first k − 2 items of L1 are respectively correspond to L2’s, then connecting
L1 and L2 to form candidate k-item set. Repeating these operations to get the
set Ck of all candidate k-item sets.

3© For each c ∈ Ck, if a k−1 items subset of c is not in LK −1, then removing
c from the set of Ck, otherwise, keeping c in Ck.

4© For each transaction d in D, if d contains candidate item set c in Ck, then
plus 1 to the value (the initial value is zero) for support count. Traversing all
candidate item set c in Ck, if finally the value of c for support count is greater
than or equal to inputed threshold for support, then putting c into Lk which is
a set of frequent k-items.
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5© Repeating steps 2© ˜ 4© until Lk is empty.
6© Getting the final frequent items set L, L = L1 ∪ L2 ∪ ... ∪ Lk.

3 Data Preprocessing

3.1 Attributes Acquisition

In this paper, 740506 records in SEER breast cancer data were adopted in
research. Each record includes 146 attributes. Firstly, referring to the reference
[14], records were classified into two categories-‘survived’ and ‘not survived’.
Cause of Death to SEER site recode (COD), Survival months (SM) and Vital
Status recode (VSR) were included in the pre-classification process and these
three attributes were used together to classify records together.

Pre-classification method is shown as follows:
1© If SM � 60 and V SR = alive, then the record is pre-classified as ‘sur-

vived’.
2© If SM<60 and COD = 26000 (which represents breast cancer), then the

record is pre-classified as ‘not survived’.
3© If the record is neither satisfied 1© nor satisfied 2©, then this record is

ignored.
After pre-classification, 17 attributes were selected that are related to breast

cancer after referring reference [15]. These 17 attributes are the cause of the
outcome of survivability. The association relationships were obtained which are
between some of 17 attributes and the survivability by apriori algorithm. The
17 attributes were included with 12 nominal variable attributes and 5 numeric
variable attributes. Nominal variable attributes show in Table 1 and numeric
variable attributes show in Table 2. These 17 attributes were numbered for the

Table 1. Nominal attributes

Nominal variable name Number of distinct values

Marital Status at DX 6

Race/Ethnicity 29

Primary Site 9

Behavior Code ICD-O-3 2

Grade 5

EOD-Extension 32

EOD-Lymph Node Involv 9

RX Summ-Radiation 9

RX Summ -Surgery Type 24

Histology Recode-Broad Groupings 26

SEER historic stage A 5

First malignant primary indicator 2
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Table 2. Numeric attributes

Numeric variable name Mean Range

Age at diagnosis 61.37 2–108

EOD-Tumor Size 20.16 0–985

Regional Nodes Positive 1.28 0–84

Regional Nodes Examined 7.54 0–88

Number of primaries 1.35 1–11

purpose of that data can be applied in Apriori algorithm. Table 3 shows the
numbered attributes.

3.2 Data Conversion

Since numeric values are too much, these numeric values of selected attributes
are segmented. The attribute of age is taken for example. 1–10 age group was
classified as a class and it was marked as 01. Similarly, 11–20 age group was
classified as another class and it was marked as 02. Table 4 shows the segmented
numeric arguments.

Table 3. No. of attributes

Attribute name No.

Marital status at DX 01

Race/Ethnicity 02

Age at diagnosis 03

Primary Site 04

Behavior Code ICD-O-3 05

Grade 06

EOD-Tumor size 07

EOD-Extension 08

EOD-Lymph node involv 09

Regional Nodes Positive 10

Regional Nodes Examined 11

RX Summ-Radiation 12

RX Summ-Surgery Type 13

Histology Recode-Broad Groupings 14

SEER historic stage A 15

Number of primaries 16

First malignant primary indicator 17
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3.3 Records Filtering

Records were picked out from a total of 740506 records after attributes were
confirmed to be adopted in this study. If some values are null or represent unknow
of 17 argument attributes in a record, then the record was deleted. For example,
Marital Status at DX = 9 or EOD-Tumor Size = 999 or RX Summ-Surgery
Type = 09, these values represent unknown. Furthermore, records were deleted
if they do not satisfy the conditions of pre-classification like above mentioned.
Finally, 76655 records were obtained after the pre-processing. There are 61852
records belonging to ‘survived’ and 14803 records belonging to ‘not survived’.
Because the amount of ‘survived’ is more than the amount of ‘not survived’ too
much, a random sample of 14803 records from 61825 records were taken for the
purpose of data balancing.

Table 4. Segmentation of numeric attributes

Numeric variable name Range New value

Age at diagnosis 1–10 01

11–20 02

...... ......

101–110 11

EOD-Tumor Size 000 000

001–010 001

011–020 002

...... ......

981–990 099

Number of primaries 01 01

02 02

...... ......

11 11

Regional Nodes Positive 00 00

01–05 01

06–10 02

...... ......

86–90 18

Regional Nodes Examined 00 00

01–05 01

06–10 02

...... ......

86–90 18
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3.4 Transaction Sets Collection

After data pre-processing the ‘survived’ transaction set and the ‘not survived’
transaction set have been obtained which show in Table 5. Each transaction
includes 17 values of breast cancer related attributes and a transaction set
includes 14803 transactions. Taking the first transaction of Table 5 for exam-
ple respectively and their corresponding interpretations are in Tables 6 and 7
which interpret the first five items from all 17 items.

Table 5. Transaction set of ‘survived’ and ‘not survived’

No. Transaction (‘survived’) Transaction (‘not survived’)

1 012 0201 03007 04C504 053 062
07001 0810

015 0201 03008 04C508 053 069
07003 0810

090 1000 1102 121 1320 1409 151
1601 170

096 1001 1102 120 1350 1409 152
1601 170

2 014 0201 03007 04C504 053 062
07002 0810

012 0201 03008 04C508 053 063
07004 0810

090 1000 1102 120 1350 1409 151
1602 170

095 1097 1198 121 1320 1409 152
1601 170

...... ...... ......

14803 015 0201 03007 04C504 053 069
07001 0810

014 0202 03007 04C502 053 063
07003 0810

090 1000 1103 120 1350 1409 151
1602 170

092 1002 1103 121 1350 1409 152
1601 171

Table 6. Interpretation of a partial ‘survived’ transaction

Item Interpretation

012 Marital Status at DX = 2 (2 represents married.)

0201 Race/Ethnicity = 01 (01 represents white.)

03007 Age at diagnosis = 007 (007 represents 61–70.)

04C504 Primary Site = C504 (C504 represents upper outer quadrant of
breast.)

053 Behavior Code ICD-O-3 = 3 (3 represents malignant, primary site
(invasive))
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Table 7. Interpretation of a partial ‘not survived’ transaction

Item Interpretation

015 Marital Status at DX = 5 (5 represents widowed.)

0201 Race/Ethnicity = 01 (01 represents white.)

03008 Age at diagnosis = 008 (008 represents 71–80.)

04C508 Primary Site = C508 (C508 represents breast cross)

053 Behavior Code ICD-O-3 = 3 (3 represents malignant, primary site
(invasive))

4 Specific Application

4.1 Frequent Itemsets Acquisition

In this work, the minimum support threshold was set to 20 %. Since the ‘sur-
vived’ transaction set and ‘not survived’ transaction set include 14803 transac-
tions respectively, there are 29606 transactions in total. The threshold number
of occurence of each frequent item set is 5922. Apriori algorithm was applied to
the transaction set of ‘survived’ and the transaction set of ‘not survived’ respec-
tively and 483 frequent item sets of ‘survived’ and 169 frequent item sets of ‘not
survived’ were obtained.

For example, the second frequent item set listed in Table 8 is {1350, 1409}.
In the ‘survived’ transaction set, the occurence number of {1350, 1409} is 5993.
Since 5993 is more than 5922, {1350, 1409} is a frequent item set which repre-
sents RX Summ-Surgery Type = 50 (50 represents the surgery type is Modified
radical/total mastectomy with dissection of axillary lymph nodes), Histology
Recode-Broad Groupings = 09 (09 represents the histology is ductal and lobular

Table 8. Frequent itemsets of ‘survived’

No. Frequent itemset Occurence number Support

1 1601 10232 34.561 %

2 1350 1409 5993 20.243 %

3 0810 171 11069 37.388 %

4 120 1409 171 5943 20.074 %

5 012 053 1601 6173 20.851 %

6 053 090 151 9289 31.375 %

7 090 1409 1601 171 5987 20.222 %

8 0201 1000 151 171 6796 22.955 %

9 053 090 1409 1601 171 5987 20.222 %

10 0201 053 090 1000 1409 151 6848 23.130 %

...... ...... ...... ......
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neoplams). The second frequent item set listed in Table 9 is {063, 171}. In the
‘not survived’ transaction set, the occurence number of {063, 171} is 5948. Since
5948 is more than 5922, {063, 171} is a frequent item set which represents that
Grade = 3 (3 represents the cancer grade is 3), First malignant primary indi-
cator = 1 (1 represents the tumor of breast cancer is a first malignant primary
indicator).

4.2 Association Rules Acquisition

Association rules were obtained based on frequent itemsets. The association rules
finally obtained are like the forms of A → 1 (1 represents ‘survived’) or B → 2 (2
represents ‘not survived’). In this work, the minimum confidence threshold was
set as 70 %. The algorithm for obtaining association rules in the form of A → 1
is as follows:

1© Frequent item set A was obtained after Apriori algorithm was applied to
the transaction set of ‘survived’. The occurrence number of A in transaction set
of ‘survived’ was marked as count1.

2© After searching for the transaction set of ‘not survived’, the occurrence
number of A in it was obtained and the number was marked as count2.

3© confidence1 = count1/(count1 + count2).
4© If confidence1 � 70% then A → 1 is a strong association rule.
The algorithm for obtaining association rules in the form of B → 2 is as

follows:
1© Frequent itemset B was obtained after Apriori algorithm was applied to

the transaction set of ‘not survived’. The occurrence number of B in transaction
set of ‘not survived’ was marked as count1.

2© After searching for the transaction set of survived, the occurence number
of B in it was obtained and the number was marked as count2.

3© confidence2 = count1/(count1 + count2).
4© If confidence2 � 70% then B → 2 is a strong association rule.
Finally, 326 association rules were obtained which are in the form of A → 1

and 22 association rules were obtained which are in the form of B → 2. We con-
sulted with professional doctors in breast cancer and they said these association
rules have a certain reference value. A few representative and comparable asso-
ciation rules are listed. Table 10 shows some association rules about ‘survived’.
Table 11 shows some association rules about ‘not survived’.

In Table 10, The first association rule (Race/Ethnicity = 01 and EOD-Lymph
Node Involv = 0 and SEER historic stage A = 1 → survivability = survived)
represents if the race is white and no lymph node is involved, and the tumor
is localized, then the patient is more likely to survive more than 5 years. The
third association rule (SEER historic stage A = 1 → survivability = survived)
represents if the tumor is localized, then the patient is more likely to survive
more than 5 years. The seventh association rule (EOD-Lymph Node Involv = 0
→ survivability = survived) represents if no lymph node is involved, then the
patient is more likely to survive more than 5 years.
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Table 9. Frequent itemsets of ‘not survived’

No. Frequent itemset Occurence number Support

1 152 7979 26.951 %

2 063 171 5948 20.091 %

3 1409 171 11578 39.107 %

4 0201 1350 1601 5935 20.047 %

5 120 1409 1601 6668 22.522 %

6 0201 053 1350 1601 5925 20.013 %

7 0201 0810 1601 171 6240 21.077 %

8 0201 053 1409 1601 8769 29.619 %

9 0201 053 1350 1409 171 5925 20.013 %

10 201 053 0810 1409 1601 6130 20.705 %

...... ...... ...... ......

Table 10. Partial association rules about ‘survived’

No. Association rules Support Confidence

1 0201 090 151 → 1 26.680 % 70.811 %

2 0810 090 1000 151 171 → 1 26.988 % 75.520 %

3 151 → 1 31.375 % 70.617 %

4 053 1000 1409 171 → 1 25.397 % 74.152 %

5 012 090 → 1 28.504 % 77.500 %

6 053 0810 151 → 1 31.335 % 70.596 %

7 090 → 1 40.144 % 71.493 %

8 012 1000 → 1 23.087 % 77.901 %

9 1000 151 171 → 1 27.011 % 75.536 %

10 012 0810 090 171 → 1 20.293 % 78.341 %

...... ...... ...... ......

In Table 11, the first association rule (SEER historic stage A = 2 → surviv-
ability = not survived) represents that if the tumor is regional, then the patient
survives less than 5 years. The third association rule (EOD-Lymph Node Involv
= 6 → survivability = not survived) represents if the highest specific lymph
node chain is 6 that is involved by the tumor, then the patient survives less than
5 years. The eighth association rule (Behavior Code ICD-O-3 = 3 and SEER
historic stage A = 2 and First malignant primary indicator = 1 → survivability
= not survived) represents that if tumor is malignant and the primary site is
invasive, and the tumor is regional, and the tumor is the first malignant primary
indicator, then the patient survives less than 5 years.
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Table 11. Partial association rules about ‘not survived’

No. Association rules Support Confidence

1 152 → 2 26.951 % 72.451 %

2 053 096 → 2 20.263 % 74.698 %

3 096 → 2 20.263 % 74.698 %

4 1409 152 1601 → 2 21.229 % 75.018 %

5 053 1409 152 1601 → 2 21.229 % 75.018 %

6 1409 152 → 2 25.397 % 72.076 %

7 053 1409 152 171 → 2 22.553 % 70.768 %

8 053 152 171 → 2 23.874 % 71.114 %

9 0201 152 → 2 21.526 % 71.607 %

10 053 152 1601 → 2 22.479 % 75.342 %

...... ...... ...... ......

Therefore, the two attributes of EOD-Lymph Node Involv and SEER historic
stage A play important roles in the survivability of patients. If no lymph node is
involved, then the patient is more likely to survive more than 5 years. However, if
the highest specific lymph node chain is 6 that is involved by the tumor, then the
patient is more likely to survive less than 5 years. Furthermore, if the tumor is
localized, then the patient is more likely to survive more than 5 years. However, if
the tumor is regional, then the patient is more likely to survive less than 5 years.

5 Conclusion and Future Works

In this paper, association rule mining algorithm was applied to SEER breast
cancer data and 326 association rules about ‘survived’ and 22 association rules
about ‘not survived’ have been obtained. These rules reflect that the attributes
of EOD-Lymph Node Involv and SEER historic stage A play important roles
in the survivability of patients after analyzed and compared. Doctors can take
advantage of these association rules in treatments of patients and can encourage
treatments which are beneficial to the survivability. At the same time, these
association rules can help doctors and patients identify the symptoms of survival.

In the future, we will invite medical experts to be involved in the selection
of these association rules for the purpose of finding something more valuable.
Moreover, Apriori algorithm needs to scan database every time when searching
for a frequent item set, therefore it is in a low efficiency. We will improve Apriori
algorithm to improve the efficiency of data mining.
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Abstract. This paper studies the problem of localization for mobile users with
low communication cost. Due to the sparse deployment of anchors, the local-
ization probabilities achieved by the traditional fixed anchors-based methods are
not acceptable. To solve this problem, we propose to exploit the localized users
as the mobile anchors for localizing the non-localized users. In this way, the
localization probability can be improved. Moreover, an algorithm for electing
mobile anchors is designed to decrease the communication cost, with several
provable properties. This electing algorithm is a distributed method, without
negotiation among mobile users. Extensive experimental results demonstrate
that in terms of localization probability, our method outperforms the traditional
fixed anchors-based methods by approximately 30 %*60 % with a small
increment of communication cost.

Keywords: Localization for mobile users � Localization probability �
Communication cost � Mobile anchors electing � Hashing

1 Introduction

In recent years, wireless localization has attracted considerable research interest for the
increasing demands on location-based services such as mobile electronic commerce,
emergency rescue, industry, military, and Wireless Sensor Networks (WSNs) [1, 2].
Among these, localizing the mobile user is the most significant. For example, when
disasters occur, the uncertainty of the victims’ positions brings great inconvenience to
the rescue work. Global Positioning System (GPS) [3] has been widely used for the
localization in the outdoor environment. However, two factors limit its applications:
first, installing every node with a GPS receiver is expensive in cost; second, and more
important, it performs poor in the indoor environment such as mine, market, airport and
warehouse etc.

Recently, localization mechanisms with wireless signal have been proposed. The
typical methods include Time of Arrival (TOA), Time Difference of Arrival (TDOA),
Angle of Arrival (AOA) and Received Signal Strength Indication (RSSI) [4]. However,
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the proposed solutions based on these technologies are acceptable only when there is
sufficient distance information from anchors. For example, in some scenarios, due to
sparse anchor deployments, short radio communication ranges, and physical obstacles,
a sufficient number of ranging information usually cannot be well received, so that the
localization probability declines sharply [5]. Hence, developing a reliable and effective
algorithm to solve this problem is important and requires more investigations [6].

To solve the above problem, mobility-aided localization methods, in which mobile
anchors are exploited to aid in localization, have been investigated recently in studies
such as [7, 8] etc. However, it is well known that a moving anchor can cover only a
small area within a reasonable time [9]. Therefore, adding more mobile anchors in the
network area leads to better performance, but the movement of the anchor increases the
energy consumption and introduces greater hardware support requirements, such as
GPS and mobile elements. Consequently, having too many mobile anchors raises the
cost prohibitively.

In this paper, we propose an approach for improving the localization probability of
mobile users, in which the mobile users who have already been localized can be
utilized as the mobile anchors for other users who have not. Moreover, to decrease the
communication cost, an algorithm for electing mobile anchors is proposed.

The rest of this paper is organized as follows. Sect. 2 reviews the related work. The
localization problem of mobile users based on mobile anchors is presented in Sect. 3.
The details of the proposed algorithm and the analyses are elaborated upon in Sect. 4.
Section 5 introduces the experiments and presents the experimental results. At last we
conclude the paper in Sect. 6.

2 Related Work

With the development of the wireless communication and mobile computing tech-
nologies, applications based on location are becoming common, which has resulted in
extensive research interest in it. According to whether distance information between
anchors and users are required, wireless localization schemes can be broadly divided
into two categories: range-based localization and range-free localization [10]. A com-
mon range-based localization approach is to utilize the ranging information between
the user and a-priori known positions, called anchors. To ensure the localization per-
formance, some studies propose to combine two or more of the methods [11]. How-
ever, combining methods increase the algorithm complexity. Besides, when the
anchors are sparsely deployed, real-time position of the user still cannot be achieved.

In addition to the use of stationary anchors, several other studies introduce the
mobile anchor to help with the localization process. In [12], a single mobile anchor is
introduced to enable the sensor nodes to construct two chords of a communication
circle of which they form the center point. The intersection of the perpendicular
bisectors of these two chords is the sensors’ positions. However, it introduces only one
mobile anchor because of hardware costs, and it is possible that some of the sensor
nodes still remain non-localized. To solve this problem, path planning schemes are
proposed in [13, 14] that not only improve the localization accuracy but also maximize
the number of sensor nodes that can be localized.
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Another research interest is to localize the users cooperatively, namely the nodes
cooperate with each other to improve the localization accuracy. In [15], the authors
propose a cooperative approach in which the node whose position has been estimated is
added to the reference node database for localizing other unknown nodes. The refer-
ence nodes locate their one hop neighbors first, and then newly added reference nodes
further locate another one hop neighbors, but this process propagates and furthers the
error in the network. A cooperative indoor localization method based on the smart-
phone is proposed in [16]. It proposes to consider the estimated positions as virtual
APs, which can be used to estimate the next time positions combined with the IMU
data, but its accuracy may be low if the users move very fast. However, all these studies
need extra hardware supports, such as IMU, accelerometer and electronic compass etc.
Besides, they cause very large communication cost.

In this paper, we propose to utilize the localized users as the mobile anchors for
others who have not yet. Moreover, an algorithm for electing mobile anchors is pro-
posed to decrease the communication cost. The electing technique used in this paper is
different from the Pruning techniques used in Ad-Hoc Wireless Networks. The idea of
Pruning technique is that when the nodes who are useless, then they will leave the
forwarding tree automatically. While in our proposed technique, all the localized users
are useful for the localization of others who have not yet more or less, and only some of
them are elected as the mobile anchors for the consideration of communication cost.
What’s more, the election of the localized users is based on a random way. Therefore,
the two techniques are different in essence.

3 Problem Formulation

In this section, we first introduce the traditional fixed anchors-based localization
method using RSSI measurement, and then present our proposed mobile anchors-based
localization method.

Suppose there are m fixed anchors located at points Q = [(x1, y1), (x2, y2), …, (xm,
ym)], and n mobile users with their positions P = [(X1, Y1), (X2, Y2), …, (Xn, Yn)]. In
RSSI-based localization, the signal propagation distance dij between user i and anchor
j can be measured by: dij ¼ 10ðrssi�AÞ=ð10�cÞ, where rssi is the signal strength of anchor
j received by user i, γ is the path loss exponent, and A is the signal strength received by
the user who is 1 m away from the anchor. Then (Xi, Yi), which is the location of user
i can be estimated by using nonlinear equations of the following form:

d2ij ¼ ðxj � XiÞ2 þðyj � YiÞ2 ð1Þ

It represents a circle in a 2-D plane, with center (xj, yj), which is the location of
anchor j observed beforehand, and radius dij measured with rssi. A signal circle rep-
resents a set of possible locations for user i. It can be uniquely localized when three or
more signal circles represented by equations in the form of (1) have the common
intersection point (Xi, Yi).
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In the proposed localization method, the users who have been localized can act as
mobile anchors for others. Figure 1 gives a simple example, in which Ai (i = 1, 2, 3, 4)
are the fixed anchors and Ui (i = 1, 2, 3) are the non-localized mobile users. U2 can
communicate with more than three anchors (A1, A2, A3 and A4). Consequently, its
position can be estimated using the localization method introduced above. However,
some users may not be able to receive signals from enough anchors successfully. For
example, the user U1 and U3 may only communicate with the anchors A1, A2 and A3,
A4, respectively. Therefore, these users cannot be localized based on the method
mentioned above. However, they can receive signals from U2, whose position can be
estimated, which motivates us to consider U2 as a mobile anchor to help calculate the
locations of U1 and U3. Obviously, the use of such mobile anchors can help to localize
users who cannot be localized by traditional fixed anchors-based methods, thus the
localization probability can be greatly improved.

4 Localization Based on Elected Mobile Anchors

This section presents our proposed localization method. The innovation of the proposed
method is that the users who have been localized can act as the mobile anchors for
others who have not. Moreover, we design an algorithm for electing mobile anchors to
decrease the communication cost. Four stages are included in the proposed
method-LEMA (Localization based on Elected Mobile Anchors) which is shown as
Algorithm 1, and the details are shown as follows:

Firstly, each user calculates the number of fixed anchors that it can communicate
with, and the users who can communicate with more than three anchors localize
themselves. The localized users become the candidates as mobile anchors. In the
second stage, each localized user is allotted with a mini timeslot. Assume there are
k users that have been localized, and we take T as the timeslot during which some of the
localized users can be elected as the mobile anchors, which is divided into q (20 in our
experiments) mini timeslots, sign as T1, T2, T3,…, Tq (q >=k). Then we assign a unique
mini slot to every localized user through a hash function, which is shown in Fig. 2.

Fig. 1. A simple illustration of mobile localization (U1 and U3 cannot be localized based on
traditional method with fixed anchors)
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In the third stage, some of the localized users are elected as mobile anchors. The
localized user who has been allotted to T1 sends a signal with its location and other
users estimate the distances from them to the first user according to the received signal
strength. If the distances are less than the threshold d, the relevant localized users are
removed away from T, and they are not the mobile anchors in this round again. Then
the other users in T repeat the above steps in turn until the timeslot ends. The users who
remain in T are the elected mobile anchors in this round. As shown in Fig. 3, assume
the sequence of the localized users in T is: M2, M4, M5, M9, M1, M6, M3, M7, and M8.
M2 sends a signal first as it is at the beginning of T and M5, M1 and M3 can be removed
from T as their distances to M2 are less than d. Then M4 sends a signal and M7 is

Fig. 2. The scenario of allotting mini slots
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removed from T. Then M8 is removed from T according to M9. M6 is also elected as a
mobile anchor. Consequently, the elected mobile anchors are M2, M4, M9 and M6. At
last, these users send signals to the users around. Then the other users estimate their
locations according to the distances from both the fixed anchors and the elected mobile
anchors.

For the next time instant, the preceding processes can be conducted again to
determine the new positions of the users.

5 Performance Evaluation

To demonstrate the effectiveness of our proposed algorithm, extensive simulation
experiments are conducted in Matlab 2012b. The experiments and the results are
introduced in this section.

5.1 Simulation Methodology

Nodes who act as the non-localized users walk randomly in a 200 × 200-m region.
Four fixed anchors are deployed, and their positions are (50, 50), (50, 150), (150, 150),
(50, 150), respectively. The number of users is 30 unless otherwise indicated. The
communication cost of localization is the total information that should be exchanged
among the users in the process of locating. We choose the regular model, which is
widely used in many research work, as the signal attenuation model in our simulation.
The communication radius of the anchors is 120 m and the communication radius of
the users ranges from 80 m to 120 m, and the threshold d is half of the users’ com-
munication radius unless otherwise indicated.

Fig. 3. The scenario of mobile anchors electing
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5.2 Experimental Results

This section demonstrates the experimental results of our proposed algorithm. To
evaluate the effectiveness of our proposed algorithm, we also conducted two different
algorithms, LFA and LLMA. LFA (Localization based on Fixed Anchors) is the tra-
ditional method which is based on fixed anchors. LLMA (Localization based on
Localized Mobile Anchors) is the method which chooses all the localized users as the
mobile anchors.

Figures 4 and 5 show the snapshot of localization results, in which the four red
stars are the fixed anchors, the blue “*” are the localized users achieved by LFA and the
black circles are the users localized by our proposed method. Figure 4 is the local-
ization results when the users’ communication radius is 80 m, and Fig. 5 is the
localization results when the users’ communication radius increases to 100 m. It is
obviously that LEMA can localize more users compared to LFA, and more users can be
localized by both LFA and LEMA with the increment of the users’ communication
radius.

Fig. 4. The localization results when the user’s communication radius is 80 m (Color figure
online)

Fig. 5. The localization results when the user’s communication radius is 100 m (Color figure
online)
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In more detail, Fig. 6 describes the localization probability change when the
communication radius of the user increases from 80 m to 120 m. As it shows, the
localization probabilities achieved by LFA are 11.59 %, 16.67 %, 24.01 %, 38.70 %
and 48.59 % respectively, while that achieved by our proposed method are 42.92 %,
56.84 %, 71.77 %, 79.28 % and 85.13 % respectively. The increased ratios are
31.33 %, 40.17 %, 47.76 %, 40.58 % and 36.57 % respectively. The change of the
communication cost as the users’ communication radius increasing is shown in Fig. 7.
It can be seen that the communication cost of our proposed method is a little larger than
LFA, and it decreases sharply compared to LLMA. These results show that, our pro-
posed method can achieve higher localization probability with a small increment of
communication cost.

The change of the localization probability and the communication cost when the
number of users increases is presented in Figs. 8 and 9. It can be seen from Fig. 8 that
the localization probability achieved by LFA is about the same when the number of
users increases. While the localization probability achieved by LEMA increases from
57.08 % to 69.31 % when the users’ number increases from 10 to 40, and the local-
ization probability is about the same when the users’ number increases again. It is
because that the users’ number does not influence the number of anchors that the users
can communicate with for LFA. While for LEMA, more users may be localized and
elected as the mobile anchors with the increment of the users’ number, thus the
localization probability can be improved. Figure 9 shows that the communication cost
of all methods have the trend of increase with the increment of users’ number. This is
because that more users means more communication among them. However, we can
know that the increment of communication cost under LEMA is smaller compared to
LFA, while it decreases much more compared to LLMA, especially when there are
more users.

From Fig. 10, we can know that the localization probability achieved by LFA is
about the same when the threshold d increases. This is because that d does not influence
the number of fixed anchors that the users can communicate with, thus it does not

Fig. 6. Localization probability vs. users’
communication radius

Fig. 7. Communication cost vs. users’ com-
munication radius

204 W. Wang et al.



change the localization probability of LFA. While for the proposed method, the
localization probability is about the same when d increases from R/10 to R/4, and it
decreases when d increases from R/4 to R. It is obviously that less localized users can
be elected as the mobile anchors when d increases, and then less users can be localized
for some of them cannot receive signals from enough anchors. Figure 11 describes the
communication cost when threshold d increases. We can see that the communication
cost under LEMA decreases with the increment of d, especially when it is larger than R/
6. It is because that less localized users can be elected as the mobile anchors with the
increment of d, thus the communication cost decrease.

6 Conclusion

Focusing on the situation that the users may not be able to get enough range infor-
mation from fixed anchors and the instability of wireless signals in the environment, we
introduced a scheme for localizing mobile users in this paper. First, we proposed to
exploit the users who have been localized to act as mobile anchors for others who have

Fig. 8. Localization probability vs. users’
number

Fig. 9. Communication cost vs. users’ number

Fig. 10. Localization probability vs. threshold Fig. 11. Communication cost vs. threshold
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not. Second, to decrease the communication cost, an algorithm for electing mobile
anchors was designed, by which only some of the localized users could be elected as
the mobile anchors for other non-localized users. Finally, we validated the performance
of the proposed method by extensive simulation experiments, and the results showed
that our proposed method can improve the localization probability greatly with only a
small increment of communication cost.
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Abstract. Currently, VANETs are becoming more and more popular
and have been applied in many different applications. However, because
the feature of VANETs’ topologies is relatively stable, the routing proto-
col designed for VANET can be more efficient from a macro perspective.
Specifically, the concept of incompletely predictable networks (IPNs),
where nodes travel around the basic positions, can be used to model
stable VANETs, as the ones related to taxis during our daily lives. In
this paper, we propose a new protocol, named Greedy Probability-based
Routing Protocol, for rather stable VANETs. A new concept named
“anti-pheromone” is put forward to achieve high energy efficiency. Simu-
lation results illustrate that GPRP has proper utilization ratio of nodes
to achieve energy efficiency and has a stable performance when network
size changes.

Keywords: Greedy probability · Routing protocol · Ad-Hoc Network ·
VANET

1 Introduction

Mobile Ad-Hoc Networks (MANET) are becoming more and more common
in today ICT world. In MANETs, all the nodes are mobile in nature and
hence they can interact dynamically in a arbitrary fashion. A special subclass
of MANETs is represented by Vehicular Ad-Hoc Networks (VANET), which
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share several similarities with MANETs but cannot use the same routing proto-
cols [19,20] since they are not able to deliver required throughput since MANETs
has fast node mobility. VANETs are a self-configuring, decentralized type of wire-
less network applied to Intelligent Transportation System (ITS) [9,25,30]. With
every node participating in the routing, the main characteristic of VANETs is
the complete lack of pre-existing infrastructure, such as the routers in wired
networks. There are a lot of papers talking about time-evolving and predictable
networks [10,11,14,15], where the node positions and link status are predictable
in a long period of time. However, the predictable network has certain limitations
due to the preset network infrastructure.

Node movements in VANETs are limited in a certain range or have known tra-
jectories. The networks with these characteristics are named as the Incompletely
Predictable vehicular ad-hoc Networks (IPN). In addition, repairing link failure
is not so complex in IPNs. So in this case, carrying on the data transmission
through complex calculation and path selection mechanism is not reasonable.
Hence, for IPNs, lightweight routing algorithms are required. The contribution of
this paper is to present the Greedy Probability-based Routing Protocol (GPRP),
which uses the concept of “anti-pheromone” [2,24] and greedy algorithm [13,18]
for optimizing throughput and energy consumption in VANETs.

2 Related Works

A large number of researches investigated the routing problem related to
VANETs. Wang et al. [31] present a new routing algorithm with the help of
vehicle mobility. They make full use of the relationship between the charging
stations and the vehicles to find the breakthrough of communication. Bitam
et al. [4] combine VANET with cloud to explore the possibility of new technol-
ogy development. Akhtar et al. [1] propose a novel matching mechanism which
consider the individual density and link state to tune the parameters of the log-
normal model. Patel et al. [23] overview many important and novel protocols
proposed for VANETs. They compare and analyze these protocols through its
own judgment criterion. Their research results are of great significance for the
further research and development in this field. Baiocchi et al. [3] focus on mes-
sage dissemination problem in VANETs and they propose a solution by using
simulation experiments. Shaheen et al. [26] compares the performance of AODV
and DSR utilized in VANETs.

3 The Model of Incompletely Predictable Networks

Delay Tolerant Networks (DTNs) and Wireless Sensor Networks (WSNs) [5–
7,27] widely mention the so-called time-evolving and predictable network, whose
example is given in Fig. 1. In those networks, the node mobility can be predicted
with a potential accuracy of about 93 percent [21]. Moreover, there is a specific
situation where the node positions and the link status are fixed. IPNs are a
suitable tool to model VANETs and we have used them as basis for our protocol.
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Fig. 1. A time-evolving network: (a) a snapshot of the network, (b) time-evolving
topologies of the network.

Algorithm 1. Upon receiving RREQ< S,D >

if ni == D then
return RREP

else
return ACK<Confirmation message, APh>
//APh: the value of Anti-pheromone of the certain node

end if

Definition 1 (The Model of IPNs): We define IPNs as an undirected
graph G. G is a two-tuple constructed with a finite nonempty set V (G) and
an unordered pair set E(G). In other words, G = (V (G), E(G)). In detail,
V (G) = {v1, v2, ..., vn} is called the BP set and each element vi(i = 1, 2, ..., n) in
V (G) represents the BP of each node. E(G) = {e1, e2, ..., em} is the link set of
graph G. Every element ek in E(G) is an unordered pair of two specific elements
vi and vj , reported as ek = (vi, vj) or ek = vivj = vjvi(k = 1, 2, ...,m).

Definition 2 (Moving Range): Rmov defines the radius of the movement
range of each node. The movement range of a node in which it can travel through
is described as a circle with BP as its center and with the radius of Rmov. The
moving range or active range of node i is defined as a circle taking BP vi as its
center and Rmov as its radius.

Definition 3 (Transmission Range): The radius of transmission range is
defined as Rtrans. This definition indicates that nodes, in the circular area with
the corresponding node of each BP as its center and with the radius of Rtrans,
can receive massage from the node.

4 Greedy Probability-Based Routing Protocol (GPRP)

4.1 Anti-Pheromone

In Ant Colony Optimization (ACO) algorithms, people define the concept of
“pheromone” from natural phenomenon. The so-called “pheromone” gradually
evaporates as time goes by. The value of pheromone indicates the characteriza-
tion of path. In our model, there is a series of routes which have the same length.
What’s more, it is much easier for the network to figure out which routes are



Greedy Probability-Based Routing Protocol for Incompletely Predictable 211

Algorithm 2. Upon receiving Msg< S, D, data, Msg.x, Msg.y > from the other
nodes.

if ni == D then
The transport of this package is over.

else
Locate(S)
Locate(D)
//obtain the coordinates of S and D
Msg.x = ni.x
Msg.y = ni.y
//evaluate the coordinate of Msg with the one of this node
if Msg.x ! = D.x || Msg.y ! = D.y then

Multicast RREQ to those nodes who might on the shortest routes from S to D;

Wait(T )
Receive ACK from the nodes who are ready to transport the Msg;
if nj == Min(ACK.APh) then

NextHop == nj

//find the next hop which has the minimal value of APh
end if
Unicast Msg to nj

end if
end if

the shortest ones. Under these circumstances, “anti-pheromone” is designed to
create a more energy efficient network, to achieve energy-balance through the
entire network and to attract other ants along a successful search path [8].

To be specific, if the length of the route would not increase when the message
is sent to different neighbors, the node will choose a less used neighbor to relay
the massage. Anti-pheromones of every neighbors are stored in the node. The
node which holds the message waiting to be transmitted compares the values
of its neighbors’ anti-pheromones and chooses the one with a lower value to
be the next hop. As shown in Algorithm 1, when a node ni receives a RREQ
packet, it will firstly confirm whether the destination is the node itself. If it is not
the destination, the reception of RREQ indicates that node ni is on one of the
shortest routes from S to D. When the node replies to the sender of the RREQ
with the ACK message, an information called APh is added to the ACK packet.
APh denotes the value of anti-pheromone of the certain node. In other words,
APh represents how many times the node has been used to transmit messages
through the entire transport period. The sender of the RREQ will pick up one
node with the lowest value of APh and send the message Msg to it. When a
node receives a message packet, it will perform the steps shown in Algorithm 2.
The node checks the coordinate of the message and constructs RREQ according
to it. Secondly, the node multicasts RREQ to those nodes who might be on
the shortest routes from S to D. After waiting for a proper period of time, it
should have received ACKs from the nodes who are ready to transport the Msg.
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Fig. 2. The communication situation of two nodes.

The node will choose the optimal next hop and unicast the message to it. By
using anti-pheromone, the consumption of energy can be kept in balance through
the whole network.

4.2 Greedy Route Selection

In practice, some of VANET structures may have fixed borderlines to limit the
activities of each node, for which the network can be regarded as fixed from
a macro point of view. But individuals in the network, sending information to
communicate with each other, may produce regular or irregular movement in
the neighborhood of some fixed positions. For example, taxis with different IDs
run different road sections every day. The moving ranges of taxis are limited.
Furthermore, the field of medical and health care [22,28] and the information
transmission between interstellar satellites [17,29] can also utilize our newly
proposed protocol. To further simplify the model, we firstly set the activity radius
Ract equal to the transmission radius of the node as well as the distance between
two adjacent nodes. Our analysis begins with the communication situation of two
nodes. As is shown in Fig. 2, node D1 is not at BP but a position with a distance
from BP, marked D′

1.
We marked the BP of D2 as BP2. The distance of these two nodes is |D1D2|.

If and only if |D1D2| is less than or equal to Rtrans, D′
1 and D2 can commu-

nicate with each other. It is easy to be proved that if and only if the node D2

would appear in the shadow area, communication can be implemented. We use
Eqs. (1)–(3) to calculate the probability of the situation that D2 appears in the
shadow area happens. P1→2 also represents the possibility that D2 can receive
the message sent by D′

1.

θ = 2arccos
|D′

1BP2|
2R

(1)

S = 2 ×
(

1
2
R2θ − 1

2
R2 sin θ

)
= R2(θ − sin θ) (2)

P1→2 =
S

πR2
=

θ − sin θ

π
(3)

If S knows the position of its own BP, all the BPs of the other nodes could
be calculated by themselves, because of which S could figure out the optimal
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Algorithm 3. The GPRP Algorithm
X ← all nodes that might have the chance to become the next hop
d ← 65535
V ← the node chosen to be the next hop by the process in TABLE1
while X do

n ← one of the nodes in X
X ← X − n
if |SVi| � Rtrans then

if |DVi| � Rtrans then
if |DVi| < d then

d ← |DVi|
V ← i|

end if
else

return
end if

else
return

end if
end while

alternative forwarder node which is closest to D. We assume that every δ seconds,
B appears in a new position. The probability S could be heard by B in a period
of time τ can be expressed as Pτ . Equation (4) shows the calculation method
of Pτ .

Pτ = 1 − (1 − PA→B)� τ
δ � (4)

As can be inferred from Eq. (4), with a fixed time δ, the longer time τ the node
is waiting for, the bigger the probability will be. Once the node B is chosen to
be the forwarder, the hop number will drop. However, due to the waiting time τ ,
the delay of this route might change. In order to use this feature and find out a
proper optimization method [12,16], we propose a new algorithm named GPRP,
which can be seen in Algorithm 3. It is worth noting that, X in Algorithm 3,
is a collection of all nodes that might have the chance to become the next hop
to forward the message. By drawing horizontal lines and vertical lines through
node S and D, we can get a rectangular area R. In this paper, we define the
nodes that can hear from S, and what′s more, of which the BPs are in the
area R as the elements in the collection X. In the actual transmission process,
we introduce the concept of hello message to greedily select the optimal node.
Nodes receiving the hello message will obtain their current positions by GPS,
calculate the current distance to the BP of D and feedback to S. After that,
S will send the message to the node who is closest to the BP of D. By this
means, the algorithm should have the ability to avoid link failure when some of
the nodes on the way to the destination are dead or out of contact.
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5 Performance Evaluation

Simulation and comparison among DSDV, DSR, AODV and our proposed pro-
tocol are implemented by utilizing NS-2 simulator. In our simulation we use the
version NS-2.35 and run the protocols on the Ubuntu 12.04 operating system.

In addition, running with the following parameters, we set proper test envi-
ronments to simulate our protocol to figure out its performance. We model 16,
49, 100 and 144 mobile nodes moving in IPNs. The moving speed of each node
is uniformly distributed between 0–5 m/s. Standard two-ray ground propagation
model is used in our simulation, both with the IEEE 802.11 MAC, and omni-
directional antenna model in NS-2. Some of the significant parameters in our
simulation are given in Table 1. The performance of the protocols is evaluated
in terms of three metrics: Packet Delivery Ratio (PDR), Normalized Routing
Overhead (NRO) and Average End-to-End Delay (A2ED).

Table 1. Parameters used in simulation

Parameter Value

Number of nodes 16, 49, 100, 144

Mac IEEE 802.11 DCP

Traffic source CBR for UDP-based traffic

Node speed 0–5m/s

Propagation model Two-ray ground reflection

Simulation time 1000 s

5.1 Results and Discussion

At the experimental stage, we consider node density as the only variable. 16
nodes, 49 nodes, 100 nodes and 144 nodes are set in a fixed topology according
to their moving ranges and transmission ranges. PDR, NRO and A2ED are taken
as the parameters of Y axis. The line of the data of each parameter of DSDV,
DSR, AODV and GPRP are put in to the same figure as follow. The line charts
are shown in Fig. 3, which shows that AODV as well as the proposed protocol
GPRP perform relatively good levels. They can achieve higher packet delivery
ratio, lower routing overhead and shorter delay. It is not difficult to see that
when the number of nodes is small, the performance of the proposed protocol is
a little better than AODV. Meanwhile, in the case of a gradual increase in the
number of nodes, the performance of GPRP is not poor. Thanks to the routing
strategies of GPRP utilizing anti-pheromone and greedy transmission strategy
based on probability, the overhead and delay of the whole network is controlled
in a proper range. Overall, with acceptable routing overhead, the GPRP can
perform well in terms of packet delivery ratio and end-to-end delay.
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Fig. 3. Performance versus node density: (a) packet delivery ratio; (b) normalized
routing overhead; (c) average end-to end delay.

6 Conclusion

In this paper, we presented GPRP, designed for incompletely predictable vehic-
ular ad-hoc networks with a fixed, or relatively stable, structure. Firstly, we
discussed the model of IPNs, in which nodes cannot move and are not settled
down at all basic positions. IPNs can be regarded as the basis of our new pro-
tocol, we can make use of them in VANETs. Secondly, in the model of IPNs,
the node can get rid of the basic position in a limited range. Combined with the
“anti-pheromone”, GPRP was put into practice. Through simulations, we found
that our protocol performs well when the node density begins to change, espe-
cially in small scale networks. Moreover, we proposed a more efficient topology
made up by equilateral triangles.
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Abstract. For predicting the contributions of the collaborators of a scientific
activity, such as a paper or a project, the First and Others (F&O) approach has
been developed with the consideration of both a flexible formula by changing
tuning parameters and weight preference to individual collaborator. This paper
extends and generalizes the F&O approach to develop a meta flexible schema of
“First and Others” credit-assignment mechanism, which is then proposed to
modify geometric counting for amplified applications. With this extension, it
makes the traditional approach more robust with flexible profiles. Compared to a
set of survey data from medicine, the performance of the proposed flexible
schemas is improved significantly.

Keywords: Bibliometrics � Credit of coauthorship � Informetrics Scholar data

1 Introduction

As a result of the development of Internet technology, at least 114 million
English-language scholarly documents are accessible on the Web and related network
media [6]. Efficiently analyzing and utilizing this great quantity of scientific products is
a challenge for scholars and researchers in informetrics. Based on the published doc-
uments, scientific papers, project reports and others, how to evaluate the contributions
of the collaborators of these documents is one important topic, even many scientific
schemas have been developed [18, 22].

In some fields, such as medicine, career promotion, fund application and even new
job admission, an evaluation of the profile of candidates based on their scientific
contribution is required. Statistical methods are usually applied to obtain the survey
data of the credit distribution as the standard criteria [10, 17, 21]. This type of method
is useful for a specified field, but probably not applicable in other fields. Specifically,
for a great scientific publication database, such as Google Scholar, Microsoft Academic
Search, Scopus, Web of Science and others, an efficient schema is needed to evaluate
the scientific contribution of an individual author, an institution and even a country.
This is the main reason to develop collaborator credit-assignment schemas.

Based on the state of the art in informetrics, basically, there are four kinds of
credit-assignment schemas for a publication or project with N collaborators. (1) Each
author receives a score of 1 as credit under the equal contribution (EC) norm [10]. This
statistical method is referred to as the N/N whole counting (WC). (2) Each author has
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a score of 1/N [11] using fractional counting (FC) [12], which is referred to as the 1/N
evaluation model. (3) The contribution of the authors is determined by sequence-
determines-credit (SDC) approaches [15], which have been effectively utilized to
improve N/N and 1/N models for more sophisticated scenarios. Traditional SDC
approaches include arithmetic [1, 16], geometric [3], harmonic counting [4, 5], and
A-index [13]. SDC can be classified as the S/N evaluation model. (4) Considering the
special contribution of the corresponding author, the first-last-author-emphasis (FLAE)
method was investigated by Trueba and Guerrero [14], Wren et al. [21], and Tscharntke
et al. [15]. FLAE and other corresponding author emphasis methods are classified as
the U/N evaluation model.

As Waltman [18] mentioned, the scientific citation impact indicators have been
intensively studied. Xu et al. [22] summarized more than 15 credit-assignment schemas
to evaluate the performance and applicability. With the challenge of big data, there is
still space for deep research on this topic, e.g., developing new concepts and schemas.

F&O counting [19, 20] has been developed with the consideration of the above four
aspects. In this new schema, a tuning parameters α is introduced to change the formula
to be more flexible. Another factor βi is designed as a weight to assign the preference
for any individual partner, i. Two main properties of this schema are as follows:
(1) flexible assignment credits by modifying the formula (with the change of α) and
applying the preference to an individual collaborator by adjusting the weight (with the
change of βi); (2) calculation of the credits by separating the formula for the first author
from others. With this separation, the credit of the second author shows an inflection
point according to the change of α. The flexible property of F&O enables this new
schema to achieve better performance.

The objective of this research is to extend and generalize the F&O approach to
develop a meta flexible schema of “First and Others” credit-assignment mechanism.
This meta flexible schema is then proposed to modify geometric counting for amplified
applications. With this extension, it is expected that the traditional approach is more
robust by flexibility. Compared to a set of empirical survey data from medicine field,
the performance of the proposed flexible schemas is improved significantly.

2 Meta Flexible Schema of First and Others Counting

2.1 Meta Flexible Schema

Usually a counting to obtain sequence-determines-credit (SDC) is defined as a unique
formula, such as the approaches of arithmetic, geometric, harmonic counting and
A-index. Weigang [20] proposed a new approach with two equations to separate the
measure value of the first from others. To extend this mechanism, Definition 1 gives a
meta scheme with two separate equations.

Definition 1. For a cooperative activity with N partners, a meta scheme to obtain the
measurement of the impact or contribution credit of the i th individual for a
sequence-determines-credit is defined as F(i,N), i = 1, 2, …, N. There is
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Fði;NÞ ¼ 1�PN

j¼2
F j;Nð Þ for i ¼ 1

f i;N; a; b; cð Þ for i ¼ 2; . . .;N

8
<

: ð1Þ

By Definition 1, the estimated contribution of the first partner, F(1,N), is calculated
by subtracting the sum of others from 1. The values of others from second are deter-
mined by f(i,N,α,β,γ) separately, which is a special counting or modified counting.

α is a tuning parameter to adjust the formula f(i,N,α,β,γ) to be more flexible. In
some cases, α may be defined as a vector, ALFA = [α2, α3, …,αi], i = 2, 3, …, N ≥ 2.

β is a weight factor to address the preference of individual partner. In many cases,
the weight can be a vector BETA = [β2, β3, …, βN], in the formula f(i,N,α,β,γ) and is
used to adjust the credit of the i th individual, i = 2,3,…, N ≥ 2. In the rest of the paper,
the condition β = 1 means implicitly that no individual from N partners declares a
special contribution in F(i,N).

γ is another tuning parameter which is used to adjust the formula f(i,N,α,γ) for more
flexibility. The effectiveness of γ makes f(i,N,α,β,γ) with nonlinear distribution.

For better understanding and describing the difference between the first and others,
two ratios are defined.

The ratio of the credits between i and j is defined as ρi, where

qi ¼ Fði;NÞ=Fðj;NÞ; i or j ¼ 1; 2; . . .;N; i 6¼ j;N � 2: ð2Þ

With Eq. (2), the ratio of the credits between the first and second partners is ρ1 = F
(1,N)/F(2,N).

The ratio of the credits between the first and the sum of others is defined as λ

k ¼ Fðl;NÞ=
XN

2
ði;NÞ;N� 2: ð3Þ

2.2 First and Others (F&O) Counting

First and Others (F&O) counting was proposed by Weigang [20]. Its idea initially
comes from Weigang et al. [19] which is aimed to evaluate the influence of researchers
by scientific contribution.

Definition 2. First and Others (F&O) counting, F&O(i,N), is defined as a credit that
estimates the contributions of the i th partner in a cooperation event or project, i = 1, 2,
…, N. There is

F&Oði;NÞ ¼ 1�PN

j¼2
F&O j;Nð Þ for i ¼ 1

b
ic þ N�að Þ for i ¼ 2; . . .;N; a�N

8
><

>:
ð4Þ
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where, F&O(i, N) presents the contribution credit of the ith collaborator, 0 ≤ F&O(i,
N) ≤ 1, i = 1, 2, …, N. α and γ are tuning parameters and β is the preference weight for
individual partner. Similar to harmonic counting and A-index, Eq. (4) presents a for-
mula of the SDC approach, and is noted as F&O counting. Table 1 gives the credit
distribution of F&O counting, α = 2.

In any case of α, there is F&O(i, N) = F&O(i−1, N + 1), for i = 3, 4, …, N. This
means that the contribution of a collaborator in the i th position for N collaborators
equals the contribution of the (i−1)th collaborator for N + 1 collaborators. In a special
condition α = 2, the credit of the second individual is F&O(2, N) = 1/N, for any N.

Theorem 1 (Balance theorem). With F&O counting, for α = 2, β = γ = 1, N > 2,
there is:

F&Oð1;NÞ � F&Oð2;NÞ ¼
XN

2
ðF&Oð2;NÞ � F&Oði;NÞÞ ð5Þ

Theorem 1 means that the difference between the credits of first and second col-
laborators equals the sum of the differences between the credits of the second and
others [20].

For understand better the profiles, the ratio between Δ1 and
PN

i¼2
Di is defined as

s ¼ D1=
XN

i¼2
Di; for i = 2, 3,. . ., N ð6Þ

In F&O counting, for α = 2 and β = γ = 1, τ is always 1, for any N. Also see
Table 1 with the difference credits between any one and F&O(2,N) for up to 8 authors
(α = 2). The results of Table 1 support Theory 1 and related proof. Abbas [1] studied
the difference of credits between the first and last authors. He concluded that the
amount of increase in the positional credits of some of the authors is equal to the
amount of decrease in the positional credits of the remaining authors. This property is
an important topic to study.

Table 1. Difference credits between any one and F&O(2,N) for up to 8 authors (α = 2)

Author number Δ1 Δ2 Δ3 Δ4 Δ5 Δ6 Δ7 Δ8

3 0.083 0.000 0.083
4 0.133 0.000 0.050 0.083
5 0.165 0.000 0.033 0.057 0.075
6 0.188 0.000 0.024 0.042 0.056 0.067
7 0.204 0.000 0.018 0.032 0.043 0.052 0.060
8 0.216 0.000 0.014 0.025 0.034 0.042 0.048 0.054
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2.3 More Comprehensive Properties of F&O Counting

To determine the distribution credits of the collaborator in a scientific publication,
Stalling et al. [13] proposed three axioms for collaboration indexes.

With the manner of separating the calculation of the credit of the first from others
by F&O counting, some new important properties for this counting can be observed.
When the number of partners, N, increases, the ratio between the first and second
collaborators, ρ1, increases, but the ratio between the first and the sum of the others, λ,
decreases. When a decreases (from 1 to −100, for example), the ratio of credit of the
first author over the sum of others, λ, increases. For α = 2 and I = N ≥ 2, Eq. (4)
results in the credit distribution from the second author to be: 1/i, 1/(i + 1), …, 1/(2i
−2). These patterns are important for understanding the distribution of credits in the
cooperative event or project.

Theorem 2 (Inflection theorem). By F&O counting, the credit of the second collab-
orator, F&O(2,N), is an inflection point.

Studying an inflection point in credit distribution is an interesting topic. Before this
point, the schema follows a formula (credit distribution) and after and including this
point, the schema follows another formula (credit distribution). The proof of Theorem 2
is provided by Weigang [20].

2.4 Extending Flexible Schemas to Traditional Counting as F&O

Geometric counting is a schema widely applied in the scientific community. Compared
to F&O, it has a fixed formula and produces credits by a unique sequence for N col-
laborators. Using this meta flexible scheme by Definition 1, this subsection presents the
flexible version of Geometric counting and discusses the new properties by the
modifications.

Geometric counting was proposed by Egghe et al. [3] and defined as

Geometric ði;NÞ ¼ 2N�i

2N � 1
ð7Þ

There are some important properties of geometric counting:

1) The credits of the individual are. Geometric (1,N) = 2N�1

2N�1, Geometric (2,N) =
2N�2

2N�1,

Geometric (3,N) = 2N�3

2N�1, …
2) There is ρ1 = Geometric (1,N)/ Geometric (2,N) = 2. Actually, for any i ≤ N,

Geometric (i,N)/ Geometric (i + 1,N) = 2. This ratio is always 2.

According to the meta scheme of Eq. (1), Flexible Geometric counting FG(i,N) is
defined as Eq. (8).
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FGði;NÞ ¼ 1�PN

j¼2
FG j;Nð Þ for i ¼ 1

bi2
N�i

2N�c�a for i ¼ 2; . . .;N; a� 2N�c

8
><

>:
ð8Þ

where, FG(i, N) represents the measuring credit for the ith individual from N partners,
0 ≤ FG(i, N) ≤ 1, i = 1, 2, …, N. α and γ are tuning parameters and βi is the weight
preference for the ith individual partner.

Some properties of Flexible Geometric counting should be mentioned: (1) When
α = 1, βi = 1 and γ = 0, Eq. (8) gives the original Geometric counting. (2) For any
2 ≤ i ≤ N, the Flexible Geometric counting keeps the original property, i.e., FG(i,N)/
FG(i + 1,N) = 2. However, the ratio between the first and second ρ1 = FG(1,N)/FG(2,
N) depends on the values of α and γ. For example, α = 1 and γ = −1, ρ1 = FG(1,N)/FG
(2,N) = 6. This ratio will increase very quickly according to the decrease of γ. As
another example, α = 1 and γ = −10, ρ1 = FG(1,N)/FG(2,N) = 4094, see Fig. 1.

Theorem 3 (Half and Half theorem). By Flexible Geometric counting FG(i,N), when
α = 2, γ = 0 and βi = 1, the credit of the first author equals the sum of others, i.e. λ = 1,
for any N.

Proof: For α = 2, γ = 0 and βi = 1, there are
FG(2,N) = 2N�2

2N�2, FG(3,N) =
2N�3

2N�2, …, FG(N,N) = 2N�N

2N�2;
N = 2,
FG(2,2) = 22�2

22�2 = ½; FG(1,2) = 1 − FG(2,2) = ½; N = 3,

FG(2,3) = 23�2

23�2 = 1/3; FG(3,3) = 23�3

23�2 = 1/6;
P3

2 FGði; 3Þ = ½; FG(1,3) = 1−
P3

2 FGði; 3Þ ¼ 1=2; …
N = N,
FG(2,N) = 2N�2

2N�2, FG(3,N) = 2N�3

2N�2, …, FGðN;NÞ ¼2N�N

2N�2 ;
PN

2 FGði;NÞ ¼
2N�1�1
2N�2 ¼1=2;
There is

Fig. 1. Credits of Flexible Geometric with the change of α for N = 10.

Flexible Schema for Prediction of Collaborator’s Credits 223



FGð1;NÞ ¼ 1�
XN

2
FGði;NÞ ¼ 1=2 ð9Þ

Theorem 3 is proved. It is useful in the case of assigning the credit 50 % to the first
partner, and the sum of others takes another 50 % for any N, α = 2, γ = 0 and βi = 1.

3 Application of Flexible Schema for Overfitting Problem

In some medical schools in USA and Canada, the promotion process of the medical
doctorates considers their academic contributions [21]. Three types of authorship credit
category are studied: initial conception (IC), work performance (WP), supervision
(S) of the project. And the mean of these three items is calculated. Table 2 shows the
perceived credit per author by their byline position on a hypothetical manuscript in
these categories.

The byline position is classified into two situations: (1) last author as the corre-
sponding author (LACA) and (2) middle author as the corresponding author (MACA).
There are other sets of empirical data, such as chemistry [17], psychology [10] and
Harvard survey data [2], but this set of medicine data [21] shows more divergence and
is difficult to fit. That is why this paper uses the latter to evaluate the performance of the
developed flexible schemas. For more comparison studies of the application of F&O in
different empirical data, see Weigang [20], Hagen [4] and Kim and Kim [8].

Table 2 also gives the predicted credits using geometric counting for five authors
(N = 5). The relative error and mean relative error (MRE) are used as the performance
evaluation criteria.

Kim and Diesner [7] introduced a novel network-based approach (NBA) as a robust
and flexible framework for coauthorship credit allocation. This model generates a
different set of credits depending on the distribution factor d. For medicine data, in
LACA, d = 0.7, the MRE is 0.1336 between the NBA and mean of survey data; the
MRE is 0.3828 between the NBA and WP survey data. And in MACA, d = 0.6, the
MRE is 0.0767 between the NBA and mean of survey data and the MRE is 0.3374
between the NBA and WP survey data, see Table 3.

Actually, Kim and Kim [8] proposed the flexible modification to arithmetic, har-
monic and geometric counting. They used different tuning parameter d to obtain dif-
ferent credits from these approaches. As this mechanism still fixed the formulas without
preference for individual partner, the effectiveness of improving the performance is
limited. The example in Table 3 shows that there is no unique formula for satisfying
WP survey data and the mean of IC, WP and S survey data. It is necessary to use more
flexible approaches. In contrast, F&O counting can use the tuning parameters α and γ to
change the formula and modify the weight βi to give preference for individual partner.
In case of medicine survey data, the predicted results by Flexible Geometric are listed
in Table 4.

In LACA, for N = 5, α = 2, β = 1, γ = 0, there is FG (−,5) = [50,
26.67,13.33,6.67,3.33]. Let BETA = [β2, β3, β4, β5] = [1,1,1.9,1]. The credits are
modified as: NFG(2,5) = β2*FG(3,5), NFG(3,5) = β3*FG(4,5), NFG(4,5) = β4*FG
(5,5), NFG(5,5) = β5*(FG(1,5) + FG(2,5)/2), and NFG(1,5) = 100− ∑NFG(i,5), i = 2,
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…, 5. Then, there is NFG(−,5) = [35.34,13.33,6.67,6.33,38.34]. With the flexible
modification, the MRE in Table 4 is better than the results with Geometric counting in
Table 2.

In MACA, for N = 5, α = 2, β = 1, γ = 0.3, there is FG (−,5) = [37.47,
33.34,16.67,8.34,4.17]. If applying BETA = [β2, β3, β4, β5] = BETA = [1.7,1,1.7,1] to
FG(−,5). The credits are modified as: NFG(2,5) = β2*FG(4,5), NFG(3,5) = β3*(FG
(1,5) + FG(2,5)/2), NFG(4,5) = β4*FG(5,5), NFG(5,5) = β5*FG(3,5), and NFG

Table 2. Medicine survey data and relative errors with geometric credits (N = 5)

Author Position i Geome.
credit %

Initial
conception

Work
performance

Supervision Mean

Survey
data

Rel.
error

Survey
data

Rel.
error

Survey
data

Rel.
error

Survey
data

Rel.
error

Last author as the
corresponding
author (LACA)
MRE

1 38.71 29±16 0.3348 46±17 0.1585 29±20 0.3348 34±14 0.1385
2 12.9 10 + 08 0.2900 16 + 07 0.1938 09±07 0.4333 12±10 0.0750
3 6.45 06±06 0.0750 11±05 0.4136 07±06 0.0786 08±02 0.1938

4 3.23 06±06 0.4617 10±05 0.6770 06±06 0.4617 07±02 0.5386
5 38.71 48±25 0.1935 17±14 1.2771 49±28 0.2100 38±22 0.0187

0.2710 0.5440 0.3037 0.1929
Middle author as
the
corresponding
author (MACA)
MRE

1 38.71 31±15 0.2487 44±17 0.1202 28±17 0.3825 34±09 0.1385
2 6.45 10±07 0.3550 16±07 0.5969 12±13 0.4625 13±03 0.5038

3 38.71 34±20 0.1385 20±10 0.9355 33±20 0.1730 29±08 0.3348
4 3.23 07±09 0.5386 09±07 0.6411 08±07 0.5963 08±01 0.5963
5 12.9 18±18 0.2833 11±09 0.1727 19±19 0.3211 16±04 0.1938

0.3128 0.4933 0.3871 0.3534

Table 3. Medicine survey data and relative errors with NBA by different parameter (d)

Author position i NBA
credit %

Initial
conception

Work
performance

Supervision Mean

Survey
data

Rel.
error

Survey
data

Rel.
error

Survey
data

Rel.
error

Survey
data

Rel.
error

Last author as
the
corresponding
author (LACA)
MRE

1 35 29±16 0.2069 46±17 0.2391 29±20 0.2069 34±14 0.0294
2 14 10 + 08 0.4000 16 + 07 0.1250 09±07 0.5556 12±10 0.1667
3 10 06±06 0.6667 11±05 0.0909 07±06 0.4286 08±02 0.2500

4 06 06±06 0.0000 10±05 0.4000 06±06 0.0000 07±02 0.1429
5 35 48±25 0.2708 17±14 1.0588 49±28 0.2857 38±22 0.0789

(d = 0.7) 0.3089 0.3828 0.2953 0.1336
Middle author as
the
corresponding
author (MACA)
MRE

1 33 31±15 0.0645 44±17 0.2500 28±17 0.1786 34±09 0.0294
2 11 10±07 0.1000 16±07 0.3125 12±13 0.0833 13±03 0.1538

3 33 34±20 0.0294 20±10 0.6500 33±20 0.0000 29±08 0.1379
4 08 07±09 0.1429 09±07 0.1111 08±07 0.0000 08±01 0.0000
5 15 18±18 0.1667 11±09 0.3636 19±19 0.2105 16±04 0.0625

(d = 0.6) 0.1007 0.3374 0.0945 0.0767
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(1,5) = 100−∑NFG(i,5), i = 2, …, 5. There is NFG(−,5) = [26,66, 14.18, 35.40,
07.09,16.67] and the RME achieved is 0.1366 between predicted credits and the mean
of the survey data. It is much better than the results in Table 2.

It is important to mention that, using credit-assignment schemas is a simple manner
to predict the credits of coauthors. To apply the weights to adjust the preference of
individual coauthors should follow the axiomatic quantification principles [13].

4 Conclusion

The quickly developed Internet technology and applications present a challenge to
effective evaluation of the contribution of scientific productions and scientists. The
study of collaborator credit-assignment schemas is an important topic from this chal-
lenge. Based on the traditional schemas and F&O approach, this paper presented a meta
flexible schema to separate the credit of the first collaborator from those of others and
also considered two tuning parameters and weight preference for individual partner.
This meta schema was then applied to geometric counting to obtain flexible schema for
more robustness with new properties. The flexible schemas supplied alternative solu-
tions to avoid overfitting problems compared to empirical survey data from medicine.

The proposal of a meta flexible schema and its application is an initial tentative and
with the potential application in the large scale of scientific database. It is only a
complementary mechanism to the traditional approaches. On the other hand, it is not
applicable for a special paper and research group to divide the contribution to every
individual coauthor. The further work will involve applying the developed flexible
schemas to evaluate a great quantity of data from large databases of scientific pro-
ductions. With the increase of the scale of data, the profile of the flexibility and
simplification of the schema can be verified.

Table 4. Medicine survey data and relative errors with Flexible Geometric credits

Author position i Geome.
credit %

Initial
conception

Work
performance

Supervision Mean

Survey
data

Rel.
error

Survey
data

Rel.
error

Survey
data

Rel.
error

Survey
data

Rel.
error

Last author as
the
corresponding
author (LACA)
MRE

1 35.34 29±16 0.2186 46±17 0.2318 29±20 0.2186 34±14 0.0394
2 13.33 10 + 08 0.3330 16 + 07 0.1669 09±07 0.4811 12±10 0.1108
3 06.67 06±06 0.1117 11±05 0.3936 07±06 0.0471 08±02 0.1663

4 06.33 06±06 0.0545 10±05 0.3673 06±06 0.0471 07±02 0.0961
5 38.34 48±25 0.2014 17±14 1.2550 49±28 0.2177 38±22 0.0088

(γ = 0) 0.1838 0.4829 0.2038 0.0843
Middle author as
the
corresponding
author (MACA)
MRE

1 26.66 31±15 0.1401 44±17 0.3941 28±17 0.0479 34±09 0.2159
2 14.18 10±07 0.4178 16±07 0.1139 12±13 0.1815 13±03 0.0906

3 34.40 34±20 0.0413 20±10 0.7703 33±20 0.0729 29±08 0.2209
4 07.09 07±09 0.0127 09±07 0.2123 08±07 0.1139 08±01 0.1139
5 16.67 18±18 0.0739 11±09 0.5155 19±19 0.1226 16±04 0.0419

(γ = 0.3) 0.1372 0.4012 0.1078 0.1366
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Abstract. With the advancement of mobile telecommunication tech-
nologies, the effective mining of user data is regard as an very important
requirement. However, due to the original data may contain sensitive
information about individuals, sharing user dataset can lead to serious
privacy breaches, such as the notorious scandal, the privacy leakage of
American on Line (AOL). Up to now, there are already existing sev-
eral available tools or libraries for packet anonymization, like PktAnon,
Anonym, Pcaplib. But little research has actually gone into supporting
packets in high speed mobile core network which contains several packet
encapsulation structure. In this paper, we propose a real-time processing
system called ANTW for providing packet anonymization on mobile core
network. It involves two mechanisms: First, real-time packet processing,
such as decapsulation, decompression and PPP character unescape. Sec-
ond, packet anonymization which protects the privacy in the sensitive
fields of each packet while preserving the utility. We evaluated the per-
formance and availability of ANTW over a wide-area real network. Eval-
uation results indicate that our system can achieve more than 10Gbps.

Keywords: Anonymous system · Mobile core network · Real-time
process · Hardware acceleration · High performance

1 Introduction

With the rapid development of Internet, we are observing a data explosion and
the value of data is receiving more and more attention. People expect mining
useful information and rules from large amounts of diverse data. However, due
to the original data may contain sensitive information about individuals, sharing
user dataset can lead to serious privacy breaches, such as the notorious scandal,
the privacy leakage of American On Line (AOL).

In the past, the problem of anonymizing microdata has received significant
attention. But most of recent researches focus on static or incremental environ-
ment of microdata, only a few studies have explored the link in network data.
Network data can be studied in the same way as microdata, both of them contain
n rows and m columns representing a single packet and the fields in the packet,
c© Springer International Publishing AG 2016
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respectively. But due to many fields often contain both public and private infor-
mation, we also face a obvious challenge of the definition of information which is
sensitive and should be protected. In other words, the main difficulty of network
data lie in the correlation between each independent record.

Several research works have attempted to preserve the information of net-
work data, Tanjila et al. [2] propose a MATLAB-based anonymization tool for
network data which can anonymize MAC address, IP address, port number,
packet length and timestamp field of pacp and mrt format packet file. Moreover,
Lin et al. [4] designed PCAPLib system to automatically extract and classify
application sessions from packet trace, and anonymize application field while
preserving several semantic feature. McSherry et al. [5] has attempted to pre-
serve network traces and let other analysts extract statistical information using
differential privacy manner. Therefore, to fulfill global requirements for network
security and privacy, anonymous systems have been extensively investigated and
deployed over the world to provide anonymous communication services for users.
However, to my knowledge, few researchers focus on real-time anonymization of
network data and conventional anonymization methods are still limited to only
a few common protocols.

With the continuous improvement speed of the mobile devices, numerous
organizations attempt to maintain large collections of personal information for
analysis and research. Mobile communication core network gather all the PS
domain packets from base stations of several municipal areas and contains sev-
eral packet encapsulation structure (e.g., GPRS Tunneling Protocol (GTP) and
Generic Routing Encapsulation (GRE)) and point-to-point AHDLC frame struc-
ture. Special packet structure determines the complexity of the process, and
advanced analysis of the message content (e.g., deep packet inspection and
stream reassembly) will consume much capability of processing. Due to the com-
plex structure, conventional method for recognizing and anonymizing user IP
address may no longer be utilized in mobile core network.

In this paper, in spired by our previous work [7], we propose a real-time
processing system called ANTW for providing packet anonymization on mobile
core network. It contains two major components as Fig. 1 shows:

For the first part, we propose a FPGA-based hardware processing compo-
nent to accomplish the anonymization of MAC address, International Mobile
Subscriber Identity (IMSI) number, timestamp and user terminal IP address.
While in WCDMA & TD SCDMA core network, location field is anonymized as
well. We employ block black marker, precision degradation, prefix-preserving
pseudonymization and truncation algorithm for implementation. Then we
rebuild a user-defined packet and forward to the software component for fur-
ther processing.

For another part, we propose a muti-core NPU-based software component
to deal with the packets from CDMA2000 network. We utilize our previous
work: TerIP method [6] to discover the user terminal IP address, then anonyize
it by prefix-preserving pseudonymize algorithm. In addition, software compo-
nent also deal with the complicated calculation, such as fragment reassembly,
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Fig. 1. Overview of anonymization system.

decompression of Van Jacobson compress packet and extract single packet from
GRE encapsulation packet [7].

The rest of this paper is organized as follows: Sect. 2 we propose the back-
ground and related work of this paper. Section 3 we give a detailed introduction
on hardware component and software component. Section 4 addresses the major
system implementation and deployment issues. Section 5, the performance of
ANTW system is evaluated on real dataset. Finally, Sect. 6 concludes our work.

2 Background

To build a strong, reliable and stable network, service providers and network
researchers are attempt to work together through collaboration to discover and
solve network problems. Collecting and analyzing network data help us to under-
stand plenty of information as follows:

– Discovering Internet Topologies: Numerous researches design better applica-
tion and routing strategy, develop more and more network protocol, provide
shorter response time and maximum throughput with the aid of network
topology.

– Traffic Engineering: Appropriate traffic collection, modeling and analyzing,
can help to discover network user’s behavior patterns form network data.

– Network Security Analysis: For detecting abnormal attacks, like DDOS attack,
www attack and TCP session hijacking.

For example, a specific host port in combination with other domain infor-
mation can be pointed out that the distribution of the host may be affected by
a virus, and the analysis of the port also can be used for judging whether the
user is visiting a illegal website. In addition, the port usage of hosts also can be
pointed out that the services it provides.
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2.1 Related Work

The problem of anonymizing microdata has received significant attention over
the past three decades, and that attention has served to develop several method-
ologies for providing private and useful microdata to researchers. There are many
existing anonymous technique includes block marker, enumeration, partition-
ing, precision degradation, prefix-preserving pseudonymize, truncation, time unit
annihilation, permutation, random time shift and hash algorithm.

In network data, different field have different anonymization technology.
Some fields like IP address, have a complex hierarchical ordering structure which
require to be preserved after anonymization. Prefix-preserving pseudonymization
[8] is the best way to anonymize while preserving privacy of users. Formally, A
function A is one-to-one prefix-preserving only if for any two IP address i and
j sharing the first m bits, the anonymized result also share the first m pre-
fix. Moreover, for MAC address, we can use reverse truncation, permutation,
block black marker and structured pseudonymization [2]. For timestamps, we
can employ precision degradation, enumeration, block black marker and random
time shift. Specifically, Block Black marker algorithm deletes or replaces with
a fixed value. It reduces the usefulness of the anonymized dataset but entirely
protects the dataset. Precision degradation [4] always use to anonymize time-
stamp field in specific case which requires no strict sequencing of flows (e.g., to
perform statistical computation on total length of entire flow).

2.2 Characteristic of Mobile Core Network

A mobile telecommunication system consists of two layered networks, namely
access and core networks. And core network is classified into circuit and packet
core network which is deployed deployed for voice services (e.g., services in
the public switched telephone network) and data services (e.g., services in the
Internet).

CDMA2000 core network is mainly composed of Packet Control Function
(PCF) and Packet Data Serving Node (PDSN). The interfaces between PCF
and PDSN call A10 and A11. All data packets through A10 interface will be
added generic routing encapsulation (GRE) header and according to the nego-
tiated result of server node, there are Van Jacobson (VJ) compressed packets,
Microsoft Point-to-Point Compressed packets and unavoidable fragmented pack-
ets. Therefore, it must be decompressed and reassembled each packet to restore
the original user data. The logical link between PCF and PDSN is divided into
uplink and downlink.

WCDMA&TD-SCDMA core network use the same architecture, mainly com-
posed of Serving GPRS Support Node (SGSN) and Gateway GPRS Support
Node (GGSN). Here GPRS technology indicates General Packet Radio Service
and interface Gn indicates the transmission channel. The logical link between
SGSN and GGSN also is divided into uplink and downlink. All data packets
through Gn interface will be added GPRS tunnelling Protocol (GTP) header.
Unlike the CDMA2000 standard, packet in WCDMA&TD-SCDMA core network
only need to process decapsulation and fragmentation restructuring.
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3 Anonymization Method

In this section, we describe our ANTW system which combine two components
for processing and anonymizing packets from mobile core network. In hardware
component, we operate most of the anonymization algorithm and pre-processing
approach for packets. In software component, we take over the business of further
packet in-depth treatment, like decompression and locating the user terminal IP
address.

3.1 Hardware Component

Due to the high speed of data accumulation, real-time processing costs plenty
of storage space if we adopt the way of post-processing. As a consequence, we
propose a FPGA-based hardware component to accomplish the aim of real-time
anonymization. For details, we employ five different algorithm to handle different
packet fields as follows:

First, hardware component provides permutation method to anonymize MAC
address. Source address sets as a self-define format to help transmitting informa-
tion of packet content between two components. Destination address sets as the
MAC address of back-end database for forwarding through switch equipments.
The advantage of this method is that it hides the origin address for anonymiza-
tion and helps to transmit information of packet between two components.

Second, for anonymizing the International Mobile Subscriber Identity (IMSI)
number, block black marker is the best approach to completely remove any pri-
vacy information about individual users. It replaces with a fixed value which
looks like below:

460013907601355 ⇒ 4600xxxxxxxxxxx (1)

Third, we utilize truncation method to anonymize the location field. For the
requirement of non-location statistic data, we only reserve the country code and
network code field to indicate the country and the mobile service provider. Then
for the data which need to be distinguished the areas, we further reserve the
location area code (LAC) to indicate the code of the area where user appeared.
And the service area code (SAC) will be set zero.

Forth, for anonymization of timestamp, time precision degradation algorithm
removes the most precise content of a timestamp field. Due to the time unit at
a coarser level of granularity, this anonymization approach can prevent network
data flows from insert attack. However, the anonymized data may not be useful
for applications that require strict sequencing of flows.

At last, as Fig. 2 shows, we utilize Crypto-PAn algorithm to anonymize user
terminal IP address in prefix-preserving way. After receiving the result of user
terminal IP address from software component, we run AES-128bit encryption
algorithm and XOR encoding algorithm to achieve Crypto-PAn anonymization.
It is a one-to-one mapping on a set of values generated from a block cipher. This
algorithm preserves the structure by preserving the prefixes values.
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Fig. 2. Example for perfix-preserving anonymization

3.2 Software Component

In CDMA2000 core network, Packet Control Function (PCF) decapsulates the
CDMA air frame and rebuild an AHDLC frame into GRE tunnel. As the length
of frame are unlimited, one encapsulated GRE packet may contain several incom-
plete AHDLC frame and each frame uses hexadecimal format 0x7e as a delimiter.
In software component, after receiving the packet from hardware component, we
first extract GRE-key to integrated AHDLC frame into a flow table, then deter-
mine the follow-up action. When the frame has a header, we decapsulate if it
also has a tail. Otherwise we insert this frame into the flow table. After that, we
lookup the flow table when the frame lack of header, so we integrated a complete
frame. At this time, we begin to extract integral frame and decapsulate. Finally,
if there is still remain incomplete AHDLC frame, we add it to the flow table for
waiting next packet arrives.

For packet anonymization, we discover user terminal IP address which has
already encapsulated in GRE and GTP header. For details, we utilize TerIP
approach to obtain the IP address of server node (e.g., PDSN in CDMA2000
network) and the transmission direction of each packet, it helps to identify user
terminal IP address in encapsulation packet. Then we decapsulate the raw packet
to extract user data packet.

For Van Jacobson compress packet, software component handles three types
of data packets: Type IP, uncompressed packet and compressed packet. The
process of decompression is the following:

(a) Check connection number. If the bit which use to identify connection number
is set, obtain the connection number directly and verify its existing in the
corresponding cache; if not, the connection number is set to the last number
received.

(b) We obtain TCP/IP header which store in corresponding cache based on
the connection number. According to the parameters carry by compressed
header, we modify the TCP/IP header within the current cache.

(c) To calculate a new total length of IP packet, we just add new TCP/IP header
length to the original payload length, and then recalculate the checksum
field.

4 Implementation

This section details the implementation of the ANTW, which is built on a board
consist of FPGA and Muti-core processor.
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The hardware pre-processor of ANTW system is implemented using FPGA
produced by ALTERA. The Altera Stratix V GX FPGA circuit is used as target
device configured with 12 bits LVTTL input ports and a configurable RAM buffer
used as the output buffer which is employed to send the information from the
circuit to the other components. Compare FPGA with ASIC, it allow a relatively
inexpensive development costs, field-programmable which logic can be modified
at any time.

The software pre-processor of NTW system is implemented using XLP432
produced by Broadcom company. The XLP432 processor is a third-generation
architectural enhancement to NetLogic Microsystems’s industry leading XLR
multi-core MIPS Processor Family, providing single-chip solutions that scale
from a single core to eight cores and every core has 4 threads. Moreover, multi-
core NPUs have many hardware improvements on multi-threads operation, which
decrease the thread switching overhead, hide the memory access latencies, and
employ the memory access cycle efficiently [3].

4.1 Deployment

In this session, we describe our pre-processing system deployment both in 3G
and LTE core network.

Fig. 3. Deployment of NTW in 3G & LTE network
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3G Mobile Network. In WCDMA&TD-SCDMA packet core network, we
deploy our system to collect measurement data through all Gn links between
SGSNs and GGSNs. From Gn interface, we can analyze a large amount of user
business data and control signaling such as PDP activate signaling, route update
information, location area update information and mobile management informa-
tion, etc. In CDMA2000 packet core network, we do the same thing through all
A10/A11 links between PCFs and PDSNs. The key components of 3G network
and the deployment of pre-processing system are illustrated in Fig. 3(a).

LTE Mobile Network. Compare LTE with 3G, there are many differences
both in network architecture and in wireless technology. From network LTE
access network flat structure led to the traditional signaling collection points
disappeared. LTE network contain only the packet-switched domain and offer a
large data transmission rate (over 100 Mbps). The key components of 3G network
and the deployment of pre-processing system are illustrated in Fig. 3(b).

5 Experimental Result

Due to the low utilization of real core network, real link can not provide suffi-
ciently large flow for testing. Therefore, in order to launch experiments on very
large scale packet flow, we utilize tester to simulate the real mobile core network.
IPRO PowerHawk Analyzer is a powerful multitechnology, multi-user solution
that enables high-volume testing of 3G, LTE, UTRAN, GERAN, CS/PS core
and IMS networks [1], which can provide a 10 Gbps output of prepared traffic
in a standard SFP+ interface. Connected with a 4-port optical splitter, we can
generate an input rate of 40 Gbps in maximum.

Data Collection. We experimented with two real datasets. First, we collected
data from servers located in Gn interface over a period of 5 h from 11:00am
through 4:00pm. We obtained 2.69 billion packets, corresponding to 1.5 TB of
TD-SCDMA traffic. And then we utilize the same way to collect data from
A10/A11 interface and obtain 38 million packets, corresponding to 324 GB of
CDMA2000 traffic.

For details on our dataset, we first calculate the proportion of each packet
length of entire dataset. In Fig. 4(a), we observe that 0–63 byte length of packet
accounted for 25.2 %, 64–127 bytes packet accounted for 20.8 %, 128–255 bytes
packet accounted for 6.7 %, 256–511 bytes packet accounted for 7.4 %, 512–1023
bytes packet accounted for 3.7 %, 1024–1518 bytes packet accounted for 36.2 %.
In general, we observe that almost 46 % of packet length lower than 128 byte. It
indicates the distribution of packet length in real link.

Then we run our dataset on typical server and ANTW system to compare
their performance. Figure 4(b) illustrates when incoming packet rate is increas-
ing, typical server starts to drop packet at 450 Mbps, and packet loss rate get to
65 % when incoming packet rate reach to 1 Gbps. Then, due to a large amount
of packets have been processing in hardware component, ANTW system has no
packet leakage even the incoming packet rate reach to 10 Gbps. This means our
NTW system has met the processing requirement of the mobile core network.
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Fig. 4. Performance evaluation of ANTW

6 Conclusion

In this paper, we consider the problem of real-time processing of mobile core
network while satisfying user privacy preserving. Then we have proposed a novel
anonymization system called ANTW consisting of two components. Hardware
component apply to anonymize packet fields and accelerate the packet process-
ing. Software component use to deal with the complicated calculation. Evaluation
results show that ANTW can achieve 10 Gbps.
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Abstract. Attacks on computer networks have become a major threat due to
the extensive use of internet in daily life. These attacks lead, mostly in huge
financial losses and massive sensitive data leaks. Intrusion Detection Systems
(IDS) are one of the security tools widely deployed in network architectures in
order to monitor, to detect and eventually respond to any suspicious activity in
the network. We propose in this paper a new approach for Network Anomaly
Detection based on Negative Selection process (NADNS). The Negative
Selection (NS) process in the biological point of view is the principle of dis-
criminating between self-cells and non-self-cells which is highly consistent with
the classification problem (normal/anomaly) in intrusion detection. Based on a
reduced dataset with a filter-based feature selection technique, NADNS gener-
ates a set of detectors (Antibodies) and uses them to classify events (instances)
as anomaly or normal. The accuracy of NADNS is tested with two intrusion
detection datasets: NSL-KDD and Kyoto2006+. The comparative results with
another Immune System-based algorithm namely CLONALG show that
NADNS outperform CLONALG regarding the detection rate, the False Positive
rate and f-measure.

Keywords: Network Intrusion Detection System � Feature selection � Artificial
immune system (AIS) � Negative selection � NSL-KD � Kyoto 2006+

1 Introduction

In recent years, intrusions, attacks or anomalies in network infrastructures have become
one of the major cause of great losses. A countless number of mechanisms are used to
minimize, to detect and counter these security issues. Anomaly detection is one of the
techniques proposed to ensure the integrity and the confidentiality of data. In general,
the problem of anomaly detection can be seen as a normal/anomaly classification
problem. Several modern techniques exist in the literature addressing this issue using
Neural Network, Bayesian Network, Support Vector Machine, Fuzzy Logic, Decision
Tree, Genetic Programming, Artificial Immune Systems (AIS) [1], ….

The Biological Immune System (BIS) has several properties such as robustness,
error tolerance, decentralization, recognition of foreigners, adaptive learning, memory,
and so on. These properties make the BIS a very complex and promising source of
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inspiration for several domains. AIS, the field that tries to mimic the complex mech-
anisms of the BIS, has caught the interest of researchers since the early 1990’s to solve
complex engineering problems. Theories and algorithms were proposed and exploited
for pattern recognition, data mining, optimization, machine learning, and anomaly
detection. Indeed, anomaly detection approach [2] in network security relies on
building normal models and discovering variation/deviation from this model in the
observed data. This process is strongly similar to the main objective of the BIS, which
is the protection of the human body from any harm including foreign invaders. For this
purpose, models of immune cells network, clonal selection, and negative selection were
proposed imitating the different mechanisms of BIS for classification and anomaly
detection [3].

In this paper, we propose a new approach for Network Anomaly Detection based
on Negative Selection process (NADNS). It is composed of three phases. In the first
phase, the data space is reduced using feature selection algorithms. During the second
phase, antibodies/detectors are randomly chosen from the training data, which contains
self and non-self-instances. At this stage, we introduced a dispersion threshold
regarding each feature in order to validate the detectors. The last phase corresponds to
the classification process that relies on the detectors generated and their radius. If an
observed data or an antigen activates a detector, it is classified as anomaly. However, if
it fails to activate all the antibodies, the antigen is first matched to an Artificial HLA
(human leukocyte antigen) before it is classified as normal. This last verification aims
to detect new unknown attacks.

The remainder of this paper is organized as follows: in Sect. 2 we review some
related work regarding AIS and IDS. Section 3 details our proposed approach. We
present and discuss some results in Sect. 4 and we briefly conclude our work in Sect. 5.

2 AIS in Intrusion Detection

The ability of the human body to automatically distinguish between self-cells and
non-self cells in order to protect himself from harmful pathogens is highly consistent
with the concept of intrusion detection. Thus our interest in further investigate the
application of such mechanisms in anomaly-based intrusion detection systems espe-
cially with more recent network patterns and up to date type of attacks.

One of the first application of AIS in intrusion detection was introduced by Forrest
and her team in 1994 [4]. They proposed a self/non-self discrimination algorithm with
two phases: (i) generation of a binary set of strings detectors (non-self). (ii) monitoring
of the protected data by comparing them to the detectors. Later on, they designed an
artificial immune system (ARTIS) framework [5], and applied it to network intrusion
detection domain by implementing ARTIS into LISYS (Lightweight Intrusion detec-
tion SYStem). An Immune-Based Network Intrusion Detection System (AINIDS) was
proposed in [6]. It is a set of multiple components, which the key component is an
antibody generation and antigen detection component. This includes the generation of
passive immune antibodies to detect known attacks and automatic immune antibodies
that integrate statistic method with fuzzy reasoning system to detect novel attacks.
L. Zhang et al. [7] proposed an integrated intrusion detection model based on artificial
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immunity (IIDAI) and a vaccination strategy. They also proposed a method to generate
initial memory antibodies with Rough Set. IIDAI integrates misuse detection model as
well as anomaly detection model. Authors in [8], presented a real-time anomaly
detection system based on a probabilistic artificial immune algorithm. A first version
named SPAI (Simple Probabilistic Artificial Immune method) used the probability
density function as self-detectors. Then, they proposed a second version, namely CPAI
(Clustered Probabilistic Artificial Immune algorithm) where normal profile was clus-
tered into sub groups. These subgroups were given priority values in a third version of
the proposed algorithm in order to reduce the response time. On the other hand, T.
F. Ghanem et al. [9] presented a hybrid approach for anomaly detection using detectors
generated based on multi-start metaheuristic method and genetic algorithms. Detectors
were generated using normal and anomaly records from NSL-KDD training data.
Authors in [10] applied Rough Set Theory to gure-Kddcup6percent dataset in order to
eliminate irrelevant and redundant features. Then, they tested r-chunk and negative
selection algorithm on the six resulted features. Most of the above-related work used a
binary representation of data flow without fully explaining the conversion process from
raw data connections or featured connections into binary strings and the computational
cost of such operation. Besides, most of them tested their work using only kddcup99
dataset which was, for the past two decades, the benchmark for the evaluation of IDS
and the only labeled dataset publicly available even though it is largely outdated.

In this paper, we detail the full process of our approach from the feature selection
phase with a multi-type representation (real, nominal), through detectors generation to
the decision rules and the classification phase. We also present the results of our
evaluation on nsl-kdd dataset as well as Kyoto2006+ dataset.

3 Proposed Solution

We propose in this work a new approach for Network Anomaly Detection based on
Negative Selection (NADNS). It has three main components shown in Fig. 1 and
further detailed in this section.

3.1 Feature Selection

Feature selection (FS) is an important data processing phase used to reduce the number
of features and remove irrelevant, redundant and noisy data with respect to the

Fig. 1. Block diagram of NADNS
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description of the problem at hand. This reduction aims to enhance the data processing
performance and reduce the computational complexity. FS methods can be globally
divided into two classes, based on how they combine the selection algorithm and the
learning method used to infer a model [11]. (i) Filters are a preprocessing step and are
based on performance evaluation metric calculated from general characteristics of the
training data. They are known for their low computational cost and their good gen-
eralization ability. (ii) Wrappers use the feedback of a classification algorithm to
evaluate the quality of feature subsets that are created using some search strategy. They
can detect the possible interactions between features but have a significant computation
time, especially when the number of features is large. Techniques that fall in these
approaches have been widely used in intrusion detection domain in order to fulfill the
real time constraints and improve the IDS’s response time, but almost all of the pub-
lished results were using DARPA98 [12] or KddCup99 dataset [13, 14]. To the best of
our knowledge, the work of M. Najafabadi et al. [15] is the only one that evaluates
feature selection method for Network IDS with Kyoto dataset, However, the authors
did not explicitly present their results of the best feature subset of Kyoto dataset.

In our work, filter-based FS algorithm is applied as provided by the Java-based
open source data-mining software Weka (Waikato Environment for Knowledge
Analysis) [16] on Kyoto2006+ dataset. The results are presented in Sect. 4.2 of this
paper. A more detailed study is underway for an upcoming extension of this paper.

3.2 Detector Set Generation

In this phase, NADNS uses as input a training data containing normal instances, that
represent the self set, and its output is a set of Antibodies that do not match any self
data. Our matching function is based on the radius of normal data :

Let T 2 Rp be the training data featured by p attributes. S � T is a set of normal
instances and rself its radius. D 2 Rp is a set of Non-Self detectors where D 6� S.

The Self radius rself ¼ fr1; r2; . . .; rpg is the threshold beyond which an instance
Xinst ¼ fx1; x2; . . .; xpg randomly picked from T is considered as a detector and ri ¼
2riself where riself is the standard deviation of the attribute i in normal data.

An instance Xinst is added to the detector set D if the distance between this instance
and all normal records is greater than rself regarding each and all the attributes.

Moreover, we assigned to each detector d ¼ fd1; d2; . . .; dpg a radius rd ¼
frd1; rd2; . . .; rdpg used to test its activation in the classification phase. Each element of
rd is calculated as follow:

rdi ¼ di � lselfi
� �� riself

2
; i ¼ 1. . .p ð1Þ

Where lself and rself are a p dimensional vectors that represent, respectively, mean
value and standard deviation of each attributes in normal data. The algorithm below
details the process.
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3.3 Classification

The classification phase is based on the antibodies (detectors) and their radius. For an
antigen a (an instance from test data) to be detected by the detector di, the distance
between di and a should be at most rdi regarding each attribute.

In other words, for an instance a to be classified as anomaly, the inequality 2 should
be satisfied for at least one detector in D.

ai � dið Þ� rdi; i ¼ 1. . .p ð2Þ

If none of the detectors in D has been activated, the antigen a is compared to an
Artificial HLA (A-HLA) analogously to the HLA (Human Leukocyte Antigen) com-
plex of humans which are proteins in the outer part of all body cells that are unique to
every person and which the human immune system uses to differentiate self cells from
invaders. Indeed, we introduced the A-HLA verification in order to detect new attacks
that could not activate the detectors. We identify the A-HLA as the tuple {lself ; rself }
where : lself is the mean of self/normal instances and rself is the radius.

In this case, for an antigen a to be classified as normal, it should: (i) not activate any
detector in D and (ii) satisfy the inequality (3) regarding the A-HLA

ðai � lselfiÞ� rselfi ; i ¼ 1. . .p ð3Þ

We present, in Sect. 4.2, the different results achieved with and without the A-HLA
verification for nsl-kdd data as it contains attacks such R2L and U2R which are the
most difficult to detect. The following algorithm details the classification process.
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4 Experimental Results

4.1 Dataset

Due to lack of labeled and publically available datasets to evaluate IDS, we used in this
paper two well-known benchmarks: nsl-kdd, and a more recent dataset Kyoto+2006.

Nsl-kdd. It is the refined version of KDDcup99 dataset known for some deficiencies. It
has some advantages over the original KDD data set such as the absence of redundant
records and the availability of a sufficient number of records in the train and test data
sets so the experiments are affordable on the complete set.

The dataset contains a large volume of network TCP connections, the results of 5
weeks of capture in the Air force network. Each connection consists of 41 attributes
plus a label of either normal or a type of attack. Simulated attacks are grouped into four
classes [17]: (1) DOS (Denial Of Service) are attacks that aim to making a service or a
resource unavailable. (2) U2R (User to Root) where a simple user tries to exploit a
vulnerability in order to obtain a root privileges. (3) R2L (Remote to Local) where
attacker attempts to gain access (account) locally on a machine accessible via the
network and (4) PROBE, which represents any attempt to collect information about the
network, the users or the security policy in order to outsmart it.

NSL-KDD is actually available in the form of four datasets, (1) NSL-KDD Train+
which is the complete train set. It contains up to 125973 records. (2) NSL-KDD
Train20% is a compact training set usually used by researchers in order to reduce the
computational cost. (3) NSL-KDD Test+ is the labeled test set with the explicit type of
attacks and a difficulty level. (4) NSL-KDD Test-21 is a test set without records of
difficulty level 21.
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Kyoto 2006+. Dataset is a collection of over 2.5 years of real traffic data (Nov.
2006*Aug. 2009). Gathered in Kyoto University for evaluating IDSs using a much
recent dataset than kdd99, which was for a long time, the only publically available
labeled dataset. Kyoto dataset was collected from/to 348 honeypots (Windows XP,
Windows Server, Solaris…) deployed inside and outside of Kyoto University. All
traffic was thoroughly inspected using three security software SNS7160 IDS, Clam
AntiVirus, Ashula and since Apr. 2010, snort was added.

Connections are featured by 24 attributes; among which, the first 14’s were
extracted based on KDD dataset and the remaining 10 attributes were added to further
analyze and evaluate network IDSs. A detailed analysis can be found in [18]. The
dataset is available as text files1 representing the daily traffic labeled as “normal” or
“attack”.

4.2 Evaluation and Discussion

Feature selection and normalization.
NSL-KDD. As stated before, a great number of feature selection techniques have

been studied with nsl-kdd dataset. Based on the results presented in [13], the set of
features we used in our experiments is : {1, 6, 12, 15, 16, 17, 18, 19, 31, 32, 37}.
Furthermore, we noticed the huge difference in scale between attributes’ values in the
training data. This usually leads to biased results. To overcome this problem, we
normalized the numeric attributes using Eq. 4.

xpnorm ¼ xp � minp

maxp � minp

� �
ð4Þ

Where: xp is the pth attribute’s value in the instance x. maxp and minp correspond,
respectively, to maximum and minimum value of the Pth attribute in the dataset.

Kyoto2006+. Before applying feature selection techniques on Kyoto2006+ dataset,
we excluded some features that, we believe, are irrelevant for the classification phase.
We excluded the features related to security analysis so that our method can be gen-
eralized to other networks that might not have such software in their architecture. We
also excluded the source and the destination IP addresses so that the method is inde-
pendent from these particular addresses. We used the open source tool Weka to per-
form feature selection for Kyoto2006+ dataset. In Weka, two objects have to be set; an
attribute evaluator and a search method. The first is used to assign a weight to each
subset of features, while the latter determine the search method used to form features’
subsets. In this work, Correlation-based Feature Subset Selection (CFS) was used as the
attribute evaluator with Rank Search as the search method. The resulting set selected to
perform our experiments is: {2, 3, 4, 5, 6, 8, 12, 13, 14, 16}.

1 http://www.takakura.com/Kyoto_data/data/.
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Input parameters.
Input parameters of NADNS are the number of detectors, which was set to 1 % of

training-data size and the training data itself. We considered the 2009’s Kyoto data for
our work and took the first of each month, cumulatively, as the training set. It means
that to test on January records, Jan. the 1st is set as the training input and to test on
March records, 1st Jan., 1st Feb., and 1st March are set as input training data.

Moreover, we compared our approach against CLONALG algorithm presented by
N. de Castro et al. and implemented in Weka2. It is a supervised, clonal selection based
algorithm. Its input parameters are AntibodyPoolSize = 30, ClonalFactor = 0.1,
numGeneration = 10 and SelectionPoolSize = 20. Details on the algorithm and its
parameters can be found in [19]. All experiments were performed using Windows® 8–
64 bit platform with core i7 processor and 8 GB RAM. The distributions of test subsets
of both nsl-kdd and Kyoto data are given in Tables 1 and 2 respectively.

Results.
The metrics usually used to evaluate the accuracy of intrusion detection techniques

are True Positive Rate (TPR ¼ TP=TPþFNÞ and False Positive rate ðFPR ¼
FP=FPþ TNÞ where TP are anomalies successfully detected, TN are normal events
successfully identified as such, FP are normal events wrongly identified as anomalies
and FN are anomalies missed by the IDS and misclassified as normal. F-measure is
another metric for test’s accuracy. F � measure ¼ 2 � TP= 2 � TPð ÞþFPþFN. Due to
the big difference in scale between NADNS results and those of CLONALG, we
plotted them separately. Indeed the results of our approach applied on Nsl-kdd without
and with A-HLA verification are given in Figs. 2 and 3 respectively. Figures 4 and 5
show a detailed detection results regarding each class of attack. Where Fig. 6 shows the
results of CLONALG on the same dataset. As can be seen, both versions of NADNS

Table 1. NSL-KDD test subsets

Description # normal # attack All

10 %F.nsl-kdd 7799 7052 14851
20 %F.nsl-kdd 15477 14226 29703
30 %F.nsl-kdd 23221 21334 44555
40 %F.nsl-kdd 30909 28497 59406
50 %F.nsl-kdd 38586 35672 74258
60 %F.nsl-kdd 46312 42798 89110
70 %F.nsl-kdd 54055 49906 103961
80 %F.nsl-kdd 61880 56933 118813
90 %F.nsl-kdd 69585 64080 133665
F.nsl-kdd* 77054 71463 148517
*Full NSL-KDD dataset.

Table 2. Kyoto test subsets

Description #normal #attack All

20090103 65338 43815 109153
20090112 64255 37781 102036
20090206 78353 47841 126194
20090215 80082 45373 125455
20090302 77925 48014 125939
20090325 79296 46510 46510
20090403 81366 44338 125704
20090425 56375 68356 124731
20090508 74728 50160 124888
20090530 73341 51351 124692

2 http://wekaclassalgos.sourceforge.net/.
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outperform CLONALG algorithm in terms of TPR as well as FPR. Especially the
version with A-HLA verification where the detection rate is up to 96 % with 18 % of
false positives. Which means that new attacks were detected in the second stage. The
results obtained on Kyoto dataset for both NADNS and CLONALG are shown in
Fig. 7 NADNS still gives better results than CLONALG algorithm especially when

Fig. 2. NADNS without A-HLA on nsl-kdd Fig. 3. NADNS with A-HLA on nsl-kdd

Fig. 4. Attacks detected without A-HLA Fig. 5. Attacks detected with A-HLA

Fig. 6. CLONALG algorithm on nsl-kdd Fig. 7. NADNS and CLONALG on kyoto
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A-HLA verification is applied. Figures 8 and 9 show the f-measure of both algorithms
applied on the considered datasets.

5 Conclusion and Future Work

In this paper, an AIS based approach was presented for data classification in Anomaly
detection. The approach is inspired from the Negative Selection process which has for
main purpose, the distinction between self cells and non-self cells. NADNS has three
phases; a feature selection phase where the most relevant features are identified and
selected. Detectors/antibodies generation phase in which instances from the non-self
space are randomly picked and validated against normal data regarding a dispersion
threshold of each attribute. The classification is achieved using the radius of the created
detectors and an Artificial HLA which we defined as the tuple (mean normal data,
radius self data). The accuracy of the approach was evaluated using both nsl-kdd and
Kyoto2006+ datasets and compared to another AIS-based algorithm namely CLO-
NALG. The experimental results showed a promising DR and relatively low FPR.
However, we intend to further enhance this approach in the first phase using more
challenging datasets as well as in the detection phase regarding the number of
detectors.
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Abstract. This work proposes a novel Integrated Heterogeneous Infrastructure
for Indoor Positioning (IHIIP) with a low-energy Bluetooth beacon to obtain
positioning data. This study defines the fuzzy area of subspace selection to
improve the indoor positioning accuracy. This study proposed a novel threshold
mechanisms are used to select the signal transmitter for positioning and thus
improve current positioning accuracy of indoor environment. The IHIIP out-
performs both Wi-Fi Access Point (AP) and Beacon in that it provides greater
positioning accuracy. Experimental results demonstrate that the mean error
distance is 1.29 m only using Wi-Fi AP, 1.33 m only using Beacon and 1.21 m
in the proposed IHIIP for indoor positioning.

Keywords: Indoor positioning � Bluetooth 4.0 low energy � Beacon � Received
Signal Strength Indication (RSSI) � Multilateration � Fingerprinting � K-Nearest
Neighbors (KNN)

1 Introduction

Most indoor positioning systems use only a signal transmitter (Wi-Fi) and a receiver to
acquire reference point data. They then use the K-Nearest Neighbor (KNN) algorithm
or a Multilateration algorithm for positioning. Therefore, positioning accuracy is lim-
ited by both the positioning algorithm and the use of a single source for the acquisition
of reference point data [1–14].

The remainder of the paper is organized as follows. Section 2 introduces the pro-
posed integrated heterogeneous infrastructure for indoor positioning. Its implementa-
tion and performance are analyzed in Sect. 3. Finally, conclusions are given in Sect. 4.
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2 IHNIPS Architecture Overview

In this work, transmitters of two type of infrastructure are used for indoor positioning.
This work proposes the IHIIP, which uses signals from the aforementioned two types
of transmitter to improve indoor positioning accuracy. IHIIP is equipped with a target
device, Access Point (AP), Beacon and a manager server, as shown in Fig. 1, which are
described below.

• Target device: The target device is a handheld device such as a mobile phone or
tablet on which is installed a receiving module and an association module. The
receiving module receives the RSSI from AP or Beacon and then passes it to the
manager server through association module.

• AP: On this device is installed a transmitter module, which can transmit an RSSI
signal through Wi-Fi signal.

• Beacon: On this device is installed a transmitter module and an association module;
the transmitting module transmits the RSSI through Bluetooth signal and the
receiving module receives commands from the manager server.

• Manager Server: On this device is installed a database, a positioning module, a
collection module and an association module. In the offline phase, the association
module saves the RSSI to the database via the collection module. In the online
phase, the positioning module reserves the RSSI. Then, the positioning module uses
the reserved data and the positioning information in the database to calculate the
location of the target, sending the result to the target device via the association
module. The IHIIP has two phases of operation the offline phase and the online
phase.

2.1 Offline Phase

In the offline phase, target device collects three kinds of information. Firstly, the target
device collects all reference points in the experimental environment, the RSSIARP from
each AP, and the RSSIBRP from each Bluetooth beacon at each reference point. Then,
the collection module in the manager server saves a data to the database as positioning
reference values. In the offline phase, the collection module calculates the threshold

Fig. 1. IHNIPS architecture
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value of every single AP’. Then, the collection module in the manager server saves the
data as a positioning reference value to the database.

2.1.1 AP’s RSSI Threshold Mechanism
This work proposes a threshold selection mechanism for choosing a transmitter among
Wi-Fi or Beacon device for indoor positioning. In the offline phase of the mechanism,
the collection module in the manager server calculates the threshold value for use in the
online phase.

2.2 Online Phase

In the online phase, two-tier positioning is used for indoor positioning. First, the target
device receives the RSSI from AP. Next, the positioning module in the manager server
compares the RSSI of the APs that were received by the target device with the
threshold value in the database. If the received RSSIs of APs more than 75 % is greater
than or equal to the threshold value, then AP is used for positioning. If not, then the
mechanism proceeds to the second step in which Beacon is used for positioning. Before
the RSSI is received from Beacon, the positioning module must know which subspace
to use for positioning. It therefore uses the AP’s positioning result to select the sub-
space. The positioning module awakes Beacon in the chosen subspace, and the target
device then receives the Beacon’s RSSI find the position of user location. Beacon is
used for positioning.

2.2.1 Subspace Selection Method
Beacon was added to strengthen for positioning. However, the coverage of Beacon’s
signal is smaller than that of AP to a degree that depends on the transmission power.
Therefore, more beacons than APs must be deployed in a given area, which is divided
into subspaces. This integrated heterogeneous infrastructure scenario includes four
subspaces and nine beacons. One subspace has four beacons. Each subspace has two
overlapping beacons. The positioning module must identify the subspace in which
Beacon must be awoken for positioning.

First, the subspace in which the target is located, so AP’s positioning result is used
as the location of the target device. AP’s uses the Multilateration or Fingerprint position
method. Next, AP’s positioning result (X, Y) is used to select a subspace. However,
since many points are at the edge of a subspace, positioning commonly misjudges
location. To solve this problem, a subspace area that is often misidentified is defined as
a Fuzzy Area. The Fuzzy Area is easy to find when only Beacon is used to position
target location.

2.2.2 Fuzzy Area
The preceding section described the selection of a subspace for select positioning
method. This section defines a Fuzzy Area in each edge in two subspaces is
misidentified zone in only using Beacon’s for positioning. The deep color zone in
Fig. 2 represents a frequently misidentified subspace. Then integrate AP’s signal
coverage, the fuzzy area is eliminated, as shown in Fig. 3.
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Subtracting the deep color zone from the AP’s signal coverage yields the final
fuzzy area, as shown in Fig. 4.

2.3 Positioning Mechanisms

This section introduces the positioning module in the IHNIPS, and describes how to
find the location (X, Y) of the target. Two basic positioning methods, Fingerprint with
KNN and Multilateration are used. The positioning efficiency is analyzed in seven
cases. This section assumes four APs, nine beacons, 54 reference points and four
subspaces.

Fig. 2. Fuzzy area with beacon positioning

Fig. 3. Fuzzy area with AP’s signal coverage
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• Case 1: Use APs to Position with Multilateration Method. In case 1, APs is used for
positioning, and Multilateration is the positioning method. First, the weakest RSSI
of the four APs is truncated. The three remaining APs are used for positioning.
Finally, the Multilateration equation is used with the coordinates of three APs to
find location (X, Y).

• Case 2: Use APs to Position with Fingerprint Method. In case 2, APs is used for
positioning, and Fingerprint with KNN is the as positioning method. The received
ai is RSSI from target device to AP, bi is RSSI from reference point to AP. Then, 54
values of d are obtained. Finally, the coordinates of all chosen reference points are
averaged to yields the location (X, Y) of target device.

• Case 3: Combine Case 1 and Case 2. In case 3, combines positioning method of
cases 1 and case 2 and adds a subspace selection method. First, as in case 1, the
Triangulation method is used to obtain location (a, b). Then, the subspace that
contains location (a, b) is the chosen subspace. Next, as in case 2, the Fingerprint
with KNN method is used to choose k reference points. But the kth reference point
must be in the chosen subspace. Otherwise, it is dropped and the k + 1th reference
point is chosen. Finally, the coordinates of all chosen reference points are averaged
to yield location (X, Y).

• Case 4: Use Beacon to position with Multilateration method. In case 4, Beacon is
used for positioning, and Multilateration is the positioning method. Since beacons
transmission power is poorer than AP, one beacon cannot cover most of positioning
place. The RSSIs of four beacons in subspace are summed; then the subspace with
the highest sum is the chosen subspace. Next, the weakest RSSI of the four beacons
in the chosen subspace is eliminated. The three remaining beacons are used for
positioning. Finally, the equation of Multilateration with the coordinates of their
beacons is utilized to obtain location (X, Y).

Fig. 4. Fuzzy area
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• Case 5: Use Beacon to Position with Fingerprint Method. In case 5, Beacon is used
for positioning, and Fingerprint with KNN is the positioning method. First, all
beacons are used to position. The received ai is RSSI from target device to beacon,
bi is RSSI from reference point to beacon. Then, 54 values di, i from 1 to 54, are
obtained. Finally, the coordinates of all chosen reference points are averaged to
yield location (X, Y).

• Case 6: Combine Case 4 and Case 5. In case 6, combines case 4 and 5. Only Beacon
is used for positioning, so unlike in Case 5, the Multilateration method is used to
select the subspace. First, the Fingerprint positioning method, used in Case 5, is
used to obtain location (a, b). The subspace that contains location (a, b) is the
chosen subspace. Next, the Multilateration method, used in Case 4, and the chosen
subspace are used to obtain location (X, Y). Cases 4 and 6 differ in the subspace
selection method. The case 6 use Fingerprint method is an improved subspace
selection method with a lower probability than case 4 of selecting the wrong
subspace.

• Case 7: Combine Case 3 and Case 6 with Threshold. In case 7, combines posi-
tioning method of case 3 and 6 and a threshold mechanism is added to choose the
device for positioning. First, the target device receives the AP’s RSSI, and com-
pares it with the threshold value. If the received RSSIs of at least three APs are
greater than or equal to the threshold value and the number, then the positioning in
Case 3 is used for positioning. If the received RSSIs of at least three APs are not
greater than or equal to the threshold value, then Case 6 is used for positioning.

3 Performance Analysis

This study uses seven kinds of case, as case 1, case 2, case 3, case 4, case 5, case 6 and
case 7, to illustrate the performance analysis. In Case 1, Multilateration is the posi-
tioning method with APs infrastructure. In Case 2, Fingerprint is the positioning
method with APs infrastructure. In Case 3, Multilateration positioning is used to select
a subspace and then Fingerprint is used as the positioning method with APs infras-
tructure. In Case 4, Multilateration is the positioning method with beacons infras-
tructure. In Case 5, Fingerprint is the positioning method with beacons infrastructure.
In Case 6, Fingerprint positioning is used to select the subspace and then Multilater-
ation is used as the positioning method with beacons infrastructure. In Case 7,
threshold is used to choose a positioning device, and the positioning results obtained in
Case 3 and Case 6 are combined.

Based on the results above, the average error distance was smaller and the posi-
tioning accuracy was higher in Case 5 and Case 2 less than in the other cases. However,
the main concern here is the use of two types of device for positioning. Case 7 is still
better than Case 3 and Case 6. Figure 5 shows the overall positioning results.
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4 Conclusion

This work proposes an IHIIP that includes a positioning device. Two types of device
for receiving an RSSI are used to improve the accuracy of positioning. This work
makes the following research contributions. AP and Beacon integrate the Multilater-
ation and Fingerprint methods for indoor positioning, in which the RSSI is utilized to
improve the accuracy of positioning. The results of a test experiment demonstrate that
the mean error distance in the IHIIP is 1.21 m. This system outperforms both AP and
Beacon in positioning, which yield mean error distances of 1.29 m and 1.33 m,
respectively.
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Abstract. Federated architectures are largely adopted for the design
and implementation of large-scale ICT infrastructure by re-using exist-
ing legacy systems and integrating novel components and systems by
means of proper middleware solutions. In these architectures, data needs
to be replicated and deployed in multiple parts of the infrastructure so
that it can be closer to the requesting entities, and available despite
of crashes and network partitions. It is challenging to perfectly deter-
mine the required number and location of the data replicas within such
infrastructures. This paper provides a solution to this issue by modeling
it as a multi-objective problem and resolving it as a non cooperative
game. A preliminary assessment of this solution is provided by means of
simulations.

Keywords: Event-based communications · Forward error correction ·
Layered multicast · Loss tolerance

1 Introduction

The proliferation of Internet connections around the world and the increasing
scale of the current ICT systems have paved the way to a radical rethinking of
software systems from the “closed world” perspective to the “open word” one.
In the first case, systems had a given mission with scarce (or no) possibilities of
exchanging data and coordinating their decisions with the other neighboring sys-
tems. On the contrary, in this novel perspective, systems are designed according
to federated architectures and interconnected by means of a proper middleware
solution, such as the ones based on the publish/subscribe interaction model [1],
so as to exchange data with the other systems and to take decisions in a col-
laborative manner by optimizing their efforts with the ones of the neighbors [2].
c© Springer International Publishing AG 2016
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The advent of these “systems-of-systems” can be seen in several application
domains, spanning from health information systems [3] to critical infrastruc-
ture [4] and crisis management [5].

The openness of these system-of-systems allows to have advanced and com-
plex decision making process within each constituting systems and to retrieve
a high volume of data on the environment, not only the ones produced within
the system but also from other systems, so as to take better decisions. However,
this also implies a set of novel challenges that the traditional systems, following
the “closed world” perspective, did not have. We can have the following types
of issues affecting the infrastructure:

– big data problems, since systems must deal with a high amount of information
that may overwhelm some of their nodes, cause congestion phenomena, and
increase the time to take a decision;

– performance problems, since system need data from other systems and it is
needed to identify which system holds the datum of interest and retrieve it;

– availability problems, since nodes and links within a system and among systems
may crash and be unavailable with the consequence impossibility of obtaining
a certain datum of interest;

– resiliency problems, since data exchanged among systems may be lost due to
network misbehaviors or may be delivered with an unpredictable delay.

The commonly recognized solution to deal with these problems is to make use of
data replication [6], where a piece of information is not stored within the system
that have generated it, but consistently replicated in several points of the overall
infrastructure so as to reduce retrieval time, increase its availability and make
the systems resilient to possible network failures. Despite the different possible
replication schemes that can be adopted within an infrastructure, a key issue
consists in deciding where to place a given datum in the infrastructure so as
to optimize its benefits without increasing the relative costs (such as the waste
of memory to hold the datum given its utility and/or the issue of keeping the
several data copies consistent in case of changes). The contribution of this paper
is to present a game theoretic approach for selecting the number (and location)
of the copies of a critical data for an infrastructure.

2 Background and Related Work

A federated architecture underlying the deployment, and consequent realization
of a system-of-systems, is depicted in Fig. 1, where we have a set of systems
interconnected by means of a given network, such as the Internet or a cellular one.
Each system is characterized by an internal architecture, made of several nodes
that communicate among each others thanks to a given technology. Therefore, we
can distinguish two levels of topologies: one within a system among its nodes,
and one among the systems, as illustrated in [4]. Generally speaking, we can
identify three kinds of networks in a system: (i) gateways (indicated with the
capital letter ‘G’ in the figure), which are special nodes with the responsibility
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Fig. 1. Schematic representation of a federated architecture.

of managing the communications of a system with the other ones; (ii) computing
nodes (indicated with the capital letter ‘N’ in the figure), which are commodities
that host programs and/or computing tasks that produce novels information by
analyzing certain data received as input; and (iii) storage nodes (indicated with
the capital letter ‘S’ in the figure), which have the duty of storing data generated
within the system and/or of interest for the computing nodes.

In order to successfully terminate its tasks, the computing nodes have the
requirement of accessing the data on which the task has to work. If the data has
been generated by previous elaborations within the system, it is reasonable that
they are hosted on the storage nodes of the system. However, it is possible that
such data have been produced in another system. In that case, the computing
node has to issue a request in order to determine which system holds the data
of interest. To this aim, we have that gateways typically have a list of the data
stored in their system of reference, so that the computing nodes forwards a
request message to its local gateway (i.e., interaction 1Req in Fig. 1) looking for
the location of the data of interest. If the data list in the contacted gateway does
not contain any entry related to the requested data, the request is forwarded to
all the connected gateways (interaction 2Req in Fig. 1). If one or more of them
contain an entry that satisfies the request, one or more responses are send back
to the requesting gateway with the location of the data of interest (interaction
2Res in Fig. 1). If the location of the correct storage node is within the system
or in other system, the computing nodes receive one or even more responses
(interaction 1Res in Fig. 1). After receiving the responses the nodes decide which
node to contact for obtain the data.

Such a behavior is vulnerable to several factors that may compromise the
performance, availability and resiliency of the overall infrastructure, when each
system keeps in its local data storage the data for which it is the producer.
First, in case of network misbehaviors, the messages containing the requests
and the responses may be lost in the network. This causes that the computing
nodes may not receive a response to its request. Second, the identification within
the infrastructure of the location of where the data of interest is stored takes
a non-negligible time, which is proportional to the scale and complexity of the
federation. Moreover, the data of interest may be located far from the requesting
node, implying a certain time in order to transfer them from where they reside
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to where they have to be processed. Third, the network may be affected by
intermittent disconnections, causing partitions within the federation. During the
partitioning time, data hosted in a partition are unreachable to the nodes in the
other partitions, compromising the correct execution of the processing tasks since
input data are missing. Last but not least, nodes are subject to permanent or
temporary failures, such as crashes and/or hangs, making them unavailable. If
the compromised node holds data, the stored data may be lost, even permanently,
with severe consequences for the overall infrastructure.

A well-known solution to tolerate this problem is to replicate the critical
nodes within the infrastructure, such as the storage nodes, to make several
copies of crucial data and to place such copies in several locations of the entire
infrastructure, or to adopt resilient communication means so as to cope with net-
work misbehaviors. Concerning resilient communications, in particular reliable
publish/subscribe services, which are the widely-used for federated architectures,
we remand interested readers to [7]. In this work, we are interested in the first
two aspects of such a solution. Concerning node replication, literature is rich of
solutions, which can be classified in two groups [6]. On the one hand, one option
is to use a passive replication scheme, in which the failed entity is replaced by
one of its backups. The case that both the entity and all of its replicas fail at
the same time is extremely rare, so this solution improves the availability of the
entity and the relative reliability of the overall system. However, timeliness is
compromised since the entity would be down for a certain time window leading
to the impossibility of satisfying some requests from its end-users. On the other
hand, another option is to use an active scheme, in which the system exposes a
virtual entity made up of a set of distinct replicated objects with equal responsi-
bilities. In this case, a failing entity is instantaneously replaced without causing
the unavailability of certain system functionalities, so that timeliness is achieved.
However, there is still the possibility of a failure of all the coordinators due to
common mode errors. In the literature, there are also hybrid schemes, such as
semi-active replication [8], where the entity is actively p-redundant, i.e., there
are p replicated objects active at the same time; moreover, there are k backups
for each active object. The system designer is free to choose the robustness of
the system by varying < p, k >. Such a replication scheme allows the system to
tolerate entity crashes without having certain functionalities unavailable for a
certain period of time. Thanks to backups, such a solution is not vulnerable to
common mode errors as active replication. Hybrid schemes allow taking the best
of the combined replication schemes without being affected by the same issues.

Despite how replication is implemented, the main problem is to determine
how data should be replicated based on maximizing it benefits and reducing
its costs. When data is replicated, the advantages achieved are (i) lower time
to identify the location and retrieve the data of interest, since it can be placed
closer to the requesting nodes; (ii) higher data availability, since if a node crashes
and/or the infrastructure is partitioned, requests can be satisfied by one of the
replicas with a higher probability; (iii) optimized scalability, since several copies
of a certain piece of information are spread across the infrastructure and its
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requests are not concentrated towards a single node. These benefits come at
the costs of consuming storage resources to hold all the copies, and consider-
able workload for keeping the copies consistent in case of eventual changes. In
the second case, a proper middleware, typically based on the publish/subscribe
model, is used to propagate the update details to all the nodes holding a copies
of the data to be updated. All the copies have to be changed or none of them, so
as to achieve a consistent view of the data within the infrastructure and avoid
having different values depending of which replica is accessed. Based on this, it
is evident that the naive solution of replicating all the critical data with a copy
in all the system composing the federation is not viable. Therefore, only a subset
of systems should be selected, where to place a copy of a given data. Within the
literature, the problem of data replication has been investigated within the con-
text of peer-to-peer systems [9], content delivery networks [10], data grids [11]
and/or cloud computing [12], where the objective to be optimized is the data
retrieval latency (by means of the so-called cashing mechanisms), or the data
availability (targeted by the data replication). Issues raised by unpredictably
delayed data access and asynchronous delivery are addressed in [13,14]. In this
work we are interested in achieving both these features, by realizing a proper
trade-off. The naive solution is to have a random placement of the data replica;
however, despite being easy to realize, such a solution is not able to obtain opti-
mal solutions. On the contrary, a typical approach is to formalize the overall
task of data replica placement as an optimization problem and let a centralized
node in the infrastructure to resolve it and to send commands to implement
the determined placement strategy. This approach is able to return optimal,
or sub-optimal, solutions, whose quality depends on the ability of the adopted
optimization scheme to explore the space of admissible solutions and reach one
or more global optima. However, for large-scale infrastructure assuming that a
node is able to obtain global knowledge of the overall system and deal with the
workload to resolve the above-mentioned optimization problem is not realistic.
To this aim, our work follows a different approach by designing a distributed
approach for data replica placement without requiring a centralized resolver. In
fact, each node can take the decision to host the replica for a determined datum
based on local decisions and knowledge.

3 The Proposed Approach

The contribution of our work is to design a solution to place data at certain
systems within a federated architecture so as to achieve optimal data availability
and retrieval latency, while keeping a lower storage resource consumption and
consistency agreement workload. To this aim, the data available in the federation
are classified according to a given criterion, such as determining a topic. Such
a classification is indicated by associating to the data a special string. So that,
the gateways, and their replicas, holds a map that associate each class of data
to the address of the different nodes holding a replica of such data within the
systems of the gateways. The main issue left to be solved is how to determine
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where to place replicas of each data class. Such a decision is taken without the
intervention of any centralized managers, but the gateways collaborate among
each other to find a solution to this problem in a distributed manner. Specifically,
each gateway keeps a set of statistics for each class of data requested by any
entity in its organization. We have envisioned two classes of statistics: data
availability and retrieval time. In the first case, the gateways counts the number
of successful write/read requests over the total number of requests; in the second
case, they compute the average time to retrieve instances of the given class of
data. Periodically, each gateway computes a satisfaction degree per each own
system knowing the number of available replicas and their placement within the
overall infrastructure:

δi(n, P ) = ωA

(
ρA − κSucc

κTot

)
+ ωΛ(ρΛ − κΛ) (1)

where ωA and ωΛ are weights chosen by the system administrator in the [0, 1]
interval to state the importance of availability over latency, κSucc is the total
number of successful requests, κTot is the number of requests, κΛ is the computed
average retrieval latency, ρA and ρΛ are the required level of data availability
and retrieval latency chosen for each class of data by the system administrator.
If the satisfaction degree is positive, it means that the current setting of the
platform satisfies the requirements of the users of the given organization and
no further actions are needed. On the contrary, a negative value states that the
current setting is not satisfactory and some changes are required. The costs for
holding a replica for the given class of data can be formulated as follows:

costi = ωA

(
θdata

θTot
· 100

)
+ ωΛ

(
ιdata

ιTot
· 100

)
(2)

where the first contribution measure the fraction of the storage resources used
to hold the replica (namely θdata) over the total amount of available resources
(namely θTot), while the second one indicates the fraction of requests received for
the hold replica (namely ιdata) over the total number of served requests (namely
ιTot). The driving idea is to maximize the satisfaction degree at each organization
and minimize the relative costs by determining the optimal number of replicas,
and their relative placement of replicas for the class of data of interest:

maxi∈[0,N ] δi(n, P )
mini∈[0,N ] costi · Pi

(3)

subject to:
n =

∑N
i=0 Pi ≤ max ≤ N

Pi =
{

0 if no replica at the i-th organization
1 if replica at the i-th organization

(4)

where max indicates the maximum number of replicas to be placed in the
infrastructure made of N systems integrated by the federation platform. This is
an example of multi-objective optimization problem [15], since the two objective
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Fig. 2. Two-level topology interconnecting the nodes in a federated architecture.

functions to satisfy are opposing, i.e., a solution for the first maximization is
not a solution for the second minimization, and a trade-off is needed. Such a
trade-off is called Pareto solution, i.e., a configuration able to keep in balance
the two objectives and a different solution is not able to improve such a sit-
uation. Classical solutions [16] are not viable in our case, since the federation
platform has a large-scale nature and global knowledge in such systems is not
achievable. A possible approach based on a mathematical formulation could be
to consider the degree-dependent spanning tree problem, a NP-complete variant
of the minimum spanning tree problem. In [17,18] some solution approaches and
integer linear programming formulation are proposed to model such problems.
But with this approach we can only cover instances of very small size. Therefore,
we have considered a distributed approach to the resolution of this problem by
means of a non-cooperative game [19]. More formally, let us consider the topol-
ogy for the overlay interconnecting the gateways as an undirected graph (X,E),
consisting in a set of nodes, namely X, and a set of edges connecting two nodes,
namely E. Within the set of the available nodes, we define a subset of all the
nodes, namely Y ⊂ X, containing the nodes where a player can be located. We
consider a set of players P := {c1, c2, · · · , cp} of finite size p ≤ 2. Formally, the
strategy set for each player c ∈ P is defined as Sc = Y , such that a strategy
of a player is the selection of a node sc ∈ Y . Combining the strategy sets of
all the players, namely S = S(c1) × S(c2) × · · · × S(cp), a strategy profile s ∈ S
implies a certain payoff to each player c, namely Φc(s), which are aggregated in
the so-called profile of payoffs denoted as Φ

S

. The payoff is the gain achievable
by a player to host a given replica, considering the costs to store the replica and
to manage the incoming requests to read/write it, as mentioned above (Fig. 2).

The scope of the game is to determine the best strategy profile that implies
the maximum payoff for all the players. Despite the several possible formulations
that came out within the literature, we have described such a game in terms of
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a non-cooperative game, where players are selfish, i.e., there is no direct commu-
nication between the players, and each one only cares to maximize its own profit
or to minimize its own costs without considering the state of the other players
(with the eventuality of damaging them, even if it is not intentional). Then, the
normal form for the non-cooperative game for our replica placement problem
is given by Γ = (P, S, π), with the objective of maximizing the payoff for all
the players, for which we are interested in finding Nash equilibria, i.e., given a
certain strategy s ∈ S, it is not profitable for a player to select a different replica
placement pattern than the one in the current strategy profile since adding or
removing a replica will not change or even reduce the achievable payoff, so a
player has no incentive to change strategy. The demonstration of the existence
of such equilibria is a well-known NP-hard problem and is resolved by means of
theorems. For a concrete example, the authors in [20] demonstrate the existence
of at least a Nash equilibrium for games as ours and the conditions to induce
such equilibrium are presented. We can model our replica placement problem
as a non-cooperative game with N players, whose strategy is represented by a
binary decision to hold a replica or not. Rather than formalizing the payoff of
each player, we consider its costs, according to the previous formulation of costi,
properly assigned to each player. Specifically, let us indicate with Si the binary
value representing the strategy chosen by the i-th player (which is 1 if the i-th
player decides to hold a replica; otherwise, it is 0). The cost paid by the i-th
player to follow its strategy can be formalized as follows:

Ci(Si) = costi · Si + δi · (1 − Si) (5)

where costi and δi are expressed in the previous equations. The game can start
with a random strategy profile and evolve over the time where each player
changes its strategy so as to minimize its costs formulated in the previous equa-
tion. Such an evolution will bring to a stable solution represented by the Nash
equilibrium, where no player has an incentive to change its strategy. A strategy
profile, namely s, represents a Nash equilibrium if and only if the two following
conditions are guaranteed:

∃i ∈ Y s.t. δi ≤ costi (6)

and
� ∃i ∈ Y s.t. costi − δi > 0 (7)

The first condition indicates that the satisfaction generated by a replica placed at
the i-th node is never greater than the cost of placing it; so, none of neighboring
nodes has an incentive to act as a codec. While, the second condition states that,
when the i-th node holds a replica, it is not convenient to stop holding it since
the paid cost is already minimized. The condition in the first equation defines
the control behavior of the super-peers to decide holding a replica or not.

4 Experimental Evaluation

To quantify the goodness of the proposed solution we have conducted a prelimi-
nary assessment by using a simulation approach, by implementing our solutions
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Fig. 3. Experimental results.

by using the OMNET++1 simulator. In our first simulation, the exchanged mes-
sages have a size of 23 KB, the publication rate is one message per second and
the total number of nodes is 40. The network behavior has 50 ms as link delay,
and 0.02 as loss rate. We have assumed that the coding and decoding time are
respectively equal to 5 ms and 10 ms. We have published 1000 events per each
experiment, executed each experiment three times and reported the average.
In the second simulation, we assumed that each organization (made of 4 nodes)
periodically generates a datum of 23 KB, while others periodically make requests
for a piece of data previously produced by one of the remaining organizations.
We assume that nodes can crash with a probability of 0.05.

Our experiments investigate the data availability in our infrastructure, by
determining the ratio between data request are successfully replied and the total
number of made requests. Such an availability is quite low without any repli-
cation means in the infrastructure, as shown in Fig. 3(a), while our replication
approach is able to tolerate node crashes without compromising the data avail-
ability. Figure 3(b) shows also the performance of our solution in terms of the
needed time to retrieve a datum of interest. Our replication approach is able
to achieve a speed up in the data retrieval operation than the case without any
replication, as evident and expected. We have also compared such a performance
to the one achievable when the data replication strategy has been performed with
a centralized approach adopting a genetic algorithm to deal with the resolution
of the multi-objective problem. Our solution achieve good performance but lower
than the optimal case, as expected by a non-cooperative game.

5 Final Remarks and Future Work

In this work we have approached the problem of data replica placement in large-
scale infrastructures adopting federated architectures, by analyzing the require-
ments for a successful data placement strategy and formalizing them as a multi-
objective optimization. We have resolved it by means of non-cooperative game
theory. We described a preliminary assessment campaign by means of simu-
lations. As future work, we plan to investigate the application of cooperative
1 www.omnetpp.org.

www.omnetpp.org
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game theory in order to improve the goodness of the achievable data replication
strategies. Moreover, our solution consists in performing a non-cooperative game
for every unit of data to determine the number and location of replica, which
may put the system into bottleneck problem. As future work we will investigate
means to reduce such efficiency issue.
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Abstract. Virtual Machine (VM) placement is a key issue for address-
ing problems improving resources utilization, increasing customer satis-
faction, reducing implementation cost, minimizing power consumption.
Existing works on availability-aware VM placement deal with VM allo-
cation task based on taking VM resource demand as constraints. In this
paper, we present a novel Cost-Effective Criticality-Aware VM Place-
ment (CECAVMP) approach based on criticality feature of VM, which
has not been considered in previous works. A critical server free capacity
controlling method is proposed to make a trade-off between availabil-
ity and cost. We simulated VM placement using CECAVMP and other
compared algorithms in different scale clouds. The experimental results
show that CECAVMP keeps cloud application in higher availability range
without loss of VM request satisfaction.

Keywords: Cost-effective · Criticality-aware · Availability · Free capac-
ity controlling · VM Placement

1 Introduction

Cloud computing has become a highly demanded service or utility due to the
advantages of high computing power, cheap cost of services, high performance,
scalability, accessibility as well as availability. Resource management is critical
in achieving high performance in cloud environments.

The process of mapping suitable Physical Machines for a set of Virtual
Machines (VMs) is known as Virtual Machine Placement, an important topic
in cloud resource management [1]. A well-designed VM placement algorithm can
improve the efficiency and availability in infrastructure clouds.

VM placement is subject to many constraints originating from multiple
domains, such as the resource requirement of the VMs, availability requirement,
security requirement [3]. The VM placement problem under constraints poses
interesting theoretical and practical challenges. Although it has been extensively
studied over the last years, it lacks of comprehensive consideration on the con-
straints of VM placement.

Cloud applications usually consist of multiple components hosted in VMs.
Since the role and usage of components are different, there is difference on the
c© Springer International Publishing AG 2016
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criticality level of VMs hosting components. The availability of cloud application
is affected differently by critical VM and non-critical VM. Therefore, there is
necessary to also take the criticality feature of VM into considerations of VM
placement.

In this paper, we study how to allocate VMs to servers considering criticality
feature of VM. The proposed VM placement approach makes different prior-
ities to allocate VMs. To improve the overall availability of cloud application,
CECAVMP maintains the critical servers running stably by controlling resources
utilization of servers.

2 Related Work

There is a wide-range of research work around resource provisioning proposed
in infrastructure cloud. These approaches try to figure out optimal resource
allocation with different goals [4].

Many schemes aim to improve performance of VMs. Jin et al. study effi-
cient VM placement in data centers with multiple deterministic and stochastic
resources [5]. Reference [2] provides a practical model of cloud placement man-
agement under a stream of request and present a technique to project the past
demand behavior of a VM to a candidate target server. Jayasinghe et al. focus
on improving performance and availability of services hosted on IaaS clouds [6].

Aiming to ensure availability, Liu et al. describe a novel resource management
framework to ensure high-level QoS in cloud, which utilizes an aggressive resource
provisioning strategy to substantially increase the resource allocation in each
adaptation cycle when workload increases [7]. Wang et al. propose an availability-
aware policy by performing both vertical and horizontal scaling to explore how
and where to allocate computing resource [8].

Different from previos research works, our approach takes criticality fea-
ture into the constraints of VM placement which has not been studied in other
research work. Besides of VM request satisfaction guarantee, maintaining cloud
application availability in a high range has been investigated based on critical
server free capacity controlling.

3 Problem Formulation

3.1 Motivation

Cloud applications usually consist of multiple components, each component
hosted in a separate VM. Because the roles and usage of components are differ-
ent, not all of the components are equally critical.

Fault tolerance is an effective way to improve availability by spreading compo-
nents of cloud application across many fault domains, thus reducing the impact
of single failure on cloud application, or equipping backup copies for critical com-
ponents. If a primary component fails, the secondary component takes over. An
example case of application components placement using fault tolerance is shown
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Fig. 1. Application components placement example case

as Fig. 1(a). However, the use of fault tolerant strategies introduces additional
cost on designing and implement redundant components.

There is a conflict between improving the availability of cloud applica-
tion and reducing the cost of renting cloud service. To relieve the conflict,
we propose a novel approach to optimize the trade-off between the availability
and the cost, named Cost-Effective Criticality-Aware Virtual Machine Place-
ment (CECAVMP) Approach. Instead of equipping critical VM with redundant
VM, The criticality feature of VMs is taken into account of VM placement.
CECAVMP separates the allocation of the critical VMs and non-critical VMs,
the critical VMs are entitled higher priority to be allocated on some centralized
servers named critical servers. To provide a stable running environment for crit-
ical VMs, we proposed the critical server free capacity controlling method by
assigning a safe margin to avoid critical servers being overloaded. Then the non-
critical VMs are placed with the aim to maximize server resources utilization,
minimize the number of servers used. An example case of the same applica-
tion components placement using CECAVMP is shown as Fig. 1(b). Therefore,
CECAVMP simultaneously enhances the availability of cloud application and
controls the cost of renting cloud infrastructure.

3.2 VM Request Model

In typical commercial on-demand cloud, taking Amazon EC2 as an example,
VMs requests from different customers are on discrete time.

In this paper, we focus on the improvement of VM placement based on crit-
icality feature, instead of how to recognize critical VMs. We assume there are
two criticality levels, critical and non-critical. We identify each VMs request of
customer with a vector V MR(t, cID, V MSET ), where t is the time VM request
is submitted to cloud, cID is the customer id used to identifying the affiliation
of V MSET , and V MSET is the set of VMs to be placed.

We study the placement problem in heterogeneous cloud which consist of
distinct types of servers with different resources capacity, and provides multiple
types of VM to customers. We consider an infrastructure cloud composed by
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N servers. Each server is characterized by R types of resource, namely, CPU,
memory, bandwidth, and power.

We assume that the scale of cloud is definite, that is the number of each
type of servers is fixed. Placing VMs in the cloud with limited capacity may
introduce the failure of VMs request. S =

∑
successV M/

∑
V M × 100% is

defined to indicate overall VM request satisfaction.

3.3 VM Placement Constraints

To improve resource utilization, most of existing research on VM placement usu-
ally tries to allocate VMs on the least amount of servers, and the VMs belonging
to the same VM set are placed on a group of centralized servers. However, it
also has disadvantage that VMs on the same server will affect mutually under
the high workload.

A critical server crashes or runs under high workload will directly affect the
availability of each critical VM deployed on the same critical server. To avoid
this situation, the critical VMs belonging to the same VMs request will be placed
on distinct servers, because it is less likely that the critical VMs belonging to the
different customers run under high workload simultaneously. The probability of
server overload even crash can be partly reduced.

Meanwhile, critical VMs of different customer can be placed on the same crit-
ical server. This is designed to enable cloud infrastructure providers to improve
the overall utilization of critical servers and manage critical servers centrally.
Based on such premises, the running environment for critical VMs can be kept
stable while the cost for redundant cloud resource reduce.

Allocation Exclusion Constraint: The processes of placing critical VMs
and non-critical VMs are separated, the server assigned to hold critical VMs
is marked as critical server, and critical server is only used for holding critical
VMs. Critical VMs of the same VMSET from the same customer must be placed
on distinct servers, critical VMs of different VMs sets can be place on the same
server, which can be formalized as:

max{num(V Mi)|V Mi ∈ V MSET} ≤ 1 (1)

Where num(V Mi) is the number of VMs of the same VMSET placed on the
server.

Server Capacity Constraint: The total amount of resources demand of VMs
placed on a server cant exceed the server physical capacity, which can be repre-
sented as:

n∑
i

r(V Mi) + Tc · SM(Si) ≤ C(Si) (2)

Where n represents the number of VMs placed on Serveri. Tc is the class
identifier of server. Tc = 0 means this is a non-critical server, which do not
need controlling resources utilization. Otherwise, a dynamic Safe Margin (SM)
is assigned for critical server with tag Tc = 1 . The detail implication and
computation of SM are explained in Sect. 3.4.
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3.4 Critical Server Free Capacity Controlling

Server resource utilization is a key metric of VM placement. Low resource uti-
lization denotes waste of server resource; extremely high resource utilization may
reduce the overall server availability. For the above reasons, to maintain the sta-
bility of servers, keeping the resource utilization in a rational range is an effective
and pratical way.

When CECAVMP allocates a VM, it needs to select a most suitable server
from the partial occupied servers or start an unoccupied one. The selection
depends on the free capacity of servers. In our approach, CECAVMP keeps the
critical servers utilization in a rational rage by controlling dynamic Safe Margin.
The critical server claim its present free capacity is the remainder after actual
free capacity subtracting Safe Margin, so that a critical VM would not be placed
on this server, if the resource utilization of this server after placement is going
into the risky high utilization range.

The Criticality Degree of Serveri depends on two factors: the number of
critical VMs and the total resource demand of critical VMs placed on Serveri.
We define the Criticality Degree of Serveri CD(Si) as following:

CD(Si) = α × [φnum(Si) × φut(Si)] (3)

Where φnum(Si) is the percentage of the number of critical VMs on Serveri,
φut(Si) is the percentage of the occupied resources of Serveri, and α is a bal-
ance coefficient for φnum(Si) and φut(Si), which are computed using Min-max
normalization.

We try to control the resource utilization of critical servers in a rational range,
by assigning a Safe Margin SM(Si). The value of Safe Margin depends on the
Criticality Degree of the server, and is proportional to the criticality degree.

SM (Si) = β × CD(Si) (4)

Where β is the free capacity controlling factor, it is a customized variable
which ranges in value from 0 through 1.

The critical servers claim its current free capacity FC(Si) as shown in Eq. (5)
to avoid overload.

FC (Si) = C (Si) −
n∑
i

r(V Mi) − SM (Si) (5)

The failure of each VM affects the availability of cloud application. When the
VM request satisfaction rate is less than 100%, it implies there are some VMs
that are not assigned successfully to customer. The failure of this part of VMs
will lead to lower availability of the application. We denote wc as the impact
weight of critical VM, and wn as the impact weight of non-critical VM. From
a practical point of view, the value of wc is larger than wn. Thus, the average
impact on the availability of cloud application appi introduced by the failed VMs
can be calculated by the Eqs. (6) and (7) as following.

FA(appi) = wc × frc + wn × frn (6)
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FA(appi) = fr × [wc × Cr + wn × (1 − Cr)] (7)

Where frc and frn represent the probability of the failed VM is a critical VM
or a non-critical VM, fr is the overall failure probability of the VM requirement,
and Cr is the percentage of the critical VMs in VMSET.

4 Cost-Effective Criticality-Aware VM Placement
Algorithm

4.1 Algorithm Description

The basic idea of CECAVMP is as follows. Each time new coming VMs require-
ment is received, CECAVMP divides the original VMSET into critical VMs sub-
set and non-critical VMs subset according to the users criticality label of VM.
Then the critical VMs and the non-critical VMs placement is handled sequen-
tially.

CECAVMP algorithm contains 6 steps as following, and the pseudocode is
shown in Algorithm 1.

1. Divides VMSET into critical VMs subset and non-critical VMs subset.
2. Sorts VMs subsets by descending resource requirements separately.
3. Selects the best fit occupied server capable of fulfilling the resource require-

ments, or start an unoccupied server as a candidate.
4. Places the present VM on the candidate.
5. Updates the free capacity of server.
6. Adjusts the location of the selected server in the servers list ordered by

ascending free capacity.

4.2 Algorithms Implement and Simulation

To evaluate the performance of CECAVMP algorithm, we chose CloudSim as
our simulation platform. CloudSim is a popular simulation tool modeling a cloud
computing environment for evaluation of resource provisioning algorithms [4]. In
this work, we modified CloudSim to support simulation of CECAVMP algorithm
and the other compared algorithms. To this end, we extended the existing vmAl-
locationPolicy class to 3 classes: VmAllocationPolicyFCFS, VmAllocationPoli-
cySortDynamic, and VmAllocationPolicyCECAVMP, which represent different
allocation policy strategies. Based on these classes, we realized 3 VM placement
algorithms, namely: Best-Fit Ascending (BFA), Best-Fit Descending (BFD), and
CECAVMP.

The best-fit algorithm chooses a most suitable server whose free capacity
is greater than or equal to the size requested, and there is no other server is
smaller than the selected server. To this end, it usually arrange the servers in
the ascending or descending order, called BFA or BFD algorithm.

The simulation mainly contains 3 steps. Firstly, we model a fixed scale het-
erogeneous infrastructure cloud and generated VMs requirement sequence in
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Algorithm 1. Pseudocode for CECAVMP Algorithm
1: Preprocessing:
2: divide VMSET into CVMs and NVMs
3: sortedCVMs ← sort CVMs by descending order of requirement
4: sortedNVMs ← sort NVMs by descending order of requirement
5: for iteration = 1 to numCVMs do
6: repeat
7: candidate ← chooseBestF itServer(VMR,CServerList, unoccupiedServer)
8: until meetCriticalServerCondition
9: allocate VM on candidate

10: update free capacity of candidate
11: adjust the location of candidate in CServerList
12: end for
13: for iteration = 1 to numNVMs do
14: repeat
15: candidate ← chooseBestF itServer(VMR,NServerList, unoccupiedServer)
16: until meetNon-criticalServerCondition
17: allocate VM on candidate
18: update free capacity of candidate
19: adjust the location of candidate in NServerList
20: end for
21: return MapVMSETServer, unsatisfiedVMPercentage;

CloudSim. Then, the VMs are placed using 3 aforementioned algorithms sepa-
rately. Lastly, the simulation results including mapping relations between VMs
and servers, VMs request satisfaction and cloud application availability affection
rates were showed and stored into the record files.

5 Evaluation

In this section, we present the performance evaluation results of the CECAVMP
algorithm. Simulation configurations are described in Sect. 5.1 Experimental
results and analysis are described in Sects. 5.2 and 5.3.

5.1 Simulation Configuration

In the simulations, we employ two types of servers in infrastructure cloud, Intel
Xeon E5310 (4 cores * 1.6 GHz) and Intel Xeon E5506 (4 cores * 2.13 GHz).
Converting into MIPS (Million Instruction Per Second), the two types of servers
are with different MIPS: 6400 and 8250, as shown in Table 1(a).

To simulate VMs request, we configure multiple sets of VMs with different
resource demand and critical VM percentage in sequence, 4 types of VMs were
designed, as shown in Table 1(b). The proportion of 4 types of VMs and the
critical VMs percentage Cr are specified in each experiment case.
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Table 1. Simulation configurations

(a) Server configurations

Type #1 #2

MIPS 6400 8520

(b) VM configurations

Type small medium large huge

MIPS 2000 4000 6000 8000

5.2 Performance Comparison

In our first set of experiments, We evaluate the performance of BFA, BFD and
CECAVMP by first looking at the VM request satisfaction. This metric rep-
resents a cumulative level of satisfaction for the whole placement. Then we
observed the VM request satisfaction of 3 algorithms as accumulation of VM
request increases continually.

To test the scalability of CECAVMP, two evaluation scenarios involves differ-
ent scale infrastructure clouds have been designed. A small-scale cloud consisting
of 50 type #1 servers and 50 type #2 servers, and a large-scale cloud consisting
of up to 500 type #1 servers and 500 type #2 servers. The experimental results
are reported in Table 2.

Table 2. VM request satisfaction comparison of BFA, BFD and CECAVMP

Cloud Scale Algorithms Sum(VM)/Cloud

0∼85% 90% 95% 100% 105% 110% 115% 120%

Small BFA 100% 95.80% 93.10% 88.89% 85.96% 82.04% 79.16% 77.56%

#1:50 BFD 100% 97.14% 93.79% 89.78% 86.19% 82.83% 79.33% 77.49%

#2:50 CECAVMP 100% 96.97% 93.10% 90.67% 86.24% 83.11% 79.50% 77.80%

Large BFA 100% 97.54% 93.03% 89.97% 86.37% 82.67% 79.87% 78.39%

#1:500 BFD 100% 98.22% 93.24% 90.33% 86.41% 83.55% 79.98% 78.34%

#2:500 CECAVMP 100% 97.68% 93.00% 89.84% 86.95% 84.35% 80.27% 78.53%

Sum(V M)/Cloud represents the ratio of the accumulation of VM demand to
the cloud capacity. Since the cloud capacity is fixed, Sum(V M)/Cloud increases
with increasing VM request submitted. Table 2 lists the average VM request sat-
isfaction of BFA, BFD and CECAVMP at main increasing VM demand points.
The experimental results show that,

(1) The VM request satisfaction trends of BFA, BFD and CECAVMP are sim-
ilar. With the increase of cumulative VM request, VM request satisfaction
decreases. The specific trend of demand satisfaction is: at the early stage,
request satisfaction of BFA, BFD and CECAVMP are 100%. When the
accumulation of VM request increases to about 85% of the overall cloud
capacity, VM request satisfaction begins to decrease.

(2) From the point of average VM request satisfaction, BFD has the highest VM
request satisfaction, and the performance of CECAVMP is worse than BFD,
better than BFA. It indicates that compared to BFA and BFD, CECAVMP
dose not introduce much loss of VM request satisfaction.
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(3) Shown by the two groups of results simulated in large-scale and small-scale
clouds, the performance of CECAVMP fluctuates more obviously in small-
scale cloud, and has good stability in large-scale clouds.

5.3 Impact on Availability Comparison

To demonstrate the impact of CECAVMP on availability of cloud application
set up on the requested VMs, we applied a set of simulation in CloudSim with
the large-scale cloud configure same as Sect. 5.2. And we assumed wc = 0.6,
wn = 0.4 and β = 0.5. The simulation results of impact on cloud application
availability under different value of Cr (from 10% to 30%) is shown as Fig. 2.

Fig. 2. Impact on availability under different value of Cr

Since BFA and BFD does not consider the importance feature of the VMs
need to be placed, so we assume that the unplaced VMs are consisted of Cr
critical VMs and (1 − Cr) non-critical VMs. In contrast, CECAVMP makes
it a priority to place critical VMs, so the unplaced VMs are non-critical VMs
on the condition that the number of unplaced VMs is less than the number of
non-critical VMs. Figure 2 illustrates that,

(1) As shown in Fig. 2. (a), (b) and (c), with the increase of Sum(V M)/Cloud,
the impact of all 3 VMP algorithms on cloud application availability become
larger.

(2) With the increase of Cr, the impact of BFA and BFD increase much faster
than that of CECAVMP, indicating CECAVMP maintains stabler availabil-
ity than BFA and BFD.

The above experimental results show, again, that CECAVMP maintains
cloud application availability in higher range without loss of VM request sat-
isfaction.

6 Conclusion

In this paper, We propose CECAVMP, a novel cost-effective criticality-aware
VM placement approach considering criticality feature of VMs, which has not



A Cost-Effective Criticality-Aware Virtual Machine Placement Approach 277

been discussed in other research work on VM placement. We propose a crit-
ical server free capacity controlling method to simultaneously maintain criti-
cal servers running stably and reduce the cost for renting infrastructure cloud
service. To evaluate the performance of CECAVMP, we redesigned CloudSim
to support simulation of CECAVMP algorithm and compared algorithms. The
experimental results show that CECAVMP keeps the availability of cloud appli-
cations in higher range without loss of VM demand satisfaction.
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Abstract. High concurrent analytic applications such as SaaS based BI services
face the problem of how to meet performance SLAs (Service Level Agreement)
when the number of users and concurrency increased. In order to reduce the task
processing overheads and services response time, analytic applications tend heavily
rely on various main-memory data management and cache techniques. In this paper,
we designed a cost-conscious cache replacement approach named CRSR (Cost-
conscious Result Sets Replacement), which take task result sets as the essential data
unit and replace the existing result set by a specialized cost estimation strategy. We
conduct a series of evaluation to compare the proposed CRSR approach with repre‐
sentative cache management methods, the experiments show that in most cases, the
proposed CRSR algorithm can efficiently reduce the response time of high concur‐
rency analysis service and outperform its competitors.

Keywords: Cache replacement · Cost evaluation · Analytic workload · Result
set cache · High concurrent

1 Introduction

With the rapid development of big data technology, the volume of data increased expo‐
nentially. Data analytic applications which target to transform data into big values have
become critical in many areas. For instance, BI as a Services (SaaS based BI) has become
a popular way to provide analytic capability to business users [1]. In SaaS model, users
access the service remotely using web browser or Web Service clients [2, 3]. The SaaS
based analytic services model not only has to process high concurrent requests but also
needs to response quickly to meet the SLAs (Service Level Agreement). In analytic
services, the task often consumes a considerable amount of CPU and I/O resources that
result to long response time. In enterprise analytic services, many analytic tasks such as
reports are inherently have the periodically feature, i.e., the task and the involved data
may repeat in certain degree. Therefore, if we can reduce the duplicated processing
overheads and maximum usage for the existing computation results that could be cached
in the system, the average performance may achieve a significantly improvement.
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Using cache to store the data of repeated request is an effective way to improve the
average performance. The ultimate purpose of cache is to save the most important data
that user may request subsequently, so that user can get the data at a low cost in subse‐
quent request. In enterprise analytic services, it tends to have multiple user request data
at the same time. Moreover, the data involved in different user’s analytic tasks often to
be not very relevant. According to above two reasons, conventional cache strategies
which use data block as the basic cache element often tends to waste cache resources
by single data block contains large number of other user’s irrelevant data in multiple
users’ high concurrency scenario. In addition, the traditional cache algorithm such as
LRU [4], ARC [14] and LIRS [5], which aims to improve hit ratio, but high hit ratio
does not always mean high response speed.

In this paper, we propose a cost-conscious cache replacement approach named CRSR
(Cost-conscious Result Sets Replacement), which takes task result sets as the essential
data unit and replaces the existing result set by a specialized cost estimation strategy.
CRSR can reduce the average response time by reduce the response time of complex
request. The experimental results indicate the CRSR is able to reduce 10 %–50 %
response time compared with LRU and LIRS, even though a little decrease in the cache
hit ratio.

The rest of this paper is organized as follows. Section 2 introduces the related work
of the cache algorithm and result set cache. Section 3 describes the main idea of CRSR.
Section 4 evaluates the performance of CRSR. Section 5 draws the conclusion and
summary of this paper.

2 Related Work

Analytic services provider often face the problem of how to meet performance SLAs
when large number of concurrent users are issued analytic services request. Since during
the processing, vast resources of CPU and I/O are consumed, reducing the response time
of request means reducing the consumption of complex request. In order to reduce the
task processing overheads and services response time, analytic applications tend heavily
rely on various main-memory data management and cache techniques. The result set
cache techniques is one type of techniques aim to solve this problem. This idea has been
used in MySQL [6] and Oracle [7]. Oracle use result cache to store SQL query result
and PL/SQL function result. When users execute queries and functions repeatedly, the
Oracle database retrieves rows from the cache, and hence decreased response time. For
MySQL, the cache stores the text of a SELECT statement together with the corre‐
sponding result that was sent to the client. If an identical statement is received later, the
server retrieves the results from the query cache rather than parsing and executing the
statement again.

Most of the existing cache replacement algorithms are focus on matching the pattern
of requests, they are mainly designed to follow the characteristic of request sequence.
We shortly characterize several representative cache methods as following:
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LRU (least recently used) [4]: LRU evicts the cache element which is least and
recently used. The algorithm is easy to implement and has less cost of calculating. Its
disadvantage is the size and request cost of cache element are not considered.

SIZE [8, 12]: In SIZE, the biggest cache element would be evicted from the cache.
Removing the biggest element makes the cache to store much smaller cache element.
But the SIZE approach does not take the accessing frequency of cache element into
account.

GDS (greedy dual-size) [9]: For each element stored in cache, GDS sets a weight-
value H for it and the initial value H is set to 1/size (always positive). When replacement
occurs, the cache element with lowest value will be replaced, the value of other cache
element will minus a certain value (equal the value of replacement cache element) at
the same time. If the cache element has been request again, restore its H as initial value.
Therefore, the weight-value H of recently used cache element are bigger than long time
unused cache element. The downside is not considering the cache utilization.

LIRS [5]: LIRS uses the Inter Reference Recency (IRR) to divide all the elements
into two groups, one is the low IRR (LIR) and the other is high IRR (HIR). All the LIR
element are stored in the cache, but few of HIR element are stored. During replacement,
LIRS will remove the element in the HIR first. If the HIR element has been hit, the
element will become LIR element. LIRS is much more effective than other algorithm
due to it can match the request behavior and make replacement according to the past.

RDSLLC (Runtime-Driven Shared Last-Level Cache) [15]: It uses the input tags for
subsequent tasks to instruct the hardware to prioritize data blocks with future reuse and
evict blocks with no future reuse. It improves the cache performance effectively in
hardware-only environment.

gFPca (Global Preemptive Fixed-Priority) [16]: In order to avoid the problem that
tasks are running concurrently on different cores access the memories that are mapped
to the same cache set may evict other’s cache element from cache which resulting in
cache misses and hard to predict, gFPca allocates cache to tasks dynamically at run time.
It also considers the costs of mapping the memory accesses and reloading the memory
content into the cache.

In this paper, the goal of our work is to reduce the average response time of cache
system under high concurrent request scenario. Our core idea is to change the structure
of basic cache element and design cache replacement algorithm based on the replace
cost of cache element.

3 Description of CRSR

3.1 Overview of CRSR

An excellent cache replacement mechanism needs to replace the element which has low
hit in low replacement cost, meanwhile, it stores the frequently used element. We incor‐
porate request frequency and response time of request into CRSR through the use of a
new utility value for the element stored in cache. The value ci for an element i is defined
as the excepted normalized cost removing from cache:
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For each cache element i, hi represents the total number of the cache element is hit.
tei represents the time that response time of request, and ti represents the last time the
cache element is hit with the time interval of the previous one. Thus, Ci represents the
cost remove the request result set as cache element from cache. With the Ci, cache system
will choose to minimize the cost of the cache change, meanwhile, takes the request
response time, request frequency, and other factors into consideration. Compare to other
cost estimation methods, our strategy does not have any parameters, so it avoids the
problem that parameter is not easy to be determined. But if the request frequency is not
clear, for example, all of the cache element has not be request after they saved into cache.
It is still not very clear to estimate the cost. To solve this problem, we proposed an initial
value Wi for the cache element:
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Where n represents the total number of user request. Wi represents the cost of the
element which inserts into cache first time. Now to prove their effectiveness, assuming
two request Ti, Tj, the response time of Ti is longer than Tj, that is,

t
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When the cache elements are inserted into the cache,

h
(i,j) = 0 (4)

By the formulae (2) (3) (4), we can get the cost of Ti, Tj,
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By the formulae (5) and (6), we can simply get Wi > Wj, it shows that the cache
element which has longer response time has higher cost than the one which has shorter
response time.

In order to capture request frequency and avoid pollution by unclearly request, we
designed a dynamic function D(i):

D(i)=

{
W

i
⋯ if (h

i
= 0)

C
i
⋯ if (h

i
> 0) (7)
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This function can remove the cache element that least recently, minimum frequency
of request and maximum response time out of cache. Since the function is used for cost
comparison, functions do not need to set the parameter weight-value, just replace the
cache which has minimum replacement cost that calculated based on cost function out
of cache when the cache is full and need to replace.

3.2 Structures and Procedures of CRSR

In analytic services, high concurrent analytic requests often can be represent as complex
SQL queries. Analytic request often does not involve data update, but it will take a lot
of CPU and I/O overheads that greatly increase response time. When take user’s queries
result set as basic cache element, the result set and middle result set can be stored in
cache directly. If user requests the data which have been store in cache as result set,
server can obtain the data directly from cache that avoid access to large number of base
table and time-consuming original computational operation, and hence effectively
reduce the response time. Using result set cache can also avoid the data block as cache
element that stored large number of irrelevant information to take up the cache space.
Therefore, in order to reduce the response time and improve the cache utilization, we
choose the result set of user’s request as the basic element of cache. The key of cache
element is the request SQL statement, and the value is SQL statement result set.

Figure 1 is the structure of CRSR algorithm. It uses two kinds of storage components.
One is Key-Value Storage that uses double linked list to store all of the result set cache
element and the definitions of request SQL queries. The other is cache metadata storage
that use ordered set to keep the cache element metadata information, such as hits,
response time and so on.

Fig. 1. The structure of CRSR

The procedures of CRSR are described in Fig. 2. When receiving request from client,
server retrieves the request data from cache data storage at first. If the request data is
already in the cache, server just returns the data to the client directly, and updates the rele‐
vant metadata of cache element in metadata storage. If the data is not in the cache, it would
forward the request to the database. Then it checks whether the cache space is sufficient.
If the space is not sufficient, the server directly accesses the metadata storage, retrieves the
metadata element which has minimum replacement cost, frees the relevant space of it, and
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inserts the new cache element into the cache data storage and metadata storage. If the space
is sufficient, just inserts the cache element into the cache data storage.

Fig. 2. The procedures of CRSR

4 Performance Evaluation

4.1 Experimental Method and Settings

In our experiment, we use Greenplum (GP) DB [10] to store the request data, and the
data size is 5G that generate by TPC-H dbgen [13]. The DB version is 4.3.5.3 and runs
on 5 nodes, one is master node, four is segment node. The settings are shown in Table 1.

Table 1. GP node setting

Name OS CPU Memory Disk
Master CentOS7

Linux3.10.0-229.el7.x86_64
4x Inter(R)-Xeon-CPU-
E5-2630@2.6 GHZ

8 GB
DDR3

100 GB
7200 r/m

Segment CentOS7
Linux3.10.0-229.el7.x86_64

2x Inter(R)-Xeon-CPU-
E5-2630@2.6 GHZ

4 GB
DDR3

100 GB
7200 r/m

We use Redis [11] as the cache data storage and cache metadata storage. Its version
is 2.4.5 and we just use default settings without additionally tuning. We wrote Java Code
to implement CRSR and the experimental framework. In our framework, we can adjust
the total cache size which can be used and the number of request thread. We use 21
queries (except Q15) of TPC-H as the client requests. Each client thread has 100
requests. The TPC-H queries are divided into two request type, one is complex request
whose response time is more than 5000 ms and they contain complex join and aggregate
operation, the other is simple request whose response time is less than 5000 ms. The
response time of TPC queries from GP by single thread request is shown in Table 2. Q1,
Q7, Q9, Q10, Q12, Q13, Q17, Q18, Q20 and Q21 are complex request queries. The
others are simple request queries.
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Table 2. Response time of TPC-H queries

Query name Response
time (ms)

Query name Response
time (ms)

Query name Response
time (ms)

Q1 54723 Q8 3524 Q16 3922
Q2 3149 Q9 13335 Q17 28230
Q3 3486 Q10 42827 Q18 15120
Q4 2684 Q11 3164 Q19 3617
Q5 3936 Q12 10461 Q20 6068
Q6 2161 Q13 6699 Q21 13395
Q7 15197 Q14 4390 Q22 4173

4.2 Experiments

4.2.1 How the Concurrency Impact Performance
At first, we evaluate how the concurrency of analytic task will impact the average
response time. We use different threads send request to evaluate the capacity of cache
algorithm under high concurrent scenarios. Our requests are randomly generated, but
satisfies proportions of simple request and complex request to 11:10. The utilized cache
capacity is 50 %.

According to Fig. 3, we can see that CRSR is faster than original LRU and LIRS.
Shorter response time means better capacity. We can find that the response time
increases sharply when the concurrent thread become more than 5. With the develop‐
ment of thread number, the increase speed of CRSR response time is smaller than others.
It shows that CRSR works well in high concurrent scenarios. Because we use ordered
set to store metadata of cache element. Compare to List and Stack, set has better parallel
capacity.

Fig. 3. The response time under different threads

4.2.2 How the Type of Analytic Task Impact Hit Ratio
In this experiment, we evaluate the cache hit ratio under different analytic task type.
Firstly, three request loads are generated randomly and they contain different proportions
of simple and complex request, such as 11:3, 11:10 and 3:10. Then we change the
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distribution of request sequences and the sequences satisfy Zipf distribution. The
sequences have two types, one is simple type which means 80 % of requests are simple
requests, and the other is complex type which means 80 % of requests are complex
requests. We use these five types of task to evaluate the algorithms. The utilized cache
capacity is 50 % and 5 threads run concurrently.

According to Fig. 4, CRSR drops to a certain extent. Because in CRSR, the replace
cost of complex request is bigger than simple request. The complex request cache
elements stay longer in the cache. If the number of simple request is more than complex
request, for example, 11:3 and simple type, the hit ratio of simple request is decreased,
which decrease the hit ratio of cache. Meanwhile, if the number of complex request is
larger, such as 3:10 and complex type, the hit ratio of cache is increased.

Fig. 4. The cache hit ratio under different request types

4.2.3 How the Type of Analytic Task Impact Performance
According to Fig. 5, we can see the response time of CRSR decreases clearly than other
algorithms. Because compare to simple request, complex request take much time to
compute result and load data. CRSR improves the replace cost of complex request cache
element, the hit ratio of complex request is higher than simple request. It avoids the
expensive CPU and I/O cost in complex request. In simple type, the simple request is
the main request, reduce the response time of complex request does not work well. In
briefly, CRSR reduces the average response time by reduce the response time of complex
request.

Fig. 5. The average response time under different request types
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4.2.4 How the Cache Capacity Impact Performance
In this experiment, we use different cache capacity to evaluate how it impact average
response time of different algorithms. The percentage of simple request is 50 % and the
concurrency is 5.

According to Fig. 6, we can see the average response time of CRSR is less than LRU
and LIRS before 70 % cache capacity. These mean that CRSR works well in the general
case. After the cache size reach to 70 %, the response time of CRSR became larger than
others, because in these case, almost all of request data can store in cache and calculate
the cost of replace is meaningless.

Fig. 6. The average response time in different cache capacity

5 Conclusions

In this paper, we proposed the CRSR algorithm to accelerate the performance of high
concurrent analytic service. As the cache system plays a very important role in modern
computation systems, many researchers devoted into this area and work to improve the
cache hit ratio. In some applications, improve the cache hit ratio does not work well. In
our work, we use a different strategy to improve the capability of cache system, which
aims to reduce response time when processing the complex request. We use result set
as the basic cache data element and calculate the replace cost of cache data element to
choose the candidate elements to remove out of cache. Our evaluation verified that,
CRSR can reduce 10 %–50 % response time than LRU, LIRS under high concurrent
context. In the future, we will continue optimize CRSR and deeply investigate how the
concurrency, cache capacity and request type will impact the average response time in
more workload scenarios.
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Abstract. Wireless body area network (WBAN) has emerged as one
of the most promising technologies for e-healthcare. In recent years,
cloud-assisted WBANs have attracted intensive attention from the aca-
demic and industrial communities. How to ensure data confidentiality,
integrity, non-repudiation, and access control is an important and chal-
lenging issue for widespread deployment of cloud-assisted WBANs. In
this paper, we introduce a new cryptographic primitive named key-policy
attribute/identity-based signcryption (KP-AIBSC) scheme to address
above challenge problem, which can fulfill the functionality of identity-
based signature and key-policy attribute-based encryption in a logical
step. We first give formal syntax and formulate security model of KP-
AIBSC scheme. Next, we present a concrete KP-AIBSC construction
from bilinear pairings. The proposed construction is proved to be indis-
tinguishable against adaptive chosen plaintext attacks under the DBDH
assumption and existentially unforgeable against adaptive chosen mes-
sage and identity attacks under the CDH assumption in the random
oracle model. Finally, we exhibit an efficient fine-grained cryptographic
access framework for cloud-assisted WBANs by exploiting our proposed
KP-AIBSC scheme.

Keywords: Identity-based signature · Key-policy attribute-based
encryption · Signcryption · Wireless body area network · Cloud
computing

1 Introduction

With the rapid development of wireless communication, low-power integrated
circuits and physiological sensors, wireless body area network (WBAN) technol-
ogy has attracted intensive attention from the academic and industrial research
communities in recent years [1]. WBANs can be utilized in diverse applications
such as physiological and medical monitoring, human computer interaction, edu-
cation and entertainment [2].
c© Springer International Publishing AG 2016
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The huge amount of data collected by WBAN nodes demands scalable, on-
demand, powerful, and secure storage and processing infrastructure [3]. An alter-
native is to resort to the cloud computing, which possesses considerable storage
and computational resource [4]. Figure 1 illustrates a cloud-assisted WBAN for
prototypical healthcare scenario. A patient equipped with a number of wearable
and implantable sensors that constantly measures various health-related para-
meters (e.g., saturation of oxygen, blood pressure, etc.). Sensors can interact
with each other and with a controller (e.g., smart phone or monitoring device),
and the controller will transmit all information to the health cloud server to be
stored and processed, and these information will be shared by hospital staff and
any other who needs to acquire the essential information for the patient’s health.
If an emergency is detected, the physicians will immediately inform the patient
by sending appropriate messages or alarms.

Fig. 1. Illustration of a typical cloud-assisted WBAN in healthcare domain.

Security and privacy issues have been described as two of the most chal-
lenging problems of cloud-assisted WBAN for healthcare scenarios [5]. As an
example, it has been demonstrated that somebody equipped with a low cost
device can eavesdrop on the data exchanged between a reader and a peacemaker
and may even induce a cardiac arrest [6]. In recent years, extensive studies on
security and privacy preservation for cloud-assisted WBAN have been carried out
[7–10]. However, how to ensure data confidentiality, integrity, non-repudiation,
and access control is still an important and challenging issue for widespread
deployment of cloud-assisted WBAN.

To address the problem of secure and fine-grained data sharing and decen-
tralized access control, Sahai and Waters [11] first introduced the concept of
attribute-based encryption (ABE). Since then, ABE has attracted lots of atten-
tion from both academia and industry in recent years [12,13]. There are two
main types of ABE schemes in the literatures, i.e., Key-Policy ABE (KP-ABE)
and Ciphertext-Policy ABE (CP-ABE). In a KP-ABE system, ciphertexts are
labeled by the sender with a set of descriptive attributes, and users’ private keys
are issued by the trusted attribute authority are associated with access struc-
tures that specify which type of ciphertexts the key can decrypt. In a CP-ABE
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system, when a sender encrypts a message, they specify a specific access pol-
icy in terms of access structure over attributes in the ciphertext, stating what
kind of receivers will be able to decrypt the ciphertext. Users possess sets of
attributes and obtain corresponding secret attribute keys from the attribute
authority, such a user can decrypt a ciphertext if his/her attributes satisfy the
access policy associated with the ciphertext.

Signcryption is a cryptographic primitive that simultaneously performs the
functions of both digital signature and encryption in a single logical step, and
the overheads of computation and communication is less than the traditional
Sign-then-Encrypt approach. Since the concept of signcryption was introduced
by Zheng [14], many signcryption schemes under certificate-based, identity-based
and attribute-based settings have been proposed [15,16].

In this paper, we introduced a novel cryptographic primitive named key-
policy attribute/identity-based signcryption (KP-AIBSC) scheme, which can
fulfill the functionality of identity-based signature [17] and key-policy attribute-
based encryption in a logical step. Then, we constructed a KP-AIBSC scheme
from bilinear pairings, and proved the proposed scheme is indistinguishable
against adaptive chosen plaintext attacks under the DBDH assumption and exis-
tentially unforgeable against adaptive chosen message and identity attacks under
the CDH assumption in the random oracle model. Finally, we exhibited a fine-
grained cryptographic access framework for cloud-assisted WBANs by exploit-
ing our proposed KP-AIBSC scheme, which can provide data confidentiality,
integrity, non-repudiation, and access control.

The rest of the paper is organized as follows. We give syntax and security
model of KP-AIBSC scheme in Sect. 2. Then, we present a KP-AIBSC scheme
and give security proofs of the proposed scheme in Sect. 3. Next, we exhibit a fine-
grained cryptographic access framework for cloud-assisted WBANs by exploiting
our proposed KP-AIBSC scheme in Sect. 4. Finally, we conclude our paper and
discuss our future work in Sect. 5.

2 KP-AIBSC Scheme

Let M, ID, Ω be message space, identity space and attribute space, respectively.
A KP-AIBSC scheme consists of the following five polynomial-time algorithms:

– Setup: The probabilistic setup algorithm is run by a trusted private key gen-
erator (PKG). It takes as input a security parameter κ. It outputs the public
system parameters mpk, and the master key msk which is known only to the
PKG.

– IBKeyGen: The probabilistic identity-based private key generation algo-
rithm is run by the PKG. It takes as input mpk, msk, an identity id ∈ ID. It
outputs a private key skid corresponding to the identity id.

– ABKeyGen: The probabilistic attribute-based private key generation algo-
rithm is run by the PKG. It takes as input mpk, msk, and an access structure
A assigned to a user. It outputs a private key dkA corresponding to the access
structure A.



An Asymmetric Signcryption Scheme for Cloud-Assisted Wireless Body 291

– Signcrypt: The probabilistic signcrypt algorithm is run by a signcrypting
party. It takes as input mpk, a message m, a signcryptor’s identity-based
private key skid, and a set ω of descriptive attributes. It outputs a signcrypted
ciphertext σ.

– UnSigncrypt: The deterministic unsigncryption algorithm is run by a
receiver. It takes as input mpk, a signcrypted ciphertext σ, identity id of a
signcrypting party, a set ω of descriptive attributes, and a receiver’s attribute-
based private key dkA. It outputs a message m if σ is a valid signcryption of m
generated by the signcrypting party with identity id and A(ω) = 1. Otherwise
it outputs a failure symbol ⊥.

The set of algorithms must satisfy the following consistency requirement:

Setup(1κ) → (mpk,msk),m $← {0, 1}∗, id $← ID,

IBKeyGen(mpk,msk, id) → skid,

ABKeyGen(mpk,msk,A) → dkA,

SignCrypt(mpk, skid,ω,m) → σ, ω ∈ Ω

If A(ω) = 1, then UnSignCrypt(mpk, dkA, id,ω, σ) = m

For the confidentiality, we consider the following indistinguishability against
adaptive chosen plaintext attack (IND-CPA) game played between a challenger
C and an adversary A in the selective-set model.

– Init: A declares a set of attributes, ω∗.
– Setup: C runs the Setup algorithm, gives mpk to A, while keeps msk secret.
– Phase 1: A is allowed to issue the following queries adaptively.

• Singing private key queries on identity idi. C runs the IBKeyGen algorithm,
and sends skidi back to A.

• Decrypting private key queries on access structures Aj . If Aj(ω∗) �= 1, then
C runs the ABKeyGen algorithm, and sends dkAj

back to A. Otherwise, C
rejects the request.

– Challenge: A submits two equal length messages m0 and m1, and an identity
id∗ to C. Then, C flips a random coin b, runs IBKeyGen(mpk,msk, id∗) →
skid∗ and Signcrypt(mpk, skid∗ ,ω∗,mb) → σ∗ in sequence. Finally, C sends
σ∗ to A.

– Phase 2: Phase 1 is repeated.
– Guess: A outputs a guess b′ of b. A wins if b′ = b.

The advantage of A in the above game is defined as

AdvA(κ) = |Pr[b′ = b] − 1
2
|.

Definition 1. A KP-AIBSC scheme is said to be IND-CPA secure in the
selective-set model if AdvA(κ) is negligible in the security parameter κ.
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For the unforgeability, we consider the following existential unforgeability
against adaptive chosen messages attack (UF-CMA) game played between a
challenger C and a forger F .

– Setup: Same as in the above IND-CPA game.
– Find: F is allowed to issue the following queries adaptively.

• Singing private key queries. Same as in the above IND-CPA game.
• Decrypting private key queries. Same as in the above IND-CPA game.
• Signcrypt queries on 〈m, id,ω〉. C runs IBKeyGen(mpk,msk, id) → skid

and Signcrypt(mpk, skid,ω,m) → σ successively. Finally, C sends σ back
to F .

– Forgery: F produces a new triple 〈σ∗,ω∗, id∗〉. F wins this game if the fol-
lowing conditions hold:
• UnSignCrypt(mpk, dkA, id∗,ω∗, σ∗) = m∗ if A(ω∗) = 1.
• F has not issued a IBKeyGen query for id∗.
• F has not issued a Signcrypt query on (m∗, id∗,ω∗).

The advantage of F is defined as the probability that it wins.

Definition 2. A KP-AIBSC scheme is said to be EUF-CMIA secure if no poly-
nomially bounded adversary F has non-negligible advantage in the above game.

3 Our KP-AIBSC Construction

Our KP-AIBSC construction from bilinear pairings is described as follows.

– Setup: The PKG performs as follows.
1. Run G(1κ) → 〈q,G1,GT , ê〉.
2. Choose P

$← G1, x, y
$← Z∗

q , ti
$← Z∗

q for each attribute atri ∈ Ω, three
hash functions H1 : {0, 1}∗ → G1, H2 : {0, 1}∗ → Z∗

q , and H2 : G2 →
{0, 1}� which are viewed as three random oracles.

3. Compute Ppub = [x]P , Y = ê(P, P )y and Ti = [ti]P for 1 ≤ i ≤ |Ω|.
4. Set msk = {t1, . . . , t|Ω|, x, y}.
5. Publish mpk = {Ω, T1, . . . , T|Ω|, Ppub, Y,H1,H2,H3}.

– IBKeyGen: A user and the PKG perform as follows.
1. The user sends identity-based private key request to the PKG with his/her

identity id.
2. The PKG sets the user’s public key Qid = H1(id), and computes the

corresponding identity-based private key skid = [x]Qid.
3. The PKG sends skid to the user via a secure channel.

– ABKeyGen: A user and the PKG perform as follows.
1. Assign an LSSS access structure A described by (M�×n, ρ) to the user.

2. Choose a vector u = (u1, u2, . . . , un)� $← Z∗(n)
q such that

∑n
i=1 ui = y.

3. Compute αi = 〈M i,u〉 and Di = [αi/tρ(i)]P for each row vector Mi of
M�×n.
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4. Send the decryption key dkA = {D1,D2, . . . , D�} associated with the
access structure A to the user.

– Signcrypt: To signcrypt a message m ∈ {0, 1}� along with a set ω of
attributes, a signcryptor with identity id performs as follows.

1. Choose r
$← Z∗

q .
2. Compute R = [r]Qid, h = H2(m‖R‖id‖ω) and S = [r + h]skid. Here ‖ is

a concatenation symbol.
3. Compute c0 = m ⊕ H3(Y r) and Ci = [r]Ti for all atri ∈ ω.
4. Output σ = {ω, id, c0, {Ci}atri∈ω, R, S}

– UnSigncrypt: A receiver uses his decryption private key dkA associated to
the access structure A described by (M�×n, ρ) to recover and verify the sign-
crypted ciphertext σ = {ω, id, c0, {Ci}atri∈ω, R, S} as follows.

1. Determine A(ω) = 1. If not, the receiver rejects σ and outputs ⊥.
2. Define I = {i|ρ(i) ∈ ω} ⊂ {1, 2, . . . , �}. Let {βi ∈ Zq} be a set of con-

stants such that if {αi} are valid shares of y according to (M�×n, ρ), then∑
i∈I αiβi = y.

3. Compute V =
∏

ρ(i)∈ω ê(Ci,Di)βi , m = c0 ⊕ H3(V ) and h =
H2(m‖R‖id‖ω).

4. Check the equation

ê(Ppub, (R + [h]Qid)) = ê(S, P ).

If it holds, the receiver accepts and outputs the message m. Otherwise,
rejects and outputs ⊥.

Notice that if we scramble the sender’s identity id with the message at the
third step of the Signcrypt algorithm, i.e., computing c0 = (id‖m) ⊕ H3(Y r)
instead of computing c0 = m ⊕ H3(Y r), then our KP-AIBSC scheme realizes
the sender anonymity. Furthermore, we can apply the idea of hybrid encryption
if the message is large. That is, we compute c0 = Enc(H3(Y r),m) instead of
c0 = m ⊕ H3(Y r). Here Enc is the encryption algorithm for a symmetric cipher
(such as AES) and H3(Y r) is the session key.

Theorem 1. Our KP-AIBSC scheme satisfies consistency requirement.

Proof. Consistency requirement can be verified as follows.

ê(Ppub, R + [h]Qid) = ê([x]P, [r + h]Qid)
= ê([r + h]skid, P ) = ê(S, P )

V =
∏

ρ(i)∈ω

ê(Di, Cρ(i))βi

=
∏

ρ(i)∈ω

ê([αi/tρ(i)]P, [r · tρ(i)]P )βi

= ê(P, P )ry = Y r
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m′ = c0 ⊕ H3(V ) = m ⊕ H3(Y r) ⊕ H3(Y r)
= m.

Theorem 2. Our KP-AIBSC scheme is IND-CPA secure in the selective-set
model under the DBDH assumption.

Proof. Due to space limitation, we will provide detailed security proof in the
extended version.

Theorem 3. Our KP-AIBSC scheme is EUF-CMA secure in the adaptive
model under the CDH assumption.

Proof. Due to space limitation, we will provide detailed security proof in the
extended version.

4 Application of KP-AIBSC in Cloud-Assisted WBANs

In this section, we exhibit a fine-grained cryptographic access framework for
cloud-assisted WBANs by exploiting our proposed KP-AIBSC scheme. Figure 2
shows the proposed access framework, which involves four participants:

– One health authority (HA) who acts as the PKG. HA is responsible for gen-
erating system public parameters, issuing private keys for controllers based
on their identities and private keys for hospital staff based on their assigned
access structures.

– Patients with wearable or implanted sensors and smart phone (act as con-
troller). Sensors can sense vital signs and transfer the relevant data to the
corresponding controller. Controller can aggregate information from sensors
and ultimately convey the information about health status across existing
networks to the medical cloud service provider.

– One medical cloud service provider (CSP). CSP stores patient health infor-
mation and provides various services to the users and medical staff.

– Multiple hospital staff (e.g., doctors, nurses etc.) who may access the patients’
health information and provide medical services.

Sensors in and around the body collect the vital signals of the patient continu-
ously and transmit the collected signals to the corresponding controller regularly.
Each controller can be uniquely identified by the registered patient’s identity who
owns the controller. The controller aggregates the received signals and runs the
Signcrypt algorithm with the controller’s identity-based private key, the aggre-
gated information and descriptive attributes. Then the controller uploads the
signcrypted ciphertext to the CSP. Hospital staff can be identified by their own
roles, and the HA issues private keys to hospital staff that associated with par-
ticular access structures by running the ABKeyGen algorithm. The private key
would only open the signcrypted ciphertext whose attributes satisfied the access
policy associate with the private key. Thus, data confidentiality, authenticity
and unforgeability, anonymity for controller and hospital staff, and fine-grained
access control are achieved in the proposed access framework.
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Fig. 2. Application of KP-AIBSC Scheme in cloud-assisted WBAN

5 Conclusions

In this paper, we proposed an asymmetric signcryption scheme from bilinear
pairings by combining identity-based signature scheme with key-policy attribute-
based encryption scheme, and proved the proposed scheme is indistinguishable
against adaptive chosen plaintext attacks under the DBDH assumption and exis-
tentially unforgeable against adaptive chosen message and identity attacks under
the CDH assumption in the random oracle model. We also exhibited a fine-
grained cryptographic access framework for cloud-assisted WBANs by exploit-
ing the proposed KP-AIBSC scheme. In future work we will consider efficient
revocation mechanism in KP-AIBSC scheme.
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Forecasting Availability of Virtual Machine
Based on Grey-Exponential Curve

Combination Model

Jionghao Jia, Ningjiang Chen(&), and Shuo Zhang

School of Computer Science and Electronic Information, Guangxi University,
Nanning 530004, China
chnj@gxu.edu.cn

Abstract. The availability prediction of virtual machine can provide effective
guidance for cloud task scheduling and resource allocation. The applicability of
existing predictive models is analyzed in this paper, and then a high-precision
prediction model is proposed based on grey-exponential curve combination
model, which suits the changes in characteristics of availability for virtual
machine in cloud. The model is used in the replacement of virtual machine. By
predicting and analyzing the availability of virtual machine dynamically, certain
virtual machines are replaced. The effectiveness of the prediction model is
verified by experiments. The experimental results show that the accuracy of the
prediction model given in the paper is better.

Keywords: Availability prediction � Prediction � Virtual machine � Availability
distribution � Grey-exponential curve combination model

1 Introduction

Many factors including heterogeneity of infrastructure, dynamism or security could
lead to cloud resources to be unavailable for cloud services. It brings great losses for
cloud service providers, resulting in that the users couldn’t use virtual machines
properly. Therefore, availability prediction of virtual machine is meaningful to reduce
the occurrence of unavailable event of virtual machine for guiding cloud scheduling
and resource allocation.

There are a number of prediction models that have been applied to cloud appli-
cations, like choosing a certain prediction model to allocate resources. Generally, a
resource allocation framework based on prediction is shown in Fig. 1. The designer
applies the appropriate forecasting model according to their own needs.

In [1], the cloud resource adjustment is changed with the load of the system, and the
two order auto-regressive model is used to predict the load change. But this prediction
algorithm didn’t remove noise for the sample data, there is a certain amount of
interference data in the sample, and this may reduce the value of predictive accuracy.
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As shown in Fig. 1, the original data of the prediction model are collected through
the monitoring tool, and then appropriate forecasting method is applied. The predicted
value may be corrected by error correction, and then the performance analysis is made
according to the practical application of the prediction model. In the end, the forecast
model is adjusted through feedback information and gets the improvement of predic-
tion accuracy.

In [2], the exponential smoothing method is used to predict the rate of access
requesting among the users. In [3], a linear auto-regressive prediction model is pro-
posed to predict the number of future time at a time of a physical machine. A sparse
periodic auto-regressive prediction model is proposed in [4], which aims to predict the
load of physical machine cyclically. In [5], it proposed a discrete Markov chain model
to forecast the resource demand for short-term prediction. A dynamic trend prediction
algorithm is proposed in [6], thus the trend of load rise or fall can be determined
according to the last time and current load. In [7], the Holt-Winters exponential
smoothing prediction model is designed to predict the demand of user based on sea-
sonal trends and the changes in data. [8] proposes an elastic load balancing strategy
based on prediction, which uses variable weights exponential smoothing method to suit
for short-term load forecasting of virtual machine.

Usually, the prediction models, such as regression analysis, linear models, Markov
chain, are mostly used to predict network traffic, host resource load and resource
requirements, etc., and have their own shortcomings. For instance, the regression
analysis model needs to have smooth and self-regressive requirements for historical
data. When considering effective guidance for resource management of virtual
machine, it needs short-term availability data of virtual machine to make more accurate
predictions. In the face of the problem, a grey-exponential curve combination fore-
casting method is adopted in the paper.

Fig. 1. The resource allocation framework based on prediction model
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2 The New Prediction Model

2.1 Evaluating Availability of Virtual Machine

First of all, we measure the availability of virtual machine, and then make use of let the

historical data for prediction, on the basis of dynamic monitoring. Secondly, the
analysis of the actual value of the prediction error between the predicted values and the
difference of the available virtual machine, on the basis of sample size in order to make
the adjustment based on the guidance of the prediction. The availability prediction of
virtual machine based on grey-exponential curve model is shown in Fig. 2. The error
analysis is carried out according to the difference between the actual value and the
predicted value. On this basis, the size of the prediction samples will be adjusted.

From the perspective of virtual machine failure, according to failure distribution
characteristics of virtual machine, the degree of availability of virtual machine is
defined as follows.

Definition 1. Availability of virtual machine: As the service provider, the probability
of providing services by a virtual machine in a cycle is represented as:

VFvmi ¼ f ðtÞ ð1Þ

where VFvmi indicates the availability of virtual machine; f (t) is a function that changes
when time t changes, and its value is a positive real number if the value is 1, then it
means that there is no failure of virtual machine.

Heath et al. studied the failure logs of large-scale cloud computing systems [9].
According their work, by analyzing the failure logs of large-scale cloud computing
systems, what is found out is that the failure of the system is subject to the Weibul
(scale, shape) distribution with the parameter shape less than 1 [10]. There are the

Fig. 2. Availability prediction of VM based on grey-exponential curve model

Forecasting Availability of Virtual Machine 299



following two characteristics: 1) the node on which a virtual machine just failed is more
likely to occur failure, after that becomes more and more stable during runtime [11]; 2)
a virtual machine that repeatedly fails has higher failure probability. Based on the
above two characteristics, we can find the number of failure in a certain time may
greatly affect the availability of virtual machine. Thus, we design a VM availability
measurement algorithm based on failure distribution, named VMAM-FD. A virtual
machine failure detection module implementing VMAM-FD is plugged in to detect
whether a virtual machine fails. When a virtual machine is detected successfully, the
state (VMstatus) will be set to SUCCESS; otherwise, the state will be set to FAIL, and
the availability of the virtual machine will be reduced. In order to describe the effect of
virtual machine’s failure on the availability of virtual machine accurately, the following
definition is given.

Definition 2. Availability factor of virtual machine: The Increase or decrease in
value of the virtual machine’s availability, which is represented as RF:

RF = 1/n, n � MMax, where MMax means the maximum number of virtual
machines’ continuous failure.

In algorithm VMAM-FD, according to the failure characteristics of virtual machine,
an elastic mechanism is designed for continuous failure of virtual machine, so the
failure distribution of virtual machine can be directly reflected. The availability of
virtual machine will be reduced if it occurs to failure, and the availability will be
decreased when the virtual machine runs without failure. We give the formula of
computing virtual machine’s availability as follows.

f ðtÞ
1 t ¼ nTðn ¼ 1Þ

f ðt� 1Þð1þRFÞ t ¼ nTðn� 2Þ ^ VMstatus ¼ SUCCESSf g
f ðt� 1Þð1�M � RFÞ t ¼ nTðn� 2Þ ^ VMstatus ¼ FAILf g

8<
: ð2Þ

In formula (2), T is the cycle of computing the virtual machine’s availability, M is
the number of virtual machine failure, RF is the availability factor. The maximum
availability (maxVF) and the minimum availability (minVF) are the input datum of the
algorithm VMAM-FD. At first, the values of availability of all virtual machines are
initialized to 1. When a virtual machine is in continuous failure, the times of failure of
virtual machine is indicated byM and availability factors VF, thus availability of virtual
machines may be reduced flexibly and rapidly. The following gives the description of
the algorithm VMAM-FD.
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2.2 Predicting the Availability of Virtual Machine

Grey forecasting is a kind of method of predicting the system with uncertain factors,
and it carries out the correlation analysis by identifying the different degrees of
development trend of a system. The original data are processed and generated to find
out the change rules, and the data sequence with strong regularity can be generated,
then the corresponding differential equation model is established, so as to predict the
development trend of system [12]. Considering the combination of the two methods,
the grey forecasting model is to convert the exponential model into differential equa-
tion, and the exponential curve is to establish a linear regression model of the sample
data [13]. The difference between the two methods is the parameter setting. Thus the
arithmetic weighted average combination is used in the paper to connect the two
models. In a word, the combination of the grey prediction and the exponential curve
method is adopted to predict the availability of virtual machine, as described below.

Firstly, the historical data about availability of virtual machine are monitored and
collected at runtime, and they are used as the sample data. The Grey forecasting GM (1,
1) model is established to generate prediction data sets x̂ð0Þðkþ 1Þ, and then the
exponential curve y = aebx is used to generate the prediction data sets x̂ðkþ 1Þð0Þ, and
the final prediction data x̂ðkþ 1Þ is generated by simple arithmetic weighted average
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combination. Suppose K cycle of virtual machine availability historical data are col-
lected as sample data, there is:

VF ¼ fvf1; vf2; vf3; . . .vfkg ¼ fxð0Þð1Þ; xð0Þð2Þ; . . .; xð0ÞðkÞg
¼ fxð0Þð1Þ; xð0Þð2Þ; . . .; xð0ÞðKÞg

Phase 1: the establishment of GM (1, 1) model.

(1) The original availability data of virtual machine are accumulated to get a data
sequence:

x1ðjÞ ¼
Xj

i¼1

xð0ÞðiÞ j ¼ 1; 2; . . .; k ð3Þ

(2) The GM (1, 1) whitening differential equation of original sequence x(0)(k) is:

dxð1Þ

dt
þ axð1Þ ¼ b ð4Þ

where a is the development coefficient that reflects the development trend of
actual value; b is the amount of grey representing the relationship between the
availability of virtual machine.

Then formula (5) is obtained by discrimination:

Dð1Þðxð1Þðjþ 1ÞÞþ azð1Þðxðjþ 1ÞÞ ¼ b ð5Þ

Where D(1)(x(1)(j + 1)) is a decreasing sequence of availability when x(1) occurs at

time j + 1, and zð1Þðxð1Þðjþ 1ÞÞ is the background value when dxð1Þ
dt occurs at time j + 1.

Since there are:

Dð1Þðxð1Þðjþ 1ÞÞ ¼ xð1Þðjþ 1Þ � xð1ÞðjÞ ¼ xð0Þðjþ 1Þ ð6Þ

zð1Þðxðjþ 1ÞÞ ¼ 1
2
ðxð1Þðjþ 1Þþ xð1ÞðjÞÞ ð7Þ

Take (6) and (7) into formula (5), there is:

xð0Þðjþ 1Þ ¼ a � 1
2
ðxð1Þðjþ 1Þþ xð1ÞðjÞÞ

� �
þ b ð8Þ

By expanding formula (8), we get:

302 J. Jia et al.



fxð0Þð1Þ
xð0Þð2Þ

..

.

xð0ÞðkÞ

2
6664

3
7775 ¼

�0:5 fxð1Þð1Þþ xð2Þð2Þ� �
1

�0:5 fxð1Þð2Þþ xð2Þð3Þ� �
1

..

. ..
.

�0:5 fxð1Þðk � 1Þþ xð2ÞðkÞ� �
1

2
6664

3
7775 ð9Þ

Yn ¼
fxð0Þð1Þ
xð0Þð2Þ

..

.

xð0ÞðkÞ

2
6664

3
7775 ð10Þ

Let:

B ¼

�0:5 fxð1Þð1Þþ xð2Þð2Þ� �
1

�0:5 fxð1Þð2Þþ xð2Þð3Þ� �
1

..

. ..
.

�0:5 fxð1Þðk � 1Þþ xð2ÞðkÞ� �
1

2
6664

3
7775 ð11Þ

The least square method is used to solve the parameters to be identified, â and b̂:

â; b̂
� �T¼ BBT

� �
BT BYn ð12Þ

Take â and b̂ into formula (4), and the discrete solution is obtained:

x̂ð1Þðjþ 1Þ ¼ xð1Þð1Þ � â

b̂

� 	
e�jâ þ â

b̂
j ¼ 1; 2; . . .; k ð13Þ

(3) The original data sequence of virtual machine’s availability is restored:

x̂ð0Þð1Þ ¼ fxð0Þð1Þg ð14Þ

x̂ð0ÞðjÞ ¼ x̂ð1ÞðjÞ � x̂ð1Þðj� 1Þ ¼ ð1� eâÞ xð0Þð1Þ � â

b̂

� 	
e�ðj�1ÞâÞ ð15Þ

Phase 2: Establishment of the index curve model (y = aebx).

(1) The sample data x(0) = {x(0)(i), i = 1, 2…, k} for virtual machines is used to
generate the data series x(1) = {x(1)(i), i = 1, 2…, k}, where:
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xð1ÞðiÞ ¼ ln xð0ÞðiÞi ¼ 1; 2; . . .; k ð16Þ

(2) Make a linear regression prediction for x(1)(i):

b ¼
Xk
i¼1

ixð1ÞðiÞ � kþ 1
2

Xk
i¼1

ixð1ÞðiÞ
" #

kðkþ 1Þðkþ 2Þ
6

� kðkþ 1Þ2
4

" #�1

ð17Þ

a
0 ¼ 1

n

Xk
i¼1

xð1ÞðiÞ � bðkþ 1Þ
2

ð18Þ

(3) Generate the prediction sequence of virtual machine’s availability:

x̂ð0ÞðiÞ ¼ e�x̂ð1ÞðiÞ ¼ ea
0 þ bi ð19Þ

Let a = ea’,then there is:

x̂ð0ÞðiÞ ¼ aebii ¼ 1; 2; . . .; k ð20Þ

Phase 3: Establishment of the combination model.

(1) The predicted value of availability of virtual machine at k + 1 time period that are
obtained by GM (1, 1) and exponential curve are x̂ð0Þðkþ 1Þ and x̂ð0ÞðKþ 1Þ
separately.

(2) The final availability of virtual machine is got by sum of arithmetic weighted
average:

x̂ðkþ 1Þ ¼ x1x̂
ð0Þðkþ 1Þþx1x̂ðkþ 1Þð0Þ ð21Þ

x̂ð0Þðkþ 1Þ is the availability of the k + 1 time period, x1 and x2 are obtained by
nonlinear programming method (x1

2 +x2
2 = 1, x1 > 0, x2 > 0):

min
Xk
i¼1

FðiÞ ¼
Xk
i¼1

x̂ðiÞ � xðiÞð Þ2 ¼
Xk
i¼1

x1x̂
ð0ÞðiÞþx2x̂ð0ÞðiÞ � xðiÞ


 �2
ð22Þ

3 A Virtual Machine Placement Policy Based on Prediction

Nowadays a cloud data center has tens of thousands of virtual machines. Periodically
conducting failure detection and calculating the availability of virtual machine may cost
certain of computing resources. Also, the virtual machines with low availability may
cause the risk of loss of service of applications deployed on them. We design a virtual
machine placement policy (abbr. VMPAP) based on availability prediction of virtual
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Fig. 3. The process of prediction-based virtual machine placement
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machine proposed in the above Section, so that the virtual machines can be relocated in
terms of their availability, optimizing the allocation of virtual machines and reducing
the number of physical machines and the overall energy consumption.

We consider the placement problem as a multidimensional packing problem, where
the virtualized servers are as boxes, and the virtual machines as items. Meanwhile,
CPU, memory, bandwidth, and the availability of virtual machine are multidimensional
vectors. Therefore, we have the target:

min
X
i

yi ^ 1
n

Xn
i¼1

cVFvmi � 1 ð23Þ

where min
P
i
yi represents the minimum number of virtualized servers, 1n

Pn
i¼1

cVFvmi � 1

represents the average availability of virtual machines is greater than or equal to 1.
The virtual machine placement problem is solved by greedy algorithm. The process

of the prediction-based virtual machine placement strategy the strategy is given as the
flow chart shown in Fig. 3. In the process, when the availability value of a virtual
machine reaches the minimum, the virtual machine placement is triggered. There are
two kinds of operations to be performed. On the one hand, the virtual machines with
the lowest availability are released, and then the new virtual machines will be
re-created on the nodes hosting higher available virtual machines. On the other hand,
the virtual machines whose availability are greater than 1 will be migrated to the
physical machines of high availability.

4 Experiments

We adopt cloudsim3.0 [14], a cloud computing simulation software, to conduct the
simulation experiments. The experimental environment includes certain of computers
with Intel Core i7-2640 CPU, 8 GB memory, and JDK1.6.0_43. Two kinds of
experiment are conducted to verify the effectiveness of the presented prediction model
and the virtual machine placement policy.

4.1 Experiments of Prediction

To verify the availability of virtual machine based on grey curve exponent model, the
data of availability of virtual machine are collected periodically. For the purpose of
comparative experiment, the methods including grey forecasting model, exponential
curve prediction model and combination prediction model are used for predicting, and
the accuracy of prediction are compared. The indicators of accuracy we use are mean
absolute error and root mean square error.

Mean Absolute Error (MAE) is:
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MAE ¼
Pk

i¼1 ðxi � x̂iÞj j
k

ð24Þ

Root Mean Square Error (RMSE) is:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk

i¼1 xi � x̂ið Þ2
k

s
ð25Þ

The comparisons of predicted availability value of three kinds of prediction model
under various configuration of number of sampled virtual machine are shown in from
Figs. 4, 5 and 6. From these figures, we can see the prediction values of combined
grey-exponential curve forecasting model are more accurate than grey prediction model
and exponential curve model. The reason is that using an arithmetic weighted average
combination effectively improves the prediction accuracy.

Fig. 4. Comparison of predicted availability value of three kinds of prediction model (the
number of virtual machine is 30)

Fig. 5. Comparison of predicted availability value of three kinds of prediction model (the
number of virtual machine is 40)
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4.2 Experiments of Energy Consumption and the Number of VM
Migration

In order to verify the effectiveness of virtual machine placement policy based on
prediction(VMPAP), two groups of experiments are set. This experiment adopts
Cloudsim to conduct DVFS strategy, and compares strategy (Min-Migrate VM
Placement, MMVP) in [15] with VMPAP in this article. Comparisons on energy
consumption and the number of migrated virtual machines are shown in Figs. 7 and 8.
We can see VMPAP has good results in saving energy and the migration of virtual
machines. Since DVFS strategy has no migration of virtual machine, it has great
limitations in terms of energy saving, it is suitable for small-scale virtual machine
cluster. Meanwhile, MMVP strategy follows the principle of the minimum number of
migration, while VMPAP partially releases virtual machines of low availability and the
recreates them again, so the number of migrated virtual machines is less. Both MMVP
strategy and VMPAP strategy present better energy-saving effects in large-scale virtual
machine cluster.

Fig. 6. Comparison of predicted availability value of three kinds of prediction model (the
number of virtual machine is 50)

Fig. 7. Comparison of the number of migrated VM Fig. 8. Comparison of energy
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5 Conclusions

Availability prediction of virtual machine in cloud environment can provide effective
guidance for task scheduling and resource allocation. Some comparisons of different
forecasting models are given in Table 1. But the cost of the algorithm is still not to be
neglected, and it needs to be further optimized in future work.

Acknowledgments. This work is supported by the Natural Science Foundation of China
(No. 61063012, 61363003), the National Key Technology R&D Program of China
(No. 2015BAH55F02).

Table 1. Comparative analysis and prediction model

Model Core methods Parameter
estimation method

Prediction
accuracy

Second order
autoregressive model
[2]

Auto regression Custom
parameters

General

Exponential
smoothing model [2,
7, 8]

Exponential
Smoothing

Smoothing factor High specific
environment

Linear Model [3] Auto regression least squares General
Sparse periodic
autoregressive model
[4]

Auto regression least squares Cyclical trends
higher

Discrete Markov chain
model [5]

Fast Fourier
Transforms Markov
Chain

Chapman -
Kolmogorov
equation

Higher

Grey Forecasting
Model [12]

GM(1, 1) least squares Higher

Exponential curve
model [13]

Auto regression General
(exponential trend
higher)

Grey exponential
curve combined
model

GM(1, 1) And
autoregressive

least squares High
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Abstract. Scalable data processing platforms built on cloud computing
are becoming increasingly attractive as infrastructure for supporting big
data mining and analytics applications. But privacy concerns are one of
the major obstacles to make use of public cloud platforms. Practically,
data generalisation is a widely adopted anonymisation technique for data
privacy preservation in data publishing or sharing scenarios. Multidimen-
sional anonymisation, a global-recoding generalisation scheme, has been
a recent focus due to its capability of balancing data obfuscation and
data usability. Existing approaches handled the scalability problem of
multidimensional anonymisation for data sets much larger than main
memory by storing data on disk at runtime, which incurs an impractical
serial I/O cost. In this paper, we propose a scalable iterative multidimen-
sional anonymisation approach for big data sets based on MapReduce,
a state-of-the-art large-scale data processing paradigm. Our basic and
intuitive idea is to partition a large data set recursively into smaller data
partitions using MapReduce until all partitions can fit in memory of
each computing node. A tree indexing structure is proposed to achieve
recursive computation on MapReduce for data partitioning in multi-
dimensional anonymisation. Experimental results on real-life data sets
demonstrate that the proposed approach can significantly improve the
scalability and time-efficiency of multidimensional anonymisation over
existing approaches, and therefore is applicable to big data applications.
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1 Introduction

With the advent of big data era [14], an increasingly large volume of data from
mobile devices, sensor networks, social media and the Internet of things has
been generated and collected. Large-scale data mining and analytics are a key to
deriving valuable insights from this deluge of data [3,14], motivating the necessity
of big data analytics infrastructure [11]. Cloud platforms where most big data
sets are stored, and the scalable data processing tools using cloud infrastructure
have become increasingly attractive for supporting big data mining and analytics
applications. Cloud infrastructure offers on demand the necessary amount of
resources at massive scale parallel and distributed computing with large storage
including both main memory and secondary storage for the application need.
In particular, the public cloud platforms have many salient features including
cost-effectiveness, easy-sharing, high scalability and elasticity. Despite of these
benefits, privacy concerns are one of the major obstacles to the adoption of the
public cloud resources in many privacy sensitive applications in sectors such
as health, finance and defense [1,14]. Privacy risks in cloud environments are
usually caused by the redundancy of information in big data sets from various
data sources, as well as the ubiquitous access and multi-tenancy features of cloud
computing.

In practice, data generalisation is a widely studied and adopted anonymisa-
tion technique for data privacy preservation in non-interactive data publishing
or sharing scenarios [5]. It refers to hiding the identity and/or masking privacy-
sensitive data by replacing detailed attribute values with more generalised ones,
so that the privacy of an individual can be preserved while aggregate information
of consistent syntax can still be exposed to data users for diverse analysis and
mining tasks [10]. A variety of data generalisation methods has been recently
proposed based on a series of privacy models. Interested readers could refer to
[5] for a complete survey. Among those methods, we will investigate the mul-
tidimensional anonymisation scheme herein, which is a global-recoding scheme
and strikes a balance between data distortion and data usability. As data sets
are usually partitioned into groups in order to hide an individual data record,
the anonymisation methods are classified into global-recoding and local-recoding
schemes, where global recoding partitions data in terms of attributes, while local
recoding in terms of instances. The local-recoding scheme [16] incurs the least
data distortion for a certain privacy gain, but it has low usability due to its
inconsistent anonymised data, and suffers from the data exploration problem
[5]. Another well-studied global-recoding approach is the sub-tree scheme [6]. It
partitions data in terms of one single attribute, and incurs much higher data dis-
tortion than the multidimensional scheme. Our previous work has examined the
scalability problems for the sub-tree and local-recoding schemes and proposed
solutions to improve their scalability [17,19]. However, the solutions fail to be
applicable to the multidimensional scheme, because multidimensional anonymi-
sation is characterised by recursive computation. Consequently, special consider-
ations are required. A recursive partitioning algorithm named Mondrian [9] has
been proposed to implement the scheme under k-anonymity [13].
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The scalability problem of the multidimensional scheme has recently drawn
the attention of researchers. Iwuchukwu and Naughton [8] proposed an R-tree
index-based approach to achieve efficient index construction and bulk anonymi-
sation. As pointed out in [10], the spatial indexing based approach fails to sup-
port workload-oriented splitting heuristics. Accordingly, Lefevre et al. [10] pro-
posed two external adaptations of the Mondrian algorithmic framework based
on RainForest scalable decision tree algorithms [7] and a sampling technique,
respectively. The core of the two adaptations is how to split a data set into
smaller data partitions that can be fit in memory. Our approach also relies on
this basic method for scalability problems. However, the above approaches are
serial in essence, although they are scalable to large data sets. They often scan
the whole data set to obtain count statistics when choosing splitting attributes
or domain values. The overheads for such heavy serial I/O will be overwhelm-
ingly high for big data sets. For example [4], it takes more than 3 h to read 1
TB data for a single modern eSATA disk at 5 GB/min, let alone larger data sets
like Twitter crawl (>12 TB) often stored on multiple disks. With respect to the
recursive feature of multidimensional anonymisation algorithms, parallelisation
seems to be an ideal solution to the scalability problem over big data. However,
it is still a challenge to use state-of-the-art distributed and parallel paradigms
directly for recursive computation, since these paradigms are originally designed
for batch processing or stream oriented computing.

In this paper, we propose a scalable multidimensional anonymisation app-
roach for big data sets using MapReduce [2], a state-of-the-art large-scale data
processing paradigm. The approach is named as MRMondrian for reference by
following the naming of Mondrian algorithms [9,10]. Our intuitive idea is to par-
tition a large data set recursively into smaller data partitions using MapReduce
until all partitions can fit in the memory of each computing node. Then, tradi-
tional Mondrian algorithms can be executed on each single node in a parallel
fashion. To avoid launching multiple MapReduce jobs recursively for data parti-
tioning, we propose to accomplish data partitioning in a single MapReduce job.
We propose a Partition ID indexing tree structure (PID-tree) to support recur-
sive computation on MapReduce. Both categorical and numerical attributes are
allowed herein for the multidimensional scheme. Extensive experiments are per-
formed on real-life data sets to demonstrate that our approach can significantly
improve the scalability and efficiency of multidimensional anonymisation. The
k-anonymity privacy model [13] is employed as a representative in our work.

The rest of this paper is organised as follows. The next section formulates our
approach in detail. In Sect. 3, extensive experiments are conducted on real-world
data sets to evaluate the proposed approach. We conclude this paper and discuss
the future work in Sect. 4.
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2 Iterative Mondrian with MapReduce (MRMondrian)

2.1 Overview

According to the recursive description of the Mondrian method [9], a straight-
forward approach based on MapReduce is to invoke MapReduce jobs recursively.
Specifically, we can run a MapReduce operation to compute the count statistics
for the splitting heuristics for a given data set. Then, we run another MapRe-
duce operation to divide the data according to the splitting attribute and domain
values. These two MapReduce operations are executed on each partition recur-
sively. As these two operations can be implemented in a highly scalable manner,
this direct solution appears to be scalable. The details of recursive design have
been presented in our previous work [18]. However, the number of data parti-
tions can grow exponentially, meaning that the number of MapReduce jobs can
become exponentially large but of course limited by the data size (≤(n/k)). This
consumes too many computing nodes and incurs high extra overheads for job
initialisation and scheduling. To save computation cost, it is necessary to adjust
the number of computing nodes for data sets at certain recursive levels.

To circumvent the problems, we propose to partition the data iteratively in a
breadth-first fashion. Only one MapReduce job is executed within one round of
iteration. Compared with the direct recursive implementation, the iterative one
possesses several advantages. Only one MapReduce job is invoked in each round
of iteration, avoiding extra initialisation and scheduling overheads incurred by
multiple MapReduce jobs. Due to the breadth-first feature, the amount of com-
putation in a round of iterative Mondrian is roughly equal to that of other
rounds. Thus, we can use a constant number of computing nodes for all the
rounds of the iteration. Most importantly, it is unnecessary to partition the
original data set concretely in each round, which can avoid intensive data trans-
mission among computing nodes. Concrete partitioning herein means that the
data records belong to a partition are relocated into a single node, rather than
distributed among multiple nodes. As such, only one MapReduce job is exe-
cuted to compute certain splitting heuristics. The data set is only partitioned
concretely once when some conditions are satisfied during the iteration, which
will be elaborated later. Lastly, standard MapReduce supports iterative compu-
tation better than recursive computation.

To achieve iterative Mondrian using MapReduce, the pivot is to maintain
the basic information of partitions, such as the partition ID, the quasi-identifier,
splitting attributes and values, and count statistics. The partition information
serves several main purposes including searching the partition ID for a data
record and determining when to perform concrete data partitioning. Accordingly,
we propose an indexing structure called a Partition ID tree (PID-tree) to manage
the process of data partitioning by retaining the basic information of partitions.
A PID-tree is constructed in a breadth-first manner with the count statistics
calculated by the corresponding MapReduce job. The leaf nodes of the PID-tree
together represent the current partitioning of the original data set. The PID-
tree is delivered to the Map and Reduce functions, and is utilised to retrieve the
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partition ID of an original record to compute the count statistics for a partition.
Details of PID-tree are described in Sect. 2.2.

The iteration process of the breadth-first Mondrian stops when certain condi-
tions are satisfied. One effective condition is that all the data partitions are small
enough to fit in the memory of a single computing node. Once this condition
is satisfied, the original data set is partitioned concretely. The serial Mondrian
algorithm can be run on each partition. The condition brings several benefits.
A single node can make full use of its computing power to run the serial Mon-
drian algorithm. Usually, the serial version of an algorithm is more efficient
than its parallel or distributed version over small-scale data sets that can fit in
main memory, because the latter often incurs extra overheads for parallelisation.
Another benefit can be that the scale of the PID-tree is limited, without suffering
from the scalability problem. Since the leaf nodes of a PID-tree can proliferate
exponentially with the growth of their depth, the size of a leaf data partition
degrades exponentially as well. Even if an original data set is very large, tens of
rounds of iteration will probably render each data partition small enough to fit
in memory. Hence, the number of leaf nodes of the PID-tree will not be too huge.
The scale of the PID-tree impacts the performance of the partitioning process as
most operations are performed on the tree. Moreover, the PID-tree will be deliv-
ered to each Mapper and Reducer as a global variable by the distributed cache
mechanism when running MapReduce jobs. The performance will be affected if
the tree is too large.

2.2 Partition ID Indexing Tree

The Partition ID indexing tree (PID-tree) plays a core role in the iterative Mon-
drian algorithm with MapReduce. It is crucial for MapReduce jobs to identify
which partition a data record belongs to during the process of computing split-
ting heuristics or dividing data sets. That is, given a record r, we try to find out
its present partition p ∈ P . This enables simultaneously processing multiple data
partitions having the same recursive depth in a batch manner with MapReduce.
Initially, the tree is empty. Its nodes with the same depth are inserted simul-
taneously in one round of iteration after identifying the splitting attribute and
value for each partition. The PID-tree is constructed iteratively in a breadth-first
manner.

A node in the PID-tree mainly contains the following information for a data
partition: the partition ID, the quasi-identifier of the partition, the splitting
attribute, the splitting value, the partition size, the minimum child partition size
and an available attribute set AAva. The partition ID is generated automatically
and monotonically increases from top to bottom and from left to right in the tree
structure. The splitting attribute and value are retained to facilitate the search
operation. The size of partition is used to determine whether it is the time to
concretely partition data, while the minimum child partition size is also kept to
check whether the partition is minimally k-anonymised. AAva refers to a set of
attributes that can still be split further. This applies to categorical attributes.
Once the quasi-identifier value of the attribute reaches to a leaf node in the
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Fig. 1. Taxonomy trees for Sex, Zipcode and Education.

taxonomy tree, the domain value cannot be split any more. No matter whether
a partition is already k-anonymised or not, it cannot be partitioned further if its
AAva = ∅. The amount of such meta data contained in a PID-tree node is minor
compared to the amount of the data partition itself. Hence, the space cost of the
tree is small even if the number of nodes is large.

Two basic operations are frequently performed on a PID tree, i.e., searching
the partition ID for a record and inserting leaf nodes to update the tree after
splitting attributes and values are identified. They are implemented as follows.
The searching process starts from the root of the tree, and chooses a branch
to descend by comparing the splitting value with the value of the record at the
splitting attribute. When arriving at a leaf node, the process returns the parti-
tion ID. The Map and Reduce jobs will exploit the partition ID to distinguish
records belonging to different partitions. To insert a new node, its parent will be
found as the first step. Then, its basic information can be derived from its parent,
the selected splitting attribute and value, and the resultant count statistics. For
instance, its quasi-identifier can be constructed from its parent’s quasi-identifier
by replacing the quasi-identifier value of the splitting attribute with a corre-
sponding child value. The partition size and the minimum child size can be
obtained from the count statistics. The time complexity of both operations is
O(H), where H is the height of the PID-tree.

Example. Given the taxonomy trees in Fig. 1 and the hospital patient data
in Table 1, Fig. 2 shows the PID-tree producing a 2-anonymous data partition-
ing via the multidimensional scheme. The immediate identifier attribute Name

Table 1. Hospital patient data.

No. Name Sex Zip. Edu. Disease

1 Alice Female 53715 Master Flu

2 Bob Male 53706 Doctorate Hepatitis

3 Ellen Female 53710 Doctorate HIV

4 Beth Male 53703 12th Bronchitis

5 Jack Male 53707 11th Flu

6 Jim Male 53711 Bachelor HIV
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Fig. 2. An example of Partition ID indexing tree.

is removed. P4, P8 and P9 are three leaf partitions of the tree, representing
anonymised QI-groups in the anonymous data set.

It can be seen that a PID-tree itself is a centralised data structure, which is
delivered to Mapper and Reducer as a global read-only variable. The PID-tree
is stored and updated in the driver program which runs on the single master
computing node. But note that the data intensive computation for calculating
heuristics is accomplished on worker computing nodes in a parallel way. When
the data set is extremely large, however, the master node may become a scal-
ability bottleneck because the number of leaf partitions increase exponentially
with the iteration proceeding. The amount of stored PID-tree meta data and the
number of insertion operations within one round of iteration are proportional to
the number of the number of leaf partitions. Thanks to the fact that we only tar-
get the final anonymous data set rather than the whole structure of the PID-tree,
this scalability issue can be addressed through integrating the direct recursive
implementation. Specifically, multiple MapReduce jobs are launched recursively
in the early stages of data partitioning. Then, the iterative implementation can
be applied on each partition at a certain stage. By this means, we can obtain
multiple master computing nodes without suffering from the scalability bottle-
neck. Theoretically, this hybrid approach can handle data sets of any large size,
where cloud resources are usually regarded as on-demand and “unlimited”.

3 Experimental Evaluation

3.1 Experimental Settings

The experiments are conducted on a cloud platform. The Hadoop cluster con-
sists of 20 virtual machines of type m1.medium, having 2 virtual CPUs and 4 GB
Memory. The execution time is measured for scalability and time-efficiency. The
data distortion is captured by ILoss [15]. The value of ILoss is normalised for
comparison. Each round of experiments is repeated 10 times. The mean and
standard errors of the measured results are reported for a comprehensive eval-
uation. We use the Adult dataset from UCI Machine Learning Repository1, a
1 http://archive.ics.uci.edu/ml/datasets/Adult.

http://archive.ics.uci.edu/ml/datasets/Adult
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publicly available dataset commonly used as a de facto benchmark for testing
anonymisation algorithms [6,9,10,12,16]. After pre-processing, the dataset con-
sists of 18,909 records. We utilise nine attributes out of 14 attributes in our
experiments. The attribute Work Class is utilised as the sensitive attribute. The
eight quasi-identifier attributes include both categorical and numerical ones like
Age. Since we evaluate the scalability with respect to data volume, the size of the
original Adult data set is blown up to generate a series of larger data sets, which
is a technique adopted in [12]. The number of records in an enlarged data set
can reach hundreds of millions, rendering most existing approaches incapable of
handling such a data set. The enlarged data sets are big enough to evaluate our
approach effectively, as big data usually means traditional tools fail to handle it
within a tolerable elapsed time [14].

3.2 Experimental Process and Results

We compare our approach with the serial Mondrian method to show scalability
problems of the serial algorithm while ours is still scalable. The k-anonymity
parameter is set to 10 for all experiments except the third group of experiments.

Serial Mondrian vs. MRMondrian. We compare our approach with the
serial Mondrian method in this group of experiments, to show the poor scalability
of serial Mondrian for big data. To make a fair comparison, serial Mondrian is
executed on a virtual machine of m1.large type that has 4 virtual CPUs and
8 GB memory. The number of records ranges from 500, 000 to 5, 000, 000. In
fact, serial Mondrian runs out of memory after the number of records beyond
5, 000, 000. θ ranges from 10 to 50 in terms of the number of records, which can
keep partition sizes around 10, 000 and strike a balance between the two phases
of computation in terms of the experiments above. Figure 3 reports the results.
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Fig. 3. Change of execution time and ILoss w.r.t. the number of records.

From Fig. 3(a), we can see that the execution time of serial Mondrian goes up
dramatically when the number of records is increasing, while that of our approach
MRMondrian grows slightly. Initially, the execution time of serial Mondrian is
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less than that of MRMondrian. When a data set is small (can fit in memory),
serial Mondrian can be more efficient than MRMondrian because MRMondrian
incurs certain extra overheads to make use of MapReduce. But after a point
(1, 000, 000 here), MRMondrian becomes much more efficient, and the execution
time difference becomes increasingly larger when the number of records increases.
Moreover, serial Mondrian fails due to insufficient memory when the number of
records is greater than 5, 000, 000. Hence, it is incapable of scaling to big data
sets, while MRMondrian manages to do this. We show later that MRMondrian
is still effective and scalable over larger data sets.

The data distortions are the same, as shown in Fig. 3(b). This is because
once the splitting heuristics are determined, different Mondrian algorithms will
produce the same degree of data distortion. As illustrated in the figure, the data
distortion degrades when data volume grows. This complies with the fact that
more data produces less data distortion.

The experiments above demonstrate that our approach MRMondrian can
significantly improve the scalability and time-efficiency of multidimensional
anonymisation compared with state-of-the-art approaches.

4 Conclusions and Future Work

In this paper, we have proposed a highly scalable and efficient approach named
MRMondrian for multidimensional anonymisation over big data based on the
MapReduce paradigm. Following the basic idea of dividing data sets into small
data partitions to make them fit into the main memory of a single node, we have
proposed to conduct iterative data partitioning in a parallel manner. Concrete
data partitioning is performed when all data partitions can fit into main memory.
Then, each data partition is further divided recursively by the traditional serial
Mondrian method on a single node. To support iterative data partitioning, a
tree structure named PID-tree has been proposed to index data partitions for
searching partition IDs. Experimental results from real-world data sets have
shown that our approach can significantly improve the scalability and time-
efficiency of the multidimensional scheme over existing approaches. In the future,
we plan to integrate our approach with scalable data mining platforms to achieve
scalable privacy-preserving big data mining.
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Abstract. The rapid growth of video surveillance systems has brought the trend
of analyzing video objects characteristics for subsequent semantic applications.
However, the complexity of extracting object features from surveillance video is
substantial due to resource consumption in video transmission and computation
in a large-scale distributed environment. Video processing jobs should be
adequately assigned to distributed processing servers, without violating the
capacity requirement in processing video flows. To resolve this issue, we discuss
fundamental design principles for the task scheduling in large-scale video
processing systems. We present the architecture and methods of distributing jobs
in a resource pool, with considerations on important factors such as the prediction
of video flow traffic, the processing workload and the heuristic assignment deci‐
sion. Proposed methods can be selectively implemented in practical systems with
emphasis on satisfying different system requirements.

Keywords: Video surveillance · Video processing · Dynamic scheduling ·
Resource allocation · Server interaction

1 Introduction

The continuous development of video surveillance systems has brought the rapid growth
of semantic object analysis in high-definition video. The behavior and characteristic of
video objects can be extracted through effective content analysis. However, the deploy‐
ment of large-scale surveillance cameras brought new challenges to the management of
large-scale video processing, including the timely content analysis, the semantic asso‐
ciation and the data management.

Due to the limitation of computing capacity, traditional video processing doesn’t
consider the requirement of parallel processing. On the contrary, current processing
server can handle multiple video flows simultaneously. Moreover, certain front node
can also extract basic characteristics of video content. Therefore, the proposed manage‐
ment mechanism should be able to smoothly work on large scale distributed systems
with efficient operations. The large-scale video processing involves heavy computing
workload, large amount of data transfer, and dynamic task variation. Thus, it demands
the effective task coordination and workload balancing with great difficulty in this case.
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In overall, the task scheduling is mainly constrained by the video flow variation, the
computing capacity, the data traffic and other related issues. In this paper, we discuss
the general task scheduling processes and policies for existing large-scale video analysis
system based on aforementioned impacting factors. We explore and propose a variety
of task scheduling mechanisms which can be employed in different dynamic video anal‐
ysis systems. Compared with traditional stand-alone computing model and existing
Hadoop system, the proposed mechanisms consider various factors including the predic‐
tion of incoming flows, the adaptive video segmentation and the interaction between
front and back ends servers etc.

2 Related Works

Video processing indicates the extraction of object features from surveillance video
streams [1, 2]. Due to the increasing amount of video surveillance systems deployed in
the city, the scheduling of large-scale video processing tasks becomes a critical issue in
practice. Similar scheduling systems appear in the MapReduce ecological system [3].
In existing MapReduce system, the master node first detects the slave location and the
processing data location [4]. Then, it determines the scheduling strategy with a relatively
small and fixed fragment of processing workloads being allocated to the nearby servers
with sufficient computing power. The remaining jobs are dynamically scheduled online
when certain servers finish previous jobs [5]. MapReduce jobs are always in a control‐
lable environment since workload can be divided into small fragments with predictable
computational requirement. In the contrary, the analysis of video files has large fluctu‐
ations in the amount of calculation which varies along the time [6]. Each online stream
has heterogeneous processing time in different time slots that easily leads to the load
imbalance of the cluster. Therefore, we need to investigate the flow characteristics, then
employ different dynamic scheduling strategies in accordance with the variation of video
processing requirement.

The resource allocation algorithm for video processing is proposed on a given infra‐
structure of service cloud in the background of video transcoding service [7]. The
proposed algorithms provide mechanisms for allocation of virtual machines (VMs) to a
cluster of video transcoding servers. A scheduling framework for adaptive video
delivery over cellular networks is proposed in [8]. The optimal allocation of resources
is computed for all users by determining and selecting an optimal bit rate for each user
using the allocator. Our proposed methods mainly differ from above studies for the
method employed in video processing. Consequently, the processing jobs also exhibit
different requirements.

In many large-scale distributed systems such as cloud computing platforms, the
virtualization technique [9] is utilized to schedule the system resource to meet the
requirement of dynamic processing jobs. The virtual machine is started in case of highly
dynamic scenario, which needs to be highly predictable to ensure that all dimensions of
resources on a continuous period of time will not conflict [10]. Similarly, the scheduling
decision of video processing jobs has to be adapted to the dynamic incoming flow, so
that required server resources do not exceed the provisioned capacity. The proposed
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method can be implemented using virtual machines, in order to provide resource support
to the dynamic system environment.

3 Design of Effective Task Scheduling for Large-Scale Video
Processing

In large-scale video processing systems, task planning is divided into phases including
the load analysis, the resource topology analysis and the optimization of overall allo‐
cation. In the real-time server collaboration, once the task scheduled to terminals exceeds
the capacity of the node, the system efficiency will be greatly affected. Thus, the task
needs to be deployed according to the long-term demand forecast based on statistical
law. The accurate prediction of the workload is an important factor that ensures the
timely complement of assigned tasks. After obtaining the load prediction result and the
list of available resources, the control center needs to determine the optimal cooperation
strategy based on the resource requirement and the network connection status etc. Both
front nodes and back-end servers can process video flows nowadays. However, the
transferred traffic can be evidently different while deploying jobs to different servers.
Thus, we need to consider the interaction between front and back-end processing servers
(Fig. 1).

File File File

File File File

File File File

Video
Segmentation

Video Streams

Video Combination

Fig. 1. Design of scheduling strategies

In the practical video analysis system, the task load is in a steady state in short running
process. Therefore, the potential sub-optimal solution can be provided using heuristic
algorithm. However, when the demand fluctuation occurs in different time slots, analysis
tasks cannot be completed using the original resources related to tasks. In this case, the
control system determines the reallocation of tasks by performing the strategy adjust‐
ment for the dynamic provision of resources. In overall, under the effect of dynamic
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characteristics and resource-intensive computing requirement in the video description,
the problem of proposing an adequate scheduling decision is of high degree of
complexity. The effective scheduling mechanisms should be based on the prediction of
the workload, the consideration on the dynamically provisioned resources and other
related factors. It selects the appropriate node on the basis of processing data flow in
time to achieve an efficient distribution of tasks.

3.1 Prediction of Incoming Flows and Traffic

The effective task scheduling in large-scale video surveillance systems first relies on the
accurate model of incoming traffic in each video flow. For example, the vehicle char‐
acteristic processing jobs are closely related to the amount of passing cars in different
time slots, which can be possibly predicted according to statistical results.

The prediction problem is considered in two scenarios. First, the system is relatively
stable in a short period of time, and each individual flow reflects different characteristics.
In such stable large-scale systems, queuing theory is an effective operation for repre‐
senting the system behavior [11]. For example, our previous study [12] utilizes the
poisson process to characterize the incoming traffic of each flow with respective arrival
rate. We denote the arrival request rate of flow i as 𝜆

i
, which indicates the incoming

request processing rate for each camera in the scheduling optimization problem (Fig. 2).
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Fig. 2. The arrival rate distribution in practical systems

3.2 Interaction Between Front and Back End Servers

Some processing jobs have large file transfer size, thus it would be benefit to consider
the timely interaction between front end and back end servers. With the development of
intelligent front nodes, simple characteristics and behaviors of video objects can be
detected and analyzed by the front end video processing equipment. Therefore, the
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interaction between front and back end servers is proposed in order to offload the heavy
workload of network and back end servers (Fig. 3).
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Fig. 3. The interaction between front and back ends

If videos are analyzed at the front node, only the description text and image will be
transferred to the back end. This reduces the heavy network traffic in current video
processing scenarios. In the optimization model, the transfer rate r between flow i and
its associated front node j can be given as:

r
ij
= 0 (1)

On the contrary, if the video flow is transmitted to the back-end processing server
j, the transfer rate is given as the following in which s

i
 represents the streaming rate of

video flow:

r
ij
= s

i (2)

3.3 Flow Combination Strategy

Since the single server can usually process several streams simultaneously, different
video flows can be combined to certain set of processing servers in the stable workload
scenario of scheduling mechanism. This becomes an optimization problem that aims to
maximize the amount of processing video flow requests.

If the arrival process is modeled as a poison process, the arrival rate of combined
flows on a single server equals to the sum of their respective arrival rate. The optimi‐
zation model is subject to following limitations:

1. Data transfer limitation, this is determined by the inter-bandwidth between video
sources and processing servers, as well as the transmitting rate. We define the
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parameter x
ij
, in which x

ij
= 0 if node j is the associated front-end server of flow i

and x
ij
= 1 otherwise. The downloading rate limitation of node j is r

j
;

2. Processing limitation, the processing capacity in each individual server is the
maximum allowable arrival rate at node j which is represented by 𝜆max

j
. If the flow i

is processed by node j, we have p
ij
= 1. Otherwise, p

ij
= 0.

Then, the scheduling optimization problem can be formulated as:

Maximize
∑

i𝜀I

∑
j𝜀J

p
ij
𝜆

i

Subject to:
∑

i𝜀I

p
ij
𝜆

i
≤ 𝜆

max

j
∀j𝜀J

∑
i𝜀I

x
ij
p

ij
s

i
≤ r

j
∀j𝜀J

∑
j𝜀J

p
ij
≤ 1 ∀i𝜀I

(3)

Compared to conventional resource optimization problem, the aforementioned
problem adds the impact of transfer rate factor due to the difference between front and
back end servers. For front end servers in practice, the processing capacity is usually
limited. On the contrary, the back-end server is mainly constrained by the transfer rate
given the limitation and optimization target of the problem. Based on solutions of similar
problems and aforementioned analysis, we propose a heuristic algorithm for the
adequate allocation of video flows:

.
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3.4 Video Segmentation Strategy

Compared to the flow combination strategy that achieves the service acceleration in a
coarse adjustment manner, a more fine-tuned strategy is to split video streams of fixed
amount of time into segments. Each segment i with different file size s

i
 contains relatively

stable amount of 𝜆 arrival video objects. The video segmentation requires a precise
prediction of task workload in certain amount of time for individual flows, which can
be obtained by the prediction model.

Suppose node j can receive video segments with total size of r
j
 during this fixed

amount of time, while it is able to process 𝜆max

j
 objects. The optimization problem is

given as:

Maximize
∑

i𝜀I

p
ij
𝜆 ≤ 𝜆

max

j

Subject to:
∑

i𝜀I

p
ij
𝜆 ≤ 𝜆

max

j
∀j𝜀J

∑
i𝜀I

x
ij
p

ij
s

i
≤ r

j
∀j𝜀J

∑
j𝜀J

p
ij
≤ 1 ∀i𝜀I

(4)

The corresponding heuristic algorithm is shown below.

.

In the video segmentation method, extra time is required for the video segmentation.
However, the assignment of system requests to adequate server can be efficiently achieved
by assigning fixed amount of video objects to them, based on their processing abilities.
This also helps to achieve a better load balancing among a group of servers. In practice,
the video is not divided into files in the operating system. Instead, the beginning frame and
the end frame of assigned video streams are indicated to designated servers. The access
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to the video is based on the stream access or the efficient distributed file system such as
HDFS, so that the access to video segments will be efficiently manipulated.

3.5 Task Reallocation Strategy

The task allocation strategies including flow combination and video segmentation can
determine the near optimal distribution of video processing tasks in stable workloads.
When the system fluctuation occurs in different time slots, the task reallocation strategy
is applied to enable the redistribution of existing task flows.

Although the system is relatively stable in short periods of time, however, it greatly
varies along the time according to our practical data trace analysis [12]. Therefore, the
system will also use the statistical analysis to predict the future load of each video flow.
The solution to the scheduling optimization problem is obtained with different system
parameters to locate the appropriate resource supply in the next period of time. In prac‐
tical scheduling, the optimal scheduling decision is made in each individual time slot
based on the scheduling strategy.

Specific task migration can be divided into two collaborative approaches. The tradi‐
tional way is to perform lightweight task migration which creates a new process on
another processing server to complete the process. Another way is to achieve the
dynamic migration of virtual machines in order to run analysis tasks on alternative
available devices. As it involves the incremental transfer of virtual machine image file,
higher consumption of resources is required in this method.

4 Conclusion

In this paper, we discuss fundamental design principles for the efficient task scheduling
in large-scale video processing systems. The architecture and methods of distributing
jobs with considerations on important factors such as the prediction of video flow traffic,
the heuristic assignment decision and the online adjustment of the strategy are presented.
Collaborative scheduling strategy ensures that the calculation is coupled with the data
to improve the overall efficiency, while the assigned workload can be fulfilled by
adequate server resources. Proposed mechanisms can be selectively implemented in
practical systems concerning specific demand and system environment.
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Abstract. Cloud computing is becoming more and more popular, many
users choose to outsource their data to the cloud. The sensitive data need
to be protected before outsourcing, and encryption is usually chosen to
protect the data privacy, but it makes the data service such as search
a very difficult work. Many searchable encryption schemes are proposed
to allow users make effective search over encrypted data. But there is no
tolerance of fuzzy and semantic keyword search in one scenario, which
greatly affects the search usability. This weakness makes user’s searching
experiences very low. In this paper, we propose a privacy preserving
fuzzy and semantic keyword search scheme over encrypted data in cloud
computing. Fuzzy keyword search ability can allow users input search
keyword with small typos, and semantic keyword search ability enable
returns the matching documents when users’ search keyword has the
semantic relation with the keywords in the documents. In our scheme,
we extract the fuzzy and semantic keyword set using the dictionary and
WordNet technique. We also prove that our scheme is privacy preserving
through security analysis.

Keywords: Cloud storage · Fuzzy search · Semantic search · Encrypted
data · WordNet

1 Introduction

In recent years, cloud storage has becoming more popular than ever as it can
allow data owners to store, access and share their data anytime anywhere. Many
outsourced data are sensitive and need to be protected from the Cloud Service
Provider, which has complete control of the uploaded data. However, for data
privacy consideration, data owners usually encrypt the sensitive data before
outsourced to the cloud, which makes the deployment of search on encrypted
data a difficult task. The simplest way is to download all uploaded data from the
cloud and decrypt the encrypted data locally, but the large amount of storage and
bandwidth cost makes it an impractical way. Moreover, encryption significantly
c© Springer International Publishing AG 2016
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complicates the search operation on the data. Thus, the cloud should explore
effective search service on encrypted data while protecting the data privacy.

In order to solve the above problems, many schemes [1–5] have been proposed
that provide the search service on encrypted data. Curtmola et al. [2] intro-
duced a SE scheme based on inverted index, and its search process is extremely
efficient. In [6–8], the authors proposed ranked keyword search schemes using
order-preserving techniques, which can achieve efficient search and meanwhile
maintain the accuracy. Boneh et al. [9] proposed the first generalization for sym-
metric searchable encryption, where data owners can outsource data to the cloud
using public key and the data users can search over encrypted data using pri-
vate key. Goh [10] proposed the first secure index scheme based on bloom filter,
which may bring false positive into the result. Scheme [11] proposed a searchable
encryption scheme which is not related to the public-key encryption algorithm,
and the scheme supports incrementation efficiently. Kamara et al. [12] proposed
a dynamic searchable encryption scheme, which supports data insertion and
deletion on the encrypted data. Later in scheme [13], they improved their search
process by parallelization.

The researchers studied verifiable search functionality extensively in the
plaintext database scenario [14,15]. Merkle hash tree is often adopted to verify
the search results. But these works only focused on the verification functionality
without considering the data privacy. Scheme [6] used hash chain to construct a
single keyword search result verification scheme in encrypted data for the first
time. Chai et al. [16] proposed a verifiable searchable encryption scheme under a
semi-honest-but-curious model. Kurosawa et al. proposed a verifiable searchable
encryption scheme against the malicious server in [17], then they extended it to
a verifiable dynamic searchable encryption scheme [18], which supports dynamic
update operation efficiently.

But almost all these schemes have been designed for exact keyword search.
However, in real-life scenarios, the search keywords maybe input with spelling
errors or format inconsistencies. The simplest method to implement keyword
search over outsourced data is to encrypt all the keywords extracted from the
documents. When the data user submits a trapdoor, the cloud server will search
the index and return the encrypted document if the trapdoor is in the index list.
The main weakness of this scheme is that it only supports exact keyword search.

However, if the users type the wrong keyword, the cloud server will fail to
return the search results. Li et al. proposed the first fuzzy searchable encryption
scheme using wild-card approach in [19]. This scheme builds the index based
on the wildcard technique, which can tolerate the input typos under predefined
edit distance. The index is built based on the keywords extracted from the files
and the extended keywords generated based on the wildcard technique. But
this scheme only supports the search that the input keyword may not exactly
match the extended keywords set which includes the extracted keywords and
the keywords that are very similar to the extracted keywords. Liu et al. [20]
proposed a dictionary based fuzzy searchable encryption scheme with a small
index, because the fuzzy keyword set based on wildcard technique contains many
meaningless words, this scheme reduces the fuzzy set based on dictionary. In [21],
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Kuzu et al. proposed a similarity search scheme over encrypted cloud data, the
scheme utilized locality sensitive hashing to generate file index. Chuah et al.
[22] built the index based on the bedtree technique and implemented the multi-
keyword fuzzy search over encrypted cloud data.

However, all the fuzzy searchable encryption schemes mentioned above didn’t
consider the semantical keywords, for example, “holiday” and “vocation” are
semantic related, but they don’t have similar structure. Scheme [23] proposed
a method which enables semantic keyword search over encrypted documents
based on stemming algorithm. In order to support semantic keyword search, the
basic way is to generate all the semantically close keywords based on the original
keyword.

Scheme [24] proposed a semantic multi-keyword ranked search method, which
supports synonym query. Scheme [25] proposed three synonym keyword search
schemes and demonstrated the efficiency of their schemes. But these semantic
schemes only consider the synonym search and ignore the fuzzy search. Scheme
[26] proposed a fuzzy and synonym search scheme, this scheme generates the
fuzzy set based on the gram technique and semantic set based on NARCT.
However, the gram-based technique still contains many invalid words compared
to the dictionary-based technique, and the semantic keyword set only considers
the synonyms and ignores the other main semantic relationships. Due to the
above drawbacks, the existing schemes signifies that it’s important to develop a
novel searchable encryption scheme which can support both fuzzy and semantic
search, including main semantic relations, not just the synonyms.

We propose a fuzzy and semantic searchable encryption scheme based on
dictionary and WordNet, which not only supports privacy preserving fuzzy key-
word search, but also provides semantic search over encrypted cloud data, includ-
ing three main kinds of relations. Fuzzy and semantic keyword search greatly
increases the system usability. Our scheme returns all the matching documents
when the searching input matches the fuzzy and semantic keyword set. The
contributions are summarized as follows:

(1) We utilize the dictionary and WordNet to construct our fuzzy and semantic
keyword sets, which reduces the size of the extracted keyword sets. Then we
build our secure index using the privacy preserving techniques.

(2) The searching input is expanded based on dictionary and WordNet, the
query expansion includes the fuzzy keywords and semantic keywords. The
cloud server conducts the search operation and returns all the related files,
which greatly improves the system flexibility.

(3) By combining the fuzzy keyword searchable encryption scheme with keyword-
based semantic search scheme, we propose a fuzzy and semantic searchable
encryption scheme supporting fuzzy and semantic search in one scenario. We
prove our scheme is privacy preserving through rigorous analysis.

We organize the rest of this paper as follows. Section 2 introduces the problem
formulation. Section 3 describes the details of our proposed fuzzy and semantic
search scheme. In Sect. 4, we present the security analysis. The conclusion of our
paper is in Sect. 5.
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2 Problem Formulation

2.1 System Model

In our fuzzy and semantic keyword searchable encryption scheme, we consider
a system comprising a data owner, a data user, and a remote cloud server.
The data owner first encrypts a collection of n documents D = {d1, d2, · · · , dn}
into a set of ciphertexts C = {c1, c2, · · · , cn}, then the data owner outsources
the ciphertexts and the index to the cloud. The authorized data user receives a
trapdoor from data owner of her search interest via the search control mechanism
and then send the trapdoor to the cloud server. Then the cloud server searches
over the encrypted index and returns the search result. Figure 1 shows the overall
architecture of our scheme.

Fig. 1. Architecture of our scheme

2.2 Threat Model

The cloud server is assumed semi-honest-but-curious in this paper, which means
that the cloud server may try to derive data privacy from the input trapdoors and
search operation. In this work, we aim to propose a privacy-preserving search and
protect the sensitive information from the server. While designing our privacy
preserving fuzzy and semantic keyword searchable encryption scheme, we adopt
the secure definition which are also used in the related work [2]. The cloud
server can only access the encrypted files, the secure indexes and the submitted
trapdoors. The cloud server can also know and record the search results. We
require that the server should not be able to learn any more information.

2.3 Design Goals

In this paper, to enable secure fuzzy and semantic keyword search service over
the ciphertexts, our scheme has the following design goals: (1) We propose a
method to construct fuzzy and semantic keyword sets based on dictionary and
WordNet; (2) We propose a scheme to allow users make fuzzy and semantic
search over encrypted data; (3) We prove that our proposed scheme is secure
and privacy-preserving.
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2.4 Preliminaries

Edit Distance. There are many methods to calculate the string similarity,
and we choose edit distance [27] in this paper. d(w1, w2) is defined as the edit
distance between two strings w1 and w2, which is the number of operations
required to transform one string into another. There are three primary operations
(1) Insertion: insert a character into a string; (2) Substitution: alter a character
in a string; (3) Deletion: delete one character from a string.

Dictionary. Dictionary contains a set of legal words. The dictionary is used to
reduce the size of the keyword set in this paper. The dictionary excludes all the
meaningless English words, and removes all the stop words.

WordNet. WordNet [28] is a large English lexical database. The words are
organized into a collection of synonym sets, which represents a lexicalized con-
cept. Synonym sets are linked by different kinds of relations, including synonym,
meronym, holonym, hypernym, hyponym and so on. In this paper, we consider
three main relations: synonym, meronym/holonym, hypernym/hyponym.

3 Construction of Fuzzy and Semantic Search
in Encrypted Cloud Data

3.1 Keyword Set Construction

Fuzzy Keyword Set. The fuzzy keyword search scheme [19] proposed the
wildcard technique to generate fuzzy keyword set. The key idea of this scheme is
to extract all possible fuzzy keywords under a predefined edit distance, and then
build the encrypted index based on fuzzy keyword set. In the wildcard-based
fuzzy keyword set construction, ∗ is used as a wildcard, set the edit distance as
1, the keyword set of use is {use, ∗use, ∗se, u ∗ se, u ∗ e, us ∗ e, us∗, use∗}.

The main drawback of scheme [19] is that it pull in all the variations of the
keyword, but most of them are invalid. Liu et al. [20] proposed a dictionary
based fuzzy searchable encryption scheme with a small index. This scheme uses
a dictionary which contains the valid keywords rather than all the variations.
For example, considering the wildcard-based fuzzy keyword set of keyword use,
the fuzzy keywords ∗use are not valid words, and these meaningless keywords
will be removed in this scheme based on dictionary. Thus, the index of [20] is
much smaller than the index of [19]. In this paper, in order to reduce the index,
we choose the dictionary-based technique to generate our fuzzy keyword set.

Semantic Keyword Set. But all the above fuzzy schemes didn’t consider
the users’ real search intention. Although the two fuzzy schemes extract the
keywords and their variations from the documents, but these schemes can only
support search with minor typos. If the input keyword doesn’t have a similar
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structure with the exact keyword, the search results will not contain these right
documents.

However, there exists one situation, the input keyword may have a seman-
tic relation with the keywords in the documents, so the search scheme should
consider the semantic keywords of the original keyword. For example, when the
input keyword is “corporation”, the fuzzy keyword search scheme will return doc-
uments which contain keywords such as “corporation” or “corporations”, but it
will ignore the semantic keywords such as “firm”, “enterprise” and “company”.
And for some verbs and its variation, such as “bring” and “brought”, the fuzzy
keyword search scheme didn’t consider this scene and will not return the right
results. In this paper, we consider three main semantic relations. For example,
“firm” is a synonym of “corporation”, “wheel” is a meronym of “bicycle” and
“flower” is a hypernym of “rose”.

In order to cover the ignored semantic keywords of the fuzzy keyword search
schemes, the keyword set should consider the fuzzy keywords and the semantic
keywords together in one scenario, including three kinds of semantic keyword
sets mentioned above.

3.2 Construct Keyword Set

The data owner should first construct the keyword dictionary. The keyword dic-
tionary contains two parts: the fuzzy keyword set and the semantic keyword set.
The semantic keyword set contains three parts: synonym set, meronym/holonym
set and hypernym/hyponym set.

Firstly, construct the fuzzy keyword set Sw using the dictionary-based
method. Then retrieve all the synonyms of the original keyword w from the
WordNet and add them into the semantic keyword set set1, then compared the
fuzzy keyword set with the synonym set. If the synonym of the keyword is not
contained in the fuzzy keyword set, then add it into the keyword set. If the
synonym is duplicate, then remove it. The meronym/holonym set and hyper-
nym/hyponym set can be processed in the same way as the synonym set. At
Last, our keyword set contains the fuzzy keyword set and semantic keyword set.
The keyword set construction is described in Algorithm 1, Sw is denoted as the
fuzzy and semantic keyword set of keyword w.

3.3 Encryption

To construct the index for our fuzzy and semantic keyword search scheme, the
data owner first generates secret keys (k, sk), where k is a secret key, sk is for
algorithm Enc and Dec. Enc is used to encrypt the documents, and Dec is used
to decrypt the documents. f is a pseudorandom function. FIDw denotes a set of
document IDs whose corresponding documents contain the keyword w.

Our scheme constructs the secure index Index by calling the algorithm SecIn-
dex as follows:

(1) The document set D was encrypted into an encrypted form C by calling the
algorithm Enc.
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(2) For each keyword wi ∈ W , construct the fuzzy and semantic keyword set
Swi

for the original keyword wi by calling the algorithm FuzzySemanticSet;
(3) For each keyword w′

i ∈ Swi
, compute the trapdoor set Tw′

i
= f(k,w′

i);
(4) For each FIDwi

, compute the encrypted form Enc(k, FIDwi
||wi);

(5) The data owner finally generates the secure index Index = {{Tw′
i
}w′

i∈Swi
,

Enc(k, FIDwi
||wi)}wi∈W ;

Finally, the data owner sends the ciphertexts C and the index Index to the
server.

Algorithm 1. FuzzySemanticSet(w)

Input: Keyword w.
Output: Fuzzy and semantic keyword set Sw.

1: fuzzy Sw= GetFuzzySet();
2: synonym set1= GetSynonymSet();
3: for w′ in set1 do
4: if w′ is not in Sw then
5: Add w′ into Sw;
6: end if
7: end for
8: meronymholonym set2= GetMeronymHolonymSet();
9: for w′ in set2 do

10: if w′ is not in Sw then
11: Add w′ into Sw;
12: end if
13: end for
14: hypernymhyponym set3= GetHypernymHyponymSet();
15: for w′ in set3 do
16: if w′ is not in Sw then
17: Add w′ into Sw;
18: end if
19: end for
20: return Sw

3.4 Search Process

When the data user inputs a search keyword wa, he first generates the fuzzy and
semantic keyword set Swa

for the original keyword wa by calling Algorithm1,
then computes the trapdoors {Tw′

a
}w′

a∈Swa
for w′

a ∈ Swa
. After that, the data

user sends the trapdoor set to the remote cloud. Then the server searches Index
and returns back all the possible encrypted FIDs as the search result. At last,
the data user decrypt the search result using secret key k. If the data user
intends to download the documents from the cloud. After receiving the download
request from the data user, the server will return the corresponding encrypted
documents. At last, the user can decrypt the encrypted documents using the
secret key sk.



Fuzzy and Semantic Search over Encrypted Data in the Cloud 339

4 Security Analysis

In this section, we analyze privacy preserving issue for our fuzzy and semantic
keyword search scheme.

Theorem 1. The proposed fuzzy and semantic keyword search scheme is pri-
vacy preserving.

Proof. In our dictionary based fuzzy and semantic keyword search scheme, we
compute the secure index and the trapdoor using the same way. Suppose that
there exists an simulator S, a challenger C, it does the followings:

(1) The challenger C sends |d1|, · · · , |dn| and m = |W | to the simulator S.
(2) S keeps (k, sk) secret.
(3) S computes cj = Enc(sk, 0|dj |) for j = 1, · · · , n.
(4) S chooses {Tw′

i
}w′

i∈Swi
as the trapdoor set and chooses the secure index

Index′ = {{Tw′
i
}w′

i∈Swi
,Enc(k, FIDwi

||wi)}wi∈W randomly for i = 1, · · · ,m.
(5) S sends C ′ = (c1, · · · , cn) and Index′ to C.
(6) S then computes {T ′

w′
a
}w′

a∈Swi
as the trapdoor set to C.

In the search phase, C receives(C ′, Index′, {T ′
w′

a
}w′

a∈Swi
) from S.

Because all the documents are encrypted with CPA-secure algorithms Enc
in this scheme, we consider them as confidential to the cloud. Therefore C ′

and C, (j,Enc(sk, 0|dj |)) and (j,Enc(sk, 0|d′
j |)) are indistinguishable. Index′ and

Index are indistinguishable as f is a pseudorandom function. The data privacy
is preserved because C cannot learn more information.

5 Conclusion

We propose a fuzzy and semantic keyword searchable encryption scheme while
maintaining privacy preserving. We combine the dictionary-based technique and
WordNet to build our fuzzy and semantic keyword set. After constructing the
keyword set, we further introduce the process of the constructing the secure
index, then we propose the search process. Our scheme is an effective solution
which enables users make fuzzy and semantic search over encrypted data. We
prove that our scheme is privacy preserving through rigorous analysis.
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Abstract. In this paper, we seek to determine the residual artefacts of forensic
value on Windows and Ubuntu client machines of using Syncany private cloud
storage service. We demonstrate the types and the locations of the artefacts that
can be forensically recovered (e.g. artefacts associated with the installation,
uninstallation, log-in, log-off, and file synchronisation actions). Findings from
this research contribute to an in-depth understanding of cloud-enabled big data
storage forensics related to the collection of big data artefacts from a private
cloud storage service, which have real-world implications and impacts (e.g. in
criminal investigations and civil litigations). Echoing the observations of Ab
Rahman et al. (2006), we reiterated the importance of forensic-by-design in
future cloud-enabled big data storage solutions.

Keywords: Cloud forensics � Cloud-enabled big data storage forensics �
Syncany forensics � Client forensics � Memory forensics

1 Introduction

Cloud forensics is a research trend, which has real-world implications for both criminal
investigations (including those involving national security matters) and civil litigations
[1]. Due to the nature of cloud-enabled big data storage solutions (e.g. data physically
stored in distributed servers), identification of the data may be a ‘finding a needle in a
haystack’ exercise [2–6]. Even if the location of the data could be identified, traditional
evidence collection tools, techniques and practices are unlikely to be adequate [7]. For
example, existing digital forensic practices generally require the creation of a forensic
copy of the storage media of interest. In cloud-enabled big data storage solutions such
as Syncany, it is unrealistic, and perhaps computationally infeasible, to collect the data
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of interest. These challenges are compounded in cross-jurisdictional investigations
which could prohibit the transfer of evidential data due to the lack of cross-nation
legislative agreements in place [8–11].

Syncany is a popular open source and cross-platform cloud storage written in Java.
Syncany supports different backend platforms (e.g., FTP, Box.net, WebDAV and
SFTP, Amazon S3, Google Storage, IMAP, Local, Picasa and Rackspace Cloud Files),
and hence does not require a server-side software [12]. Syncany programmatically
encrypts the sync files locally (using 128-bit AES/GCM encryption) before uploading
the files to the central (offsite) storage by default; therefore, only the client in pos-
session of the password can access the repositories. The data model consists of three
main entities, namely: versioning, deduplication/chunking, and multichunking [12]:

• Versioning: Syncany captures different versions of a file and keeps track of the
changes using metadata such as date, time, size and checksums as well as parts of
the file (similar to the concept of ‘commit’ in a version control system). There are
three primary versioning concepts, which are database versions, file histories, and
file versions. A database version represents the point in time when the file tree is
captured. Each database version contains a list of file histories, representing the
identity of a file. Each file history contains a collection of file versions, representing
the incarnations of a file.

• Deduplication/Chunking: Syncany uses data deduplication technique to break
individual files into small chunks on the client. The chunks are represented in data
blobs (each about 8-32 KB in size), which are identified by its checksum.

• Multichunking: Individual chunks are grouped into multichunks, compressed and
encrypted before being uploaded to the offsite storage. The default size of a mul-
tichunk is 4 MB; however, it can be modified by the user.

Figure 1 shows an example of the logical data model of the Syncany repository.
The entities are stored locally in the form of Java’s plain-old-Java-object (POJOs) in
the org.syncany.database package and tables in the local HSQLDB-based database,

Fig. 1. Logical data model of the Syncany repository (Adapted from [12]).
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while remotely (on the central repository) in .XML format [13]. Each entity creates a
table in the database.

Syncany uses a command line interface by default, but the users can manually
install the plugin for graphical user interface (GUI). The syntaxes of forensic interest
are as follows [14]:

• sy init: To initialise the repository for a new sync directory. It creates a
sync-directory-specific %.syncany%/config.xml and %.syncany%/repo file. The
former holds the local configuration information while the latter contains the
chunking/crypto details required to initialise the remote repository. This command
also generates the sync link in two formats: a commonly used encrypted link
structured as syncany://storage/1/< master-salt >/<encrypted-config >, where
both < master-salt > and < encrypted-config > are base58 encoded; a plaintext
link structured as syncany://storage/1/not-encrypted/< plaintext-config >, where
the < plaintext-config > is a base58-encoded representation of the storage/
connection config.

• sy connect: To connect to an existing repository using the sync link or manually
using the repo URL. This command is similar to sy init, with the difference being
that it downloads the repo files from the remote storage.

• sy status: Lists changes made to the local sync files by comparing the local file tree
(e.g., last modified dates and file sizes) with the local database.

• sy up: Detects changes in the local sync directory (using the ‘sy status’ command),
indexes new files and uploads changes to the remote repository (using the ‘sy up’
command). File changes are packaged into new multichunks and uploaded to the
offsite storage, alongside the delta metadata database.

• sy ls-remote: Queries the remote storage and lists the client database versions that
have not yet been downloaded/processed.

• sy down: Detects file changes made by other clients (as identified by the ‘sy
ls-remote’ command). The command first downloads the metadata of relevance.
Then, it evaluates which multichunks are changed or required. Finally, it downloads
and arranges the multichunks according to the vector clocks, when necessary.

In this paper, we seek to identify residual client-side artefacts of using Syncany on
Windows and Ubuntu devices. Similar to the approaches of Quick and Choo [15–17],
we attempt to answer the following questions in this research: What residual evidential
artefacts can be recovered from a client machine hard drive and physical memory after
a user has used Syncany client applications, and the location of these data remnants on
a Windows and Ubuntu client device? The structure of this paper is as follows. In the
next section, we describe the related work. Section 3 highlights the experiment envi-
ronment setup. In Sects. 4 and 5, we discuss the findings from the media storage and
physical memory dumps (respectively). Finally, in Sect. 6, we conclude the paper and
outline potential future research areas.
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2 Literature Review

There have been numerous attempts at defining cloud computing, but the most widely
accepted definition is that of the NIST, which defines cloud computing as “[a] model
for enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort
or service provider interaction” [18]. The key aspects are to provide on-demand
self-service, broad network access, resource pooling, rapid elascity, and measured
services.

There are three cloud computing service models [18], which are Software as a
Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS).
NIST [18] also defined four deployment models as part of the cloud computing defi-
nition, which are public, private, community, and hybrid clouds. The public cloud is
owned and operated by a provider organisation. Consumers can subscribe to the service
for a fee, based on the storage or bandwidth usage. On the other hand, the private cloud
is tailored to a single organisation’s needs. In most cases, the organisation is the cloud
service owner, but it can also be owned, managed, and operated by a third party; on or
off premises. If the cloud infrastructure is administered by organisations sharing
common concerns (e.g., mission, security requirements, policy, and compliance con-
siderations), then there exists a community cloud. The hybrid cloud can be used to
provide load balancing to two or more distinct cloud infrastructures aforementioned.
For example, an organisation can deploy a private cloud system to store sensitive data,
and host non-critical resources on a third party public cloud system.

Although cloud computing offers an unprecedented paradigm for storing and dis-
tribution of resources, use of cloud computing introduces new challenges in the digital
forensics space. Challenges such as jurisdiction differences, loss of data control,
physical inaccessibility of evidence, multi-tenancy, and lack of tools for large scale
distributed and virtualized systems are often cited as the main causes of concern for
cloud forensics [19–22]. However, Al Fahdi et al. [23] found that the perceived cloud
forensic challenges may be vary between forensic practitioners and researchers. For
example, the top three digital forensic challenges rated by the practitioner respondents
in their survey are volume of data, legal aspect, and time, while the top three challenges
according to researcher respondents are time, volume of data, and automation of
forensic analysis. Other pinpointed challenges include diverse digital media types,
anonymity of IP addresses, bring-your-own-device policy, decentralisation, and the
application of anti-forensic and encryption techniques [21, 24, 25]. Delving deeper into
the legal challenges, Hooper et al. [8] reviewed the 2011 Australian Federal Govern-
ment’s Cybercrime Bill admendment on mutual legal assistance requests and con-
cluded that laws admendment on a jusrisdiction alone may not be adequate to address
multi-jurisdiction investigation issues in the cloud computing environment. Martini and
Choo [11], Taylor et at. [26], and Daryabar et al. [27] also agree on the need for
harmonious laws across jurisdictions. Simou et al. [21] and Pichan et al. [22] added that
the issues of CSP dependence could exacerbate the challenges in all stages of cloud
forensics (e.g., identify, preserve, analyse, and report [28, 29]), but Farina et al. [30]
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and Damshenas et al. [1, 31] suggested that such concern can be mitigated through
clearly-defined Service Level Agreement between the provider and the consumers.

Martini and Choo [32] proposed the first cloud forensic investigation framework,
which was derived based upon the frameworks of McKemmish [33] and NIST [29].
The framework was used to investigate ownCloud [34], Amazon EC2 [35], VMWare
[36], XtreemFS [37], etc. Quick et al. [10] further extended and validated the four-stage
framework using SkyDrive, Dropbox, Google Drive, and ownCloud. Chung et al. [38]
proposed a methodology for cloud investigation on Windows, Mac OS, iOS, and
Android devices. The methodology was then used to investigate Amazon S3, Google
Docs, and Evernote. Scanlon et al. [39] outlined a methodology for remote acquisition
of evidence from decentralised file synchronisation network and utilised it to investi-
gate BitTorrent Sync [40]. In another study, Teing et al. [41] proposed a methodology
for investigating the newer BitTorrent Sync application (version 2.0) or any third party
or Original Equipment Manufacturer (OEM) application thereof. Unsurprisingly, the
researchers determined that the newer BitTorrent Sync applications maintained a dif-
ferent data structure in comparison with the legacy versions. Do et al. [42] proposed an
adversary model for digital forensics, and they demonstrated how such an adversary
model can be used to investigate mobile devices (e.g. Android smartwatch – Do et al.
[43] and apps). Ab Rahman et al. [44], on the other hand, proposed a conceptual
forensic-by-design framework to integrate forensics tools and best practices in the
development of cloud systems.

Marty [45] and Shields et al. [46] proposed a proactive application-level logging
mechanism, designed to log information of forensics interest which can also be used in
incident response. However, Zawoad and Hasan [47] argued that the proposed solu-
tions have may not be viable in real world scenarios. Forensic researchers such as
Dykstra and Sherman [48], Gebhardt and Reiser [49], Quick et al. [10], and Martini and
Choo [36], on the other hand, presented methods and prototype implementations to
support the (remote) collection of evidential materials using Application Programming
Interfaces (API). Although data collection using APIs could potentially reduce inter-
actions with the CSPs, it was argued that such evidence collection methods could be
limited by the APIs’ feature sets as well as resulting in additional event data in the
organisation’s logs [36]. Quick and Choo [50] and Teing et al. [51] studied the integrity
of data downloaded from the web and desktop clients of Dropbox, Google Drive,
Skydrive, and Symform and identified that the act of downloading files from client
applications does not breach the evidence integrity (e.g., no change in the hash values),
despite changes in file creation/modification times.

In addition to remote collection of evidence, scholars also studied the potential of
on-device collection of cloud artefacts such as from Evernote [38], Amazon S3 [38],
Dropbox [34, 58], Google Drive [17, 38], Microsoft Skydrive [16], Amazon Cloud
Drive [52], BitTorrent Sync [53], SugarSync [54], Ubuntu One [55], huBic [56], Mega
[57], as well as mobile cloud apps [58–60]. These forensics studies located artefacts of
client applications from the user settings and application data reside on the media
storage through keyword search. A number of studies also demonstrated that it is
possible to recover parts of the cloud synchronizing history and synchronised files from
unstructured datasets such as memory dumps, slack space, free space, and swap files in
plain text. Quick and Choo [15–17] also identified that data erasing tools such as Eraser
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and CCleaner could not completely remove the data remnants from Dropbox, Google
Drive, and Microsoft SkyDrive.

The majority of the existing literatures focused on forensic investigations of the
public cloud deployment model. As noted by Martini and Choo [34, 37], using private
StaaS cloud products as case studies provides a better chance to unveil the forensic
artefacts that may exist on all StaaS systems (as most of the data artefacts may be
concealed from investigators in the public cloud deployment model due to security and
privacy concerns). Our research provides one of the few cloud forensic research that
focuses on private cloud deployment model. We also provide the first insight into
Syncany cloud service and one of the few studies that present a holistic approach for
client forensics, which included volatile and log file datasets as part of the evidence –

see Table 1.

Table 1. Cloud forensics solutions.

Related work Areas covered
Public
cloud

Private
cloud

Volatile data
analysis

Log file
analysis

Ab Rahman et al. [44] √

Quick et al. [10] √ √ √ √

Quick and Choo [15] √ √

Quick and Choo [16] √ √

Quick and Choo [17] √ √

Thethi and Keane [35] √

Martini and Choo [36] √

Martini and Choo [37] √

Chung et al. [38] √

Scanlon et al. [39] √

Scanlon et al. [40] √

Teing et al. [41] √ √ √

Do et al. [42] √

Do et al. [43] √

Marty [45] √ √

Shields et al. [46] √

Dykstra and Sherman
[48]

√

Gebhardt and Reiser
[49]

√

Martini and Choo [36] √ √

Quick and Choo [50] √ √

Teing et al. [51] √ √ √
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3 Experimental Setup

We adopted the research methodology of Quick and Choo [15–17] and Teing et al. [41,
51] in the design of our experiments. Our test environments consisted of three
(3) VMware Workstations (VMs), one (1) for the server and two (2) for the desktop
clients, involving the OS combinations as detailed in Table 2. The VMs were hosted
using VMware Fusion Professional version 7.0.0 (2103067) on a Macbook Pro (Late
2012) running Mac OS X Mavericks 10.9.5, with a 2.6 GHz Intel Core i7 processor
and 16 GB of RAM. As explained by Quick and Choo [15–17], using physical
hardware to undertake setup, erasing, copying, and re-installing of the would have been
an onerous exercise. Moreover, a virtual machine allows room for error by enabling the
test environment to be reverted to a restore point should the results are unfavourable. It
is noteworthy that the Syncany application does not require an account, and hence no
user account was created in this research.

In our experiments, we conducted a predefined set of activities including installa-
tion and uninstallation of the client applications, uploading, downloading, viewing,
deleting, and unsyncing the sync files to simulate various real world scenarios using
Syncany. After each experiment, a snapshot was taken of the VM workstations
prior and after being shutdown, enabling acquisition of the volatile mem-
ory in the former. The 3111th email messages of the Berkeley Enron email dataset
(downloaded from http://bailando.sims.berkeley.edu/enron_email.html) were used to
create a set of sample files and saved in .RTF, .TXT, .DOCX, .JPG (print screen), .ZIP,
and .PDF formats, providing a basis for replication of the experiments in future. The set
of sample files were placed in a new directory on the clients’ workstations, before being
uploaded to the servers, and subsequently downloaded to the corresponding worksta-
tions concurrently.

For the purpose of this research, we used WebDAV as the carrying protocol to
enable the study of the network’s inner workings. Wireshark was deployed on the host

Table 2. System configurations for Syncany forensics.

Server configurations Client configurations

Ubuntu Server:
Operating system: Ubuntu 14.04
LTS
Virtual memory size: 1 GB
Virtual storage size: 20 GB
Web application: Apache 2
Storage type: WebDAV
Database server: HSQL Database
Engine 2.3.0
IP address/URL: http://172.16.
38.180/webdav

Windows Client:
Operating system: Windows 8.1 Professional (Service
Pack 2, 64-bit, build 9600)
Virtual memory size: 2 GB
Virtual storage size: 20 GB
Client application: Syncany 0.4.6-alpha
Plugins installed: WebDAV and GUI
Ubuntu Client:
Operating system: Ubuntu 14.04.1 LTS
Virtual memory size: 1 GB
Virtual storage size: 20 GB
Client application: Syncany 0.4.6-alpha
Plugins installed: WebDAV and GUI
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machine to capture the network traffic from the server for each scenario. The experi-
ments were repeated thrice (at different dates) to ensure consistency of findings.
Table 3 highlights the forensic tools we used for data analysis.

4 Directory Listings and Files of Forensic Interest

Artefacts of the Syncany client were predominantly located in the sync-folder-specific
‘.syncany’ directory (note the dot prefixed the directory name) and the user–speci-
fic configuration directory at %Users%\< User Profile >\AppData\Roaming\Syn-
cany and /home/< User Profile >/.config/syncany on the Windows and Ubuntu clients

Table 3. Tools prepared for Syncany forensics.

Tool Usage

FTK Imager Version
3.2.0.0

To create a forensic image of the .VMDK files

dd version 1.3.4-1 To produce a bit-for-bit image of the .VMEM files
Autopsy 3.1.1 To parse the file system, produce directory listings, as well as

extracting/analysing the files, Windows registry, swap
file/partition, and unallocated space of the forensic images

raw2vmdk To create .VMDK files from raw dd image
HxD Version 1.7.7.0 To conduct keyword searches in the unstructured datasets
Volatility 2.4 To extract the running processes and network information from

the physical memory dumps, dumping files from the memory
space of the Syncany client applications, and detecting the
memory space of a string (using the ‘pslist’, ‘netstat’/’netscan’,
‘memdump’ and ‘yarascan’ functions)

SQLite Browser Version
3.4.0

To view the contents of SQLite database files

Photorec 7.0 To data carve the unstructured datasets
File juicer 4.45 To extract files from files
BrowsingHistoryView
v.1.60

To analyse the web browsing history

Thumbcacheviewer
Version 1.0.2.7

To examine the Windows thumbnail cache

Windows Event Viewer
Version 1.0

To view the Windows event logs

Console Version 10.10
(543)

To view log files

Windows File Analyser
2.6.0.0

To analyse the Windows prefetch and link files

NTFS Log Tracker To parse and analyse the $LogFile, $MFT, and $UsnJrnl New
Technology File System (NTFS) files

SQL Workbench/J Build
118

To view the contents of Hyper SQL Database (HSQLDB)
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(respectively). Within %Syncany%/plugins/lib/there maintained a list of plugins
installed. The plugin information may enable a practitioner to estimate potential arte-
facts based on the protocol in use e.g., if the WebDAV protocol is used, the web server
logs can be a potential source of relevant information.

The files deleted (locally and remotely) could be recovered locally from the
unallocated space. However, only the files deleted locally could be recovered from the
Trash or Recycle Bin directory. Undertaking uninstallation of the client applications
observed that both the ‘.syncany’ and ‘syncany’ directories remained.

4.1 config.xml

Examination of the %.syncany%/config.xml revealed the 20-character machine and
display names in the ‘machineName’ and ‘displayName’ properties, respectively. The
second property of forensic interest with the/%.syncany%/config.xml file was the
‘connection’ property, which defined the type of backend storage in use in the ‘type’
entry. Additionally, we observed the URL, server’s display name, and encrypted
password for the repository in the ‘url’, ‘username’, and ‘password’ tags, respectively.
The/%.syncany%/config.xml file also held the plain text masterkey and salt used to
derive the encryption keys for the sync files, in the ‘masterKey’ property [14]. The
machine name is the random local machine name used to technically identify a
computer/user for a sync folder, while the display name is the human readable user
name for the local machine [14]. These could be crucial identifying information when
seeking to correlate cloud transaction records associated with a Syncany client from the
server or any external data sources. Analysis of the /%syncany%/config.xml file
revealed the masterkey and salt used to encrypt the password and access token for the
backend storage in the %.syncany%/config.xml file [14], in the ‘configEncryptionKey’
tag of the ‘userConfig’ property.

4.2 daemon.xml

The %Syncany%/daemon.xml held a list of sync folder metadata for the daemon in the
‘folders’ property. Each folder created a ‘folder’ tag housing the directory path and also
property about whether the folder is enabled.

4.3 local.db

Analysis of the sync-folder-specific %.syncany%/db/local.db database revealed the
repository directory paths, sizes, checksums, permission information in POSIX format,
as well as last modified and updated times for the sync folders/files in the ‘FILE-
VERSION_MASTER’, ‘FILEVERSION’, and ‘FILEVERSION_MASTER_LAST’
view tables. Specifically, the artefacts could be differentiated by the table columns
‘PATH’, ‘SIZE’, ‘FILECONENT_CHECKSUM’, ‘POSIXPERMS’, ‘LASTMODI-
FIED’, AND ‘UPDATED’ respectively; each sync folder or file was identified by a
unique file history ID (FILEHISTORY_ID). In all the mentioned view tables, the sync
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directories/files that were modified could be differentiated from the ‘VERSION’ table
column given the value of more than 1. Additionally, the view tables also held the
directory/file modification status in the ‘STATUS’ table column, indicating whether the
sync directories/files were unmodified (new), modified (CHANGED), or deleted
(deleted). Figure 2 shows portion of the ‘FILEVERSION_MASTER’ view table
recovered in our research. In the ‘FILEVERSION_FULL’ view table, we located
additional information such as the machine names for the clients that made changes to
the repositories (e.g., adding and removing files and sub-directories), alongside the
database local times associated with the changes in the ‘DATABASEVERSION_-
CLIENT’ and ‘DATABASEVERSION_LOCALTIME’ table columns, respectively
(see Fig. 3).

4.4 syncany.log

Log files play an important role in the reconstruction of a criminal scene [61–65]. The
Syncany log file could be located at %syncany%/logs/syncany.log. Examination of the
log file revealed that the client application’s access times as well as sync folder/file
creation, modification, and deletion times could be recovered. The log entries also held
the corresponding sync file metadata such as file sizes and IP addresses/URLs for the
repositories, which replicated the records in the local.db database. Table 4 summarises
the log entries of forensic interest.

Fig. 2. Portion of the ‘FILEVERSION_MASTER’ table recovered in our research.

Fig. 3. Portion of the ‘FILEVERSION_FULL’ table recovered in our research.
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Table 4. Log entries of forensic interest with syncany.log.

Relevance Examples of log entries

Assists a practitioner in the
identification of the server’s
display name

1-10-15 18:52:20.274 | PluginSettingsP | main | INFO :
Setting field ‘username’ with value ‘syncanyserver’

Assists a practitioner in
identifying the repository
initiation time for a sync
folder (via the ‘sy connect’
command), alongside the
directory path and
repository URL

1-10-15 18:52:27.196 | ManagementReque | main | SEVE :
Executing InitOperation for
folder/home/suspectpc/SyncanyUbuntuClient …
1-10-15 18:52:34.807 | WebdavTransferM | IntRq/SyncanyU |
INFO : WebDAV: Uploading local
file/home/suspectpc/SyncanyUbuntuClient/.syncany/master to
http://172.16.38.180/webdav/UbuntuRepo/master …

Assists a practitioner in
identifying the time when a
sync folder is connected to
an existing repository,
including the directory path

1-10-15 19:32:38.646 | ManagementReque | main | SEVE :
Executing ConnectOperation for
folder/home/suspectpc/SyncanyWindowsDownloadToUbuntu

Assists a practitioner in
identifying the sync file
addition time, including the
property information such
as the filename, file version,
as well as last modified and
updated times

1-10-15 19:26:14.015 | Indexer | Thread-68 | INFO : * Added
file version: FileVersion [version = 1, path = Enron3111.zip,
type = FILE, status = NEW, size = 30967,
lastModified = Sat Dec 13 08:35:00 PST 2014,
linkTarget = null,
checksum = 75a666ba87fef0f8425a71edcd621d0a4367aa47,
updated = Thu Oct 01 19:26:14 PDT 2015,
posixPermissions = rw-r–r–, dosAttributes = –a-]

Assists a practitioner in
identifying the sync folder
addition time, including the
property information such
as the directory name, folder
version, as well as last
modified and updated times

1-10-15 19:42:18.751 | FileSystemActio | NotifyThread |
INFO : with winning version : FileVersion [version = 1,
path = WindowsToUbuntu, type = FOLDER, status = NEW,
size = 4096, lastModified = Mon Sep 28 21:40:44 PDT 2015,
linkTarget = null, checksum = null, updated = Thu Oct 01
19:42:10 PDT 2015, posixPermissions = rwxr-xr-x,
dosAttributes = —]

Enables a practitioner in
determining the deletion
time of a sync folder.

1-10-15 20:14:17.091 | AppIndicatorTra | PySTDIN | INFO :
Python Input Stream: Removing folder ‘/
home/UbuntuPc/SyncanyUbuntuClient’ …

By searching for the ‘file’
tag, a practitioner can
identify the filenames
associated with a sync
folder

1-10-15 19:26:17.032 | AppIndicatorTra | Timer-0 | INFO :
Sending message: < updateRecentChangesGuiInternalEvent>
<recentChanges>
<file >/home/suspectpc/SyncanyUbuntuClient/Enron3111.
zip </file>
<file >/home/suspectpc/SyncanyUbuntuClient/Enron3111.
txt </file>
<file >/home/suspectpc/SyncanyUbuntuClient/Enron3111.
rtf </file>
…
</recentChanges>
</updateRecentChangesGuiInternalEvent>
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5 Memory Analysis

Examinations of the running processes using the ‘pslist’ function of Volatility indicated
the process names, process identifiers (PID), parent process identifiers (PPID), as well
as process initiation and termination times. Although the process name was mas-
queraded with ‘java.exe’, we could differentiate the PID from the last used PID
recorded in the %Syncany%/daemon.pid and Syncany.log files. Examinations of the
memory dumps using the ‘netscan’ or ‘netstat’ function of Volatility recovered the
network information associated with the processes such as the host and server’s IP
addresses, port numbers, socket states, and protocols, providing an alternative method
for recovery of the network information.

Carving of memory space of the Syncany daemon process recovered the log and
config.xml files and local.db database intact. The data remnants could also be recovered
in plain text through manual keyword searching for the file entries of relevance (e.g.,
log file structures, tag names for the XML files, and database table column names as
identified in our research). Further inspection of the memory dumps identified that the
%.syncany%/config.xml file could be potentially carved from unstructured datasets,
using the header and footer information of “3C 63 6F 6E 66 69 67 3E 0A…3C 2F 70
61 73 73 77 6F 72 64 3E 0A 20 20 20 3C 2F 63 6F 6E 6E 65 63 74 69 6F 6E 3E 0A 3C
2F 63 6F 6E 66 69 67 3E”, but the finding may be subject to software updates.

6 Concluding Remarks

In this paper, we studied the data remnants from the use of Syncany private cloud
storage service as a backbone for big data storage. Our research included setting up the
cloud hosting environment, installing the client applications, as well as uploading,
downloading, and deleting the sync directory/file. We determined that a forensic
practitioner investigating the use of Syncany should pay attention to config.xml, local.
db, and syncany.log files on the client devices. The creation of the sync-folder-specific
‘.syncany’ sub-directory suggested that a practitioner can identify the sync directory
and the associated timestamps from the directory listing as well as other OS-generated
instances such as shortcuts, event logs, $LogFile, $MFT, $UsnJrnl, registry
(‘RecentDocs’, ‘UserAssist’, ‘Run’, and ‘ComDig32’ etc.), Zeitgeist and recently-used.
xbel logs, and thumbnail cache.

Our examinations of the physical memory captures indicated that the memory
dumps can provide a potential alternative method for recovery of the application
caches, logs, HTTP requests in plain text, but not for the encryption password. This
suggested that a practitioner can only obtain the encryption password either via an
offline brute-force attack or directly from the user. Nevertheless, a practitioner must
keep in mind that memory changes frequently according to user activities and will be
wiped as soon as the system is shut down. Hence, obtaining a memory snapshot of a
compromised system as quickly as possible increases the likelihood of obtaining the
encryption key before it is overwritten in memory. Taken together, we determined that
the Syncany client artefacts could be broadly classified into five (5) categories, which
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are sync and file management metadata, authentication and encryption metadata, cloud
transaction history, data storage, and memory artefacts as outlined in Table 5.

Although a variety of incriminating artefacts could be recovered from Syncany use,
our research pointed out challenges that could be faced by forensic investigations.
While the use of deduplication/chunking and encryption technologies can benefit the
users by providing an efficient and secure means for managing big data, evidence
collection and analysis may necessitate the encryption password and vendor-specific
application. This can be subject to potential abuse by cyber criminals seeking to hide
their tracks. Without the cooperation of the user (suspect), forensics endeavours may
end up an exercise in futility. Therefore, we suggest the vendor to implement a
forensically friendly logging mechanism (e.g., providing information about who
accesses the data, what data has been accessed, from where did the user access the data,
and when did the user access the data) that supports the collection of the raw log data
outside the encrypted datasets by default. In a recent work, for example, Ab Rahman
et al. [44] highlighted the importance of forensic-by-design and presented a conceptual
forensic-by-design framework.

Future work would include extending this study to other private cloud storage
services (e.g., Seafile) to have an up-to-date understanding of the big data artefacts
from the private cloud deployment model, which can lay the foundation for the
development of data reduction techniques (e.g., data mining and intelligence analysis)
for these technologies [4, 5].
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Abstract. This paper presents a weighted frequency based real-time data
replacement policy (WFRRP) for named data networking (NDN) cache mem-
ory. Based on the temporal locality, WFRRP leverages the weighted request
frequency within different time periods and the cost of data request to predictas
well as evaluate the real-time popularity of data. Specifically, those real hot data
and data further away from the source servers are able to obtain high real-time
popularity so as to have the caching priorities over the cold data. Experimental
results show that WFRRP has accurate prediction capability, and is able to gain
considerable improvements of data hit rate so as to help the NDN reduce the
average number of hops and transmission delay.

Keywords: Named data networking � Data replacement policy � Cache
memory space � Data popularity

1 Introduction

Over the last forty years, the traditional TCP/IP based Internet architecture has brought
great changes to our world. On the other hand, it is prone to a growing number of defects,
such as security, scalability, mobility and so on [1]. A variety of network architectures
have been proposed to overcome these defects so as to improve the performance of the
Internet. The state-of-the-art network architecture could broadly be divided into two
categories: “evolutionary” and “revolutionary” [2, 3]. The “evolutionary” advocates the
improvements for the existing network main architecture in the form of the “patch”, e.g.,
P2P (Peer to Peer) and CDN (Content Delivery Network) are representative methods
[4, 5]. In contrary, the “revolutionary” is devoted to designing a new type of network
architecture, such as the ICN (Information Centric Networking) [6].

As a typical architecture of ICN, NDN (Named Data Networking) has attracted a
plethora of research efforts in recent years [7]. One key characteristic of NDN is that,
every node has the CS (Content Store) to cache data it transits. However, the very
limited cache space is unable to store all related information with regard to the huge
amount of data. Therefore, the data replacement policy for cache plays a crucial role in
the overall performance of NDN [8, 9].
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There has been growing interest in the study of data replacement policy for NDN.
The LRU (Least Recently Used) [10] strategy will store the latest requested data in the
bottom of the cache so that the data in the top of cache will be firstly replaced if it is
necessary, namely, LRU prefers to replace the least recently used data. In LFU (Least
Frequently Used) [11] strategy, the data’s request frequency will add one upon it has
been requested, in this way, the data that has the minimum request frequency will be
replaced. Therefore, the LRU strategy cannot reflect the popularity of data although it
can reflect the real-time of data; on the contrary, the LFU strategy can only reflect the
popularity of data but cannot reflect the real-time of data. In [12, 13], the proposed data
replacement policies consider the cost of data request while fail to take the popularity
and the real-time of data into account. As a result, most existing replacement policy can
hardly reflect the popularity and real-time of data at the same time.

To address the problem aforementioned, this paper proposes a weighted frequency
based real-time data replacement policy (WFRRP). The key idea of WFRRP is based
on the temporal locality of request, that is, the data request frequency within different
time period could make uneven contributions to the prediction of the popularity of data
within the next time period which is called “real-time popularity” in this paper.
Thus WFRRP gives the more recent time duration a bigger weight factor, which is used
to calculate the real-time popularity of the requested data. Therefore the more requested
real-time data (i.e., hot data) will have the priority to be stored in the limited cache.
Moreover, WFRRP takes the cost of data acquisition/request procedure into account
and thus saves the cache space for those hot data further from the source data server.
Consequently, the WFRRP is able to store more hot data and thus increase the overall
cache utilization of NDN nodes.

2 Background and Problem

2.1 The Mechanism of NDN

As an advanced instance of ICN, NDN is no longer host-centric but place an emphasis
on the data request. There are two types of packets in NDN: interest/request packet and
data packet. Instead of host address, the two kinds of packets take the name of data as
the identifier. While the data packet is the response of the corresponding interest/
request packet.

As shown in Fig. 1, the critical content store of a node in NDN is responsible for
caching some data packets that the node transits and probably sends back later as a
response to the corresponding request. In this way, the node can obtain network
resources savings by avoiding forwarding the request packet to further source data
server. Besides the content store mentioned above, each node of NDN includes a PIT
(Pending Interest Table) and a FIB (Forwarding Information Base). The PIT is mainly
used to store the interest/request packets that yet cannot find its corresponding data
packets in content store in this node. Each PIT entry mainly consists of the name of a
request packet and the interface it needs to enter the node. While the FIB works as a
route table to forward the request packet. When a request packet arrives at a node, this
node firstly finds out whether there is a corresponding data packet in content store:
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if there is and then it will return the packet; otherwise, it will redirect the request packet
to the next hop according to the entries in the PIT and FIB.

2.2 The Data Replacement Problem

Figure 2 illustrates the data replacement problem of NDN. When a data packet arrives,
the node has to decide if drop it or not by checking the PIT. If not, the node will judge
whether replace some other tag in content store with the coming data packet and then
forward it. Thus the data replacement policy of NDN determines which tag should be
replaced.

3 The Weighted Frequency Based Real-Time Data
Replacement Policy (WFRRP)

3.1 Overview

This paper proposes WFRRP to reflect the real-time popularity of data in NDN. Unlike
the static LFU [11] simply using the number of requests to measure the popularity, the
WFRRP collects the real-time request frequencies of data of interest within different

Fig. 1. The overview mechanism of NDN.

Fig. 2. The data replacement problem of NDN.
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time periods and then uses them to predict the real-time popularity. As a result,
WFRRP is able to avoid storing the cold data which has accumulated high request
times so as to conserve limited cache for real hot data.

It is well known that the coming popularity of data is hard to predict. WFRRP is
based on the temporal locality, i.e., the more recent time period is more important in
predicting the real-time popularity. Specifically, the WFRRP has two major parameters
as follows:

The weighted frequency. When a data packet arrives, the WFRRP collects its
request frequencies within the closest 3 equal long time period, respectively. The more
recent request frequency will be allocated a bigger weight factor.

The request frequency variance. In regard to the fluctuation of request frequency,
the WFRRP gives the bigger weight to the more stable request frequency, and vice
versa. That is, if the request frequency of data is more stable, it is more important in
predict the real-time popularity. Specifically, the WFRRP exploits the mean square
error to evaluate the stability of request frequency in the next section.

3.2 The Real-Time Popularity Model

This section shows the theory model of WFRRP. When a NDN node accepts a data
packet, it has to put the data at the right position of the content store queue by assessing
the real-time popularity. The overall model node n used to calculate the real-time
popularity the data arriving at time t is as follows.

Wn ¼ W � Cddata þ bL ð1Þ

Obviously, this model is composed of two parts: W � Cddata is used to evaluate the
popularity within three recent time durations, i.e., c1 ¼ ½t � Dt; t�,
c2 ¼ ½t � 2Dt; t � Dt�, c3 ¼ ½t � 3Dt; t � 2Dt�; while the is used to calculate the his-
torical popularity within ½t�; t � 3Dt�], where t� denotes a distant past time.

In the first part, W ¼ a1 � f1 þ a2 � f2 þ a3 � f3, where f1, f2 and f3 denotes the
request frequencies of the same data within the three different time periods γ1, γ2 and
γ3, respectively; a1; a2; a3 are corresponding weight factors given to f1, f2 and f3, and
a1 þ a2 þ a3 ¼ 1. Note that a1 [ a2 [ a3, according to the importance of theses tree
time period. On the other hand, the WFRRP also takes the request frequency variance
into account via the Cddata , where C is a balance parameter and C < 1, and ddata denotes
the mean square error of request frequencies during ½t � 3Dt; t�:

ddata ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
3

X3
i¼1

(fi � E)2

vuut ð2Þ

Where E is the average frequency, E = (f1 + f2 + f3)/3. It is easy to find that the
Cddata is a monotonically decreasing function of ddata, in other words, the more stable
popularity will obtain higher Wn. What’s more, the C is defined as follows to take the
cost of request procedure into consideration.
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C ¼ Hopdata
Max hop

ð3Þ

Where Hopdata is the distance between the data accepting node n and the data
source server; and Max_hop represents the maximum distance between the client and
the data server in the network. The increase of C will enlarge the real-time popularity
Wn. Therefore, WFRRP enables the node n give high priority to store the data further
away from the source server.

In the second part, i.e., bL, L is the number of historical requests, and 0 < β<1, β is
a adjustment parameter. By adjusting the β, the bL can reflect the influence of past time
period. After substituting these above parameters into the Eq. (1), the real-time pop-
ularity is:

Wn ¼ (a1f1 + a2f2 þ a3f3) � Hopdata
Max hop

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
3

P3
i

ðfi�EÞ2
r2

664
3
775þ bL ð4Þ

3.3 The Data Replacement Algorithm

Based on the Wn in Eq. (4), the specific data replacement algorithm of WFRRP is
shown in Fig. 3. Eventually, some data with the smallest Wn in content store will be
replaced by the received data packet. Thus the utilization of limited cache will be
maximized.

Fig. 3. The data replacement algorithm based on the real-time popularity
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4 Simulation Results and Evaluations

This section performs extensive simulations to evaluate the performance of the
WFRRP. WFRRP is implemented on the open-source ndnSIM [14] simulator which is
based on NS-3. The experiments generate a random NDN topology with BRITE
Topology Builder. The specific parameters of topology are shown in Table 1. Without
loss of generality, the client’s request of specific data in our simulations has a Zipf(α)
distribution [15, 16], which issued to account for the relative popularity of a few data
(i.e., hot data) and the relative obscurity of other data (i.e., cold data) of in specific
NDN applications. Meanwhile the random request arriving at single NDN node has a
Poisson distribution. For evaluation convenience, all nodes have the same cache size
(denoting the maximum number of data packets can be stored) and each data packet in
the experiments is set to 1 MB. Meanwhile the parameters in Wn are set according to
the network size, i.e. a1; a2; a3 and are set to 0.5, 0.3 and 0.2, respectively; and the β is
equal to 0.1. To evaluate the performance, WFRRP is compared with existing tradi-
tional data replacement policies, such as LFU, FIFO and LRU.

4.1 The Impact of Cache Size

The cache size of node is crucial to the performance and even the viability of the NDN.
This subsection evaluates the performance of WFPPR with varying cache size.

As shown in Fig. 4, the average hit rate increases with the cache size since more
data could be stored in the content store. The simple FIFO has the lowest hit rate. The
performance of LFU is closest to WFRRP. While the proposed WFRRP still gains the
highest hit rate that is about 7 %*9 % higher than LFU and 90 %*95 % higher than
FIFO and LRU. The main reason is that WFRRP can more accurately predict the
real-time popularity.

Table 1. The parameters of network topology

Topology Nodes number Links number Clients number Servers number

Random 60 126 10 10

Fig. 4. The average hit rate with varying cache size.
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This experiment performed in Fig. 5 evaluates the average number of hops needed
to get the intended data from different clients. The increase of cache size results in the
reduction of the number of hops as depicted in Fig. 6. Thus WFRRP needs the shortest
route length to find the requested data. Specifically, when the cache size is set to 100,
the average number of hops of WFRRP is only about 2.2.

As depicted in Fig. 6, the overall average transmission delay of request decreases
sharply with the increase of cache size. Here the experiment results are consistent with
the number of hops. Clearly, the performance of FIFO is the worst. While the WFRRP
obtains the smallest delay due to the parameter C in Eq. (1) used to consider the cost of
data request. Thus the data more further from the source server has the priority to be
stored. When the node cache size is 30, the delay of RRPF is about 0.031 s, which is
about 8 % less than the LFU.

Fig. 5. The average number of hops with varying cache size.

Fig. 6. The transmission delay with varying cache size.
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4.2 The Impact of Zipf(α)

Generally, the request for specific data in NDN has a Zip f(α) distribution [15, 16]. The
parameter α is the value of the exponent characterizing the distribution. It is worth
noticing that the increase of α implies that more clients’ requests focus on a few data, so
that a greater number of other data get a moderate or even can hardly get requests. This
subsection evaluates the impact of parameter α to the data replacement policies. Here
the cache size is set to 100.

Since the increase α of leads to a promotion of popularity of a few hot data, it is high
probability that the stored hot data will get hits. As shown in Fig. 7, the average hit rate of
all policies increaseswith the α. Owing to the accurate prediction, theWFRRP still has the
highest hit rate which is 7 %–8 % higher than LFU and 40 %–60 % higher than LRU.

Fig. 7. The average hit rate with varying α.

Fig. 8. The average number of hops with varying α.
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Since the increase of hit rate will shorten the average route length needed to hit a
requested data, as shown in Fig. 8, the increase of α leads to a significant reduction of
the number of hops. The proposed WFRRP has an advantage over the other 3 policies.
When the α is equal to 0.9, in WFRRP, the number of hops is merely 2 or so.

According to the decrease of number of hops, the increase of α also can obtain
considerable savings of transmission delay as shown in Fig. 9. The WFRRP has the
lowest transmission delay compared with other policies. When α is 0.9, the time delay
of WFRRP is only about 0.018 s, which is almost half lower than LRU or FIFO. Thus
the WFRRP can gain better users experience of data request.

5 Conclusion

In this paper, we have presented a WFRRP that exploits the weighted request frequency
and the cost of data request to predict the real-time popularity of data, so as to give the
cache priority to those real hot data. Experimental results show that WFRRP can gain
considerable improvement of hit rate and thus help the NDN reduce the average
number of hops and transmission delay.
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Abstract. In public cloud, storage devices are not within the control of the
enterprises. Data stored in the cloud server may be tampered or deleted illegally.
Remote data integrity checking protocol enables the client to verify the integrity
of data which is not stored in local. Aiming at the dynamic update operation in
remote data integrity checking protocol, we propose a new authentication data
structure named CBT, by deploying the tags of all data blocks to the nodes of a
binary tree in a given order. Both theoretical analysis and experimental data
show that, the number of nodes updated in CBT is 50 %, 69 % and 67 %
compared with that of MHT in batch modification, insertion and deletion
operations respectively; the memory of CBT is only two-thirds of MHT.

Keywords: Dynamic data operation � Provable data possession �
Authentication data structure � Certification binary tree � Merkle hash tree

1 Introduction

With the development of cloud computing, more and more enterprises have been
willing to outsource storage to the cloud storage service providers. The public cloud
brings great conveniences to the enterprises while it also poses some risks. The most
significant risk is that the storage device is beyond the enterprise users’ control, the data
stored in the cloud server may be tampered or deleted illegally. Thus the integrity of
data stored in the cloud server faces great threats. Remote data integrity checking aims
to solve this problem, it enables the enterprises and the individuals to check the
integrity of the data stored in the cloud server.

In 2004, Y. Deswarte et al. [1] first put forward the concept of integrity checking of
remote data. In 2007, G. Ateniese et al. [2] proposed a complete remote data integrity
checking protocol (Provable Data Possession, referred as PDP) which realized the
integrity checking for static data. However, it did not support dynamic update opera-
tions. In 2008, G. Ateniese et al. [3] extended PDP through symmetric encryption, and
proposed a new model named S-PDP which provided some dynamic update operations.
C. Erway et al. [4] have introduced MHT (i.e. Merkle Hash Tree [5]) as the authen-
tication data structure, and proposed dynamic PDP (referred as D-PDP) which is able to
support both dynamic update operations and unlimited verifications.
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Based on MHT, Q. Zheng et al. [6] have proposed 2–3 tree authentication data
structure which sharply reduces both the computation and communication costs.
J. Wang et al. [7] have proposed the concept of batch dynamic data operations (referred
as batch-update) based on 2–3 tree. Batch-update has less computation, memory and
communication costs than single dynamic data operation. However, both 2–3 tree and
MHT deploy data block tags to the leaf nodes, so the updating and storage efficiency
remains to be further improved. C. Li [8] and Y. Zhu [9] have used the SN-BN and
index-hash tables as the authentication data structure, which reduces the computation
complexity, whereas increases the space complexity.

Aiming at improving the updating and storage efficiency in remote data integrity
checking protocol, this paper proposes a new authentication data structure, named as
Certification Binary Tree (referred as CBT), by deploying the data block tags to the
nodes of a binary tree in a given order, CBT can not only provide both single and batch
dynamic data update operations, but also reduce the storage costs, thus promotes the
efficiency of dynamic data operations.

The remainder of this paper is organized as follows: Sect. 2 is problem definition.
In Sect. 3, we introduce CBT in detail. Section 4 is experiments and evaluations. We
conclude this paper in Sect. 5.

2 Problem Definition

The data file in the cloud server is composed of n blocks, denoted as set F, F = {m1,…,
mn}, with their tags denoted as set T, T = {T(m1),…, T(mn)}. In PDP [2], each data
block corresponds to a data tag, and the ith (1 ≤ i ≤ n) data tag includes the index
information i. If we want to insert a data block before the ith data block, the index of the
original data tags from the ith to the nth should be updated to the (i + 1)th to the
(n + 1)th. Because the tag set is computed by the client that does not store data file F,
the server should send data blocks from mi to mn to the client. Then, the client
computes the tags of these data blocks, and obtains corresponding tags subset
Tðmiþ 1Þ0; . . .; Tðmnþ 1Þ0

� �
; which will be sent back to the server later. However, this

approach is infeasible because of the high time complexity and communication
bandwidth consumption.

To solve the above problem, we separate the index of the data block from the data
tag, i.e., transform tag T(mi) (1 ≤ i ≤ n) to T(mi)||i (the symbol “||” means connecting
operation), thus it will not affect any other data tags when we insert a data block into
the data file. Figure 1 shows the data file blocks and corresponding data tags before and
after the insertion of data block mj.

The server does not need to recompute the tags for data blocks m4 and m5 after data
block mj is inserted. Because both set F and set T are stored in the cloud server, if the
client wants to check the integrity of data block m1 and m2, it can follow these steps:

(1) The client sends challenge [1] to the server to verify the integrity of m1 and m2;
(2) Receiving the challenge, the server sends m1, m2, T(m1)||1, T(m2)||2 to the client;
(3) The client checks whether T(m1)||1 and T(m2)||2 are the tags of index 1 and 2

respectively, then checks the data integrity by computing tags of m1 and m2.
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In the second step, T(mi) does not include index information, so the server could
send any other two data blocks to the client in the disguise of m1 and m2, e.g., T(m3)||1
and T(m4)||2, which is a typical spoofing attack.

In summary, to achieve the remote data integrity checking with dynamic data
operation, the authentication data structure should meet the following two conditions:

(1) The tag of data block mi should not include the index of the data block. (2) The
client must have the ability to validate the index of mi to prevent the spoofing attack.

3 Certification Binary Tree

3.1 Construct the Tree

MHT stores all the tags on the leaf nodes, so there needs extra memory to store the
internal nodes, leading to a higher space complexity. To solve this problem, we pro-
pose CBT.

In CBT, the data file in the server is partitioned into n blocks, denoted as set F,
F = {m1,…, mn}, with their tags denoted as set T, T = {T(m1),…, T(mn)}, then we
could get set H, H = {h(T(m1)),…, h(T(mn))}, where h is a hash function. All elements
of set H are deployed to a binary tree, element h(T(mi)) locates on the node vi (1 ≤ i ≤ n).

Figure 2 is a CBT with 7 data blocks, h(T(m1)) is on the node v1, h(T(m2)) is on the
node v2, and so on.

F m1 m2 m3 m4 m5

T T(m1)||1 T(m2)||2 T(m3)||3 T(m4)||4 T(m5)||5

a) before insertion

F′ m1 m2 m3 mj m4 m5

T′ T(m1)||1 T(m2)||2 T(m3)||3 T(mj)||4 T(m4)||5 T(m5)||6

b) after insertion

Fig. 1. Data blocks and corresponding data tags
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In CBT, x(vi) for the node vi (1 ≤ i ≤ n) is defined by Eq. (1).

x við Þ = fhðTðmi)), r(vi), f við Þg ð1Þ

where, r(vi) is defined by Eq. (2), called r value of vi.

r(vi) =
j� i if vi is the left child of vj
i� j if vi is the right child of vj
i if vi is the root

8<
: ð2Þ

where, i is the index of vi, j is the index of vj which is the parent of vi.
In Fig. 2, the value in the circle is the r value of a node, e.g., v2 is the left child of

v4, r(v2) = 4 – 2 = 2, v6 is the right child of v4, r(v6) = 6 – 4 = 2, v4 is the root, r
(v4) = 4. The r value is designed to prevent spoofing attack.

f(vi) in Eq. (1) is defined by Eq. (3), and called f value of vi. The f value is used to
check the integrity of the data file.

f(vi) =
h(h(T(mi)) r við Þj jj jf vilchildð Þjjf(virchild)) if vi is not a leaf
h(h(T(mi))jjr(vi)) if vi is a leaf

�
ð3Þ

where, h is a hash function which is collision resistant, vilchild and virchild are the left and
the right children of vi respectively.

In the following context, x(vi) and h(T(mi)) are called x value and h value of vi
respectively.

3.2 Check the Data Integrity

The client can check the integrity of the data file by checking the index and the integrity
of data block ma (1 ≤ a ≤ n).

Firstly, the client constructs CBT for data file F; then computes the x value of the
root, i.e., x(vroot) = {h(T(mroot)), r(vroot), f(vroot) } (where, mroot is the data block
corresponding to vroot), and stores x(vroot); After that, the server stores both data file F
and its CBT.

Definition 1. Verification Node (referred as VN) The corresponding node of the data
block to be checked in CBT.

Definition 2. Update Path (referred as UP) The path from VN to the root in CBT.

Definition 3. Certification Path (referred as CP) The path used to check the integrity
of the data file.

In Fig. 3, if the client checks m13, then the VN is v13. The UP for v13 is marked by a
solid line connected with an arrow (i.e. v13 → v14 → v12 → v8). The CP for v13 is
circled by a dotted line. For any VN va (1≤ a ≤ n), the CP πa is defined by Eq. (4).
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pa ¼ p1a; p
2
a; � � � ; pka

� � ð4Þ

where, k is the number of nodes on the UP of va. The nodes on the UP are denoted as
set V, V = {Vi|1 ≤ i ≤ k}, the data blocks corresponding to the elements of set V are
denoted as set M, M = {Mi|1 ≤ i ≤ k}.
where, pia is defined by Eq. (5).

pia ¼ fhðTðMiÞÞ; rðViÞ; r0ðVilchildÞ; f 0ðVilchildÞ; r0ðVirchildÞ; f 0ðVirchildÞ g ð5Þ

where, h(T(Mi)) is the h value of Vi, r(Vi) is the r value of Vi, Vilchild and Virchild are the
left and the right children of Vi, respectively.

If Vilchild lays on the UP of Vi, then let r′(Vilchild) = f′(Vilchild) = −1; if Virchild lays
on the UP of Vi, then let r′(Virchild) = f′(Virchild) = −1; if Vi is a leaf node, then let r′
(Vilchild) = f′(Vilchild) = r′(Virchild) = f′(Virchild) = 0; otherwise, let r′(Vilchild) = r(Vil-

child), f′(Vilchild) = f(Vilchild), r′(Virchild) = r(Virchild), f′(Virchild) = f(Virchild).
The client computes f and r values of root through the CP πa received from the

server, compares with those of values stored in local to check the integrity of the data
file stored in the remote cloud server. The steps to check the data file integrity are
illustrated by Algorithm 1.

3.3 Modify Data Block

The protocol between the client and the server to modify a data block is as follows.

(1) The client sends a request to the server for modifying data block ma;
(2) The server generates the CP πa and sends it back to the client;
(3) The client checks the data integrity through Algorithm 1, if the output of Algo-

rithm 1 is false, goto step (6);

An Authentication Data Structure of Provable Data Possession 375



(4) The client modifies data block ma, gets updated data block m0
a , computes the tag

Tðm0
aÞ, updates the x value of root, sends data block m0

a and Tðm0
aÞ to the server;

(5) The server calls Algorithm 2 to update CBT, and generates the CP pa of node va
which corresponds to m0

a and sends it back to the client, the client calls Algorithm
1 to check the integrity of the data file;

(6) End

The steps to update CBT after modification are shown in Algorithm 2.

3.4 Insert Data Block

We assume that “insert the ath data block” means “insert data block m0
a before ma”, the

protocol between the client and the server to insert data blocks is as follows.

(1) The client sends a request to the server for inserting the ath data block;
(2) The server searches the position to insert the data block node, issues a CP πa–1

(node va–1 is the predecessor node of va) and sends it back to the client;
(3) The client checks the data integrity through Algorithm 1, if the output is false, go

to step (6);
(4) The client computes T(m0

aÞ, updates the x value of root, sends m0
a and Tðm0

aÞ to the
server;

(5) The server calls Algorithm 3 to update CBT and generates the CP p0a of node v0a
which corresponds to m0

a and sends it back to the client, the client calls Algorithm
1 to check the integrity of the data file after insertion;

(6) End.

Algorithm 3 shows the steps to update CBT after insertion. The server searches the
predecessor of the ath node and let the inserted node be its successor, then updates
CBT.
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3.5 Delete Data Block

After deleting the ath (1 ≤ i ≤ n) data block ma, the index of the ith (a + 1 ≤ i ≤ n) data
block changes to the (i−1)th. The protocol to delete a data block is as follows.

(1) The client sends a request to the server for deleting the ath data block ma;
(2) The server generates the CP πa of va and sends it back to the client;
(3) The client checks the data integrity through Algorithm 1, if the output is false, go

to step (6);
(4) The client updates the x value of root;
(5) The server deletes data block ma, calls Algorithm 4 to update CBT and generates

the CP p0aðp0a ¼ pa � fp1agÞ; then sends it back to the client, the client calls
Algorithm 1 to check the integrity of the data file after deletion;

(6) End.

Algorithm 4 shows the steps to update CBT after deletion. The server searches for
node va to be deleted, if va is a leaf node, we delete va and name va’s predecessor as v0a;
if va has one child, name the child as v0a, delete va and replace it with v0a; if va has two
children, delete va and replace it with va’s predecessor which is named as v0a, then
update the f values and the r values on the UP of v0a.

An Authentication Data Structure of Provable Data Possession 377



4 Evaluation

In this section, we will evaluate CBT in two aspects: memory consumption and per-
formance for dynamic data update which can be reflected to time consumption, the less
nodes needed to be updated, the less time needed to be consumed.

4.1 Memory Consumption

For any node vi (1 ≤ i ≤ n) in CBT, there needs memory to store x(vi) (1 ≤ i ≤ n);
In MHT, there needs memory to store x(vi) for leaf node vi (1 ≤ i ≤ n′, n′ means the
number of leaf nodes) and x(vj) for internal node vj (1 ≤ j ≤ n − n′), where, x(vi) =
{h(T(mi)), r(vi), f(vi)}, x(vj) = {r(vj), f(vj)}. Assume that the hash function is SHA-1,
both h(T(mi)) and f(vi) occupy 20 bytes. r(vi) is an integer which occupies 4 bytes. For
a data file with n data blocks, its corresponding CBT has n nodes, thus memory
occupied by the CBT is: 44*n bytes; its corresponding MHT has 2*n−1 nodes, thus the
memory occupied by the MHT is: 68*n−24 bytes.

In Fig. 4, we show the relation between memory costs and the size of data files for
CBT and MHT. Memory consumption for CBT is less than that of MHT, which is
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because data block tags are deployed on all nodes of CBT, whereas, only leaf nodes are
employed to deploy data block tags in MHT.

4.2 Performance for Dynamic Data Update

As for the cost of an update operation mainly depends on the number of nodes updated.
We designed an experiment to analyze the performance of dynamic data update for
CBT and MHT. Programming language: JAVA, operating system: Windows XP,
processor: Pentium(R) Dual-Core CPU T4300@2.10 GHz, memory: 3 GB.

In a single operation, we updated half nodes of CBT and MHT for files with size
128 MB, 256 MB and 512 MB respectively, averaged the number of nodes updated in
10 repeated experiments. We got the results shown in Table 1 from which we can
identify the number of nodes updated in CBT is smaller than that of MHT in deletion
and insertion.

In a batch operation, we chose a 128 MB data file which was partitioned into 32768
data blocks with size 4 KB. We updated the data blocks ranging from 8 to 32768, and
calculated the average number of nodes updated for CBT and MHT in 10 repeated
experiments.

Figure 5 shows that when the number of modified data blocks is 8, the number of
nodes updated in CBT is about 74 % of MHT’s; when the number of updated data
block is up to 32768, the number of nodes updated in CBT is about one half of MHT’s,
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Table 1. Number of nodes updated for CBT and MHT in a single dynamic update operation

Data file size CBT MHT
Modification Insertion Deletion Modification Insertion Deletion

128 M 12.998 15.434 12.947 15 16.431 13.652
256 M 14.007 16.432 13.948 16 17.435 14.653
512 M 15.002 17.433 14.947 17 18.433 15.654
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which is because the number of nodes in CBT is only one half of the number of nodes
in MHT. Figure 6 shows that when the number of inserted data blocks is 8, the number
of nodes updated in CBT is about 82 % of MHT’s. When the number of inserted data
blocks is up to 32768, the number of nodes updated in CBT is about 69 % of MHT’s.
In Fig. 7, when the number of data blocks deleted is about one-third of the file’s data
blocks, the number of nodes updated in CBT is about 67 % of MHT’s. Additionally,
with the number of data blocks deleted continuing increasing, the number of nodes
updated in both CBT and MHT starts to decrease.

5 Conclusion

We propose a certification binary tree for remote data integrity checking with dynamic
data update operation. The tree is achieved by deploying data block tags to a binary tree
in a given order. We design an algorithm to check the data integrity based on the tree.
Additionally, we describe three feasible protocols for the client to modify, insert, delete
data blocks and to check the data integrity after update operation. Theoretical analyses
and experiments results show that, the memory consumption for CBT is lower than that
of MHT and the number of nodes updated in CBT is smaller than that of MHT in both
single dynamic data update operation and batch dynamic data update operation.
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Abstract. This paper proposed a cost-effective cloud storage caching
strategy by utilizing local desktop-based storage, called CloudCache.
Nearly free desktop machines in local area network environment are uti-
lized to build a local distributed file system, which is deployed as a data
cache of remote cloud storage service. When the user reads a file, it first
determines whether the file is in the cache. If it is in the cache, the file
is read directly from the cache; otherwise, the file is read from remote
cloud storage service. Least Recently Used (LRU) algorithm is used for
cache replacement. Performance evaluation is accomplished, using Ama-
zon Simple Storage Service (S3) and desktop PCs in laboratory to build
the experimental environment. A case study of web cache has also been
demonstrated. The results show that using the proposed caching strategy
not only reduces cost, but also greatly improves file reading speed.

Keywords: Cloud storage · Data cache · Distributed file system · Cost-
effective · P2P storage

1 Introduction

Data explosion is one of the biggest issues facing IT today. The amount of data
that organizations store has grown exponentially in the last 10 years. How to
store and manage these large-scale data is really a great problem. One solution
to this problem is using cloud storage, an infrastructure that provides on-demand
online storage services over the Internet. Cloud storage is now the new direction
of storage technology, which uses virtualized and scalable storage resource pool
to provide storage service for users. Cloud storage could deliver online services
to individuals or companies, including online file hosting, storage and backup
services. Cloud storage service providers, such as Google, Amazon, etc., usually
provide different products with different quality of service (QoS). Generally, there
are free and paid versions. It is allowed to use all kinds of method to consume
cloud storage service through Internet, such as Web, client program and open
interface, following the rule of pay-as-you-go [1].

Network conditions have great impact on the data I/O performance. Cloud
storage access performance depends mainly on the network latency (such as
c© Springer International Publishing AG 2016
G. Wang et al. (Eds.): SpaCCS 2016 Workshops, LNCS 10067, pp. 382–390, 2016.
DOI: 10.1007/978-3-319-49145-5 37
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the delay of web servers, routers, gateways, proxy servers, and so on), as well
as data transfer rate of point-to-point communication link over the Internet.
Caching technology has been widely applied in the field of cloud computing [2–4].
Compared with traditional CPU cache and hard disk cache, the network cache
is a new method to reduce Internet traffic and improve user’s response time.
By placing users frequently accessed data closer to users, it can reduce network
traffic, and also decrease network delay. In order to achieve this object, the local
memory and hard disk could be used to act like a “cache”, while allowing users
to cache content with size control policy.

Since the 1990s, P2P storage systems have shown their huge storage poten-
tial, most of them are implemented based on Distributed Hash Table (DHT)
technology, such as the famous Pastry, Tapestry, Chord, etc. Through utiliz-
ing idle storage space contributed by peer nodes, combined with a variety of
fault-tolerant strategies, reliable storage could be achieved. In [5], Wu et al. pro-
posed a new cloud storage model based on Kademlia [6], using erasure coding
redundancy and general redundant replicas for reliable storage. Another similar
work includes AmazingStore [7], which also proposed a storage system based on
P2P environment, considering node availability statistical model. A hybrid stor-
age architecture called ThriftStore was proposed in [8], which combines clustered
storage and desktop computer storage to achieve a high throughput data I/O. In
[9], the authors proposed a dynamic, highly available and scalable cloud storage,
called ppStore, which can integrate a lot of free storage services on the network,
such as online file hosting, FTP, Email and other forms of storage together, and
eventually form a unified distributed storage resource sharing community.

Different with conventional hardware enabled cloud storage cache, such as
the cloud storage distributed cache implemented using solid-state hard disk in
[10,11], this paper proposes a “virtual” and “soft” cache. Nearly free desktop
machines in local area network environment are utilized to build a local distrib-
uted file system (DFS), which is deployed as a data cache of remote cloud storage
service. When the user reads a file, it first determines whether the file is in the
cache. If it is in the cache, the file is read directly from the cache; otherwise, the
file is read from remote cloud storage service. This method reduces the cloud
storage I/O request, while also reducing costs.

2 Cloud Storage Cache Architecture

The cloud storage cache architecture presented in this paper is shown in Fig. 1.
Large number of local desktop PCs (e.g., PCs in university laboratory, the gov-
ernment department or enterprise), are utilized to build a local distributed file
system, and each one contributes a certain of idle storage space. The local dis-
tributed file system is deployed as a data cache of remote cloud storage service.
The rule of data read and data write are described as follows: when the user reads
a file, it first determines whether the file is in the cache. If it is in the cache, the
file is read directly from the cache; otherwise, the file is read from remote cloud
storage service, and at the same time the file is copied to the cache, so that you
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Fig. 1. Cloud storage cache architecture.

can read the file from the cache in subsequent read operations, without reading
from remote cloud storage. The requested file can be found in the cache is called
hit. Because the cache size is limited, non-popular and less accessed files are
replaced. This mechanism allows a high hit rate. In general, since data traffic
in LAN environment is usually faster than in WAN environment, the time of
reading the required file from the local file system is much shorter than the time
reading from remote cloud, which greatly reduces overhead of file reads.

2.1 Accessing Remote Cloud Storage Service

Current cloud storage services, such as Amazon Simple Storage Service (S3) and
Google Drive, provide open platform and APIs to facilitate user’s development,
without having to log in directly to cloud storage sites. Most cloud storage service
providers have released their own OAuth authentication service. The OAuth
protocol provides a secure and simple resource authority, which also provides
a set of OAuth-protected API, and all interface calls are required to pass the
access token as the authentication parameters. By calling the API functions,
directly reading and writing files to the cloud storage system is feasible.

2.2 Local Desktop-Based Distributed File System

The architecture of local desktop-based distributed file system follows the gen-
eral centralized Master/Slave mode. The communication between Master and
Slaves is implemented by Remote Method Invocation (RMI). Slave performs
as a storage node, and Master performs as a management node which is also
responsible for responding to user requests. Large file is separated and stored
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with redundancy. File block size and number of copies are adjustable. The default
file block size is 64 MB, while the number of copies defaults to 3. The system is
designed to be scalable, and the maximal idle space for each Slave contributed
could be configured. Metadata includes file ID, file name, file size, file type, file
owner, file upload time, file modification time, and file block physical location,
etc. Metadata server provides metadata queries.

The failure detection is achieved by the method of periodically heartbeating.
Slave periodically sends “heartbeat” information to declare their online/offline
status. The heartbeat interval is Theartbeat, and another threshold called Ttimeout

is also set to detect the failure. Once the Master cannot receive heartbeat from a
Slave, the Slave is regarded to be unconnected, and have lost the communication.
Then, the Master notifies other Slaves to reconstruct the missing files on the
failed Slave to ensure that all file blocks in the system remain unchanged [12].

3 Caching Strategy

The core of cloud storage caching strategy is cache replacement algorithm. In this
paper, it is based on the Least Recently Used (LRU) algorithm. The least recently

Fig. 2. The working principle of file identifier queue in cache (CacheFileQueue).

Table 1. Some symbols and their descriptions.

Symbol Description

FileID The file identifier returned by the system when file is written

genFileID The function that generates file identifier when writing file

getFileSize The function that retrieves the file size according to file identifier

CacheSize Cache size defined in the system

CacheUsed The size of space used in the cache

CacheFileQueue File identifier queue in cache

deleteFileInDFS The function that deletes the file in the cache (local DFS)

writeToDFS The function that writes files to local DFS

writeToCloud The function that writes files to remote cloud

readFromDFS The function that downloads files directly from local DFS

readFromCloud The function that downloads files directly from remote cloud
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used data (cold data) are replaced, so as to make enough space to store additional
data. In this paper, a simple queuing approach is used to implement caching
and replacement policy. Before describing file writing and reading algorithm, we
define some symbols as you see in Table 1.

The size of all files whose file identifiers are in the CacheFileQueue does not
exceed CacheSize. CacheFileQueue provides three basic operations, as you see
in Fig. 2.

(1) enqueue (file ID is inserted into the end of the queue, and the corresponding
file is stored in cache);

(2) getfront (both the head of the queue and the corresponding file are deleted
from the cache);

(3) movetotail (the file is hit in the cache, and move the file ID to the tail of
the queue).

Algorithm 1. Data Writing Algorithm

Input: User’s file File
Output: FileID

1. FileID ← genFileID(File)
2. if FileID in CacheFileQueue then
3. //exist in the cache (cache hit), move FileID to the tail of CacheFileQueue
4. movetotail(FileID)
5. //no need to write the file, return directly
6. return FileID
7. end if
8. if getFileSize(FileID)≤ (CacheSize − CacheUsed) then
9. //cache is enough, enqueue directly
10. CacheUsed ← CacheUsed + getFileSize(FileID)
11. enqueue(FileID)
12. writeToDFS(File)
13. writeToCloud(File)
14. else
15. //cache replacement, delete the head, until there is enough space
16. repeat
17. HeaderID ← getfront( )
18. CacheUsed ← CacheUsed − getFileSize(HeaderID)
19. //delete file from the distributed file system to make sufficient space
20. deleteFileInDFS(HeaderID)
21. until getFileSize(FileID) > (CacheSize − CacheUsed)
22. //sufficient space, enqueue directly
23. CacheUsed ← CacheUsed + getFileSize(FileID)
24. enqueue(FileID)
25. writeToDFS(File)
26. writeToCloud(File)
27. end if
28. return FileID
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Algorithm 2. Data Reading Algorithm

Input: FileID
Output: User’s file File

1. if FileID in CacheFileQueue then
2. //exist in the cache (cache hit), move FileID to the tail of CacheFileQueue
3. movetotail(FileID)
4. File ← readFromDFS(FileID)
5. else
6. //not exist in the cache (cache miss)
7. File ← readFromCloud(FileID)
8. //store one copy in local at the same time
9. if getFileSize(FileID) ≤ (CacheSize − CacheUsed) then
10. //cache size is enough, enqueue directly
11. CacheUsed ← CacheUsed + getFileSize(FileID)
12. enqueue(FileID)
13. writeToDFS(File)
14. else
15. //cache replacement, delete the head, until there is enough space
16. repeat
17. HeaderID ← getfront( )
18. CacheUsed ← CacheUsed − getFileSize(HeaderID)
19. //delete file from the distributed file system to make sufficient space
20. deleteFileInDFS(HeaderID)
21. until getFileSize(FileID) > (CacheSize − CacheUsed)
22. //sufficient space, enqueue directly
23. CacheUsed ← CacheUsed + getFileSize(FileID)
24. enqueue(FileID)
25. writeToDFS(File)
26. end if
27. end if

The following Algorithms 1 and 2 describe the data writing and reading
process in detail, respectively.

4 Performance Evaluation and Case Study

Prototype system is implemented using Java language, based on a data manage-
ment middleware called BitDew [13]. In total, 11 desktop PCs in the laboratory
are used to build a distributed file system. One PC is configured as the Master,
and other 10 PCs are configured as Slaves. The “heartbeat” mechanism between
the Master and Slaves is implemented using Java RMI. The value of Theartbeat

is 10 s, and the value of Ttimeout is 40 s. Network bandwidth between the Master
and Slaves is 100 Mbps. The number of file replicas is 3, and the data block size
is set to 64 MB. MySQL server is used to store metadata information.



388 L. Zhang and B. Tang

In the evaluation, Amazon S3 cloud storage service is used, and Java API
interface is used to read and write files. In performance evaluation, we measured
the time to read the file from local cache, as well as from the remote cloud.

4.1 File Reading/Writing Evaluation

In the evaluation of read and write speed, file access follows the traditional
write-once-read-many model. In our evaluation, the CacheSize is set to 3 GB,
6 GB, 9 GB, 12 GB, 15 GB, respectively. In the above five scenarios, 100 files
are sequentially written to Amazon S3 (total file size is around 25 GB), and
file size is a random value (the minimum value is 1MB, and the maximum is
512 MB). Then, 400 file operations are performed (read 80 files by random, and
each file is read 5 times). We recorded the hit rate and the average speed of 400
read operations. The results are shown in Fig. 3. Another evaluation has been
shown that the average speed of reading directly from the local cache is about
10812 kbps, while the average speed of reading directly from Amazon S3 is about
157 kbps.

As you see from Fig. 3, as the increase of cache size, the hit rate is gradually
increased, and the average reading speed is significantly increased, which proved
the rationality of the proposed caching strategy, which can improve file read
performance.

Fig. 3. The changes of performance as the increase of cache size.

4.2 Cost-Effectiveness Analysis

Cloud storage service follows the rule of pay-as-you-go, providing quality of ser-
vice assurance. In this paper, we take Amazon S3 as an example (data store, data
traffic from Amazon S3 to the Internet, and PUT/COPY/POST/LIST requests
are charged). With the caching strategy in this paper, data traffic from Amazon
S3 to the Internet is significantly reduced, which also means cost savings. In the
above five scenarios, data traffic from Amazon S3 to the Internet were reduced
3.6 GB, 10.4 GB, 16.8 GB, 28.9 GB, 52.2 GB, respectively. If the price of data
traffic from Amazon S3 to the Internet is $0.120 per GB, and if we read more
files, the cost savings would be very impressive.
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4.3 Case Study of Web Cache

In order to further demonstrate the effectiveness of proposed caching strategy,
we studied the use case of web cache. We deployed a micro web site for experi-
ment management for college students. Students can query experimental tasks,
and download the required experimental development tools, as well as submit
experimental reports and source codes. The store layer of the web site utilized
the proposed caching strategy. The same as before, Amazon S3 is the remote
cloud service. The cache size is set to 2 GB, which is build by 4 desktop PCs
in the laboratory. We measure all data traffic from/to cloud, as well as from/to
local distributed file system, and record the data traffic of every hour. Figure 4
has shown the data traffic evaluation in the scenario of web cache for two weeks.
In the figure of total data traffic, it appeared twice crest. That is because, the
teacher assigned an experimental task per week, students upload or download
files at different times during these two weeks. As you see, more than 100 GB’s
data traffic from cloud has been saved, which means a conspicuous cost-saving.
Using the cache can save some money for us, without compromising data I/O
performance. Therefore, the proposed strategy by utilizing local desktop-based
storage is a cost-effective caching strategy.
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Fig. 4. Data traffic evaluation in the scenario of web cache.

5 Conclusion

Network conditions have great impact on the data I/O performance for cloud
storage. A cost optimization-oriented cloud storage caching strategy was pro-
posed. Nearly free desktop machines in local area network environment are uti-
lized to build a local distributed file system, which is deployed as a data cache
of remote cloud storage service. This paper presented cache replacement and file
reading/writing algorithm. Performance evaluation is accomplished, using Ama-
zon S3 and 11 desktop PCs in the laboratory. A case study of web cache has
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also been demonstrated. The results show that using the proposed caching strat-
egy not only reduces cost, but also greatly improves file reading speed. With our
method, universities, government departments or enterprises can easily establish
a low-cost local cache system.
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