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Abstract. Social media are more and more frequently used by people
to express their feelings in the form of short messages. This has raised
interest in emotion detection, with a wide range of applications among
which the assessment of users’ moods in a community is perhaps the most
relevant. This paper proposes a comparison between two approaches to
emotion classification in tweets, taking into account six basic emotions.
Additionally, it proposes a completely automated way of creating a reli-
able training set, usually a tedious task performed manually by humans.
In this work, training datasets have been first collected from the web and
then automatically filtered to exclude ambiguous cases, using an iterative
procedure. Test datasets have been similarly collected from the web, but
annotated manually. Two approaches have then been compared. The first
is based on a direct application of a single “flat” seven-output classifier,
which directly assigns one of the emotions to the input tweet, or classifies
it as “objective”, when it appears not to express any emotion. The other
approach is based on a three-level hierarchy of four specialized classifiers,
which reflect a priori relationships between the target emotions. In the
first level, a binary classifier isolates subjective (expressing emotions)
from objective tweets. In the second, another binary classifier labels sub-
jective tweets as positive or negative. Finally, in the third, one ternary
classifier labels positive tweets as expressing joy, love, or surprise, while
another classifies negative tweets as expressing anger, fear, or sadness.
Our tests show that the a priori domain knowledge embedded into the
hierarchical classifier makes it significantly more accurate than the flat
classifier.

Keywords: Social media · Emotions detection · Hierarchical
classification

1 Introduction

In recent years, people’s interest in public opinion has dramatically increased.
Opinions have become key influencers of our behavior; because of this, peo-

ple do not just ask friends or acquaintances for advice when they need to take
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a decision, for example, about buying a new smartphone. They rather rely on
the many reviews from other people they can find on the Internet. This does
not apply only to individuals but also to companies and large corporations.
Sentiment analysis and opinion mining have spread from computer science to
management and social sciences, due to their importance to business and soci-
ety as a whole. These studies are possible thanks to the availability of a huge
amount of text documents and messages expressing users’ opinions on a partic-
ular issue. All this valuable information is scattered over the Web throughout
social networks such as Twitter and Facebook, as well as over forums, reviews
and blogs.

Automatic classification is a generic task, which can be adapted to vari-
ous kinds of media [1,2]. Our research aims, firstly, at recognizing the emo-
tions expressed in the texts classified as subjective, going beyond our previous
approaches to the analysis of Twitter posts (tweets), where a simple hierar-
chy of classifiers, mimicking the hierarchy of sentiment classes, discriminated
between objectivity and subjectivity and, in this latter case, determined the
polarity (positive/negative attitude) of a tweet [3]. The general goal of our study
is to use sentiment detection to understand users’ moods and, possibly, discover
potential correlations between their moods and the structure of the communi-
ties to which they belong within a social network [4]. In view of this, polarity
is not enough to capture the opinion dynamics of a social network: we need
more nuances of the emotions expressed therein. To do this, emotion detection
is performed based on Parrott’s tree-structured model of emotions [5]. Parrott
identifies six primary emotions (anger, fear, sadness, joy, love, and surprise);
then, for each of them, a set of secondary emotions and, finally, in the last level,
a set of tertiary emotions. For instance, a (partial) hierarchy for Sadness could
include secondary emotions like Suffering and Disappointment, as well as tertiary
emotions like Agony, Anguish, Hurt for Suffering and Dismay, Displeasure for
Disappointment.

Secondly, our research aims to significantly increase the size of the training
sets for our classifiers using a data collection method which does not require any
manual tagging of data, limiting the need for reference manually-tagged data
only to the collection of an appropriate test set.

Accordingly, in the work described in this paper, we have first collected large
training datasets from Twitter using a robust automatic labeling procedure, and
a smaller test set, manually tagged, to guarantee the highest possible reliability of
data used to assess the performance of the classifiers derived from those training
sets. Then, we have compared the results obtained by a single “flat” seven-
output classifier to those obtained by a three-level hierarchy of four classifiers,
that reflects apriori knowledge on the domain. In the first level of our hierarchy, a
binary classifier isolates subjective from objective tweets; in the second, another
binary classifier labels subjective tweets as positive or negative and, in the third,
one ternary classifier labels positive tweets as expressing joy, love, or surprise,
while another classifies negative tweets as expressing anger, fear, or sadness.
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The paper is structured as follows. Section 2 offers a brief overview of related
work. Section 3 describes the methodology used in this work. Section 4 describes
the experimental setup and summarizes and compares the results obtained by
the flat and the hierarchical classifiers. Section 5, concludes the paper discussing
and analyzing the results achieved.

2 Related Work

Although widely studied, sentiment analysis still offers several challenges to com-
puter scientists. Recent and comprehensive surveys of sentiment analysis and of
the main related data analysis techniques can be found in [6,7]. Emotional states
like joy, fear, anger, and surprise are encountered in everyday life and social
media are more and more frequently used to express one’s feelings. Thus, one of
the main and most frequently tackled challenges is the study of the mood of a
network of users and of its components (see, for example, [8–10]). In particular,
emotion detection in social media is becoming increasingly important in business
and social life [11–15].

As for the tools used, hierarchical classifiers are widely applied to large and
heterogeneous data collections [16–18]. Essentially, the use of a hierarchy tries to
decompose a classification problem into sub-problems, each of which is smaller
than the original one, to obtain efficient learning and representation [19,20].
Moreover, a hierarchical approach has the advantage of being modular and cus-
tomizable, with respect to single classifiers, without any loss of representation
power: Mitchell [21] has proved that the same feature sets can be used to repre-
sent data in both approaches.

In emotion detection from text, the hierarchical classification considers the
existing relationship between subjectivity, polarity and the emotion expressed by
a text. In [22], the authors show that a hierarchical classifier performs better on
highly imbalanced data from a training set composed of web postings which has
been manually annotated. They report an accuracy of 65.5 % for a three-level
classifier versus 62.2 % for a flat one. In our experiments, we performed a similar
comparison on short messages coming directly from Twitter channels, without
relying on any kind of manual tagging.

Emotions in tweets are detected according to a different approach in [23].
In that work, polarity and emotion are concurrently detected (using, respec-
tively, SentiWordNet [24] and NRC Hashtag Emotion Lexicon [25]). The result
is expressed as a combination of the two partial scores and improves the whole
accuracy from 37.3 % and 39.2 % obtained, respectively by independent sen-
timent analysis and emotion analysis, to 52.6 % for the combined approach.
However this approach does not embed the a-priori knowledge on the problem
as effectively as a hierarchical approach, while limiting the chances to build a
modular customizable system.



54 G. Angiani et al.

3 Methodology

A common approach to sentiment analysis includes two main classification
stages, represented in Fig. 1:

1. Subdivision of texts according to the principles of objectivity/subjectivity. An
objective assertion only shows some truth and facts about the world, while a
subjective proposition expresses the author’s attitude toward the subject of
the discussion.

2. Determination of the polarity of the text. If a text is classified as subjective, it
is regarded as expressing feelings of a certain polarity (positive or negative).

Fig. 1. Basic classification.

As mentioned earlier, the purpose of this paper is to improve the existing
basic classification of tweets. Within this context, improving the classification
should be considered as an extension of the basic model in the direction of
specifying the emotions which characterize subjective tweets, based on Parrott’s
socio-psychological model. According to it, all human feelings are divided into
six major states (three positive and three negative):

– positive feelings of love, joy, surprise
– negative feelings of fear, sadness, anger

We take into consideration flat and hierarchical classifiers, which are shown
in Figs. 2 and 3, respectively. Hierarchical classification is based on the consistent
application of multiple classifiers, organized in a tree-like structure. In our case,
a first step uses a binary classifier that determines the subjectivity/objectivity of
a tweet. The second step further processes all instances that have been identified
as subjective. It uses another binary classifier that determines the polarity (posi-
tivity/negativity) of a tweet. Depending on the polarity assessed at the previous
level, the third step classifies the specific emotion expressed in the text (love,
joy or surprise for positive tweets; fear, sadness or anger for negative tweets).

To limit the need for human intervention in the definition of the training
data, and thus allow for the collection of larger datasets, we devised a strategy
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Fig. 2. Hierarchical classification.

Fig. 3. Flat classification.

Fig. 4. Application structure.

to completely automate the collection of one training set for the construction of
the flat multi-classifier, and other four for training the classifiers comprised in
our hierarchical model.

We used manual labeling only in building the test sets, since the reliability
of such data is absolutely critical for the evaluation of results of the classifiers
taken into consideration.



56 G. Angiani et al.

The rest of this section briefly describes the modules we developed to imple-
ment our method, as well as the data and the procedure adopted to create the
training sets.

The project has been developed using Java within the Eclipse IDE. It is
structured into three main modules, as shown in Fig. 4.

3.1 Collecting Training Data

The main requirement for constructing an emotion classifier based on a machine
learning approach is to download a sufficient amount of posts for the training
phase. Tweets must be pre-processed, clearing them from the elements which
have no emotional meaning, such as hashtags and user references. It is also
important to correct spelling mistakes, and to encode special characters and
emoticons appropriately as text tokens. Each sample of the training set repre-
sents a tweet and is composed by the processed text and an emotion class used
as a label.

3.2 Training Sets and Classification

Our classifiers were trained using the “Naive Bayes Multinomial” algorithm pro-
vided by Weka. They have been trained using training data collected automat-
ically and systematically into the training sets that contain, in each line, one
tweet and the label of the class to which it belongs.

For the feature selection, we first used a Weka filter (StringToWordVector)
to turn a string into a set of attributes representing word occurrences. After
that, an optimal set of attributes (N-grams) was selected using the Information
Gain algorithm provided by Weka, which estimates the worth of a feature by
measuring the information gain with respect to the class.

For the hierarchical classifier, four training sets have been created, with data
labeled according to the task of each of the four classifiers: “OBJ” or “SUB”
for the objectivity classifier, “POS” or “NEG” for the polarity classifier. For the
lower-level emotion classifiers (one for the tweets labeled as positive, one for those
labeled as negative by the higher-level classifiers) the following labels/classes
have been considered:

– Classes of positive polarity: LOVE, JOY, SURPRISE
– Classes of negative polarity: ANGER, SADNESS, FEAR

For the flat classifier, a multiclass file was created, with each sample labeled
according to one of seven classes, six representing the emotions taken into
account and the seventh for the objective tweets. Namely: LOVE, JOY, SUR-
PRISE, ANGER, SADNESS, FEAR, OBJ.

The channels used to obtain emotive tweets (according to the corresponding
hashtag) involve emotions that Parrott identified as either primary, secondary, or
tertiary. Parrot’s taxonomy of basic human feelings, including only the primary
and secondary level, is presented in Table 1.
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Table 1. Primary and secondary emotions of Parrott’s socio-psychological model.

Primary emotion Secondary emotion

Love Affection, Lust/Sexual desire, Longing

Joy Cheerfulness, Zest, Contentment, Pride, Optimism, Relief

Surprise Surprise

Anger Irritability, Exasperation, Rage, Disgust, Envy, Torment

Sadness Suffering, Sadness, Disappointment, Shame, Neglect

Fear Horror, Nervousness

The training set defining the objectivity or subjectivity of a tweet has been
downloaded from the SemEval3 public repository.1

3.3 Classifying Data

We used the function library provided by Weka to develop a Java application
for assessing the quality of our classifiers. The application supports both classi-
fication models taken into consideration for processing a test set using the Weka
classifier models trained with the data described above, labels data and assesses
the classifiers’ accuracy by comparing the labels assigned to the test data by the
classifiers to the actual ones, reported in the test set.

4 Results

In this section we present the results of our research. We first describe the exper-
imental setup and, in particular, the procedure we followed to collect the data
sets for training and testing the classifiers, as well as the preliminary tests we
made to evaluate the quality of data and to determine the optimal number of
features as well as the size of the N-grams used as features.

Finally, we compare the flat and the hierarchical classifiers on the basis of
the accuracy they could achieve on the test set.

4.1 Collecting Data

Our training sets were built in a completely automated way, without human
intervention.

– Raw training set (Training Set 1). Our raw training set (in the following
called TS1) consists of about 10,000 tweets: we collected about 1500 tweets for
each emotion and as many objective tweets. For the six nuances of emotions,
we gathered data coming from several Twitter channels, following Parrott’s
classifications. Thus, the selection of channels was made methodically, without

1 https://www.cs.york.ac.uk/semeval-2013/task2/index.php?id=data.html.

https://www.cs.york.ac.uk/semeval-2013/task2/index.php?id=data.html
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human evaluation. For each emotion, we used all the three levels of Parrott’s
model: for example, to extract tweets expressing sadness we downloaded data
from the channel related to the primary emotion, #Sadness, but also from
those related to secondary (#Suffering, #Disappointment, #Shame, . . . ) and
tertiary emotions (#Agony, #Anguish, #Hurt for Suffering ; #Dismay, #Dis-
pleasure for Disappointment, and so on). The objective (neutral) tweets were
selected from the data set used for the SemEval competition2.

– Refined training set (Training Set 2). Since the raw training set contains
tweets obtained directly from Twitter channels, it may certainly contain spu-
rious data. Thus, we adopted an automatic process to select only the most
appropriate tweets. We filtered TS1 to remove the most ambiguous cases, and
obtained a second training set (in the following called TS2) of about 1000
tweets for each of the six primary emotions. The filtering process was based
on six binary classifiers, one for each emotion. The training set for each of
them was balanced and considered two classes: the “positive” class included
all raw tweets automatically downloaded from sources related to the emotion
associated to the classifier; the “negative” class included tweets coming, in
equal parts, from the other five emotions and from the set of objective tweets.
Finally, TS2 included only the tweets which could be classified correctly by
the binary classifier, in order for the tweets we used for training the main
classifiers (i.e., those in TS2) to be as prototypical as possible.

Fig. 5. Visualization of the first two PCA components for the test set.

2 https://en.wikipedia.org/wiki/SemEval.

https://en.wikipedia.org/wiki/SemEval
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– Test Set. Tweets for the test set were downloaded in the same way as those
for the training set, but they were manually annotated. They consist of 700
tweets, 100 for each of the six emotions in addition to 100 objective tweets.
Even if, obviously, a representation sufficiently relevant for a correct classi-
fication would require a much larger number of features, we plot their first
two components obtained by Principal Component Analysis (PCA) in Fig. 5
to give a first rough idea of the distribution of the tweets in the feature space.
Objective tweets (yellow) and tweets related with sadness (green) are quite
clearly separated from the others even in this minimal representation. Instead,
other emotions are much closer and significantly overlapped, especially those
related with surprise (violet). This could actually be justified considering that
secondary and tertiary emotions can play a very significant role in recogniz-
ing this emotion, since it can be equally associated with both positive and
negative events.

4.2 Optimizing the Parameters of Classifiers

For each classifier (four for the hierarchical and one for the flat approach), a
systematic preliminary analysis was performed to optimize some relevant para-
meters that affect the training phase. We selected a grid of configurations and
then used cross-validation to estimate the quality of classifiers configured accord-
ing to it. In particular, we searched for the optimal length of N-grams to be
used as features. Figure 6 shows the case of the flat classifier, but the other
cases are similar. It can be observed that accuracy nearly peaks at N-gram = 2.
Longer sequences increase the complexity of the training phase, without produc-
ing any significant improvement of the results. We also analysed the dependence
of the performance on the number of features selected, using Weka’s Information
Gain algorithm. In Fig. 6 one can observe that its increase does not provide a

Fig. 6. Optimization of the system parameters.
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Table 2. Parameter optimization results.

Classifier N-Gram (max) Features

Flat 2 1500

Sub/Obj 2 2500

Pos/Neg 2 2500

Anger/Sadness/Fear 2 1550

Love/Joy/Surprise 2 1500

monotonic improvement of the classifier quality. Instead, it has a peak at around
1500 features.

Table 2 shows the results of the parameter optimization step. In particular,
the N-Gram (max) value is 2 for all our classifiers (unigram and bigram are
considered). The last column shows the number of features that optimizes the
performance of the classifiers.

4.3 Accuracy

Tables 3 and 4 report the results obtained on the test set by the seven-output
flat classifier and by the hierarchical one. They display the accuracy of each
approach, when trained on TS1 or on TS2, in order to assess the effect of the
refinement step. These tables confirm the advantage of hierarchical classifica-
tion, which intrinsically exploits a priori domain knowledge embedded into the
whole classifier structure. They also show that some emotions (e.g., sadness)
are classified rather well, while others are harder to classify (e.g., anger). For
each class the best results in terms of precision, recall and F-measure have been
emphasized. These results show that the best results have been obtained using
the filtered training set (TS2).

Table 5 reports in detail the partial results of the three classification levels
of the hierarchical classifiers: the first and the second level of classification, i.e.,
subjectivity and polarity, have an accuracy of around 90 % and 75 %, respec-
tively. Aggregating the results of the flat classifier to provide the same partial
responses provides systematically worse results. This is not surprising, since a
seven-output classification is a harder task in general, and for ambiguous (and
often mixed) emotions in particular. On the other hand, the cascaded structure
of a hierarchical classifiers has a higher risk of propagating errors from the higher
levels to the lower ones. From this point of view, the results show that the struc-
ture we adopted minimizes that effect, since, still not surprisingly, the accuracy
of classifiers increases with their level in the hierarchy.

Finally, Table 6 shows the confusion matrix of the hierarchical classifier
trained using TS2 which is the best performing approach in of our research.
Notably, fear and anger are often misclassified as sadness and love is often mis-
classified as joy or surprise
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Table 3. Accuracy of flat classifier, using alternatively the two training sets.

Flat

TS1 TS2

Prec Rec F M Prec Rec F M

Objective 0.70 0.69 0.69 0.58 0.73 0.65

Anger 0.36 0.18 0.24 0.36 0.23 0.28

Fear 0.39 0.22 0.28 0.50 0.13 0.21

Sadness 0.29 0.68 0.41 0.31 0.66 0.42

Love 0.45 0.29 0.35 0.50 0.32 0.39

Joy 0.32 0.34 0.33 0.36 0.42 0.39

Surprise 0.46 0.39 0.42 0.50 0.42 0.46

Total accuracy 40,48 % 42,33 %

Table 4. Accuracy of hierarchical classifier, using alternatively the two training sets.

Hierarchical

TS1 TS2

Prec Rec F M Prec Rec F M

Objective 0.66 0.87 0.75 0.60 0.88 0.71

Anger 0.31 0.27 0.28 0.34 0.30 0.32

Fear 0.40 0.22 0.28 0.46 0.23 0.31

Sadness 0.34 0.56 0.43 0.38 0.60 0.46

Love 0.40 0.34 0.37 0.43 0.28 0.34

Joy 0.39 0.34 0.37 0.39 0.38 0.39

Surprise 0.47 0.41 0.44 0.50 0.45 0.48

Total accuracy 43,61 % 45,17%

Table 5. Accuracy of the intermediate results of hierarchical classification, based on
TS1 and TS2.

TS1 TS2

Objective/Subjective 91.90 % 90.06 %

Positive/Negative 73,36 % 75,54 %

Final classification 43.61 % 45.17 %
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Table 6. Confusion matrix of the hierarchical classification based on TS2.

–> Objective Fear Anger Sadness Love Joy Surprise

Objective 88 3 2 3 2 1 1

Fear 15 22 15 23 1 13 5

Anger 15 7 30 38 4 5 1

Sadness 8 1 13 63 1 10 8

Love 5 8 8 11 29 20 21

Joy 8 4 7 16 17 39 10

Surprise 7 2 12 12 12 11 47

5 Conclusion

Emotion detection in social media is becoming a task of increasing importance,
since it can provide a richer view of a user’s opinion and feelings about a cer-
tain topic. It can also pave the way to detecting provocatorial and anti-social
behaviors. In this work, we have analyzed the problem of automatic classifi-
cation of tweets, according to their emotional value. We referred to Parrott’s
model of six primary emotions: anger, fear, sadness, joy, love, and surprise. In
particular, we compared a flat classifier to a hierarchical one. Our tests show
that the domain knowledge embedded into the hierarchical classifier makes it
more accurate than the flat classifier. Also, our results prove that the process of
automatic construction of training sets is viable, at least for sentiment analysis
and emotion classification, since our automatic filtering of training data makes
it possible to create training sets that improve the quality of the final classifier
with respect to a “blind” collection of raw data based only on the hashtags. The
results we have obtained are comparable with those found in similar works [26].
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