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Abstract Summarization techniques are becoming an essential part of every-
day life, basically because summaries allow users to spend less time making
effective access to the desired information. In this paper, we present a gen-
eral framework for retrieving relevant information from news articles and a
novel summarization algorithm based on a deep semantic analysis of texts. In
particular, a set of triples (subject, predicate, object) is extracted from each
document and it is then used to build a summary through an unsupervised
clustering algorithm exploiting the notion of semantic similarity. Finally, we
leverage the centroids of clusters to determine the most significant summary
sentences using some heuristics. Several experiments are carried out using
the standard DUC methodology and ROUGE software and show how the
proposed method outperforms several summarizer systems in terms of recall
and readability.

1 Introduction

Seeking bits of information from a large amount of data still remains a
difficult and time consuming task for a wide range of people such as stu-
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dents, news reporters, and many other types of professionals. The exponential
growth of the Web has made the search and track of information apparently
easier and faster, but the huge information overload requires algorithms and
tools for a fast and easy access to the specific desired information, discrim-
inating between “useful” and “useless” information, especially in the era of
Big Data.

We can consider as an example a typical workflow related to a news re-
porter that has just been informed of a plane crash in Milan and that would
quickly like to gather more details about this event[1, 2, 3]. We suppose that
the following textual information 1 on the accident, extracted from some web
sites already reporting the news, are publicly available:

“A Rockwell Commander 112 airplane crashed into the upper floors of the Pirelli Tower

in Milan, Italy. Police and ambulances are at the scene. The president, Marcello Pera,

just moments ago was informed about the incident in Milan, he said at his afternoon

press briefing”. “It was the second time since the Sept 11 terror attacks on New York and

Washington that a plane has struck a high-rise building. Many people were on the streets

as they left work for the evening at the time of the crash. Ambulances streamed into the

area and pedestrians peered upward at the sky. The clock fell to the floor. The interior

minister had informed the senate president, Marcello Pera, that the crash didn’t appear

to be a terror attack”.
Our basic idea consists in finding, from each sentence, a sequence of rele-

vant information that are then clustered into subsets with a similar informa-
tion content; thus we would like to discard repeated sentences, and to consider
only the relevant ones for each cluster. More in details, we can obtain that
by reducing the information, that is contained into a sentence, to a regular
and simple form: for example, using NLP algorithms [4, 5, 6] we retrieve a
list of triples formed by 〈subject, verb, object〉, where the verb is reported in
infinitive form while subject and object are nouns. For the previous air crash
example, the extracted triples are2 : 〈airplane, crash, tower〉, 〈police, be,
scene〉, 〈ambulance, be, scene〉, 〈president, inform, incident〉∗, 〈terror, attack,
New York〉, 〈terror, attack, Washington〉, 〈plane, strike, building〉, 〈people,
be, street〉, 〈ambulance, stream, area〉, 〈pedestrian, peer, sky〉, 〈clock, fall,
floor〉, 〈minister, inform, president〉, 〈crash, appear, terror attack〉∗.

Successively, a clustering algorithm creates the clusters reported in Table
1. The clusters are obtained by computing the semantic similarity between
each couple of triples[7, 8]. Finally, we assume that it is possible to obtain a
useful summary by just considering the sequence of centroids and eventually
re-loading the associated original sentence, as in the following: “A Rockwell

Commander 112 airplane crashed into the upper floors of the Pirelli Tower in Milan,

Italy. Police and ambulances are at the scene. The interior minister had informed the

senate president, Marcello Pera, that the crash didn’t appear to be a terror attack.”

1 The analyzed texts come from news articles, thus they are generally quite simple as

concerning grammar and syntax.
2 Particular cases in which verb is a modal verb or is in a passive or negation form - see

triples marked with ‘*’ - have to be opportunely managed.
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Cluster 1 〈ambulance, be, scene〉
〈police, be, scene〉

〈ambulance, stream, area〉
〈people, be, street〉

〈pedestrian, peer, sky〉
Cluster 2 〈minister, inform, president〉

〈president, inform, incident〉
Cluster 3 〈airplane,crash,tower〉

〈plane, strike, building〉
〈clock, fall, floor〉

〈terror, attack, Washington〉
〈terror, attack, New York〉

〈crash, appear, terror attack〉

Table 1: The clustering results on a set of triples (centroids are underlined).

Summarizing, we take advantages of some NLP facilities in order to
propose a novel approach for text summarization based on the extraction
of semantic descriptors of documents, avoiding approaches that are time-
consuming and require domain dependent settings[9, 10, 11, 12].

In particular, the semantic content of documents is captured by a set of
triples and we then propose a methodology to semanitcally cluster “similar
information”, thus a summary may be decribed as the sequence of sentences
that are associated to the most representative clusters. The idea of using
triples as semantic units for representing content of web documents is well
studied in the Resource Description Framework (RDF) 3 in the Semantic
Web Community.

2 A model for automatic multi-document
summarization

2.1 Basic elements of the model

The summarization problem may be stated as follows: given a set of source
documents, let us produce an accurate and all-sided summary that is able
to reflect the main concepts expressed by the original documents, matching
some length restrictions and without introducing additional and redundant
information.

Our idea is inspired by the text summarization models based on Maximum
Coverage Problem ([13, 14]), but differently from them we design a method-
ology that combines both the syntactic and the semantic structure of a text.
In particular, in the proposed model, the documents are segmented into sev-
eral linguistic units (named as summarizable sentences) in a preprocessing

3 http://www.w3.org/TR/WD-rdf-syntax-971002/

Semantic Summarization of News from heterogeneous sources 307



stage, and each linguistic unit is then characterized by a set of conceptual
units (named as semantic atoms) containing the meaning of a sentence. Our
main goal is to cover as many conceptual units as possible using only a small
number of sentences.

Let us give some preliminary definitions about our idea of “summarizable
sentence” and “semantic atoms”, and for the sake of clarity, we introduce the
example sentences in Table 2 to better explain the introduced definitions.

Document Sentence Text of Sentence

1
1.a People and ambulances were at the scene.
1.b Many cars were on the street.
1.c A person died in the building.

2
2.a Marcello Pera denied the terror attack
2.b A man was killed in the crash.
2.c The president declared an emergency.

Table 2: Example Sentences

Definition 1 (Summarizable Sentence and Semantic Atoms). A Sum-
marizable Sentence σ defined over a document D is a couple:

σ = 〈s, {t1, t2, . . . , tm}〉 (1)

s being a sentence belonging to D and {t1, t2, . . . , tm} being a set of atomic
or structured information that expresses in some way the semantic content
related to s.

In particular, ti is defined as a set of couples 〈Ai,Vi〉, where Ai is any relevant
attribute on which a generic classifier is trained and Vi is a string or a set of
strings in the sentence that is classified as a value for Ai[15, 16]. Let us call
ti as Semantic Atom.

Example 1 In Table 3 there are depicted some possible summarizable sen-
tences that can be extracted from the sentences introduced in Table 2. We
introduces attributes like “Sub” (Subject), “Verb”, “Obj” (Object) and “Per-
son” to describe the syntactic structure or the named entities of a sentence.

Given a set of documents, a summary is a set of summarizable sentences.
The set has to satisfy some length restriction conditions and include the
most representative content of all input data. For now, let us assume the
existence of a similarity function sim(ti, tj) ∈ [0, 1] able to compute the
semantic similarity between two semantic atoms and another function able
to score the semantic atoms based on their importance. We will give more
details on both these aspects in the following subsections.

308 F. Amato et al.



Document 1

Summarizable Sentences Semantic Atoms

σ1.1=〈1.a, t1.11 , t1.12 〉
t1.11 ={〈Sub, people〉, 〈V erb, were〉, 〈Obj, scene〉},
t1.12 ={〈Sub, ambulances〉, 〈V erb, were〉,
〈Obj, scene〉},

σ1.2=〈1.b, t1.21 〉 t1.21 ={〈Sub, cars〉, 〈V erb, were〉, 〈Obj, street〉}.
σ1.3=〈1.c, t1.31 〉 t1.31 ={〈Sub, person〉, 〈V erb, died〉, 〈Obj, building〉}.

Document 2

Summarizable Sentences Semantic Atoms

σ2.1=〈2.a, t2.11 , t2.12 , t2.13 〉
t2.11 ={〈Sub,Marcello Pera〉, 〈V erb, denied〉,
〈Obj, attack〉}
t2.12 ={〈Person,Marcello Pera〉},

σ2.2=〈2.b, t2.21 〉 t2.21 ={〈Sub,man〉, 〈V erb, was killed〉,
〈Obj, crash〉}.

σ2.3=〈2.c, t2.31 〉 t2.31 ={〈Sub, president〉, 〈V erb, declared〉,
〈Obj, emergency〉}

Table 3: Example of Summarizable Sentences extracted from the documents
in Table 2.

Now we are in position to introduce the concept of “Summarization Algo-
rithm” as follows.

Definition 2 (Summarization Algorithm). Let D be a set of documents,
a Summarization Algorithm is formed by a sequence of two functions φ and
χ. The semantic partitioning function (φ) partitions D in K sets P1, . . . ,PK

of summarizable sentences having similar semantics in terms of semantic
atoms and returns for each set the related information score by opportunely
combining the score of each semantic atom:

φ : D → S∗ = {〈P1, ŵ1〉, . . . , 〈PK , ŵK〉} (2)

s. t. Pi ∩ Pj = ∅, ∀i 	= j.
The Sequential Sentence Selection function (χ):

χ : S∗ → S (3)

selects a set of the sentences S from original documents containing the se-
mantics of most important clustered information sets in such a way that:

1. |S| ≤ L,
2. ∀Pk, ŵk ≥ ι, 	 ∃tj , tj ∈σ S∗ : sim(ti, tj) ≥ γ, ti ∈σ S.
ι and γ being two apposite thresholds. With abuse of notation, we use the
symbol ∈σ to indicate that a semantic atom comes from a sentence belonging
to the set of summarizable sentences S.
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Note that we can select any unsupervised clustering algorithm that is able
to partition the documents space into several clusters using the semantic sim-
ilarity among semantic atoms. Once obtained a partition of the space in terms
of clusters of semantic atoms, we select a number of sentences, trying to: (i)
maximize the semantic coverage - the most representative sentences of each
cluster should be considered starting from the most important clusters, i.e.
those having the highest average information score; (ii) minimize the redun-
dancy by selecting one sentence for each cluster that is most representative
in terms of semantic content and not considering similar sentences.

Now, we are going to explain the following points of our model are: (i)
how to represent and extract semantic atoms of a document, (ii) how to
evaluate the similarity between two semantic atoms, (iii) how to calculate a
score for each semantic atom, and finally, (iv) how to define suitable semantic
partitioning and sentence selection functions.

2.2 Extracting semantic atoms from a text

We adopted the principles behind the RDF framework used in the Se-
mantic Web community to semantically describe web resources. The idea is
based on representing data in terms of a triple 〈subject, verb, object〉. In the
Semantic Web community subjects and objects are web resources while verbs
are predicates/relations defined in schemata or ontologies, in our case instead
we attach to the elements of triples the tokens extracted by processing docu-
ments using NLP techniques. Thus, the semantic content of a document can
be modeled by a set of structured information T ={t1, . . . , tn}, where each el-
ement ti is a semantic atom described by the following couples ti={〈sub, val〉,
〈verb, val〉, 〈obj, val〉〉}, and we can call ti as summarization triple. Since now,
we use in the rest of the paper the name triple and summarization triple with
the same meaning.

The triples are extracted from each sentence in the documents by applying
a set of rules on the parse tree structure computed on each sentence. In our
rules, subjects and objects are nouns or chunks while the verbs are reported in
the infinitive form.4 It is worth to be noted that in the case of long sentences
more triples may be associated to a sentence. The rules are obtained by
defining a set of patterns for subject, verb and object which includes not
only part of speech features but also parse tree structures. In particular, we
start from the patterns described in [17] in order to include not only relations

4 We do not consider any other grammatical units for a sentence such as adjective, prepo-

sition and so on. This because we are not interested in detecting the sentiment or opinion

in the text or to provide just triples themselves as final summarization results to the user,

but we exploit them like“ pointers” to original sentences that are the real components of

our summaries. Thus, we want to ensure that the quality of these pointers is enough to get

together similar sentences.
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but also subjects and objects and we add to the pattern expressions features
related to the sentence linguistic structure (parse tree).

2.3 Semantic similarity function

In our model, we decided to compare two semantic atoms based on the
similarity measure obtained by the comparison of the elements hosted by a
summarization triple, namely subject, predicate, and object. In particular,
let us consider two sentences and assume to extract from them two triples t1
and t2; we define as similarity between two t1 and t2 the function:

sim(t1, t2) = Fagr(F
sim(sub1, sub2), F

sim(pred1, pred2), F
sim(obj1, obj2)) (4)

The function F sim is used to obtain the similarity among values of the se-
mantic atoms, while Fagr is an aggregation function. The following functions
are some examples of the easiest combination strategies:

Fagr(t1, t2) =
3∑

i=1

αi · F sim(t1[i], t2[i]); (5)

Fagr(t1, t2) = max
i∈{1,2,3}

[
αi · F sim(t1[i], t2[i])

]
(6)

where the constraint α1+α2+α3 = 1 is used to obtain a convex combination
of the results and we consider the same function for each element of a triple.

If the F sim takes into account the information stored in a knowledge base,
the function is computed based on the “semantic” aspects of its input, oth-
erwise we can apply any similarity among words like the one based on the
well-known edit distance.

In particular, we use the Wu & Palmer similarity ([18]) for computing
the similarity among elements of our triples. This similarity is based on the
Wordnet Knowledge Base, that lets us compare triples based on their seman-
tic content.

3 The proposed framework

In Figure 1, we show at a glance the summarization process that con-
sists of the following steps: (i) Web Search - this activity has the task of
retrieving a set of HTML documents that satisfy some search criteria using
a Search Engine external component; (ii) Text Extraction - the sentences are
extracted from the several web sources by parsing the related HTML pages
and analyzing the HTML tags; (iii) NLP and Triples Extraction - NLP pro-
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cessing techniques are performed on the input sentences, in particular Named
Entities Recognition (NER), Part Of Speech (POS) tagging, Parse Tree Gen-
eration, Anaphora and Co-Reference Resolutions, successively in this stage,
semantic triples are detected for each sentence, analyzing the related Parse
Tree and using appropriate heuristics; (iv) Similarity Matrix Builder - a ma-
trix containing the similarity values for each couple of triples is computed;
(v) Clustering - a proper clustering algorithm is applied on the input matrix;
(vi) Sentence Selection - this activity performs a sentence selection to gen-
erate the summary using our proposed algorithm; (vii) Summary Building -
this activity performs a sentence ordering to generate the final summary[19].

Fig. 1: The summarization process

The system is named iWIN (information on the Web In a Nutshell) and
provides a graphical user interface that allows the user to configure some sys-
tem settings, thus allowing to tune the system and evaluate its performances
under several conditions and situations.

4 Conclusions

In this paper, we described a novel approach for summarizing web docu-
ments based on semantic extraction and description of documents.

We first proposed a model of summarization based on the semantic content
of a document, captured and modelled by a set of triples, i.e. a subject, verb,
object.
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We then proposed a novel methodology based on cluster analysis of triples,
thus obtaining a summary as the sequence of sentences that are associated
to the most representative clusters’ triples: in particular, the centroids of
the clusters are used to detect the main representative topics, then they
are properly combined for producing non-repetitive and brief summaries. To
the best of our knowledge, this is the first work that uses a semantic-driven
approach between triples for text summarization applications[20, 21, 22, 23].

Based on this approach, we implemented a system called iWin, that pro-
vides all the functionalities of a multi-document summarization tool. We
tested iWin using some well-known data sets, showing good and sometimes
excellent performances with respect to classical evaluation measures in the
summarization literature. In addition, we made a performances comparison
with open sources and commercial summarizer systems, obtaining promising
results with respect to other approaches both for query-based and for generic
summaries.

Future work will be devoted to improve the current research into main
directions: i) extend the proposed methodology to the query-based approach;
ii) consider multimodal summaries able to combine different data coming
from unstructured (image, video, audio data) or structured (linked data)
repositories; iii) improve efficiency of our approach (by caching similarity
values between terms that have to be computed more times, using concurrent
computation threads for subjects, verbs and objects and defining a proper
indexing to access to the distances matrix); iv) implement the algorithms in a
parallel computing environment; v) test several and more advanced density-
based clustering approaches.
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