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Abstract Selecting an appropriate co-operation scheme in parallel evolution-
ary algorithms is an important task and it should be undertaken with care. In
this paper, we introduce the temporally adaptive schemes, and apply them in
our parallel memetic algorithm for solving the vehicle routing problem with
time windows. The experimental results revealed that this approach allows
for retrieving better solutions in much shorter time compared with other co-
operation schemes. The analysis is backed up with the statistical tests, which
gave the clear evidence that the results are important. We report one new
world’s best solution to the benchmark problem obtained using our adaptive
co-operation scheme.
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1 Introduction

Solving rich vehicle routing problems (VRPs) is a vital research topic due
to their practical applications which include delivery of food, beverages and
parcels, bus routing, delivery of cash to ATM terminals, waste collection,
and many others. There exist a plethora of variants of rich VRPs reflecting
a wide range of real-life scheduling scenarios [6, 19]—they usually combine
multiple realistic constraints which are imposed on feasible solutions. Al-
though exact algorithms retrieve the optimum routing schedules, they are
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still very difficult to exploit in practice, because of their unacceptable execu-
tion times for massively-large problems. Therefore, approximate algorithms
became the main stream of research and development—these approaches aim
at delivering high-quality (however not necessarily optimum) schedules in sig-
nificantly shorter time. In our recent work [14], we showed that our parallel
memetic algorithm (PMA–VRPTW)—a hybrid of a genetic algorithm and
some local refinement procedures—elaborates very high-quality schedules for
the vehicle routing problem with time windows (VRPTW). Although PMA–
VRPTW was very efficient, selecting the appropriate co-operation scheme
(defining the co-operation topology, frequency and strategies to handle em-
igrants/immigrants) is extremely challenging and time-consuming—the im-
proper selection can easily jeopardize the PMA–VRPTW capabilities.

1.1 Contribution

We propose two temporally adaptive co-operation schemes in PMA–VRPTW.
In these schemes, the master process samples several time points during
the execution, and monitors the search progress. Based on this analysis, the
scheme is dynamically updated to balance the exploration and exploitation
of the solution space, and to guide the search process as best as possible.

Our experiments performed on the well-known Gehring and Homberger’s
benchmark (in this work, we consider all 400-customer tests with wide time
windows, large truck capacities, and random positions of the customers, which
appeared very challenging [14]), revealed that the new temporally adap-
tive co-operation schemes allow for retrieving better solutions quickly (the
differences are statistically important), compared with other means of co-
operations. We report one new world’s best solution elaborated using the
new scheme. It is worth mentioning that such temporally adaptive strategies
of establishing the desired co-operation schemes have not been intensively
studied in the literature so far, and they may become an immediate answer
to the problems which require the parallel processes to co-operate efficiently
to guide the search process towards high-quality solutions quickly.

1.2 Paper Structure

This paper is structured as follows. Section 2 describes the VRPTW. In Sec-
tion 3, we review the state of the art on the VRPTW. PMA–VRPTW is
briefly discussed in Section 4. In the same section, we present the tempo-
rally adaptive co-operation schemes, which are the main contribution of this
work. Section 5 contains the analysis of the experimental results. Section 6
concludes the paper and serves as the outlook to the future work.
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2 Problem Formulation

The VRPTW is an NP-hard optimization problem of delivering goods to C
customers using K homogeneous trucks. The main objective is to minimize
the fleet size, and the secondary one is to optimize the total travel distance.

The VRPTW is defined on a complete graph G = (V , E) with vertices
V={v0,v1,. . . ,vC} (representing the travel points), and edges E={(vi, vj):
vi, vj ∈ V , i �= j} (travel connections). The node v0 is the depot (there
is only one depot, i.e., the start and the finish travel point of all trucks).
Each vi defines its non-negative demand qi (there is no depot demand, thus
q0 = 0), service time si (s0 = 0), and time window [ei, li] (the service must
be started within this slot, however it may finish after the time window has
been closed). Every edge (vi, vj) has a travel cost cij (given in the Euclidean
metric). A feasible solution is a set of K routes such that: (i) each route
starts and ends at the depot, (ii) the truck loads do not exceed Q, (iii) the
service of each vi begins between ei and li, (iv) each truck returns to the
depot before l0, and (v) each customer is served in exactly one route. If any
of the constraints is violated, then the solution becomes unacceptable.

Let (Kα, Tα) and (Kβ , Tβ) represent two feasible VRPTW solution, de-
noted as α and β, respectively. The solution β is of a higher quality than the
solution α, if (Kβ < Kα) or (Kβ = Kα and Tβ < Tα). Hence, the solution β
encompasses a lower number of routes, or—if the numbers of trucks are equal
for both α and β—the total distance traveled during the service is smaller.

An exemplary solution σ of the VRPTW instance containing 25 customers
is visualized in Fig. 1. This solution consists of three routes (r1, r2, and
r3): r1 = 〈v0, v8, v10, v21, v12, v22, v23, v24, v25, v17, v14, v0〉 (10 customers are
visited), r2 = 〈v0, v11, v15, v19, v20, v18, v16, v9, v13, v7, v0〉 (9 customers), and
r3 = 〈v0, v6, v2, v1, v4, v3, v5, v0〉 (6 customers). It is easy to see that each cus-
tomer vi, i ∈ {1, . . . , 25}, is served exactly once (i.e., in one route). Assuming
that the vehicle loads do not exceed the capacity in any route, and the time
window constraints are not violated, this routing schedule is feasible.
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Fig. 1 An exemplary solution to the VRPTW instance with 25 clients served in 3 routes.
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3 Related literature

Due to its wide practical applicability, the VRPTW attracted research atten-
tion. Exact algorithms aim at delivering the optimum solutions, however they
are still difficult to apply in practice, because of their unacceptable execution
times. These approaches encompass branch-and-cut, branch-and-bound, dy-
namic programming solutions, along with a plethora of various VRPTW for-
mulations [1]. Exact algorithms were summarized and thoroughly discussed
in numerous interesting surveys and reviews [2,8]. It is worth mentioning that
in a majority of such approaches, minimizing the total distance is considered
as the single objective.

The approximate methods include construction (creating solutions from
scratch [20]) and improvement (which boost the quality of initial, usually very
low-quality solutions [5,11]) heuristics, and various meta-heuristics (very of-
ten allowing for the temporary deterioration of the solution quality during the
optimization process) [5], including ant colony optimization techniques [7],
particle swarm-based approaches [9], neighborhood searches [10], and many
others [3]. In genetic algorithms (GAs), a population of solutions (chromo-
somes) undergoes the evolution in search of well-fitted individuals represent-
ing high-quality feasible solutions [21].

Memetic algorithms (MAs) combine EAs for exploring the entire search
space, with intensive refinement procedures applied to exploit solutions al-
ready found [17] (they are often referred to as hybrid GAs). Such approaches
have been successfully applied for solving a wide spectrum of optimization
and pattern recognition problems [23]. A number of sequential and parallel
MAs have been proposed for tackling the VRPTW [12,16,22], as well as other
challenging rich VRPs [13,18].

In our recent work [14], we showed that the co-operation scheme has a
tremendous impact on the quality of final VRPTW solutions, and on the
convergence time in our co-operative parallel MA. Its appropriate selection
is not trivial and should respond to the search state. Also, we showed that
dividing the search space across the co-operating processes (referred to as
islands) helps significantly improve the exploration capabilities of the par-
allel algorithm [4, 15]. In this work, we tackle the problem of retrieving the
appropriate co-operation schemes on the fly. This should allow for responding
to the current search progress, and for choosing the best-fitted co-operation
scheme (either explorative or exploitative). Such approaches have not been
intensively explored in the literature so far.

4 Parallel Algorithm

In PMA–VRPTW (Algorithm 1)—which is a homogeneous island model par-
allel MA, since each island (a parallel process) runs the same MA to minimize
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T—each individual pi, where i ∈ {1, 2, . . . , N}, corresponds to a VRPTW so-
lution with K routes in a population of N solutions (on each island). The
initial populations are generated using the parallel guided search [14] (it mini-
mizesK at first, and then is used to create initial populations for each island).
These populations evolve to optimize the distance T (lines 2–16).

Algorithm 1 Parallel memetic algorithm (PMA–VRPTW).
1: Minimize K and find populations for each island;

2: parfor Pi ← P1 to Pn do

3: while not finished do

4: Determine N pairs (pa, pb);

5: for all (pa, pb) do

6: GenerateChild(pa, pb); � Fig. 2

7: end for

8: Form the next population of size N ;

9: if (can co-operate) then

10: Determine and send emigrant(s);

11: Receive and handle immigrant(s);

12: end if

13: Verify termination condition;

14: end while

15: end parfor

16: return best solution among all islands;

The evolution involves selecting pairs of individuals for crossover, recom-
bining them using the edge-assembly operator [12], and restoring the feasi-
bility of children if it is necessary, using local edge-exchange moves (Fig. 2).
Then, the children are educated (this is a memetic operator, thus it is rendered
in light red), and mutated. Both operations involve applying edge-exchange
and edge-relocate moves. The islands co-operate (Algorithm 1, lines 9–12),
to propagate the best solutions found up to date, and to guide the search
towards better routing schedules. The best individual (across all processes)
is finally returned (line 16). For more details on PMA–VRPTW, see [14].

4.1 Temporally Adaptive Co-operation

In the temporally adaptive co-operation schemes (which are based upon our
previous knowledge synchronization and ring schemes [14]), we monitor the
dynamic changes of the total distance T of the best solution in the master
island. During each co-operation phase (which occurs after finishing each
generation), we calculate the differences:

ΔTi =
∣∣G(c−i)(T )−Gc(T )

∣∣ , (1)
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Fig. 2 Creation of a child in PMA–VRPTW.

where G(c−i)(T ) denotes the best travel distance in the Gc−i generation (let
Gc be the current generation). The ΔTi values are found for three time points
in the past—it is visualized in Fig. 3 (the differences are found for the second,
fifth, and tenth generation before Gc, shown in blue).

� � ��

τ
τG(c−5)

τG(c−10) τG(c−2) τC

Fig. 3 Sampling several T values during the evolution.

Certain differences are compared with the expected improvements in
the travel distances (ΔT e

i ). These comparisons are exploited to adapt the
scheme—if the current co-operation is explorative, then it may be appropri-
ate to switch it to the more exploitative one (and vice versa). In both phases
(minimizing K and T ), the more exploitative version of the scheme (either
ring or KS) is used at first (we exploit only 10% of the closest customers to
the one being affected in the edge-exchange moves).

In each co-operation phase, we calculate ΔT2, ΔT5, and ΔT10 (the last
increment is found only in the exploitation mode, whereas the first—in the
exploration), along with the expected improvements. For the exploitative
co-operations, we have: ΔT e

5 and ΔT e
10, where ΔT e

5 = α5G(c−5)(T ), and
ΔT e

10 = α10G(c−10)(T ), and the α coefficients are given in %, whereas for the
explorative ones (i.e., ring or KS with the search space partitioning [15]) we
additionally have the lower bounds of these measures (β2ΔT e

2 and β5ΔT e
5 ,
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where β’s are in %). These expected improvements are thus dependent on
the travel distance in the G(c−i) generation, denoted as G(c−i)(T ), and on
the current co-operation mode (exploration or exploitation). Note that the
α’s may differ for both co-operation modes.

Algorithm 2 Temporal adaptation of the co-operation.
1: if (exploitation mode) then

2: if (ΔT2 = 0 or ΔT5 ≤ ΔT e
5 or ΔT10 ≤ ΔT e

10) then

3: Switch to explorative co-operation;

4: end if

5: else

6: if (ΔT5 = 0 or

ΔT5 ≥ ΔT e
5 or ΔT5 ≤ β5ΔT e

5 or

ΔT2 ≥ ΔT e
2 or ΔT2 ≤ β2ΔT e

2 ) then

7: Switch to exploitative co-operation;

8: end if

9: end if

Algorithm 2 presents the adaptation process. If the changes in the best
T value are relatively small in the exploitation mode, then it is switched to
the explorative one (line 3). On the other hand, if these changes are signifi-
cant during the exploration, it indicates that this part of the solution space
should be more intensively exploited, hence the co-operation toggles its mode
(line 7). Also, if they are very small (less than the lower bounds), then the
further exploration may not help find new high-quality solutions, and the
mode becomes exploitative (this often happens when the high-quality solu-
tions have already been retrieved).

5 Experimental Validation

5.1 Settings

PMA–VRPTW was implemented in the C++ programming language using
the Message Passing Interface (MPI). The computations were carried out
on the cluster equipped with Intel Xeon Quad Core 2.33 GHz processors,
each with 12 MB level 3 cache. The nodes were connected by the Infiniband
DDR fat-free network (throughput 20 Gbps, delay 5 μs). The source code
was compiled using Intel 10.1 compiler and MPICH v. 1.2.6 MPI library.

We compared the proposed temporally adaptive schemes with our previ-
ous (best) ones [14] (in Table 1, we gather the co-operation schemes which
have been investigated in this work). For the exploitation mode, we have:
α5 = 0.2%, and α10 = 0.5%, whereas for the exploration: α2 = 1%, α5 = 2%,
and β2 = β5 = 25%—the α and β parameter values were tuned experimen-
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Table 1 Investigated co-operation schemes.

(a) Ring

(b) Ring with partitioned neighborhoods

(c) Ring with partitioned routes

(d) Ring with both partitioning strategies

(e) Knowledge synchronization

(f) Knowledge synchronization with partitioned neighborhood

(g) Knowledge synchronization with partitioned routes

(h) Knowledge synchronization with both partitioning strategies

(i) Adaptive knowledge synchronization

(j) Adaptive ring

tally, using test instances of various characteristics and structures. However,
while selecting the appropriate α and β values, it is necessary to analyze
the underpinning ideas of the current co-operation scheme (note that the α
parameters affect the change from the exploitative to the explorative mode,
whereas the β coefficients—from the explorative to the exploitative one).
In the exploitative mode, the changes in T ’s are most often notably smaller
compared with those retrieved in the explorative mode. This observation may
become a good starting point in the tuning process of these parameters, how-
ever it requires further research attention. In all experiments, the number of
processes was n = 24, the maximum evolution time was set to τE = 2000
seconds, and the maximum time of minimizing K was τK = 60 seconds (the
first phase took approximately 10 seconds in all cases).
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Fig. 4 An exemplary structure of a 400-customer Gehring and Homberger’s test instance

with the customers randomly scattered around the map.

In this work, we focus on 400-customer Gehring and Homberger’s tests
with random positions of travel points, wide time windows, and relatively
large truck capacities (class r2). An exemplary structure of a test belonging
to this class of benchmark instances is visualized in Fig. 4.
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5.2 Analysis and Discussion

The results obtained using PMA–VRPTW with various co-operations are
gathered in Table 2. We sampled and averaged the best T ’s (across all is-
lands) in several time points (PMA–VRPTW was executed 10× using each
scheme for each—out of 10—problem instance). Our new adaptive schemes
significantly outperformed other ones. Importantly, PMA–VRPTW with the
new schemes converged to very high-quality schedules quickly—the average T
in τ = 30 minutes is reduced by approx. 0.7% and 0.3% compared with τ = 5
minutes for the adaptive KS and ring, respectively. Hence, this decrease is
negligible. Therefore, the algorithm could have been terminated much earlier,
since acceptable solutions had already been retrieved. It is worth noting that
we have beaten the world’s best solution (we decreased T from 7129.03 to
7128.93 for K = 8) for the r2 4 5 test using the adaptive KS1.

Table 2 The average travel distances T (the best results out of 10 independent executions

of PMA–VRPTW with each co-operation scheme applied are averaged for 10 instances in

the r2 class). The best T ’s (in each sampled time point) are boldfaced.

Scheme τ = 5 min. τ = 10 min. τ = 15 min. τ = 20 min. τ = 25 min. τ = 30 min.

(a) 6265.73 6200.77 6190.64 6189.97 6189.91 6189.91

(b) 6205.87 6195.02 6191.54 6189.57 6189.25 6188.80

(c) 6284.24 6219.63 6199.34 6193.09 6189.83 6187.72

(d) 6199.87 6193.27 6191.77 6191.30 6163.37 6190.35

(e) 6353.40 6257.54 6218.06 6199.36 6191.10 6186.31

(f) 6195.94 6185.86 6183.25 6181.51 6180.35 6179.72

(g) 6329.54 6247.26 6212.84 6197.85 6192.12 6189.56

(h) 6195.58 6180.52 6178.54 6177.81 6177.56 6177.01

(i) 6171.40 6168.65 6167.72 6167.37 6167.13 6166.89

(j) 6169.91 6167.77 6167.72 6167.65 6167.62 6167.62

In Fig. 5, we render the average convergence time (i.e., after which the best
solution across all co-operating islands could not be further improved, and
may be considered as the target solution) of the T optimization phase. Apply-
ing the temporally adaptive schemes allowed for decreasing this time notably
(also, the retrieved solutions were of a much higher quality—see Table 2). In
the average case, PMA–VRPTW converges up to 3.7× faster when the adap-
tive ring scheme is applied, compared with our previous co-operations. It is
quite important in practical applications, in which high-quality routing sched-
ules should be retrieved as fast as possible. The results show that converging
to target solutions is significantly faster when the adaptation is applied—see
e.g., Fig. 5(j) (adaptive ring) compared with Fig. 5(a,d) (ring and ring with
both partitioning strategies—almost 1.9× faster on average), with Fig. 5(b)
(ring with partitioned neighborhoods—almost 2× faster), and with Fig. 5(c)
(ring with partitioned routes—2.5× faster). Similarly, the adaptive KS is up

1 The details can be found at: http://sun.aei.polsl.pl/~jnalepa/3PGCIC16.
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to 2.5× faster than KS (on average). Finally, the best and the worst conver-
gence times are also the lowest in the case of adaptive co-operation schemes
(see the orange and gray bars in Fig. 5). Since the routing schedules retrieved
using these schemes are of the highest-quality (as shown in Table 2), these
schemes outperform the other ones when both the convergence time and the
quality of final solutions are considered.
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Fig. 5 Convergence time (in seconds) of PMA–VRPTW for various co-operation schemes.

Finally, we performed the two-tailed Wilcoxon tests to verify the null hy-
pothesis saying that “applying different co-operation schemes leads to retriev-
ing solutions of the same quality”. The levels of the statistical significance
are presented in Table 3—they prove that using our new temporally adaptive
schemes allows for elaborating significantly different (better) routing sched-
ules (the null hypothesis can be safely rejected because p < 0.0001 in most
cases). Although the differences between the schedules obtained using two
adaptive schemes (adaptive ring and adaptive KS) are not necessarily sta-
tistically important, the adaptive ring should be preferred since it converges
faster compared with the adaptive KS (see Fig. 5).

6 Conclusions and Outlook

In this paper, we proposed two temporally adaptive co-operation schemes,
and applied them in our parallel algorithm for solving the VRPTW. The
adaptation procedure involves monitoring of the search process, and the dy-
namic selection of the appropriate co-operation strategy—this strategy may
exhibit either more explorative or more exploitative behavior, depending on
the current optimization state. The experimental study performed on the
Gehring and Homberger’s benchmark tests with randomized customers re-
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Table 3 The level of statistical significance obtained using the two-tailed Wilcoxon tests.

The differences which are statistically important (at p < 0.05) are boldfaced.

(b) (c) (d) (e) (f) (g) (h) (i) (j)

(a) 0.0949 0.0061 0.3173 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

(b) — 0.0019 0.1556 0.0003 <0.0001 0.001 0.0001 <0.0001 <0.0001

(c) — 0.0164 0.0001 <0.0001 0.0016 <0.0001 <0.0001 <0.0001

(d) — 0.0009 <0.0001 0.0008 <0.0001 <0.0001 <0.0001

(e) — <0.0001 0.0375 <0.0001 <0.0001 <0.0001

(f) — <0.0001 0.0767 <0.0001 <0.0001

(g) — <0.0001 <0.0001 <0.0001

(h) — <0.0001 <0.0001

(i) — 0.332

vealed that utilizing the proposed schemes allows for retrieving solutions of
a higher quality (the differences are statistically important) in much shorter
time. We reported one new world’s best solution elaborated using PMA–
VRPTW with the new temporally adaptive scheme.

Our future work is focused on applying our new adaptive schemes for
solving other challenging optimization problems (especially, the pickup and
delivery with time windows). The presented ideas are quite generic and could
be applied in parallel algorithms for other tasks too. Also, we plan to com-
plement the suggested co-operation schemes with the adaptation of the co-
operation frequency (similarly, based on the temporal analysis of the search
progress). We work on the automatic selection of the most appropriate points
to sample the T values in the adaptive schemes, as well as on the adaptation
of their parameters. We plan to perform the full scalability tests using the
large-scale parallel systems (e.g., computational clusters). Finally, it will be
interesting to investigate how the co-operation schemes affect the diversity
of the populations (of all islands) during the PMA–VRPTW execution.

7 Acknowledgments

This research was supported by the National Science Centre under re-
search Grant No. DEC-2013/09/N/ST6/03461, and performed using the In-
tel CPU and Xeon Phi platforms provided by the MICLAB project No.
POIG.02.03.00.24-093/13. We also thank the Gdańsk Computer Centre (TASK
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