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Abstract. Considering the protection requirements of large organizations for 
multiple web applications, we design and implement an attack detection system. 
The system is built on the big data platform, which is highly scalable. It adopts 
the network-traffic-based detection, capturing, parsing and analyzing the HTTP 
packets passing by in real time. By analyzing historical data, we are able to get 
application-specific access patterns, which can help domain experts find out 
anomalies efficiently. Besides, based on the labels given by domain experts, 
semi-supervised learning is applied to build attack detection classifier. The 
system is deployed in the real network of our university and has detected 
dozens of attacks. 

1   Introduction 

Large organizations, such as enterprises, colleges and governments, usually have to 
maintain multiple web applications. The traditional firewall and intrusion detection 
systems work at network layer, while web application firewall (WAF) just provides 
rule-based filtering, which cannot fulfill the security protection requirements of 
various web applications. 

The development of big data technology makes it possible to gain massive storage 
and powerful computing ability at a relatively low cost. It is regarded as an ideal 
solution for coping with unknown attacks. By combining big data technology and 
machine learning algorithms in the field of intrusion detection, the protection ability 
of web applications can be effectively improved. 

We design and implement an attack detection system based on big data platform, 
which can provide attack detection service for multiple web applications. The system 
is consisted of six subsystems, which are data collection, protocol parsing, big data 
storage, offline learning, online detection and visualization respectively. The system 
is deployed in the real network of our university——Beijing University of Posts and 
Communications (BUPT), providing attack detection service for multiple web 
applications maintained by the university. The statistic data shows that the system 
works stably and is able to detect dozens of attacks targeting at web applications. 
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The following chapters are organized as follows: Chapter 2 introduces the related 
work, mainly focusing on the application of machine learning in the field of intrusion 
detection. Chapter 3 describes the system's overall architecture, and explains the 
functionality and implementation of each subsystem in detail. The conclusion and 
future work is in Chapter 4. 

2   Related Work 

The system described in this paper belongs to the category of intrusion detection 
system. As an important member of the security appliances, intrusion detection 
system [1] has a long history. It protects computer systems and networks from abuse, 
and is another generation of security technology following up the firewall. Intrusion 
detection is usually regarded as a classification issue since its main objective is to 
distinguish malicious access behavior. Machine learning is an effective way to solve 
such problems, and has been applied in the field of intrusion detection for a long 
period [2]. Supervised and unsupervised learning are two commonly used methods. 
Supervised learning is introduced in [3][4][5], and maximum entropy, support vector 
machine (SVM) and random forest algorithms are adopted respectively. In general, 
supervised learning requires a great deal of labeled training samples. Some 
researchers label the training sets manually, while a large number of other researchers 
tend to use some publicly available labeled sets, such as the famous KDD CUP ’99 
data set. An unsupervised learning method is proposed in [6], while [7] makes attempt 
to combine the two learning methods. Overall, unsupervised learning is easily 
affected by the data distribution, whose effect is inferior to supervised learning. 

With the development of the Internet, it is now quite easy to collect a large number 
of unlabeled samples. However, the number of labeled samples is relatively small, 
and the cost of manual annotation is very expensive. For those reasons, many 
researchers are turning to semi-supervised learning and active learning. The whole 
iterative process of semi-supervised learning needs no manual intervention. It is based 
on a small number of labeled samples and tries to make use of unlabeled data [8][9]. 
On the other hand, the general idea of active learning is to imitate the learning process 
of human. It extracts a small number of most uncertain samples, and asks domain 
experts for a correct label. Active learning classifier is established based on these 
samples, and is used to classify other unlabeled samples [10]. The system designed in 
this paper adopts semi-supervised learning. Meanwhile, we also draw lessons from 
the idea of active learning, and ask domain experts to judge normal access patterns 
and abnormal access behavior right before the semi-supervised learning starts. 

From another point of view, the changing focus of machine learning research 
reflects the fact that the amount of available data is increasing dramatically. Big data 
era comes. It can provide adequate fuel for machine learning, so the combination of 
big data technology and machine learning can effectively improve the ability of 
existing intrusion detection system. Therefore, we argue that it is quite necessary to 
design and implement an attack detection system for a variety of web applications 
based on big data platform. 
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3   The Proposed System 

By utilizing big data and machine learning technologies, we design and implement a 
system which can provide attack detection service for many kinds of web applications 
simultaneously. The system’s overall architecture is shown in Figure 1. We will 
introduce the six subsystems respectively. 
 

 
 

Fig. 1. The system’s overall architecture 

3.1   Data Collection Subsystem 

The data collection subsystem adopts the client/server architecture. A high-
performance distributed message queues named Kafka [11] is used in server side. 
Kafka is intended to cache text log messages originally. However, we make some 
extension in our system and use it to cache the high-speed network traffic. 

The client monitors network traffic on the bypath. It consists of high-performance 
network traffic capture procedures and the producer client of Kafka. In practice, the 
server side is usually deployed close to the data source. Because of the client does not 
do any parsing, and its memory usage is optimized in the code level, the system can 
collect data at the rate of several gigabit per second. 

3.2   Protocol Parsing Subsystem 

The protocol parsing subsystem is used to transform the captured network traffic data 
to an object type, so that the following subsystem can read and process it. We define 
the HTTPSession class, its members cover all information of a HTTP session, 
including source IP, source port, destination IP, destination port, protocol type, as 
well as the main fields in request headers, request body, the main fields in response 
header, response body and response time. The object of HTTPSession class is the 
basic processing unit in the whole system. 

The protocol parsing subsystem is based on the Spark Streaming [12]. First of all, it 
reads traffic packets cached in data collection subsystem using Kafka consumer client 
written in Scala, and uses the 5-Tuple (source IP, source port, destination IP, 
destination port, protocol type) as the key, packing and restoring the complete HTTP 
session data with join and reduce operations. Then HTTP protocol analysis module is 
called by the map operation to map network traffic data to HTTPSession object. To 
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improve performance, we implement HTTP protocol parsing module in C language, 
and use JNI to interact with Scala. 

3.3   Big Data Storage Subsystem 

The big data storage subsystem contains two storage platforms——HDFS and HBase. 
HDFS is the open source implementation of Google File System (GFS) [13], and is 

suitable for storing large volume of unstructured data. HDFS is used for storing the 
original traffic data. The specific implementation is using Spark Streaming tasks to 
call Kafka consumer client and save the received data to HDFS. 

Based on the design principle of Google Bigtable [14], HBase is a column-oriented 
distributed database. The subsystem uses HBase to storage HTTPSession object sent 
from protocol parsing subsystem. We build index for key fields, so that the offline 
learning subsystem can perform effective queries. 

3.4   Offline Learning Subsystem 

Offline learning subsystem is a machine learning platform based on the Spark MLlib 
[15], as is shown in Figure 2. By analyzing the historical web access data, we 
discover following rules: 

(1) Normal access takes more than 90% of total access, and they are the high 
similar to each other. 

(2) The access to specific domain and URI shows certain statistical characteristics 
in several dimensions, including depth, width, number of visits, duration, response 
status code and response time. The object that deviates from statistical center is more 
likely to be an attack. 
 

 
 

Fig. 2. The Offline Learning subsystem 

For (1), we extract the URI and parameters from URL, and generalize it to some 
normal access patterns. Domain experts make judgment to the extracted normal 
access patterns to form the database of normal access rules. 

The subsystem discovers anomalies according to (2), and submits the HTTPSession 
object to domain experts for further judgment. The objects marked as attack by 
domain experts will be added into the attack sample set. The subsystem extracts 
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features from attack sample set and use semi-supervised learning algorithm to train 
intrusion detection classifier. 

3.5   Online Detection Subsystem 

The online detection subsystem uses misuse-based and anomaly-based detection 
methods jointly. Figure 3 shows the work flow. 
 

 
 

Fig. 3. The Online detection subsystem 

Newly-received HTTPSession objects first go through the attack detection classifier. 
The subsystem informs network administrators if any known attack is detected. Other 
normal HTTPSession objects will be passed to the database of normal access rules. If 
an object fails matching the rules, the object will be treated as an abnormal access and 
submitted to domain experts for further judgment. If domain experts mark it as an 
attack, then the object will be added to the attack sample set. 

3.6   Visualization Subsystem 

The main purpose of visualization subsystem is to provide a convenient operation 
interface to network administrators and domain experts. We will neglect the details 
here. 

4   Conclusion and Future Work 

Generally speaking, the system mainly has three advantages. First of all, being built 
on big data platform, the system can effectively parse web application protocols and 
extract access patterns leveraging massive storage and powerful processing ability. 
Secondly, the results of big data analysis make the labeling work of domain experts 
more specific and efficient. Besides, semi-supervised learning method is very suitable 
for such application scenarios. Finally, the system uses the misuse-based and 
anomaly-based detection jointly, which reduces false alarms and improves the recall 
rate at the same time. 

Our statistic data shows that the system processes about 1.8 million web requests 
per day, and the proportion of detected web attacks in all requests is about 1%. SQL 
injection, directory traversal and cross site scripting (XSS) are the most common 
attacks. 
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Moreover, a lot of work can be done to improve the system. The future work will 
be carried out in the following two aspects. First, web protocol should be parsed in 
depth. Currently, the offline learning subsystem can only extract simple request 
parameters. The parameters coded in JSON or XML format cannot be parsed yet. 
Besides, IPv6 and HTTPS support should also be involved. Second, the feature 
selection strategy needs to be optimized. In order to obtain a better performance of 
classifiers, it is indispensable to do in-depth research jobs on the theoretical 
knowledge involved in this field. 
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