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Abstract In order to realize eco-society, we have to reduce the electric energy con-
sumed by servers. Virtual machines are now widely used to support applications
with virtual computation service in server clusters. Here, a virtual machine can mi-
grate to a guest server while processes are being performed. In the EAMV algorithm
we previously proposed, the termination time of each process on each virtual ma-
chine has to be estimated. However, it is not easy to obtain the state of each process
and takes time to calculate the expected termination time. In this paper, we newly
propose a virtual machine migration (VMM) algorithm where termination time of
each virtual machine is estimated without considering each process. We evaluate the
VMM algorithm and show the total electric energy consumption and active time of
servers and the average execution time of processes can be reduced in the VMM al-
gorithm compared with non-migration algorithms. The VMM algorithm is simpler
than the EAMV algorithm
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1 Introduction

We have to reduce the electric energy consumed in information systems, especially
server clusters [27] to realize eco society [26]. In order to discuss how to reduce
the electric energy consumption of servers in a cluster, we rst need a power con-
sumption model which shows how much electric power a server consumes to per-
form application processes. Types of power consumption models are proposed in
our previous studies [12, 13, 14, 20, 21, 22]. The power consumption models are
also proposed for communication [16] and storage [17] types of application pro-
cesses. In order to reduce the electric energy consumption, types of server selection
algorithms [7, 13, 14, 17, 20, 21, 22] are proposed. Here, a server to perform a re-
quest process is selected so that the expected total electric energy consumption of
the servers can be reduced. A process migration approach is also discussed where
processes migrate to more energy-ef cient servers [4, 5, 6, 7, 11]. However, it is not
easy to migrate types of processes to servers with various architectures and operat-
ing systems.

A server cluster provides applications with virtual computation service by us-
ing virtual machines like KVM [25] and VMware [27]. Applications processes can
be performed on a virtual machine without being conscious of what servers are
included in a cluster. A virtual machine on a host server can migrate to a guest
server while processes are being performed on the virtual machine [25]. The EAMV
(Energy-Aware Migration of Virtual machines) algorithm [10] is proposed to select
a virtual machine for a request process and migrate a virtual machine to another
guest server. Here, the termination time of every current process on each virtual
machine has to be estimated to obtain the expected electric energy consumption of
the servers. In this paper, we newly propose a virtual machine migration (VMM)
algorithm which is simpler than the EAMV algorithm. As discussed in paper [28],
the average execution time of processes depends on the total number of current pro-
cesses on a server and is independent of the number of virtual machines. A server is
selected for a request process which is expected to consume the minimum electric
energy to perform the process and every current process. Then, a virtual machine
where the minimum number of processes are performed is selected in the selected
server. If a server is expected to consume more electric energy to perform processes,
one virtual machine is selected in the server, where the maximum number of pro-
cesses are performed. Then, the selected virtual machine migrates to another guest
server which is expected to consume smaller electric energy. We evaluate the VMM
algorithm compared with non-migration algorithms. In the evaluation, we show the
total electric energy consumption and active time of servers and the average execu-
tion time of processes are reduced in the VMM algorithm.

In section 2, we present a model of virtual machines. In section 3, we discuss
power consumption and computation models of a server with virtual machines. In
section 4, we propose the VMM algorithm. In section 5, we evaluate the VMM
algorithm.
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2 System Model

A cluster S is composed servers s1, . . ., sm (m ≥ 1). A server st is equipped with
a set CPt of npt (≥ 1) homogeneous CPUs, cpt0, . . ., cpt,npt−1. Each CPU cptk is
composed of nctk (≥ 1) cores ctk0, . . ., ctk,nctk−1. Each core ctki supports a set {thtki0,
. . ., thtki,cttki−1} of threads (cttki ≥ 1). Here, nctk = nct and cttki = ctt for each core
cttki. A server st supports processes with the total number ntt of threads, where ntt
= npt · cttk · nct .

A server st is modeled to support processes with vtt (≥ 1) virtual processors vtt0,
. . ., vtt,vtt−1. In this paper, every virtual processor is homogeneous in each server
st . Applications can use virtual processors to perform processes without being con-
scious of which thread in which core of which CPU is supported. One virtual pro-
cessor is at a time allocated to a process pi [24]. In this paper, we assume each
virtual processor is in a one-to-one correspondent relation with one thread. Hence,
vtt = ntt . A virtual processor is active if at least one process is performed, otherwise
idle. A server is active if and only if (iff) at least one virtual processor is active, oth-
erwise idle. In this paper, a process means an application process to be performed
on a server, which uses CPU.

A cluster S supports applications with a set VM of virtual machines {VM1, . . .,
VMv} (v ≥ 0). Each virtual machine VMh is supported with virtual processors of a
server st . Here, st is a host server of the virtual machine VMh and VMh is a resident
virtual machine of the server st . SVMt (τ) shows a set of resident virtual machines on
a host server st and HSh(τ) denotes a host server of a virtual machine VMh at time
τ .VPh(τ) (⊆VPt ) shows a subset of virtual processors on a host server st , which are
allocated to a virtual machine VMh at time τ . One virtual machine VMh (∈VM) on
a host server st is selected for a process pi issued by a client. Then, the process pi
is performed on the virtual machine VMh. Here, the process pi is a resident process
of the virtual machine VMh. VCPh(τ) shows a set of resident processes of a virtual
machine VMh at time τ . A virtual machine VMh is active at time τ if |VCPt(τ)| >
0, i.e. at least one process is performed, otherwise idle. CPt (τ) is a set of all the
resident processes performed on virtual machines of a server st at time τ , i.e.CPt(τ)
= ∪VMh∈SVMt (τ)VCPh(τ).

A virtual machine VMh on a host server st can migrate to a guest server su. First,
a copy of memory of a virtual machine VMh is created on a guest server su. On
issuing a migration command [25] on the host server st , the memory state ofVMh is
rst transferred to the server su while processes are being performed. On termination

of the state transfer to the host server su, the processes are resumed on the virtual
machine VMh and the state of VMh changed after the state transfer is transfered to
the server su. Then, the processes on the virtual machine VMh are restarted on the
server su.
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3 Power Consumption and Computation Models

3.1 MLPCM and MLC Models

The electric power consumption Et (τ) [W] of a server st with multiple CPUs to
perform computation processes at time τ is given as follows [23]:

[Multi-Level Power Consumption with Multiple CPUs (MLPCM) model]

Et(τ) = minEt +∑npt−1
k=0 {γtk(τ) [bEt +∑nct−1

i=0 αtki(τ)(cEt +βtki(τ) tEt)]. (1)

Here, γtk(τ) = 1 if a CPU cptk is active. Otherwise, γtk(τ) = 0. That is, Et(τ) =minEt
[W] in an idle server. αtki(τ) = 1 if a core ctki is active on a CPU cptk. Otherwise,
αtki(τ) = 0. βtki(τ) (≤ ctt ) is the number of active threads on a core ctki.

In Linux operating systems, processes are allocated to ntt (≥ 1) virtual pro-
cessors, in the round-robin (RR) algorithm [24]. The, electric power consumption
CEt(n) [W] of a server st to concurrently perform n (≥ 1) processes at time τ is
given in the MLPCM model [23] as follows:

[MLPCM model]

CEt(n)=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minEt i f n= 0.
minEt +n · (bEt + cEt + tEt) i f 1≤ n≤ npt .
minEt +npt · bEt +n(cEt + tEt) i f npt < n≤ nct · npt .
minEt +npt · (bEt +nct · cEt)+ntt · tEt i f nct · npt < n< ntt .
maxEt i f n≥ ntt .

(2)
In this paper, we assume Et(τ) =CEt(|CPt(τ)|) for each server st . The total elec-

tric energy TEt(st,et) [J] consumed by a server st from time st to time et is TEt (st,
et) = ∑et

τ=st Et(τ).
It takes Tti [sec] to perform a process pi on a thread in a server st . If only a process

pi is exclusively performed on a server st without any other process, the execution
time Tti of the process pi is minimum, i.e. Tti = minTti. In a cluster S of servers s1,
. . . , sm (m ≥ 1), minTi shows a minimum one of minT1i, . . . , minTmi. That is, minTi
= minTf i on the fastest thread which is on a server s f in the cluster S. Here, the
server s f is referred to as f astest. We assume one virtual computation step [vs] is
performed on the fastest server s f for one time unit [tu]. This assumption means,
the maximum computation rate maxCRTf of a fastest server s f is assumed to be
one [vs/sec]. Here, maxCRT = maxCRTf . On another slower server st , maxCRTt ≤
maxCRTf (= 1). The total numberVCi of virtual computation steps to be performed
in a process pi is de ned to be minTi [sec] · maxCRTf [vs/sec] = minTi [vs] where
a server s f is the fastest. The maximum computation rate maxCRti of a process
pi on a server st is VCi / minTti [vs/sec] (≤ 1). On a fastest server s f , maxCRf i
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= maxCRT = 1. For every pair of processes pi and p j on a server st , maxCRti =
maxCRt j = maxCRTt (≤ 1). The maximum computation rate maxCRt of a server st
is ntt · maxCRTt .

[Multi-level computation (MLC)model] [20, 21, 22] The computation rateCRti(τ)
[vs/sec] of a process pi on a server st at time τ is given as follows:

CRti(τ) =
{
maxCRt / |CPt(τ)| i f |CPt(τ)|> ntt .
maxCRTt i f |CPt(τ)| ≤ ntt .

(3)

Suppose a process pi on a server st starts at time st and ends at time et. Here,
∑et

τ=st CRti(τ) =VCi [vs]. At time τ a process pi starts on a server st , the computation
laxity plcti(τ) of a process pi is VCi. At each time τ , plcti(τ) is decremented by the
computation rateCRti(τ).
[Computation of a process pi]

1. At initial time τ the process pi starts, plcti(τ) = VCi;
2. At each time τ , plcti(τ +1) = plcti(τ) -CRti(τ);
3. Then, if plcti(τ +1) ≤ 0, pi terminates at time τ;

3.2 Computation Model of a Virtual Machine

Let phi show a process pi performed on a virtual machine VMh of a server st .
plchi(τ) is the computation laxity plcti(τ) of a process phi on the server st at time
τ . The virtual machine (VM) laxity vlch(τ) [vs] of a virtual machine VMh at time τ
is de ned to be the summation of computation laxities of the resident processes of
VMh:

• vlch(τ) = ∑pi∈VCPh(τ) plchi(τ).

The server laxity slct(τ) [vs] of a server st is the summation of VM laxities of
virtual machines hosted by the server st at time τ:

• slct(τ) = ∑VMh∈SVMt (τ) vlch(τ).

The VM computation rate VCRh(τ) [vs/sec] of a virtual machine VMh is de ned
as follows:
[Virtual machine (VM) computation ratio] The VM computation rate VCRh(τ)
of a virtual machine VMh on a server st at time τ is given as follows:

VCRh(τ) =
{
maxCRt · |VCPh(τ)| / |CPt(τ)| i f |CPt(τ)|> ntt .
|VCPh(τ)| ·maxCRTt i f |CPt(τ)| ≤ ntt .

(4)

Here, VCRh(τ) ≤ VCRk(τ) if |VCPh(τ)| ≤ |VCPk(τ)| for every pair of differ-
ent virtual machines VMh and VMk on a same server st . VCRh(τ) / VCRk(τ) =
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|VCPh(τ)| / |VCPk(τ)|. The computation rateCRti(τ) of each process pi depends on
the total number |CPt(τ)| of processes but is independent of the number |SVMt(τ)|
of virtual machines of a host server st [28].

The VM laxity vlch(τ) of a virtual machine VMh and the server laxity slct(τ) of
a server st which hosts VMh are manipulated as follows:
[VM computation (VMC) model]

VCPh = VCPh(τ);
while (VCPh �= φ ) {

1. for each process pi on a virtual machine VMh in SVMt(τ), i.e. pi ∈ VCPh,
plchi(τ +1) = plchi(τ) − VCRh(τ) / |VCPh|;

2. if plchi (τ + 1) ≤ 0, pi terminates at time τ and VCPh = VCPh − {pi};
3. vlch(τ +1) = vlch(τ) − VCRh(τ);
4. if vlch(τ +1) ≤ 0, every process on VMh terminates, i.e. VMh gets idle;
5. τ = τ + 1;

}; /* while end */

A virtual machineVMh is referred to as terminate ifVMh gets idle, i.e. no process
is performed onVMh In this paper, we estimate the termination time ETt and electric
energy consumption EEt of a server st to perform every process by considering
active virtual machines, not each process as follows:
[Virtual machine computation (VMC) model]
VMEST (st ,τ;EEt ,ETt)
input st ; τ;
output EEt ; ETt ;

{ ncp = |CPt(τ)|; /*number of processes on st*/
vlc = 0;
SVM = SVMt(τ); /* set of virtual machines on st */
x = τ;
EEt = 0;

/* obtain laxity vlc of the server st */
for each virtual machine VMh in SVM, /* VM laxity of VMh */
vlch = vlch(τ) (= ∑pi∈VCPh(τ) plci(τ));
ncph = |VCPh(τ)|; /*number of processes on VMh*/
vlc = vlc + vlch; /* server laxity of st */
}; /* for end */
while (SVM �= φ ) {
EEt = EEt +CEt(ncp); /* electric energy */
for each virtual machine VMh in SVM, {
vlch = vlch − VCRh(τ); /* VM laxity is decremented */
if vlch ≤ 0, /*VMh gets idle, i.e. terminates */ {

SVM = SVM − {VMh};
ncp = ncp − ncph;

} else vlc = vlc − vlch; /*decrement server laxity*/
}; /* for end */
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x = x + 1; /* time advances */
}; /* while end */
ETt = x − 1; /* every VM terminates, i.e. gets idle on st*/

};

Here, the VM computation rate VCRh(τ) of a virtual machine VMh depends on
how many number of processes are totally performed onVMh. The more number of
processes are performed on a virtual machine VMh, the larger VM computation rate
VCRh(τ). Here, it is noted we do not consider the termination time of each process
pi and only consider each virtual machine.

4 A Virtual Machine Migration (VMM) Algorithm

A client issues a process pi to virtual machinesVM1, . . .,VMv (v≥ 1) in a cluster S.
The expected electric energy consumption EEt and expected termination time ETt
of a server st to perform every current process on the virtual machines are obtained
by the procedure VMEST (st ,τ;ETt ,EEt). Then, one virtual machine VMh on a
server st is selected to perform a process pi as follows:
[VM selection]

for each server su in a cluster S, VMEST (su,τ;EEu,ETu);
MS = {su | EEu is minimum in S};
select st inMS where |CPt(τ)| is minimum;
select a virtual machine VMh in st where |VCPh(τ)| is minimum;

Then, the process pi is performed on the selected virtual machine VMh in the
selected host server st .

A server st is overloaded at time τ iff |CPt(τ)| > maxNCPt . For example, the
computation rateCRti(τ) of each process pi should be larger than α ·maxCRt . Since
CRti(τ) < α · maxCRt , CRti(τ) = ntt · maxCRt / |CPt(τ)|, ntt · maxCRt / maxNCPt
= α · maxCRt . Hence, maxNCPt = ntt / α . A server st more overloaded than a server
su if |CPt(τ)| / maxNCPt > |CPu(τ)| / maxNCPu.

First, an overloaded server st is selected whose expected electric energy EEt is
the largest in a cluster S. Then, a virtual machine VMh is selected in the selected
server st , VMh ∈ SVMt(τ), where the number |VCPh(τ)| of processes performed on
VMh is minimum.
[VM selection in st ]

for each server su in a cluster S, VMEST (su,τ;EEu,ETu);
OS = {su | su is overloaded and SVMu(τ) �= φ in S};
while (OS �= φ )
{
select st whose EEt is maximum in OS;
while (st is overloaded)
{
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select a virtual machine VMh in SVMt(τ) where |VCPh(τ)| is minimum;
select a server su where |CPu(τ)| is minimum and which is not overloaded;
if not found, break;
migrate VMh from st to su;
}; /* while end */

OS = OS − {st};
}; /*while end */

5 Evaluation

We evaluate the VMM algorithm in terms of the total electric energy consump-
tion TEE [J] and total active time TAT [sec] of servers and the average execution
time AET [sec] of processes compared with the random (RD), round robin (RR),
and NVM (non-migration of virtual machines). In the NVM algorithm, a virtual
machine is selected in the same VM selection algorithm as the VMM algorithm
but no virtual machine migrates. In the RD algorithm, one virtual machine VMh is
randomly selected. In the RR algorithm, a virtual machine VMh is selected after a
virtual machineVMh−1. In the RD, RR, and NVM algorithms, every virtual machine
VMh does not migrate. In the VMM algorithm, each virtual machine VMh migrates
to a guest server.

There are m heterogeneous servers s1, . . ., sm in a cluster S. The power consump-
tion parameters like minEt and maxEt [W] and the performance parameters like
maxCRTt and maxCRt of a server st are randomly taken as shown in Table 1. There
are a set VM of v (≥ 1) virtual machinesVM = {VM1, . . ., VMv}. In the evaluation,
m = 6 and v = 8.

The number n (≥ 1) of processes p1, . . ., pn are randomly issued to the cluster S.
In the simulation, one time unit [tu] is assumed to be 100 [msec]. In each process
con guration PFng, the minimum execution time minTi of each process pi is ran-
domly taken from 5 to 10 [tu], i.e. 0.5 to 1.0 [sec]. The amount VSi [vs] of virtual
computation steps of each process pi is minTi as discussed in this paper. The start
time stimei of each process pi is randomly taken from 0 to xtime - 1. The simula-
tion time xtime is 200 [tu] (= 20 [sec]). The simulation is time-based. We randomly
generate four process con gurations PFn1, . . ., PFn4 of the processes p1, . . ., pn.

We randomly generate four server con gurations SF1, . . ., SF4 of the servers s1,
. . ., sm (m = 6). In each server con guration SFk, the parameters of each server st
are randomly taken. We also generate four VM con gurations VF1, . . ., VF4 of the
virtual machines VM1, . . ., VMv (v = 8). In each VM con guration VFl , initially
each virtual machine VMh is randomly deployed on a server. For each combination
of the con gurations SFk, VFl , and PFng, the electric energy consumption EEt and
active time ATt of each server st and the execution time ETi of each process pi are
obtained.

Figure 1 shows the total electric energy consumption (TEE) [J] of six servers s1,
. . ., s6 (m = 6) with eight virtual machines VM1, . . ., VM8 (v = 8) for number n of
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Fig. 1 Total electric energy
consumption.

Fig. 2 Total active time of
servers.

Fig. 3 Average execution
time of processes.

processes. TEE is the summation EE1 + . . . + EEm. As shown in Figure 1, TEE of
the VMM algorithm is smaller than the other non-migration algorithms. Thus, TEE
can be reduced in the VMM algorithm.

Figure 2 shows the total active time (TAT) [sec] of six servers (m = 6) for the
number n of processes. TAT is AT1 + . . . + ATm. TAT in the VMM algorithm is
shorter than the other algorithms. This means, the servers are more lightly loaded in
the VMM algorithm than the other algorithms.
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Figure 3 shows the average execution time (AET) [sec] of the number n of pro-
cesses. AET is (ET1 + . . . + ETn) / n. AET of the VMM algorithm is shorter than
the other algorithms.

As shown here, the total electric energy consumption and active time of servers
and average execution time of processes can be reduced in the VMM algorithm.

Table 1 Parameters.

parameters values

m number of servers s1, . . . , sm (≥ 1).
npt number of CPUs (≤ 2).
nct number of cores (1, 2, 4, 6 )/ CPU.
ctt threads/core (≤ 2)
ntt number of threads (= ctt · npt · nct ).
maxCRTt [vs/tu] 0.5 ∼ 1.
maxCRt [vs/tu] ntt · maxCRTt .
minEt [W] 80 ∼ 100.
maxEt [W] minEt +E (50 ≤ E ≤ 150).
bEt [W] (maxEt - minEt ) / (4 · npt ).
cEt [W] 5 · (maxEt - minEt ) / (8 · npt · nct ).
tEt [W] (maxEt - minEt ) / (8 · ntt ).
n number of processes p1, . . . , pn (≥ 1).
minTi [tu] minimum computation time of pi (0.5 ∼ 1.0).
VSi [vs] VSi = minTi.
stimei starting time of pi (0 ≤ sti < xtime - 1).
xtime simulation time (= 200 [tu] = 20 [sec]).
v number of virtual machines VM1, . . ., VMv.

6 Concluding Remarks

In this papers, we proposed the VMM algorithm to reduce the electric energy con-
sumption of servers in a cluster. A virtual machine migrates from a host server to
a guest server if the guest server is expected to consume smaller electric energy
than the host server. The termination time of every current process is estimated for
each virtual machine without considering each process The computation time of the
VMM algorithm is smaller than the other algorithms. In the evaluation, we showed
the total electric energy consumption and active time of servers and the average ex-
ecution time of processes can be reduced in the VMM algorithm compared with the
non-migration algorithms.
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