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Welcome Message of BWCCA-2016 International 
Conference Organizers 

     This International Conference is a forum for sharing ideas and research work in the 
emerging areas of broadband and wireless computing. Information networking are 
going through a rapid evolution. Different kinds of networks with different character-
istics are emerging and they are integrating in heterogeneous networks. For these 
reasons, there are many interconnection problems which may occur at different levels 
of the hardware and software design of communicating entities and communication 
networks. These kinds of networks need to manage an increasing usage demand, pro-
vide support for a significant number of services, guarantee their QoS, and optimize 
the network resources.  
     The success of all-IP networking and wireless technology has changed the ways of 
living the people around the world. The progress of electronic integration and wireless 
communications is going to pave the way to offer people the access to the wireless 
networks on the fly, based on which all electronic devices will be able to exchange the 
information with each other in ubiquitous way whenever necessary.  
The aim of this conference is to present the innovative research and technologies as 

well as developments related to broadband networking, and mobile and wireless 
communications.  BWCCA-2016 received 195 paper submissions and based on re-
view results, we accepted 53 papers (about 27% acceptance ratio) for presentation in 
the conference and publication in the Springer Lecture Notes on Data Engineering 
and Communication Technologies Proceedings.
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Welcome to the 11-th International Conference on Broadband and Wireless Compu-
ting, Communication and Applications (BWCCA-2016), which will be held in con-
junction with the 11-th 3PGCIC-2016 International Conference from November 5 to 
November 7, 2016 at Soonchunhyang (SCH) University, Asan, Korea.  



 
     The organization of an International Conference requires the support and help of 
many people. A lot of people have helped and worked hard to produce a successful 
BWCCA-2016 technical program and conference proceedings. First, we would like to 
thank all authors for submitting their papers, Program Committee Members and re-
viewers who carried out the most difficult work by carefully evaluating the submitted 
papers.  
     This year in conjunction with BWCCA-2016 we have 7 International Workshops 
that complemented BWCCA-2016 program with contributions for specific topics. We 
would like to thank the Workshop Co-Chairs and all workshops organizers for organ-
izing these workshops. 
     We thank Shinji Sakamoto, Donald Elmazi and Yi Liu, Fukuoka Institute of Tech-
nology (FIT), Japan, as Web Administrator Co-Chairs and Dr. Makoto Ikeda, FIT, 
Japan, as Finance Chair for their excellent work.  

BWCCA-2016 General Co-Chairs 
Leonard Barolli, Fukuoka Institute of Technology (FIT), Japan 

Fatos Xhafa, Technical University of Catalonia, Spain 
Kangbin Yim, Soonchunhyang University, Korea 

 
BWCCA-2016 Program Committee Co-Chairs 

Yunyoung Nam, Soonchunhyang University, Korea  
Tetsuya Shigeyasu, Prefectural University of Hiroshima, Japan  

Marek R. Ogiela, AGH University of Science and Technology, Krakow, Poland 
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BWCCA-2016 International Conference Organizers 

     We would like to express our gratitude to Prof. Makoto Takizawa, Hosei Universi-
ty, Japan and Prof. Kyoil Suh, Soonchunhyang University, Korea as Honorary Co-
Chairs of BWCCA-2016 for their support and help. 
     We give special thanks to Prof. Nobuo Funabiki, Okayama University, Japan for 
kindly accepting to be Keynote Speaker of BWCCA-2016. 
     Finally, we would like to thank the Local Arrangement Team for making excellent 
local arrangement for the conference. 
We hope you will enjoy the conference and have a great time in Asan, Korea. 



 
Welcome Message from BWCCA-2016 Workshops 
Co-Chairs 

     This year 7 workshops will be held in conjunction with BWCCA-2016 
International Conference. The workshops are very important part of the main 
conference and they cover specific topics related to next generation networks, 
network traffic analysis, sensor technologies, smart environments, complex 
systems, wireless communication, mobile networks and multimedia network-
ing. 

 
BWCCA-2016 workshops are listed in following: 

1. The 18-th  International Symposium on Multimedia Network Systems 
and Applications (MNSA-2016) 

2. The 9-th International Workshop on Next Generation of Wireless and 
Mobile Networks (NGWMN-2016)  

3. The 7-th International Workshop on Methods, Analysis and Protocols 
for Wireless Communication (MAPWC-2016)  

4. The 7-th International Workshop on Cloud, Wireless and e-Commerce 
Security (CWECS-2016)  

5. The 5-th International Workshop on Robot Interaction, Control, Com-
munication and Cooperation (RI3C-2016) 

6. The 3-rd International Workshop on Secure Cloud Computing (SCC-
2016) 

7. The 3-rd International Workshop on Large Scale Networks and Applica-
tions (LSNA-2016)  
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and Wireless Computing, Communication and Applications (BWCCA-2016),
which will be held in conjunction with the 11-th 3PGCIC-2016 International
Conference from November 5 to November 7, 2016 at Soonchunhyang (SCH) 
University, Asan, Korea.   

Welcome to the Workshops of the 11-th International Conference on Broadband



 
 

BWCCA-2016 Workshops Co-Chairs 
 

Cheongghil Kim, Namseoul University, Korea  
Lidia Ogiela, AGH University of Science and Technology, Krakow, Poland  

Elis Kulla, Okayama University of Science, Japan  

viii

These workshops bring to the researchers conducting research in specific themes 
the opportunity to learn from this rich multi-disciplinary experience.  
     The Workshop Chairs would like to thank the workshop organizers for their great 
efforts and hard work in proposing the workshop, selecting the papers, the interesting 
programs and for the arrangements of the workshop during the conference days.  
     We hope you enjoy the workshops programs and proceedings.  
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BWCCA-2016 Organizing Committee 

 
Honorary Chairs 
 
Makoto Takizawa, Hosei University, Japan 
Kyoil Suh, Soonchunhyang University, Korea 
 
General Co-Chairs 
 
Leonard Barolli, Fukuoka Institute of Technology, Japan 
Fatos Xhafa, Universitat Politècnica de Catalunya, Spain 
Kangbin Yim, Soonchunhyang University, Korea 
 
Program Committee Co-Chairs 
 
Yunyoung Nam, Soonchunhyang University, Korea  
Tetsuya Shigeyasu, Prefectural University of Hiroshima, Japan  
Marek R. Ogiela, AGH University of Science and Technology, Krakow, Poland  
 
Workshop Co-Chairs 
 
Cheongghil Kim, Namseoul University, Korea  
Lidia Ogiela, AGH University of Science and Technology, Krakow, Poland  
Elis Kulla, Okayama University of Science, Japan  
 
Finance Chairs 
 
Makoto Ikeda, Fukuoka Institute of Technology, Japan 
 
Web Administrator Chairs 
 
Shinji Sakamoto, Fukuoka Institute of Technology, Japan 
Donald Elmazi, Fukuoka Institute of Technology, Japan 
Yi Liu, Fukuoka Institute of Technology, Japan 
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Local Organizing Co-Chairs 
 
Sunyoung Lee, Soonchunhyang University, Korea 
Hwamin Lee, Soonchunhyang University, Korea 
Yunyoung Nam, Soonchunhyang University, Korea 
 
 
 
Track Areas 
 
1. Wireless Networks and Applications 
 
Chairs:  

Hsing-Chung Chen, Asia University, Taiwan 
Safdar Hussain Bouk, Kyungpook National University, Korea 
Jing Li, Xidian University, China 
 
PC Members: 
 
Jyh-Horng Wen, Tunghai University, Taiwan 
Baojiang Cui, Beijing University of Posts And Telecommunications, China 
Zheli Liu, Nankai University, China 
Tainhan Gao, National Pilot Software College, China 
Yung-Fa Huang, Chaoyang University of Technology, Taiwan 
Chia-Hsin Cheng, National Formosa University Yunlin County, Taiwan 
Tzu-Liang Kung, Asia University, Taiwan 
Shu-Hong Lee, Chienkuo Technology University, Taiwan 
Ho-Lung Hung, Chienkuo Technology University, Taiwan 
Gwo-Ruey Lee, Lung-Yuan Research Park, Taiwan 
Chung-Wen Hung, National Yunlin University of Science & Technology

 University, Taiwan
Nadeem Javaid, COMSATS Institute of Information Technology, Pakistan 
Ahmed Naseem Alvi, COMSATS Institute of Information Technology, Pakistan 
Syed Hassan Ahmed, Kyungpook National University, Korea 
Abdul Wahid, COMSATS Institute of Information Technology, Pakistan 
Muhammad Azfar Yaqub, Kyungpook National University, Korea 
Juan Fang, Intel Corporation, USA 
Chensi Zhang, Xidian University, China 
Xuewen Liao, Xian Jiaotong University, China 
Xiangbin Yu, Nanjing University of Aeronautics, China 
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2. Ad-Hoc and Mesh Networks 
 
Chairs: 
 
Elis Kulla, Okayama University of Science, Japan 
Dongkyun Kim, Kyungpook National University, Korea 
Makototo Ikeda, Fukuoka Institute of Technology, Japan 
 
 
 
 
PC Members: 
 
Admir Barolli, Aleksander Moisiu University of Durres, Albania 
Tetsuya Oda, Fukuoka Institute of Technology, Japan 
Evjola Spaho, Polytechnic University of Tirana, Albania 
Arjan Durresi, IUPUI, USA 
Tomoya Enokido, Rishho University, Japan 
Akio Koyama, Yamagata University, Japan 
Keita Matsuo, Fukuoka Institute of Technology, Japan 
Isaac Woungang, Ryerson University, Canada 
Noriki Uchida, Fukuoka Institute of Technology, Japan 
Mimoza Durresi, Europian University of Tirana, Albania 
Fumiaki Sato, Toho University, Japan 
 
3. Cloud and Service Computing 
 
Chairs: 
 
Hwamin Lee, Soonchunhyang University, Korea 
Florin Pop, Polytechnic University of Bucharest, Romania 
Yilei Wang, Shangdong University, China 

 
PC Members: 
 
Hwa-Min Lee, Soonchunhyang University, Korea 
Dae-Won Lee, Seokyoung University, Korea 
Jong-Hyuk Lee, Samsung Electronics, Korea 
Sung-Ho Chin, LG Electronics, Korea 
Ji-Su Park, Korea University, Korea 
Jae-hwa Chung, Korea National Open University, Korea 
Ciprian Dobre, Polytechnic University of Bucharest, Romania 
Sergio L. Toral Marín, University of Seville, Spain 
Nik Bessis, Edge Hill University, UK 
Makoto Ikeda, Fukuoka Institute of Technology, Japan 
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Fatos Xhafa, Technical University of Catalonia, Spain 
Hao Wang, Shandong Normal University, China 
Chengyu Hu, Shandong University, China 
Xiaomei Yu, Shandong Normal University, China 
Xiangwei Zheng, Shandong Normal University, China 
Zhenhua Chen, University of Science and Technology, China 
 
4. Multimedia and Web Applications 
 
Chairs: 
 
Chul Sur, Pusan University of Foreign Studies, Korea 
Tomoyuki Ishida, Ibaraki University, Japan 
Kenzi Watanabe, Hiroshima University, Japan 
 
PC Members: 
 
Jung Soo Rhee, Busan University of Foreign Studies, Korea 
Sang Uk Shin, Pukyong National University, Korea 
Youngho Park, Pukyong National University, Korea 
Tetsuro Ogi, Keio University, Japan 
Hideo Miyachi, Tokyo City University, Japan 
Noriki Uchida, Fukuoka Institute of Technology, Japan 
Yasuo Ebara, Osaka University, Japan 
Nobuyuki Kukimoto, Kyoto University, Japan 
Kaoru Sugita, Fukuoka Institute of Technology, Japan 
Noriyasu Yamamoto, Fukuoka Institute of Technology, Japan 
Yoshiaki Hori, Saga University, Japan 
Takashi Yamanoue, Fukuyama University, Japan 
 
5. Security and Privacy 
 
Chairs: 
 
Changhoon Lee, Seoul University of Science and Technology, Korea 
Ryuya Uda, Tokyo University of Technology, Japan 
Baojiang Cui, Beijing University of Posts and Telecommunications, China 
 
PC Members: 
 
Sang-Soo Yeo, Mokwon University, Korea 
Soocheol Kim, Chung-Ang University, Korea 
Kihong Park, Mokwon University, Korea 
Sanghyun Seo, ETRI, Korea 
Jongsung Kim, Kookmin University, Korea 
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Hangbae Chang, Chung-Ang University, Korea 
Nobutaka Kawaguchi, Hitachi, Ltd., Japan 
Masayuki Terada, NTT DOCOMO, Inc., Japan 
Yoshihiro Kita, Tokyo University of Technology, Japan 
Jianxin Wang, Beijing Forestry University, China 
Jie Cheng, Shandong University, China 
Shaoyin Cheng, University of Science and Technology of China, China 
Jingling Zhao, Beijing University of Posts and Telecommunications, China 
 
6. Network Protocols and Performance Analysis 
 
Chairs: 
 
Hyobeom Ahn, Kongju University, Korea 
Francesco Palmieri, Second University of Naples, Italy 
Akio Koyama, Yamagata University, Japan 
 
PC Members: 
 
Taekyoung Kwon, Yonsei University, Korea 
Suyeon Lee, Baeseok Culture University, Korea 
Youngwany Lee, Fareast University, Korea 
Minoru Uehara, Toyo University, Japan 
Fumiaki Sato, Toho University, Japan 
Tomoyuki Nagase, Hirosaki University, japan 
Tomoya Enokido, Risho University, Japan 
Aniello Castiglione, University of Salerno, Italy 
Massimo Ficco, Second University of Naples, Italy 
Alessio Merlo, University of Genoa, Italy 
Mauro Migliardi, University of Padova, Italy 
 
7. Intelligent Computing 
 
Chairs: 
 
Jiwon Yoon, Korea University, Korea 
Tomasz Hachaj, Pedagogical University of Cracow, Poland 
Tetsuya Oda, Fukuoka Institute of Technology, Japan 
 
PC Members: 
 
Kangbin Yim, SCH University, Korea 
Hiroaki Nishino, Oita University, Japan 
Makoto Ikeda, Fukuoka Institute of Technology, Japan 
Akio Koyama, Yamagata University, Japan 
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Takuo Suganuma, Tohoku University Japan 
Salvatore Vitabile, University of Palermo, Italy 
Katarzyna Koptyra, AGH University of Science and Technology, Poland 
Adam Piórkowski, AGH University of Science and Technology, Poland 
Paweł Hachaj, Cracow University of Technology, Poland 
Marek Ogiela, AGH University of Science and Technology, Poland 
Lidia Ogiela, AGH University of Science and Technology, Poland 
 
8. Mobile and Vehicular Networks 
 
Chairs: 
 
Jeong Hyun Yi, Soongsil University, Korea 
Bhed Bista, Iwate Prefectural University, Japan 
Danda B. Rawat, Georgia Southern University, USA 
 
PC Members: 
 
Lei Chen, Georgia Southern University, USA 
Gongjun Yan, University of Southern Indiana, USA 
Houbing Song, West Virginia University, USA 
Kayhan Zrar Ghafoor, Koya University, Iraq 
Jiahong Wang, Iwate Prefectural University, Japan 
Shigetomo Kimura, University of Tsukuba, Japan 
Chotipat Pornavalai, King Mongkut's Institute of Technology Ladkrabang,  
Thailand 
Evjola Spaho, Polytechnic University of Tirana, Albania 
Wenjia Lei, New York Institute of Technology, USA 
Chandra Bajracharya, Georgia Southern University, USA 
Ghalib Asadullah, KICS UET Lahore, Pakistan 
Yaser Jararweh, Jordan University of Science and Technology, Jordan 
 
9. Distributed Algorithms and Systems 
 
Chairs: 
 

Tomoya Enokido, Rissho University, Japan 
 
PC Members: 
 
Jiyoung Lim, Korean Bible University, Korea 
Jong-Suk Ruth Lee, KISTI, Korea 
Francesco Palmieri, University of Salerno, Italy 
Cuong Viet Dinh, Ho Chi Minh City University of Science, Vietnam 
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Hsing-Chung Jack Chen, Asia University, Taiwan 
Woo-Seok Hyun, Korean Bible University, Korea 
Gangman Yi, Gangneung-Wonju National University, Korea 
Eric Pardede, La Trobe University, Australia 
Vamsi Krishna Paruchuri, University of Central Arkansas, USA 
Andrzej Wilczyński, Cracow University of Technology, Poland 
Minoru Uehara, Toyo University, Japan 
Akio Koyama, Yamagata University, Japan 
Leonard Barolli, Fukuoka Institute of Technology, Japan 
Fatos Xhafa, Technical University of Catalonia, Spain 
Makoto Takizawa, Hosei University, Japan 
 
10. Database and Data Mining 
 
Chairs: 
 
Seungmin Rho, Sungkyul University, Korea 
Agustinus Borgy Waluyo, Monash University, Australia 
 
PC Members: 
 
Muhammad Sajjad, Islamia College Peshawar NWFP, Pakistan 
Irfan Mehmood, Sejong University, Korea 
Mucheol Kim, Sungkyul University, Korea 
Sanghyun Seo, Sungkyul University, Korea 
Yusuke Gotoh, Okayama University, Japan 
Kin Fun Li, University of Victoria, Canada 
David Taniar, Monash University, Australia 
Wenny Rahayu, La Trobe University, Australia 
Eric Pardede, La Trobe University, Australia 
Tomoya Enokido, Rissho University, Japan 
 
11. Ubiquitous and Pervasive Computing 
 
Chairs: 
 
Howon Kim, Pusan University, Korea 
Ryo Nishide, Ritsumeikan University, Japan 
Isaac Woungang, Ryerson University, Canada 
 
PC Members: 
 
Ian Piumarta, Ritsumeikan University, Japan 
Kazuya Murao, Ritsumeikan University, Japan 
Gregor Schiele, University of Duisburg-Essen, Germany 
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Taku Noguchi, Ritsumeikan University, Japan 
Gaurav Indra, University of Delhi, India 
Andrea Ceccarelli, University of Florence, Italy 
Alagan Anpalagan, Ryerson University, Canada 
Wei Lu, Keene State College, USA 
Sanjay K. Dhurandher, University of Delhi, India 
Neelanjana Dutta, Missouri University of Science and Technology, USA 
Luca Caviglione, CNIT, Italy 
Sriram Chellappan, Missouri University of Science and Technology, USA 
Leandro Buss Becker, Universidadae Federal de Santa Catarina, Brazil 
Glaucio Carvalho, Ryerson University, Canada 
Deepak Sharma, University of Delhi, India 
 
12. IoT, Sensor and Body Networks 
 
Chairs: 
 
Yang-Sun Lee, Mokwon University, Korea 
Nik Bessis, Edge Hill University, UK 
Zahoor Ali Khan, Higher Colleges of Technology, UAE 
 
PC Members: 
 
Jae-Myung Choi, Mokwon Unviersity, Korea 
Mucheol Kim, Sungkyul University, Korea 
Sang-Hyun Seo, Sungkyul University, Korea 
Sang Oh Park, KISTI, Korea 
Taeshik Shon, Ajou University, Korea 
Woong Cho, Jungwon University, Korea 
Jongsung Kim, Kookmin University, Korea 
Jaehak Yu, ETRI, Korea 
Eleana Asimakopoulou,  Hellenic National Defence College, Greece 
Marcello Trovati, University of Derby, UK 
Bill Karakostas, VLTN, Belgium 
Kevin Curran, Ulster University, UK 
Federico Barrero, University of Seville, Spain 
Nadeem Javaid, COMSATS IIT, Pakistan 
Chaudhary Muhammad Imran, King Saud University, Saudi Arabia 
Umar Qasim, University of Alberta, Canada 
Farrukh Khan, King Saud University, Saudi Arabia 
Hamed Aly, Acadia University, Canada 
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BWCCA-2016 Reviewers 
 
 
 
 

 
Ahn Hyobeom  
Ali Khan Zahoor  
Barolli Admir 
Barolli Leonard 
Bessis Nik 
Bista Bhed 
Bouk Safdar Hussain  
Caballé Santi  
Castiglione Aniello 
Chellappan Sriram  
Chen Hsing-Chung 
Chen Xiaofeng 
Cui Baojiang 
Di Martino Beniamino 
Dobre Ciprian 
Durresi Arjan 
Enokido Tomoya 
Ficco Massimo 
Fiore Ugo 
Fujioka Hiroyuki  
Fun Li Kin 
Gentile Antonio 
Gotoh Yusuke 
Hachaj T omasz 
Hussain Farookh 
Hussain Omar 
Javaid Nadeem  
Jeong Joshua  
Ikeda Makoto 
Ishida Tomoyuki  
Kikuchi Hiroaki 
Kim Howon  
Kolici Vladi 
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Lee Hwamin 
Lee Kyungroul  
Lee Yang-Sun  
Li Jing 
Loia Vincenzo 
Matsuo Keita 
Kim Dongkyun 
Koyama Akio 
Kryvinska Natalia 
Nishide Ryo  
Nishino Hiroaki 
Oda Tetsuya 
Ogiela Lidia 
Ogiela Marek 
Palmieri Francesco 
Paruchuri Vamsi Krishna 
Pop  Florin 
Rahayu Wenny 
Rawat Danda 
Rho Seungmin  
Shibata Yoshitaka 
Sato Fumiaki 
Spaho Evjola 
Suganuma Takuo 
Sugita Kaoru 
Sur Chul  
Takizawa Makoto 
Taniar David 
Terzo Olivier 
Tokuyasu Tatsushi  
Uchida Noriki 
Uehara Minoru  
Uda Ryuya  
Venticinque Salvatore 
Vitabile Salvatore 
Waluyo Agustinus Borgy 
Wang Xu An 
Wang Yilei  
Watanabe Kenzi  
Woungang Isaac 
Xhafa Fatos 
Yim Kangbin 
Yi Jeong Hyun 
Yoon Jiwon  

Koyama Akio 
Kulla Elis 
Lee Changhoon 

xviii BWCCA-2016 Reviewers



Welcome Message from MNSA-2016 International  
Symposium Co-Chairs 
 
 
 
 
 

It is our great pleasure to welcome you to the 18-th International Symposium on Mul-
timedia Network Systems and Applications (MNSA-2016), which will be held in 
conjunction with the 11-th International Conference on Broadband and Wireless 
Computing, Communication and Applications (BWCCA-2016) at Soonchunhyang 
(SCH) University, Asan, Korea from November 5 to November 7, 2016. 
     This international symposium is a forum for sharing ideas and research work in the 
emerging areas of multimedia networking and systems.  
     Networks of today are going through a rapid evolution and the growing popularity 
of wired and wireless networks, multimedia network systems and applications are 
changing our daily life. In the last few years, we have observed an explosive growth 
of multimedia computing, communication and applications. This revolution is trans-
forming the way people lives, works and interacts with each other, and is impacting 
the way business, education, entertainment, and health care are operating. Presently, a 
lot of research on high-speed networks and multimedia communication is going on. 
The papers included in this symposium cover aspects of IoT, multimedia applications, 
DTNs, network protocols, distributed computing systems and wireless networks. 
     Many people contributed to the success of MNSA-2016. First, we would like to 
thank the organizing committee of BWCCA-2016 International Conference for giving 
us the opportunity to organize the symposium. We would like to thank all authors for 
submitting their research work and for their participation. We are looking forward to 
meet them again in the forthcoming editions of the workshop.  
     We would like to express our appreciation to MNSA-2016 reviewers who care-
fully evaluated the submitted papers. Finally, we would like to thank the Local Ar-
rangement Chairs for the local arrangement of the workshop.  
     We hope you will enjoy the workshop and have a great time in Asan, Korea. 
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MNSA-2016 International Symposium Organizing Committee 
 

MNSA-2016 Symposium Organizers 
Makoto Takizawa, Hosei University, Japan 

Leonard Barolli, Fukuoka Institute of Technology, Japan 
 

MNSA-2016 Program Co-Chairs 
Tomoya Enokido, Rissho University, Japan  
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MNSA-2016 Organizing Committee 

Symposium Co-Chairs 
 
Makoto Takizwa, Hosei University, Japan 
Leonard Barolli, Fukuoka Institute of Technology, Japan 
 
Symposium PC Chair 
 
Tomoya Enokido, Rissho University, Japan 
 
Program Committee Members 
 
Testuya Shigeyasu, Prefectural University of Hiroshima, Japan 
Shintaro Imai, Iwate Prefectural University, Japan 
Takuya Yoshihiro, Wakayama University, Japan 
Motoi Yamagiwa, University of Yamanashi, Japan 
Kazunori Ueda, Kochi University of Technology, Japan 
Markus Aleksy, ABB AG, Germany 
Irfan Awan, University of Bradford, UK 
Bhed Bahadur Bista, Iwate Prefectural University, Japan 
Yusuke Gotoh, Okayama University, Japan 
Hui-Huang Hsu, Tamkang University, Taiwan 
Rei Itsuki, Hiroshima International University, Japan 
Satoru Izumi, Tohoku University, Japan 
Akio Koyama, Yamagata University, Japan 
Tomotaka Kozuki, Hiroshima International University, Japan 
Toshiaki Osada, Tohoku Bunka Gakuen University, Japan 
Fumiaki Sato, Toho University, Japan 
Takuo Suganuma, Tohoku University, Japan 
Hideyuki Takahashi, Tohoku University, Japan 
Atsushi Takeda, Tohoku Gakuin University, Japan 
Noriki Uchida, Fukuoka Institute of Technology, Japan 
Misako Urakami, Oshima National College of Maritime Technology, Japan 
Masaaki Yamanaka, Hiroshima International University, Japan 
Muhammad Younas, Oxford Brookes University, UK 
Fatos Xhafa, Technical University of Catalonia, Spain 
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Welcome Message from NGWMN-2016 
International Workshop Co-Chairs 

 
Welcome to the 9-th International Workshop on Next Generation of Wireless and 
Mobile Networks (NGWMN-2016), which will be held in conjunction with the 11-th 
International Conference on Broadband and Wireless Computing, Communication 
and Applications (BWCCA 2016) at at Soonchunhyang (SCH) University, Asan, 
Korea from November 5 to November 7, 2016. 
      The aim of this workshop is to present the innovative researches, methods and 
algorithms for wireless networks, sensor networks and ubiquitous computing. The 
next generation of wireless and mobile networks is expected to allow a single mobile 
user to access heterogeneous wireless and mobile networks. Therefore, this workshop 
will provide a timely technical forum for the dissemination of new results in this 
exciting research area and is devoted to the architectures, protocols, resource 
management, mobility management, and scheduling in integrated wireless and mobile 
networks. 
     Many people have kindly helped us to prepare and organize the NGWMN-2016 
workshop. First, we would like to thank the authors who submitted high quality 
papers and reviewers who carefully evaluated the submitted papers. We would like to 
give our special thanks to General Co-Chairs of BWCCA-2016 for their strong 
encouragement and guidance to organize this workshop. We would like to thank all of 
the PC members for their serious review works in order to make successful 
organization of NGWMN-2016. 
     Finally, we would like to thanks the Local Organizing Committee of BWCCA-
2016 for excellent arrangement. 
     We hope you will enjoy the conference and have a great time in Asan, Korea 
 

NGWMN-2016 Co-Chairs 

Leonard Barolli, Fukuoka Institute of Technology, Japan  
Hsing-Chung Chen (Jack Chen), Asia University, Taiwan  

Kangbin Yim, SCH University, Korea 
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NGWMN-2016 Organizing Committee 

 
Workshop Co-Chairs 
 
Leonard Barolli, Fukuoka Institute of Technology, Japan  
Hsing-Chung Chen (Jack Chen), Asia University, Taiwan  
Kangbin Yim, SCH University, Korea  
 
Program Committee Members 
 
Muhammad Younas, Oxford Brookes University, UK 
Awan Irfan, University of Bradford, UK 
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Message from MAPWC-2016 International  
Workshop Organizers 
 
 
 
 

 
Welcome to the 7-th International Workshop on Methods, Analysis and Protocols for 
Wireless Communication (MAPWC-2016), which will be in conjunction with the 11-
th International Conference on Broadband and Wireless Computing, Communication 
and Applications (BWCCA-2016) at Soonchunhyang (SCH) University, Asan, Korea 
from November 5 to November 7, 2016. 
     Wireless communications are characterized by high bit-error rates and burst errors, 
which arise due to interference fading, shadowing, terminal mobility, and so on. Since 
the traditional design of the algorithms, methods and protocols of the wired Internet 
did not take wireless networks into account, the performance over wireless networks 
is largely degraded. Especially, the multi-hop communication aggravates the problem 
of wireless communication even further. To solve these problems, there has been 
increased interest to propose and design new algorithms and methodologies for wire-
less communication. 
     The aim of this workshop is to present the innovative researches, methods and 
numerical analysis for wireless communications and wireless networks. The work-
shop contains high quality research papers, which were selected carefully by Program 
Committee Members.  
     It is impossible to organize such a successful program without the help of many 
individuals. We would like to express our appreciation to the authors of the submitted 
papers, and to the program committee members, who provided timely and significant 
review. 
     We hope all of you will enjoy MAPWC-2016 and find this a productive opportu-
nity to exchange ideas with many researchers.   
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Message from CWECS-2016 International
 Workshop Organizers

 

Welcome to Asan, Korea and the 7-th International Workshop on Cloud, Wireless and 
e-Commerce Security (CWECS-2016), which is held in conjunction with the 11-th 
International Conference on Broadband and Wireless Computing, Communication 
and Applications (BWCCA-2016) at Soonchunhyang (SCH) University, Asan, Korea 
from November 5 to November 7, 2016. 
     Computer network and communication have been a part of our everyday life. Peo-
ple use them to contact others almost anytime anywhere. However, hackers due to 
business benefits, enjoying their skill/professional achievement or some other reasons 
very often attack, intrude or penetrate our systems. This is the key reason why com-
puter/network security has been one of the important issues in computer research. 
Many researchers have tried to do their best to develop system security techniques 
and the methods to protect a system. But system attacks still occur worldwide every 
day. In fact, current system security technology is far away from prefect and should 
be continuously improved. 
     This workshop aims to present the innovative researches, methods and applications 
for cloud, wireless and e-commerce security. Other network related papers are also 
welcomed. The workshop contains high quality research papers, which were selected 
carefully by Program Committee Members.  
     It is impossible to organize such a successful program without the help of many 
individuals. We would like to express our appreciation to the authors of the submitted 
papers, and to the program committee members, who provided timely and significant 
reviews. 
     We hope all of you will enjoy CWECS-2016 and find this a productive opportu-
nity to exchange ideas with many researchers. 
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Message from RI3C-2016 International Workshop       
Organizers 
 
 
 
 

 
Welcome to the 5-th International Workshop on Robot Interaction, Control, Commu-
nication and Cooperation (RI3C-2016), which will be held in conjunction with the 11-
th International Conference on Broadband and Wireless Computing, Communication 
and Applications (BWCCA 2016) at Soonchunhyang (SCH) University, Asan, Korea 
from November 5 to November 7, 2016. 
     Robots are being steadily introduced into modern everyday life and are expected to 
play a key role in the near future. Typically, the robots are deployed in situations 
where it is too dangerous, expensive, tedious, and complex for humans to operate. 
Although many of the real-life applications may only need a single robot, a large 
number of them require the cooperation, coordination and communication of a team 
of robots to accomplish a certain task. The use of multiple robots of overlapping ca-
pabilities offers a cost-effective and more robust solution. This redundancy in the 
robots' capabilities makes the overall system more flexible and fault-tolerant. 
     This workshop focuses on the emerging field of robot interaction, communication 
and cooperation bringing together research and application of methodology from 
robotics, human factors, human-computer interaction, interaction design, cognitive 
psychology, education and other fields to enable robots to have more natural and 
more rewarding interactions, communication and cooperation with humans through-
out their spheres of functioning.  
     The design of an efficient collaborative multi-robot framework that ensures the 
autonomy and the individual requirements of the involved robots is a very challenging 
task. Developing operational multi-robot teams involves research on a number of 
topics such as fault tolerant cooperative control, adaptive action selection, distributed 
control, robot awareness of team member actions, improving efficiency through learn-
ing, inter-robot communication, action recognition, local versus global control, and 
metrics for measuring the success.  
     The aim of this workshop is to present the innovative researches, technologies and 
new concepts, services and application software of robotic systems.  
     The organization of an International Workshop needs the help of many people. We 
would like to express our appreciation to the authors of the submitted papers, and to 
the program committee members. 
     We hope all of you will enjoy RI3C-2016 program and your stay in Asan, Korea. 
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Message from SCC-2016 International Workshop 
Organizers 

 
Welcome to the 3-rd International Workshop on Secure Cloud Computing (SCC-
2016) which will be in conjunction with the 11-th International Conference on Broad-
band and Wireless Computing, Communication and Applications (BWCCA-2016) at 
Soonchunhyang (SCH) University, Asan, Korea from November 5 to November 7, 
2016. 
     As cloud computing becomes prevalent, more and more organizations outsource 
the expensive computing and storage into the cloud servers. It brings appealing bene-
fits including relief of the burden for storage management, universal data access with 
independent geographical locations, and avoidance of capital expenditure on hard-
ware, software, and personnel maintenances, etc. Despite the tremendous benefits, 
outsource storage inevitably suffers from some new security challenges, such as secu-
rity and privacy of outsourced data. To address these issues, there has been increased 
interest to propose and design new algorithms and methodologies for secure cloud 
computing. 
     This workshop covers the latest advances in securing cloud storage and cloud 
computing that lead to gain competitive advantages in business and academia scenar-
ios. Industry and academic researchers, professionals and practitioners are invited to 
exchange their experiences and present their ideas in this field. The workshop con-
tains high quality research papers, which were selected carefully by Program Com-
mittee Members. The main topics of interest of SCC-2016 include but are not limited 
to the following: 

 Security infrastructure and framework of cloud computing 
 Coding and cryptography for secure cloud 
 Remote data integrity and possession 
 Distributed computation and access control on encrypted data 
 Privacy preserving technologies in cloud computing 
 Security and privacy in outsourcing data and computation 
 Dependability, availability and forensics in cloud 
 Secure data sharing, secure data replication 
 Security in Cloud and Grid Systems 

xxxix
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Xiaofeng Chen, Xidian University, China 
 

SCC-2016 Workshop PC Chair 
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     It is impossible to organize such a successful program without the help of many 
individuals. We would like to express our appreciation to the authors of the submitted 
papers, and to the program committee members, who provided timely and significant 
review. 
We hope all of you will enjoy SCC-2016 and find this a productive opportunity to 

exchange ideas with many researchers.   
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Message from LSNA-2016 International  
Workshop Organizers 

 
Welcome to the 3-rd International Workshop on Large Scale Networks and Applica-
tions (LSNA-2016), which will be held in conjunction with the 11-th International 
Conference on Broadband and Wireless Computing, Communication and Applica-
tions (BWCCA 2016) at Soonchunhyang (SCH) University, Asan, Korea from

     There are many network applications in various areas of Human life, thus there are 
many security threats by various attacks such as viruses and information interception. 
The network applications have attracted continuous attentions from both academia 
and industry. Especially, the large scale networks (e. g. social networks and wireless 
sensor network) aggravate even futher the problem of cyber attack. To address these 
issues of large scale networks, there has been increased interest to propose and design 
new algorithms and methodologies for network security and applications. 
     The aim of this workshop is to serve as a forum to present current and future work 
as well as to exchange research ideas in this field. The workshop invites authors to 
submit their original and unpublished work that demonstrate current research in all 
areas of large scale networks and applications.  
     It is impossible to organize such a successful program without the help of many 
individuals. We would like to express our appreciation to the authors of the submitted 
papers, and to the program committee members, who provided timely and significant 
review. 
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Xiaofeng Chen, Xidian University, China 
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Debiao He, Wuhan University, China 
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     We hope all of you will enjoy LSNA-2016 and find this a productive opportunity to 
exchange ideas with many researchers.   
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 BWCCA-2016 Keynote Talk

 
Prof. Nobuo Funabiki, Okayama University, Japan  
Java Programming Learning Assistant System: JPLAS 

Abstract 

 
As a useful and practical object-oriented programming language, Java has been 
used in many practical systems including enterprise servers, smart phones, and em-
bedded systems, due to its high safety and portability. Then, a lot of educational insti-
tutes have offered Java programming courses to foster Java engineers. We have pro-
posed and implemented a Web-based Java Programming Learning Assistant System 
called JPLAS, to assist such Java programming educations. JPLAS supports three 
types of problems that have different difficulties to cover a variety of students: 1) 
element fill-in-blank problem, 2) statement fill-in-blank problem, and 3) code writing 
problem. For 1), we have proposed a graph-theory based algorithm to automatically 
generate element fill-in-blank problems that have unique correct answers. For 2) and 
3), we have adopted the test-driven development (TDD) method so that the answer 
codes from students can be automatically verified using test codes for their self-
studies. In this talk, we introduce outlines of JPLAS and its application results to the 
Java programming course in our department. Besides, we introduce some new featu-
res of JPLAS including the offline answering function and the coding rule learning 
function. 
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 Abstract. In software development, to detect the presence of defects in the software as soon as 

possible, would greatly reduce the extent of losses arising. In this paper, focus on the memory-use 
error in C++ program, designed and implemented a memory check tools named ShadowCheck, 
based on dynamic binary instrumentation platform, which is platform-cross, efficiency and 
accuracy. In this paper, introduced dynamic binary instrumentation platform and the memory 
layout of Linux first, then explained how the ShadowCheck works, at last, summarized the 
efficiency and accuracy of ShadowCheck. 

1.  Introduction 

With the continuous development of computer technology, application program has extensive deep into 
all walks of life, as one of the most widely used programming language,   C++ was designed with a 
bias toward system programming and embedded, resource- constrained and large systems, with 
performance, efficiency and flexibility of use as its design highlights. 

Due to the limitations of its own software engineering, as well as the flexibility of C++ itself, so the 
program will inevitably lead to a variety of defects and bugs, these bugs mostly caused by the incorrect 
use of memory, such as buffer overflows, memory leaks, read undefined objects, and so on. These kind 
of bugs often causes undefined behavior and do not immediately make the program error or crash. For 
instance, the buffer overflow bug, only when the contaminated data is used, the program will show 
abnormal. Due to the delay makes such kinds of errors are difficult to find and repair. 

Under normal circumstances, simply rely on manual code review to Troubleshoot such errors is very 
inefficient, and further, there is a high false positive rate while checking for software defects with static 
analysis [1] tools, and some software companies in order to protect their own use, and will not disclose 
the source code, which makes the source code analysis to check for bugs more difficult. 

Compared with static analysis, binary code based dynamic defect detection [2] has a higher accuracy 
rate. And with binary code oriented software defect detection, we can dynamically change the binary 
executable code of program and the value of register, this brought great convenience for defect 
detection. 

On the other hand, binary executable code oriented defect detection tools are more difficulty to 
implement, and the code is always platform-specific and difficulty to port [3]. Furthermore, direct 
manipulation of the binary executable code makes the code optimization becomes more difficult, so 
that the efficiency of the program dropped significantly. 
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In order to solve the above problems, it has developed DBI (Dynamic Binary Instrumentation) 
platform [4] that allows us to write robust portable code that is binary executable oriented at a higher 
level of abstraction. 

2.  DynamoRIO Introduction 

DynamoRIO is a system for runtime code manipulation that is efficient, transparent, and 
comprehensive, able to observe and manipulate every executed instruction in an unmodified 
application running on a stock operating system and commodity hardware 

DynamoRIO uses a callback mechanism to operate with binary executable code, by setting a 
callback on the events we interest, we can easily manipulate the binary executable code of the target 
program. Meanwhile DynamoRIO instruction is a cross-platform binary instrumentation platform, 
which allows us to write programs more portable. 

2.1  DynamoRIO System Details 

DynamoRIO operates by shifting an application's execution from its original instructions to a code 
cache, where the instructions can be freely modified.  

DynamoRIO occupies the address space with the application and has full control over execution, 
taking over whenever control leaves the code cache or when the operating system directly transfers 
control to the application (kernel-mediated control transfers). 

Fig.1. DynamoR  system detail 

 

DynamoRIO copies the application code one dynamic basic block at a time into its basic block code 
cache. A block that directly targets another block already resident in the cache is linked to that block to 
avoid the cost of returning to the DynamoRIO dispatcher. 

Frequently executed sequences of basic blocks are combined into traces, which are placed in a 
separate code cache. DynamoRIO makes these traces available via its interface for convenient access to 
hot application code streams.  

The following figure shows the flow of control between the components of DynamoRIO and its 
code caches. 
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Fig.2. Control flow of DynamoRIO 

2.2 The efficiency of DynamoRIO 

DynamoRIO operates in user mode on a target process. It acts as a process virtual machine, interposing 
between the application and the operating system.  

Generally speaking, interpreting the binary would be about 300 times slower than executing the 
binary code directly on the hardware. DynamoRIO use code cache, direct link and indirect branch 
significantly reduce the cost of interpreting. 

2.2.1  Code cache 

With using the instruction cache, the code which may execute frequently would be stored in the cache, 
and being execute as same as the native code. The Code cache mechanism significantly improved the 
execution speed. Experiments have shown that the time overhead costs by interpret could be reduced to 
about 25 times by code cache. 

2.2.2  Direct link 

By copying the basic block to code to the code cache and execute them as same as native code can 
improve a lot of executing efficiency, but we still need to interpret the jump instruction because while 
control flow jumps to some address, no one knows whether the jump address is in the same basic code 
block and whether the new basic code block is cached. So we may have to switch the context to 
DynamoRIO and query where to jump and it is necessary to cache the new basic code block. 

DynamoRIO uses direct-link technique to link the basic code block, so if control flow jumps to a 
cached basic code block from another cache basic block by jump instruction, do not need to switch 
context anymore. 

So, if the both basic code blocks are cached, the runtime cost could be reduced to about 3 times. 
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2.2.3  Indirect branch 

Unlike jump instruction, the conditional branch instruction can't determine where to jump while basic 
code block was cached. DynamoRIO sets an indirect branch look up block to find where to jump. 
Compared with execute the code with conditional branch instruction directly, execute the same code 
through DynamoRIO only takes 1.2 times runtime. 

2.3  Transparent 

DynamoRIO should not affect the client process itself, but for the DynamoRIO and the client process 
are running in the user space together, it is always difficulty to be fully transparent. 

For transparency, DynamoRIO done a lot of work. 
 To avoid library conflict DynamoRIO do not use any link library, it use system call directly 

instead. 

 DynamoRIO use its own heap memory. 

 DynamoRIO use its own input and output program to avoid conflict. And write the output to file 
instead writing it to standard output. 

 DynamoRIO do not create thread, it just depends on the thread created by client process and 
user its own thread stack. 

Fig.3. Code cache 

3.  Memory Check Tools for C++ 

C++ is a flexibility programming language,which is famous for its efficiency and performance. And the 
flexibility makes it very easy to make mistake while using C++, even for efficiency programmer. Most 
of these mistakes are caused by incorrect use of memory. 

Traditional C++ detection tools, for example valgrind [5] and PIN [6], have false positive rate, low 
efficiency, poor portability shortcomings. 
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In order to help programmers, find such hidden bug, this paper design and implemented a 
cross-platform memory use check tool based DynamoRIO for C++ (ShadowCheck), which is efficient 
and accurate. The ShadowCheck uses shadow memory to recording the use of memory, and record the 
changes by the callback function. 

3.1  Shadow Memory 

ShadowCheck records the use of memory as shadow memory. In this paper, just like traditional tools, 
defined three states for every byte of memory; they are defined, undefined and unreachable [8].  

Take Linux’s virtual memory structure [7] for example, from lower to higher addresses are global 
variables and binary code text, heap memory, stack memory, the command-line arguments and 
environment variables. 

For initialization, we defined the memory upper than stack is always unreachable, and would never 
modify it. For heap memory, we define the whole heap memory unreachable in the initialization stage. 
While the client program running, we could change the range of stack and heap, just like show in figure 
x. The shadow memory can only be one of the three states, we have not defined read-only state, 
because in the view of binary executable code, we can’t differentiate if a byte of memory located in the 
heap or stack is writable. 
 

Fig.4. Linux memory layout 

 

The ShadowCheck would check and change the state of shadow memory each time when every key 
instruction, such as malloc call, assignment instruction and address access instruction.  

 When the stack grows, mark the corresponding as undefined. 

 After each assign instruction executed, mark the corresponding as defined. 

 While the function call asking for heap memory returned successful, mark the returned address 
as undefined. Then add a record to the global heap memory table. 

Shadow memory

Heap memoryStack memory

unreachable
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 When the function releasing heap memory, mark the released memory as unreachable. Then 
erase the corresponding in the heap memory table. 

But if we shadowed every byte of the entire memory space, would take away to many memories. 
ShadowCheck saved the shadow memory in three ways. If the byte is reachable, shadow each byte for 
one bit, which is enough to present the two reachable states, defined and undefined. For the 
unreachable memory, in this paper, it does not record the unreachable memory, instead, it keeps a hash 
map for every reachable byte. This has two advantages; First, ShadowCheck can find the reachable 
memory with high-efficiency. Second, if we can’t find some address in the hash map, it is always 
unreachable, in spite of the access to that unreachable memory may not case segment fault, but that is 
still certainly invalid. The tool would record the call stack and stop the client process. At last, 
ShadowCheck keeps an address table to record the bound of memory block. 

3.2  Error detection 

How to detect the invalid memory use with shadow memory is the key point for ShadowCheck. Using 
an appropriate detection algorithm can reduce the false positive rate and improve efficiency. 
ShadowCheck can check the following types of errors  

3.2.1  emory leak 

Only the memory without any record can be mentioned as memory leak. Because after the client 
process exits, kernel would retrieve most of resource, include memory. So, if the client has keep any 
record of a block of memory, including the address in the middle. 

3.2.2  Buffer overflow 

While ShadowCheck keep the bound for every memory block, it is easy to check if an assign instruct 
write into a memory overflowed. This is useful to check buffer overflow, but when write to a struct or 
class, it is difficult to determine whether buffer overflow occurred. ShadowCheck records the 
assignment instruct which covers both defined and undefined memory as may buffer overflow. 

3.2.3  Reading and writing to unreachable memory. 

To determine whether an address is reachable is easy. Check whether the address in upper the stack or 
in the heap but can’t be found in the heap memory table can check an address is reachable or not. 

3.2.4  Reading the undefined memory 

This problem is a little compose, because many operator system requires memory alignment, while the 
client process reply for memory or read memory, several more bytes maybe copied. ShadowCheck 
would not treat these cases as read undefined memory, except those two cases blow, the beginning of 
the address is undefined, the memory with undefined bytes is used as arguments for system call or 
conditional switch branch. 

8 J.L. Zhao et al.



3.2.5  Library functions and system calls 

Generally speaking, there are two ways to handle library functions and system calls, one is replacing 
them with own version, the other is wraps around the calls. To replace the library and system call cost 
too much for a cross-platform tool, ShadowCheck wraps those function calls with callbacks that check 
the state of shadow memory. 

Fig.5. Framework of ShadowCheck 

4. Efficiency and accuracy 

4.1 Efficiency 

For many binary insertion tool, the efficiency has been a difficult. Interpreting the binary executable 
code by software always slower hundreds of times than execute it directly with hardware. 

ShadowCheck is built based on DynamoRIO, which is already very efficiency. Furthermore, we 
implemented ShadowCheck with a series of optimization methods. 

 Use one byte to shadow four bytes, and encoded the related operating into binary manipulation. 

 We hashed function name to integer data, increased the speed while manipulating call stack. 

 Use extra hashtable to store the bound of important variables. 

 In some case, use a pair of tag to record the use of memory, this would be fast a lot than shadow 
every byte. 
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We tested the efficiency and compared with the well-known tools, Dr. Memory.  

Fig.6. Efficiency compared with dr. memory 

4.2 Accuracy 

Dynamic test has a higher accuracy than static analysis. And the error judge algorithm used by 
ShadowCheck can obviously reduce false positives. 

 For any memory access instruction, check the shadow memory whether is defined. If the access 
is used to system call or breach switch instruction, the check will be stricter. 

 For each memory apply/release call, check the memory hashtable whether it is valid. 

 For any instruction associated with pointer, record it and check whether memory leak occurred. 

ShadowCheck divides the errors into three categories; clearly error, possible error, debug 
information. In most cases, error would be found in the clearly error. 

5. Conclusion 

This paper concentrate on memory use errors for C++ codes. Design and implemented a memory check 
tools based on binary dynamic instrumentation platform. By shadow the using of memory, can detect 
the memory use error for high accuracy. 
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Abstract. The analysis on assembly instruction sequence plays a vital role in the field of 

measuring software similarity, malware recognition and software analysis, etc. This paper 

summarizes the features of assembly instructions, builds a six-group model and puts forward an 

algorithm of calculating similarity of assembly instructions. On that base a set of methods of 

calculating similarity of assembly instruction sequence are summarized. The preliminary 

experimental results show that it has high efficiency and good effect. 

1   Introduction 

In recent years, malicious software has a increasing spread, a dizzying variety and fast pace of 
change, which produce a great deal of trouble and loss for users. A report[1] in Business Software 
Alliance recently shows that 430 million new pieces of malware were discovered in 2015,up 36 percent 
from 2014 and organizations experiences some form of malware attack every seven minutes. Thus it 
can be seen, how to identify the behavior of the program has become an important research field of 
information security and plays a significant role in the program similarity and malware analysis field. 

  
The traditional program identification technology can be divided into static recognition[2,3] and 

dynamic recognition[4,5]. Static recognition means using a disassembler to turn the executable 
program code into assembly language and discover certain acts by matching the sequence of bytes and 
extracting signatures and constant feature of the program algorithm. Static recognition has an 
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advantage of low overheads, but it can�t recognize the use of multi-state, deformation, encryption, 
confusion and other means of malicious programs. 

  
Dynamic recognition is in an isolated emulation environment to run suspicious files, scanning 

system calls and analyzing instruction steam and data available. Thereby it can substantially eliminate 
the effects of Packers and code obfuscation. The drawback is the high overhead, low efficiency and 
low accuracy. 

  
This paper presents a program behavior recognition algorithm based on assembly instruction 

sequence similarity. In this work we record the assembly instruction steam, extract and analysis the 
information of instructions and generalise the model of assembly instruction sextuple. Based on this 
model, we design a matching algorithm for the assembly instruction steam sequence. Ultimately, we 
complete the induction which is from the assembly instructions to the abstract logic behavior of 
program from bottom to top, using dynamic program behavior feature extraction technology, to achieve 
the purpose of identifying the unknown program. 

2  Structure of assembly instruction 

Typically, the general format of assembly instructions are: 
[label field:] opcode field [source operand, destination operand] [; comment] 

Among them, the square brackets [] means that contents are optional, depending on the 
circumstances. 
(1) Label field: It is located at the beginning of the statement and represents the address of this 

statement. Numeral itself consists of one to eight letters and numbers, representing the command 
position in memory. 

(2) Opcode field: It represents the function of the instruction and indicates that the operation to be 
executed by a computer. 

(3) Operand: Operand is the assembly instructions operating data or address that data is located. This 
part can be divided into operand itself, the address of operand or the information related to the 
operands. 

(4) Comments: Comments begin with semicolon (;). It illustrates the program features to enhance 
readability. 

3  Abstract coding of assembly instructions 

Compared to static assembly instructions, the system function call sequences and the like, dynamic 
assembly instructions flow covers the entire information of the program behavior during the execution. 
It is an ideal object of analysis which we research to identify the program behavior. Through the above 
analysis shows that the structure of the assembly instructions, simple assembly instructions structures 
do not have abstraction. The semantic information that assembly instructions implied can not be 
identified and calculated by programs. Therefore, in order to extract the assembly instructions 
operational semantics, we design a abstract code to describe assembly instructions and name the model 
of assembly instruction sextuple In. 

14 B. Cui et al.



                                (3-1) 
This model fully considers the abstract feature information between different instructions. After 

extracting the semantic component feature of each assembly instruction, we quantify each element  in 
the model of assembly instruction sextuple, using quantitative value to express the information in each 
part. 

1) operation code 
 includes the operation code itself and their type. First, the operation code can be divided into 

six kinds according to their semantics, including data transfer instructions(MOV, LEA), arithmetic 
instructions(ADD, SUB), bit operation instructions(AND, OR), string operation instructions (STOS, 
CMPS), jump control instructions(JA, CALL), advanced control instructions(CLC, BOUND). Each 
category can be divided into subcategories in accordance with the address of the operand and the 

specific operating behaviors in the table below. 
  

Category Subcategory 
Data transfer General data transfer operation Stack data transfer operation Data Exchange 

operation 
Arithmetic Add and sub Multiplication and division Extended operations 

Bit operation General bit operation Bit test operation Bit scanning operation Shift operation
String operation String transfer operation String store operation String compare operation  

Jump control Function call Unconditional jump Conditional jump Loop control 

  
Table 1 Classification of operation code 

In quantifying the operation code, if two operation codes are totally same, it will return 1 in 
operation coding function. If two operation codes belong in the same category, which means there are 
similar places in meaning , it will return 0.5 in operation coding function. If they are not in the same 
category, it will return 0.1.  

2) operand coding 
 contains the number of operands of the instruction and three characteristics of the operand:  

 Type Operand is a field of assembly instructions. There are three types of operand can be put in 
this field, which are immediate, memory and register. In addition, memory space is divided into 
stack and non-stack space. 

 Importance: If memory or register as an independent operand, will be marked as "important"; on 
the contrary, if it is as an integral part of the operand address, were marked as "not important." 
This similarity will be quantized in subsequent alignments. 

 Tags: Tags here represent some information related to operands, recording associated memory or 
register. For example, EAX is a 32-bit general-purpose registers, EAX will be marked as 32, and 
joined the AX, AH, AL in the label. In quantifying operands, first we check each read-write mode 
of operands are same or not. �Important� will be marked if two operands are totally same and the 
returned value will be 0.2. If they are not same, the returned value will be 0.1.Next we check their 
storage type, If they are same, the result will increase by 0.1, otherwise it does not affect the result. 

3) Flag register coding 
Flag registers are called the program status word. We can know your current state of the CPU by 

them. For example, OF represents the overflow flag, it is used to check the result from addition or 
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substraction operation is overflowed or not.  is a nine-tuple structure which describes the flag 
register set. It is written . It corresponds to nine flag registers, 
describing the impact operation code makes. If the operation code affected one register, the returned 
value increases by 1/9. 

4) Read and write operations coding 
 is a triad which describes read-write mode in the assembly instruction, 

representing the operand of  �read�, �write� and �take�. For example, the assembly instruction MOV 
EBX DWORD PTR [EAX+0X4]. There are four operands in it. The read-write mode of the first one 
EAX is . The read-write mode of the second one 0x4 is . Then two operands comprise the third 
operand DWORD PTR [EAX+0X4], and its read-write mode is . The read-write mode of the last one 
EBX is . 

5) Depth of nesting function coding 
 represents the function which the assembly instruction belongs to is invoked in  layer. 

Even for the same instructions, the meanings of different nested depths are very different. Such as 
PUSH SP, the value in SP in functions of different nested depths differs greatly.   

6) Timestamp coding  
 indicates the exact point of execution. When , it means that it is the 10th assembly 

instruction when the program executes. 

 
4  Similarity measurement algorithm of assembly instructions 
After quantifying each element in the sextuple model, we can deduce the calculating formula that 

describes the smilarity between two assembly instructions. 
                                        (4-1) 

Among them,  represents the semantic similarity of instruction, referring to the similarity of 
.  represents the behavior similarity of instruction, referring to the similarity 

of .  represents the structural similarity of instruction, referring to the similarity 
of .  represents the weights to . Since  plays 
an important role in the sextuple,  itself is a multiplication factor. These variables need to fulfill 
the below conditions: 

                       (4-2) 
The computational method above, we take into full account the semantic information, the behavior 

information and the structural information. It can be more accurate and comprehensive to display the 
similar situation between two instructions. 

 
5 Similarity measurement algorithm of assembly instruction sequence 
After having calculated the similarity between two assembly instructions , we start to calculate the 

similarity betweeen two assembly instruction sequences. Here we adopt the idea of the longest 
common sequence(LCS) problem which is a dynamic programming. 

 represents a assembly instruction sequence that consists of  assembly instructions, and 
it is numbered from 1. So the similarity between two assembly instruction sequences  
is defined below: 

 
                 

                             (5-1) 
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                                             (5-2) 

,     (5-3) 

  
Pseudo-code as follows: 
Input  Assembly instruction sequence  InS1  

Assembly instruction sequence  InS2  
Output: The similarity of this two sequences  
function Sim(InS1,InS2) 
  for i = 1 to end do 
    for j = 1 to end do 
      t=max(SimInS[i-1][j],SimInS[i][j-1]) 
      SimInS[i][j]=max(t,SimIns[i-1][j-1]+SimIn[i][j]) 
    end for 
  end for 
 return SimIns[n1][n2] 
 end function   

 represents the global similarity of two assembly instruction sequence and it has not 
been normalized. To normalize this result, we define  as the partial similarity of 
two assembly instruction sequence ,

.We get the following equation: 
                       (5-4) 

So the normalized similarity of two assembly instruction sequence are as follows: 
             (5-5) 

                                          (5-6)

 indicates the length of the instruction sequence interval. The assembler instruction 
sequence similarity normalized result  can be get by the partial similarity 
divide the interval length. 

According to the above transfer equation,we can draw a sketch map describing the algorithm.  
Each grid represents the similarity between two assembly instructions. The arrows represent the 

value of the source in the position.  Choosing dark boxes indicate the path traversed when calculating 
ParSimInS (i1, i2, j1, j3). 
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Figure 5-1 The algorithm sketch map 
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So we can get the result from the figure above: 

 

6 Optimum of algorithm 
6.1 Reduce of time complexity 
The current average time complexity of the algorithm is . n is the number of instructions in 

the program. In practical applications, a program contains a large number of assembly instructions, so 
now the time complexity of the algorithm is high, efficiency is low. So we find a Instruction - Basic 
Block mode to reduce the time complexity of the algorithm. 

The basic block is a sequence of instructions executed in the program. During the running time, it 
maybe execute the same basic block. First we calculate the similarity between assembly instructions for 
the basic element in the static state. Then we calculate the similarity between basic blocks for the basic 
element, while establishing the similarity between the two-dimensional table of basic blocks. We treat 

 as key value, thus the number between two basic blocks is only once. 
When we find these two basic blocks has been calculated, the query time is only O(1), eliminating 
many repetitive calculations. Time complexity has been reduced. In summary, the similarity of two 
basic blocks  and  may be expressed as: 

                                       (6-1) 
 represents that there are n basic block sequence , we 

can get the equation from above. 
                                                (6-2) 

  
                                                (6-3) 

 

 ,   (6-4) 

The partial similarity between two basic block sequence can be expressed as: 
                 (6-5) 

The normalized representation is: 
              (6-6) 

 

                 (6-7)
 

6.2 Reduce of space complexity 
The current space complexity of the algorithm is . n is the number of instructions in the 

program. The memory which the program needs is relatively large. As can be seen in Figure 5-1, 
During the calculation, when we use the dynamic programming algorithm to calculate , the 
information we need is only the last layer and this layer. That means the information before has been 
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useless, so a two-dimensional array is sufficient to achieve the purpose of the calculation of each state. 
In this case,we reduce the space complexity and improve efficiency in the use of memory. 

 
To sum up, after optimizing the time complexity and space complexity, the program can calculate 

the degree of similarity between the basic blocks, and thus from the bottom to up, we can also calculate 
the similarity between functions. Ultimately the similarity between any two applications can be 
calculated, so we achieve the purpose of identifying the behavior of the program. 

  
7 Experimental results and analysis 
To verify the accuracy, time complex and space complex of this algorithm, we adopt the programs 

form the program online judge system of Beijing University of Posts and Telecommunications. Users 
can submit a variety of source code on the same topic on it. We select 2000 samples of 20 kinds. 

First we gather and classify all the samples. For each type of the programs, we select the most 
representative program. We don�t describe the clustering algorithm detailedly here. Then we 
discriminate and classify many unknown programs. The result is correct when the original source code 
belongs to the same category, otherwise the result is wrong. 

Final results are as follows: (Ins represents the average number of assembly instructions in all 
programs in that category, BBL represents the average number of basic blocks in all programs of this 
category, ETBO represents the elapsed time before optimization, ETAO represents the elapsed time 
after optimization, MBO represents the memory before optimization, MAO represents the memory 
after optimization). 

 
Program behavior Accuracy Ins BBL ETBO ETAO MBO MAO 

Program behavior 100% 1567 305 10.000s 0.078s 1896kb 1888kb 

Find the max 96% 108 20 0.093s 0.016s 1892kb 1888kb 

Encryption 99% 555 152 1.077s 0.062s 1896kb 1888kb 

Simple selection 98% 26 11 0.015s 0.001s 1888kb 1888kb 

Sort the structure 94% 1953 288 14.118s 0.639s 1896kb 1888kb 

Reverse a string 93% 647 89 2.792s 0.296s 1896kb 1888kb 

Length of string 99% 244 64 0.390s 0.031s 1892kb 1888kb 

Matrix operations 96% 858 177 4.275s 0.078s 1896kb 1888kb 

�� �� �� �� �� �� �� �� 

Average 98% 744 138 4.095s 0.150s 1894kb 1888kb 

 
Table 2 Experimental results 

 
Experimental results show that the average accuracy rate is 98%.When we use the Instruction - 

Basic Block mode and scroll array, the time complexity and space complexity is reduced by several 
tens of times. 

  
8 Conclusion 
This paper puts forward a program behavior recognition algorithm based on the similarity of 

assembly instructions. We treat the assembly instructions as our basic size and generalise the model of 
assembly instruction sextuple. Based on this model, we design a matching algorithm for the assembly 
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instruction sequence to detect the program behavior. Meanwhile, the algorithms are optimized for time 
complexity and space complexity, the experimental results show that this method can detect the basic 
behavior of the program, with the advantage of high accuracy. Next we hope to detect instruction 
semantics for further, constantly optimize the time complexity and maximize efficiency. 
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Energy-aware Migration of Virtual Machines in
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Abstract In order to realize eco-society, we have to reduce the electric energy con-
sumed by servers. Virtual machines are now widely used to support applications
with virtual computation service in server clusters. Here, a virtual machine can mi-
grate to a guest server while processes are being performed. In the EAMV algorithm
we previously proposed, the termination time of each process on each virtual ma-
chine has to be estimated. However, it is not easy to obtain the state of each process
and takes time to calculate the expected termination time. In this paper, we newly
propose a virtual machine migration (VMM) algorithm where termination time of
each virtual machine is estimated without considering each process. We evaluate the
VMM algorithm and show the total electric energy consumption and active time of
servers and the average execution time of processes can be reduced in the VMM al-
gorithm compared with non-migration algorithms. The VMM algorithm is simpler
than the EAMV algorithm
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1 Introduction

We have to reduce the electric energy consumed in information systems, especially
server clusters [27] to realize eco society [26]. In order to discuss how to reduce
the electric energy consumption of servers in a cluster, we rst need a power con-
sumption model which shows how much electric power a server consumes to per-
form application processes. Types of power consumption models are proposed in
our previous studies [12, 13, 14, 20, 21, 22]. The power consumption models are
also proposed for communication [16] and storage [17] types of application pro-
cesses. In order to reduce the electric energy consumption, types of server selection
algorithms [7, 13, 14, 17, 20, 21, 22] are proposed. Here, a server to perform a re-
quest process is selected so that the expected total electric energy consumption of
the servers can be reduced. A process migration approach is also discussed where
processes migrate to more energy-ef cient servers [4, 5, 6, 7, 11]. However, it is not
easy to migrate types of processes to servers with various architectures and operat-
ing systems.

A server cluster provides applications with virtual computation service by us-
ing virtual machines like KVM [25] and VMware [27]. Applications processes can
be performed on a virtual machine without being conscious of what servers are
included in a cluster. A virtual machine on a host server can migrate to a guest
server while processes are being performed on the virtual machine [25]. The EAMV
(Energy-Aware Migration of Virtual machines) algorithm [10] is proposed to select
a virtual machine for a request process and migrate a virtual machine to another
guest server. Here, the termination time of every current process on each virtual
machine has to be estimated to obtain the expected electric energy consumption of
the servers. In this paper, we newly propose a virtual machine migration (VMM)
algorithm which is simpler than the EAMV algorithm. As discussed in paper [28],
the average execution time of processes depends on the total number of current pro-
cesses on a server and is independent of the number of virtual machines. A server is
selected for a request process which is expected to consume the minimum electric
energy to perform the process and every current process. Then, a virtual machine
where the minimum number of processes are performed is selected in the selected
server. If a server is expected to consume more electric energy to perform processes,
one virtual machine is selected in the server, where the maximum number of pro-
cesses are performed. Then, the selected virtual machine migrates to another guest
server which is expected to consume smaller electric energy. We evaluate the VMM
algorithm compared with non-migration algorithms. In the evaluation, we show the
total electric energy consumption and active time of servers and the average execu-
tion time of processes are reduced in the VMM algorithm.

In section 2, we present a model of virtual machines. In section 3, we discuss
power consumption and computation models of a server with virtual machines. In
section 4, we propose the VMM algorithm. In section 5, we evaluate the VMM
algorithm.
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2 System Model

A cluster S is composed servers s1, . . ., sm (m ≥ 1). A server st is equipped with
a set CPt of npt (≥ 1) homogeneous CPUs, cpt0, . . ., cpt,npt−1. Each CPU cptk is
composed of nctk (≥ 1) cores ctk0, . . ., ctk,nctk−1. Each core ctki supports a set {thtki0,
. . ., thtki,cttki−1} of threads (cttki ≥ 1). Here, nctk = nct and cttki = ctt for each core
cttki. A server st supports processes with the total number ntt of threads, where ntt
= npt · cttk · nct .

A server st is modeled to support processes with vtt (≥ 1) virtual processors vtt0,
. . ., vtt,vtt−1. In this paper, every virtual processor is homogeneous in each server
st . Applications can use virtual processors to perform processes without being con-
scious of which thread in which core of which CPU is supported. One virtual pro-
cessor is at a time allocated to a process pi [24]. In this paper, we assume each
virtual processor is in a one-to-one correspondent relation with one thread. Hence,
vtt = ntt . A virtual processor is active if at least one process is performed, otherwise
idle. A server is active if and only if (iff) at least one virtual processor is active, oth-
erwise idle. In this paper, a process means an application process to be performed
on a server, which uses CPU.

A cluster S supports applications with a set VM of virtual machines {VM1, . . .,
VMv} (v ≥ 0). Each virtual machine VMh is supported with virtual processors of a
server st . Here, st is a host server of the virtual machine VMh and VMh is a resident
virtual machine of the server st . SVMt (τ) shows a set of resident virtual machines on
a host server st and HSh(τ) denotes a host server of a virtual machine VMh at time
τ .VPh(τ) (⊆VPt ) shows a subset of virtual processors on a host server st , which are
allocated to a virtual machine VMh at time τ . One virtual machine VMh (∈VM) on
a host server st is selected for a process pi issued by a client. Then, the process pi
is performed on the virtual machine VMh. Here, the process pi is a resident process
of the virtual machine VMh. VCPh(τ) shows a set of resident processes of a virtual
machine VMh at time τ . A virtual machine VMh is active at time τ if |VCPt(τ)| >
0, i.e. at least one process is performed, otherwise idle. CPt (τ) is a set of all the
resident processes performed on virtual machines of a server st at time τ , i.e.CPt(τ)
= ∪VMh∈SVMt (τ)VCPh(τ).

A virtual machine VMh on a host server st can migrate to a guest server su. First,
a copy of memory of a virtual machine VMh is created on a guest server su. On
issuing a migration command [25] on the host server st , the memory state ofVMh is
rst transferred to the server su while processes are being performed. On termination

of the state transfer to the host server su, the processes are resumed on the virtual
machine VMh and the state of VMh changed after the state transfer is transfered to
the server su. Then, the processes on the virtual machine VMh are restarted on the
server su.
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3 Power Consumption and Computation Models

3.1 MLPCM and MLC Models

The electric power consumption Et (τ) [W] of a server st with multiple CPUs to
perform computation processes at time τ is given as follows [23]:

[Multi-Level Power Consumption with Multiple CPUs (MLPCM) model]

Et(τ) = minEt +∑npt−1
k=0 {γtk(τ) [bEt +∑nct−1

i=0 αtki(τ)(cEt +βtki(τ) tEt)]. (1)

Here, γtk(τ) = 1 if a CPU cptk is active. Otherwise, γtk(τ) = 0. That is, Et(τ) =minEt
[W] in an idle server. αtki(τ) = 1 if a core ctki is active on a CPU cptk. Otherwise,
αtki(τ) = 0. βtki(τ) (≤ ctt ) is the number of active threads on a core ctki.

In Linux operating systems, processes are allocated to ntt (≥ 1) virtual pro-
cessors, in the round-robin (RR) algorithm [24]. The, electric power consumption
CEt(n) [W] of a server st to concurrently perform n (≥ 1) processes at time τ is
given in the MLPCM model [23] as follows:

[MLPCM model]

CEt(n)=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minEt i f n= 0.
minEt +n · (bEt + cEt + tEt) i f 1≤ n≤ npt .
minEt +npt · bEt +n(cEt + tEt) i f npt < n≤ nct · npt .
minEt +npt · (bEt +nct · cEt)+ntt · tEt i f nct · npt < n< ntt .
maxEt i f n≥ ntt .

(2)
In this paper, we assume Et(τ) =CEt(|CPt(τ)|) for each server st . The total elec-

tric energy TEt(st,et) [J] consumed by a server st from time st to time et is TEt (st,
et) = ∑et

τ=st Et(τ).
It takes Tti [sec] to perform a process pi on a thread in a server st . If only a process

pi is exclusively performed on a server st without any other process, the execution
time Tti of the process pi is minimum, i.e. Tti = minTti. In a cluster S of servers s1,
. . . , sm (m ≥ 1), minTi shows a minimum one of minT1i, . . . , minTmi. That is, minTi
= minTf i on the fastest thread which is on a server s f in the cluster S. Here, the
server s f is referred to as f astest. We assume one virtual computation step [vs] is
performed on the fastest server s f for one time unit [tu]. This assumption means,
the maximum computation rate maxCRTf of a fastest server s f is assumed to be
one [vs/sec]. Here, maxCRT = maxCRTf . On another slower server st , maxCRTt ≤
maxCRTf (= 1). The total numberVCi of virtual computation steps to be performed
in a process pi is de ned to be minTi [sec] · maxCRTf [vs/sec] = minTi [vs] where
a server s f is the fastest. The maximum computation rate maxCRti of a process
pi on a server st is VCi / minTti [vs/sec] (≤ 1). On a fastest server s f , maxCRf i
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= maxCRT = 1. For every pair of processes pi and p j on a server st , maxCRti =
maxCRt j = maxCRTt (≤ 1). The maximum computation rate maxCRt of a server st
is ntt · maxCRTt .

[Multi-level computation (MLC)model] [20, 21, 22] The computation rateCRti(τ)
[vs/sec] of a process pi on a server st at time τ is given as follows:

CRti(τ) =
{
maxCRt / |CPt(τ)| i f |CPt(τ)|> ntt .
maxCRTt i f |CPt(τ)| ≤ ntt .

(3)

Suppose a process pi on a server st starts at time st and ends at time et. Here,
∑et

τ=st CRti(τ) =VCi [vs]. At time τ a process pi starts on a server st , the computation
laxity plcti(τ) of a process pi is VCi. At each time τ , plcti(τ) is decremented by the
computation rateCRti(τ).
[Computation of a process pi]

1. At initial time τ the process pi starts, plcti(τ) = VCi;
2. At each time τ , plcti(τ +1) = plcti(τ) -CRti(τ);
3. Then, if plcti(τ +1) ≤ 0, pi terminates at time τ;

3.2 Computation Model of a Virtual Machine

Let phi show a process pi performed on a virtual machine VMh of a server st .
plchi(τ) is the computation laxity plcti(τ) of a process phi on the server st at time
τ . The virtual machine (VM) laxity vlch(τ) [vs] of a virtual machine VMh at time τ
is de ned to be the summation of computation laxities of the resident processes of
VMh:

• vlch(τ) = ∑pi∈VCPh(τ) plchi(τ).

The server laxity slct(τ) [vs] of a server st is the summation of VM laxities of
virtual machines hosted by the server st at time τ:

• slct(τ) = ∑VMh∈SVMt (τ) vlch(τ).

The VM computation rate VCRh(τ) [vs/sec] of a virtual machine VMh is de ned
as follows:
[Virtual machine (VM) computation ratio] The VM computation rate VCRh(τ)
of a virtual machine VMh on a server st at time τ is given as follows:

VCRh(τ) =
{
maxCRt · |VCPh(τ)| / |CPt(τ)| i f |CPt(τ)|> ntt .
|VCPh(τ)| ·maxCRTt i f |CPt(τ)| ≤ ntt .

(4)

Here, VCRh(τ) ≤ VCRk(τ) if |VCPh(τ)| ≤ |VCPk(τ)| for every pair of differ-
ent virtual machines VMh and VMk on a same server st . VCRh(τ) / VCRk(τ) =
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|VCPh(τ)| / |VCPk(τ)|. The computation rateCRti(τ) of each process pi depends on
the total number |CPt(τ)| of processes but is independent of the number |SVMt(τ)|
of virtual machines of a host server st [28].

The VM laxity vlch(τ) of a virtual machine VMh and the server laxity slct(τ) of
a server st which hosts VMh are manipulated as follows:
[VM computation (VMC) model]

VCPh = VCPh(τ);
while (VCPh �= φ ) {

1. for each process pi on a virtual machine VMh in SVMt(τ), i.e. pi ∈ VCPh,
plchi(τ +1) = plchi(τ) − VCRh(τ) / |VCPh|;

2. if plchi (τ + 1) ≤ 0, pi terminates at time τ and VCPh = VCPh − {pi};
3. vlch(τ +1) = vlch(τ) − VCRh(τ);
4. if vlch(τ +1) ≤ 0, every process on VMh terminates, i.e. VMh gets idle;
5. τ = τ + 1;

}; /* while end */

A virtual machineVMh is referred to as terminate ifVMh gets idle, i.e. no process
is performed onVMh In this paper, we estimate the termination time ETt and electric
energy consumption EEt of a server st to perform every process by considering
active virtual machines, not each process as follows:
[Virtual machine computation (VMC) model]
VMEST (st ,τ;EEt ,ETt)
input st ; τ;
output EEt ; ETt ;

{ ncp = |CPt(τ)|; /*number of processes on st*/
vlc = 0;
SVM = SVMt(τ); /* set of virtual machines on st */
x = τ;
EEt = 0;

/* obtain laxity vlc of the server st */
for each virtual machine VMh in SVM, /* VM laxity of VMh */
vlch = vlch(τ) (= ∑pi∈VCPh(τ) plci(τ));
ncph = |VCPh(τ)|; /*number of processes on VMh*/
vlc = vlc + vlch; /* server laxity of st */
}; /* for end */
while (SVM �= φ ) {
EEt = EEt +CEt(ncp); /* electric energy */
for each virtual machine VMh in SVM, {
vlch = vlch − VCRh(τ); /* VM laxity is decremented */
if vlch ≤ 0, /*VMh gets idle, i.e. terminates */ {

SVM = SVM − {VMh};
ncp = ncp − ncph;

} else vlc = vlc − vlch; /*decrement server laxity*/
}; /* for end */
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x = x + 1; /* time advances */
}; /* while end */
ETt = x − 1; /* every VM terminates, i.e. gets idle on st*/

};

Here, the VM computation rate VCRh(τ) of a virtual machine VMh depends on
how many number of processes are totally performed onVMh. The more number of
processes are performed on a virtual machine VMh, the larger VM computation rate
VCRh(τ). Here, it is noted we do not consider the termination time of each process
pi and only consider each virtual machine.

4 A Virtual Machine Migration (VMM) Algorithm

A client issues a process pi to virtual machinesVM1, . . .,VMv (v≥ 1) in a cluster S.
The expected electric energy consumption EEt and expected termination time ETt
of a server st to perform every current process on the virtual machines are obtained
by the procedure VMEST (st ,τ;ETt ,EEt). Then, one virtual machine VMh on a
server st is selected to perform a process pi as follows:
[VM selection]

for each server su in a cluster S, VMEST (su,τ;EEu,ETu);
MS = {su | EEu is minimum in S};
select st inMS where |CPt(τ)| is minimum;
select a virtual machine VMh in st where |VCPh(τ)| is minimum;

Then, the process pi is performed on the selected virtual machine VMh in the
selected host server st .

A server st is overloaded at time τ iff |CPt(τ)| > maxNCPt . For example, the
computation rateCRti(τ) of each process pi should be larger than α ·maxCRt . Since
CRti(τ) < α · maxCRt , CRti(τ) = ntt · maxCRt / |CPt(τ)|, ntt · maxCRt / maxNCPt
= α · maxCRt . Hence, maxNCPt = ntt / α . A server st more overloaded than a server
su if |CPt(τ)| / maxNCPt > |CPu(τ)| / maxNCPu.

First, an overloaded server st is selected whose expected electric energy EEt is
the largest in a cluster S. Then, a virtual machine VMh is selected in the selected
server st , VMh ∈ SVMt(τ), where the number |VCPh(τ)| of processes performed on
VMh is minimum.
[VM selection in st ]

for each server su in a cluster S, VMEST (su,τ;EEu,ETu);
OS = {su | su is overloaded and SVMu(τ) �= φ in S};
while (OS �= φ )
{
select st whose EEt is maximum in OS;
while (st is overloaded)
{
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select a virtual machine VMh in SVMt(τ) where |VCPh(τ)| is minimum;
select a server su where |CPu(τ)| is minimum and which is not overloaded;
if not found, break;
migrate VMh from st to su;
}; /* while end */

OS = OS − {st};
}; /*while end */

5 Evaluation

We evaluate the VMM algorithm in terms of the total electric energy consump-
tion TEE [J] and total active time TAT [sec] of servers and the average execution
time AET [sec] of processes compared with the random (RD), round robin (RR),
and NVM (non-migration of virtual machines). In the NVM algorithm, a virtual
machine is selected in the same VM selection algorithm as the VMM algorithm
but no virtual machine migrates. In the RD algorithm, one virtual machine VMh is
randomly selected. In the RR algorithm, a virtual machine VMh is selected after a
virtual machineVMh−1. In the RD, RR, and NVM algorithms, every virtual machine
VMh does not migrate. In the VMM algorithm, each virtual machine VMh migrates
to a guest server.

There are m heterogeneous servers s1, . . ., sm in a cluster S. The power consump-
tion parameters like minEt and maxEt [W] and the performance parameters like
maxCRTt and maxCRt of a server st are randomly taken as shown in Table 1. There
are a set VM of v (≥ 1) virtual machinesVM = {VM1, . . ., VMv}. In the evaluation,
m = 6 and v = 8.

The number n (≥ 1) of processes p1, . . ., pn are randomly issued to the cluster S.
In the simulation, one time unit [tu] is assumed to be 100 [msec]. In each process
con guration PFng, the minimum execution time minTi of each process pi is ran-
domly taken from 5 to 10 [tu], i.e. 0.5 to 1.0 [sec]. The amount VSi [vs] of virtual
computation steps of each process pi is minTi as discussed in this paper. The start
time stimei of each process pi is randomly taken from 0 to xtime - 1. The simula-
tion time xtime is 200 [tu] (= 20 [sec]). The simulation is time-based. We randomly
generate four process con gurations PFn1, . . ., PFn4 of the processes p1, . . ., pn.

We randomly generate four server con gurations SF1, . . ., SF4 of the servers s1,
. . ., sm (m = 6). In each server con guration SFk, the parameters of each server st
are randomly taken. We also generate four VM con gurations VF1, . . ., VF4 of the
virtual machines VM1, . . ., VMv (v = 8). In each VM con guration VFl , initially
each virtual machine VMh is randomly deployed on a server. For each combination
of the con gurations SFk, VFl , and PFng, the electric energy consumption EEt and
active time ATt of each server st and the execution time ETi of each process pi are
obtained.

Figure 1 shows the total electric energy consumption (TEE) [J] of six servers s1,
. . ., s6 (m = 6) with eight virtual machines VM1, . . ., VM8 (v = 8) for number n of
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Fig. 1 Total electric energy
consumption.

Fig. 2 Total active time of
servers.

Fig. 3 Average execution
time of processes.

processes. TEE is the summation EE1 + . . . + EEm. As shown in Figure 1, TEE of
the VMM algorithm is smaller than the other non-migration algorithms. Thus, TEE
can be reduced in the VMM algorithm.

Figure 2 shows the total active time (TAT) [sec] of six servers (m = 6) for the
number n of processes. TAT is AT1 + . . . + ATm. TAT in the VMM algorithm is
shorter than the other algorithms. This means, the servers are more lightly loaded in
the VMM algorithm than the other algorithms.
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Figure 3 shows the average execution time (AET) [sec] of the number n of pro-
cesses. AET is (ET1 + . . . + ETn) / n. AET of the VMM algorithm is shorter than
the other algorithms.

As shown here, the total electric energy consumption and active time of servers
and average execution time of processes can be reduced in the VMM algorithm.

Table 1 Parameters.

parameters values

m number of servers s1, . . . , sm (≥ 1).
npt number of CPUs (≤ 2).
nct number of cores (1, 2, 4, 6 )/ CPU.
ctt threads/core (≤ 2)
ntt number of threads (= ctt · npt · nct ).
maxCRTt [vs/tu] 0.5 ∼ 1.
maxCRt [vs/tu] ntt · maxCRTt .
minEt [W] 80 ∼ 100.
maxEt [W] minEt +E (50 ≤ E ≤ 150).
bEt [W] (maxEt - minEt ) / (4 · npt ).
cEt [W] 5 · (maxEt - minEt ) / (8 · npt · nct ).
tEt [W] (maxEt - minEt ) / (8 · ntt ).
n number of processes p1, . . . , pn (≥ 1).
minTi [tu] minimum computation time of pi (0.5 ∼ 1.0).
VSi [vs] VSi = minTi.
stimei starting time of pi (0 ≤ sti < xtime - 1).
xtime simulation time (= 200 [tu] = 20 [sec]).
v number of virtual machines VM1, . . ., VMv.

6 Concluding Remarks

In this papers, we proposed the VMM algorithm to reduce the electric energy con-
sumption of servers in a cluster. A virtual machine migrates from a host server to
a guest server if the guest server is expected to consume smaller electric energy
than the host server. The termination time of every current process is estimated for
each virtual machine without considering each process The computation time of the
VMM algorithm is smaller than the other algorithms. In the evaluation, we showed
the total electric energy consumption and active time of servers and the average ex-
ecution time of processes can be reduced in the VMM algorithm compared with the
non-migration algorithms.
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An Energy-efficient Migration Model of

Processes with Virtual Machines in a Server

Cluster

Ryo Watanabe, Dilawaer Duolikun, Tomoya Enokido, and Makoto Takizawa

Abstract In cloud computing systems, computation resources like CPU and stor-
ages are virtualized. Virtual machines are now widely used to support applications
with virtual computation service and to perform application processes. Furthermore,
virtual machines can migrate from a host server to a guest server while processes
are being performed on the virtual machines. We have to reduce electric energy
consumption of servers in server clusters. In this paper, we take advantage of the
migration technologies of virtual machines to reduce the electric energy consumed
by servers. We propose a simple virtual machine migration (SVM) algorithm to
migrate a virtual machine to another energy-efficient server in order to reduce the
electric energy consumption. We show the total electric energy consumption of the
servers can be reduced in the SVM algorithm.

1 Introduction

We have to reduce electric energy consumption of clusters like cloud computing
systems in order to realize eco society [14, 22, 23]. There are approaches to reducing
the electric energy consumption of servers [1, 2, 3, 7, 8, 10, 11, 13, 16, 18, 19]. In
one approach, if a client issues a request process to a cluster, one energy-efficient
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server is selected to perform the process. Types of algorithms to select an energy-
efficient server to perform a process are proposed [9, 12, 17, 20].

In another migration approach, a process on a server migrates to another server.
For example, a process migrates from a server to another server which is expected
to consume smaller electric energy [4, 5, 6]. However, it is not easy to migrate types
of processes among servers with various architectures and operating systems. Cloud
computing systems support applications with virtual computation services by using
virtual machines [24, 25]. Furthermore, a virtual machine can migrate from a host
server to another guest server while processes are being performed on the virtual
machine. Thus, it is easy to realize the process migration by using virtual machine
technologies. In our previous studies [5, 6], a virtual machine to perform a process
and to migrate to a guest server is selected by estimating time when each process
terminates and electric energy to be consumed by each server. However, it takes
time and is also difficult to collect plenty of information of processes and virtual
machines on each server to do the estimation.

In this paper, we newly propose a simple virtual machine migration (SV M) al-
gorithm where we do not estimate the termination time of each process. A virtual
machine is idle if no process is performed. Time when a virtual machine gets idle
is termination time. Without considering each process, the termination time of each
virtual machine is estimated. We can reduce time to estimate the termination time of
processes and the electric energy consumption of servers in a cluster by considering
virtual machines as units of computation. We evaluate the SVM algorithm compared
with non-migration algorithms. In the evaluation, we show the total electric energy
consumption of a cluster can be reduced in the SVM algorithm.

In section 2, we present a system model. In section 3, we present the power
consumption model and computation model of a virtual machine. In section 4, we
propose the SVM algorithm to select a server in a cluster. In section 5, we evaluate
the SVM algorithm.

2 System Model

A cluster S is composed of physical servers s1, . . . , sm (m ≥ 1). A cluster S supports
applications on clients with virtual computation service by using virtual machines
[24, 25]. Here, applications can use computation resources like CPU in a cluster
without being conscious of which servers support the computation resources. Thus,
a cluster S supports applications with a set V M of virtual machines V M1, . . . , V Mv
(v ≥ 1) like KVM (Kernel-based virtual machine) [24] and VMware [25]. If a client
issues a request to the cluster S, one virtual machine V Mh is selected in the cluster
S. A process pi to handle the request is created and performed on a virtual machine
V Mh. Let phi denote a process pi performed on a virtual machine V Mh. HSh(τ)
shows a host server st of a virtual machine V Mh at time τ . VCPh(τ) indicates a set
of processes performed on V Mh at time τ . SV Mt(τ) denotes a set of virtual machines
on a server st . Furthermore, a virtual machine V Mh can migrate from a host server
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st to another guest server su while processes are being performed on the virtual
machine V Mh without suspending the processes. For example, a current host server
st of V Mh is heavily loaded and another server su is less loaded. The virtual machine
V Mh migrates from the host server st to the guest server su. Then, processes on V Mh
can be more efficiently performed on the server su.

For each virtual machine V Mh on a host server st , memory area to store the virtual
machine V Mh is first allocated in each server. On issuing a migration command [24]
to the host server st , the memory state of the virtual machine V Mh is transfered
to a guest server su. Here, processes on V Mh are performed on the host server st .
When the memory state of V Mh is transfered to the guest server su, the processes
are suspended and a part of the memory state which is changed after the memory
state transmission starts is transrated to the guest server su. Then, the processes on
V Mh are restarted on the server su.

We consider a pair of virtual machines V M1 and V M2 which are realized in KVM
[24] on a server st with one CPU (Intel corei7-6700k) and memory (16 GB). Totally
n (≥ 1) processes p1, . . . , pn are concurrently performed on the server st . Figure 1
shows the average execution time of the n (n = 120, 180, 240) processes on v (≤ 2)
virtual machines V M1, . . ., V Mv. “v = 0” means the processes are directly performed
on the server st . “v = 1” shows that every process is performed on a virtual machine,
say V M1 of the server st . “v = 2” indicates n/2 processes are performed on each of
the virtual machines V M1 and V M2. As shown in Figure 1, the average execution
time of the processes depends on the number n of the processes performed on the
server st but is independent of the number v of virtual machines on the server st .

Fig. 1 Average execution time of processes on V M1 and V M2.
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3 Power Consumption and Computation Models

3.1 MLPCM Model

In this paper, a process means a computation type of application process where
CPU resource is used. A server st is composed of npt (≥ 1) homogeneous CPUs
cpt0, . . . , cpt,npt−1. Each CPU cptk is composed of nct (≥ 1) homogeneous cores
ctk0, . . . , ctk,nct−1. Each core ctkh supports the same number ctt (≤ 2) of threads. The
total number ntt of threads on a server st is npt · nct · ctt . An active thread and core
are ones where at least one process is performed. An active server is a server where
at least one thread is active. A server which is not active is idle.

Let CPt(τ) be a set of processes performed on a server st at time τ . The electric
power consumption Et (τ) [W] of a server st to perform processes at time τ is given
in the MLPCM (Multi-Level Power Consumption with Multiple CPUs) model as
follows [17, 18, 19, 20]:

Et(τ) = minEt +∑npt−1
k=0 {γtk(τ) [bEt +

nct−1

∑
i=0

αtki(τ)(cEt +βtki(τ) tEt)]}. (1)

Here, γtk(τ) = 1 if at least one core is active on a CPU cptk at time τ (k = 0, 1,
. . . , npt−1). Otherwise, γtk(τ) = 0. Even an idel server st consumes the minimum
electric power Et(τ) = minEt [W] at time τ . αtki(τ) = 1 if a core ctki is active on a
CPU cptk. Otherwise, αtki(τ) = 0. βtki(τ) (≤ ctt ) is the number of active threads on
a core ctki. If αtki(τ) = 0, βtki(τ) = 0. If αtki(τ) = 1, 1 ≤ βtki(τ) ≤ ctt .

In Linux operating systems [15], each process is allocated to one of ntt (≥ 1)
threads trtk0, . . . , trtk,ntt−1 of a server st in the round-robin (RR) algorithm. The
electric power consumption CEt(n) [W] of a server st to concurrently perform n
processes at time τ is given in the MLPCM model as follows [17, 18, 19, 20]:

[MLPCM model for n processes] [Figure 2]

CEt(n)=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minEt if n = 0.
minEt +n · (bEt + cEt + tEt) if 1 ≤ n ≤ npt .
minEt +npt · bEt +n · (cEt + tEt) if npt < n ≤ nct · npt .
minEt +npt · (bEt +nct · cEt)+ntt · tEt if nct · npt < n < ntt .
maxEt if n ≥ ntt .

(2)

The electric power consumption Et(τ) [W] is assumed to be CEt (| CPt(τ) |) in
this paper. The total electric energy T Et(st,et) [J] consumed by a server st from
time st to time et is T Et(st,et) = ∑et

τ=st Et(τ).
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Fig. 2 MLPCM model.

3.2 MLCM Model
Each process is at a time performed on a thread of a server. It takes Tti [sec] to
perform a process pi on a thread of a server st . A server s f with fastest threads is
referred to as f astest in a cluster S. If only a process pi is performed on a server st
without any other process, the execution time Tti of the process pi is minimum, i.e.
Tti = minTti. In a cluster S of servers s1, . . . , sm (m ≥ 1), minTi shows a minimum
one in a set {minT1i, . . . , minTmi} of minimum execution time. This means, minTi =
minTf i on the fastest server s f .

We assume one virtual computation step [vs] is performed on a fastest server
s f for one time unit [tu]. The maximum computation rate maxCRTf of the fastest
server s f is assumed to be one, maxCRTf = 1[vs/sec]. The number V Si of total virtual
computation steps of a process pi is defined to be minTi [sec] · maxCRTf [vs/sec] =
minTi [vs]. The maximum computation rate maxCRti of a process pi on a server st is
V Si / minTti [vs/sec] (≤ 1). On a thread of a server st , maxCRti = maxCRTt [vs/sec]
for every process pi.

The maximum computation rate maxCRt [vs/sec] (≤ 1) of a server st is npt · nct ·
ctt · maxCRTt = ntt · maxCRTt where ntt is the total number of threads. CRt(τ) indi-
cates the computation rate of a server st at time τ where CRt(τ)≤ maxCRt . Suppose
a process pi is performed on a server st at time τ . The computation rate CRti(τ) of
every process pi on a server st is CRt (τ) / |CPt (τ)|. The more number of processes
are concurrently performed on a server st at time τ , the smaller computation rate
CRti(τ) of each process pi. The computation rate CRti(τ) of a process pi on a server
st at time τ is given in the MLCM (Multi-Level Computation with Multiple CPUs)
model as follows [17, 18, 19, 20]:

[MLCM model] The computation rate CRti(τ) [vs/sec] of a process pi on a server
st at time τ is given as follows:

CRti(τ) =
{

maxCRt / |CPt(τ)| if |CPt(τ)|> ntt .
maxCRTt if |CPt(τ)| ≤ ntt .

(3)
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Figure 3 shows the computation rate CRti(τ) of a process pi on a server st which
supports the number ntt of threads. The computation rate CRti(τ) is constant (=
maxCRTt ) if n (= |CPt(τ)|) ≤ ntt . For n > ntt , CRti(τ) is maxCRt (= ntt · maxCRTt )
/ n. The computation rate maxCRt is equally allocated to each current process pi.
Here, ∑et

τ=st CRti(τ) = V Si [vs] = maxCRTf · minTi which shows the total amount

Fig. 3 Computation rate.

of computation to be performed by a process pi. At each time τ , a process pi is
performed at computation rate CRti(τ) on a server st . The computation laxity lcti(τ)
[vs] is the number of virtual computation steps [vs] to be performed in the process
pi on a server st after time τ . At time τ a process pi starts, lcti(τ) = V Si. Then, at
each time τ , the laxity lcti(τ) is decremented by CRti(τ), i.e. lcti(τ + 1) = lcti(τ) −
CRti(τ). If lcti(τ +1) ≤ 0, the process pi terminates at time τ .

4 Energy-efficient Migration of Virtual Machines

4.1 Estimation Model

A client issues a request process pi to a cluster S with a set V M = {V M1, . . . , V Mv}
(v ≥ 1) of virtual machines. Each virtual machine V Mh is on a host server st . First,
one virtual machine V Mh is selected for performing the process pi in the set V M.
Then, the process pi is performed on V Mh. Furthermore, the virtual machine V Mh
can migrate from a host server st to a guest server su. Thus, we have to discuss how
to select a virtual machine where a process pi is to be performed and which virtual
machine to migrate to which server in a cluster.

It is not easy to estimate the termination time of each current process pi in every
virtual machine V Mh on a server st by using the computation laxity lcti(τ) and the
computation rate CRti(τ) of each process pi as discussed [16, 17, 18, 19, 20, 21]. In
this paper, a virtual machine is considered to be a unit of estimation of termination
time of processes without considering each current process.

For a virtual machine V Mh on a server st , the virtual machine (V M) laxity vlch(τ)
[vs] at time τ is defined as follows:
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vlch(τ) = ∑pi∈VCPt (τ)
V Si /2. (4)

In this paper, we assume each current process pi (∈ VCPt(τ)) on a virtual machine
V Mh finishes the half of the total computation V Si by time τ .

The V M computation rate VCRht(τ) [vs/sec] of a virtual machine V Mh on a host
server st at time τ is defined as follows:

VCRht(τ) =
{

maxCRt · |VCPh(τ) | / |CPt(τ)| if |CPt(τ)|> ntt .
maxCRTt · |VCPh(τ) | if |CPt(τ)| ≤ ntt .

(5)

The larger number of processes are performed on a virtual machine V Mh, the larger
V M computation rate VCRht(τ) is given to the virtual machine V Mh in a server st .
The summation of V Mh computation rates of virtual machines on a server st is the
computation rate CRt(τ) of the server st , i.e. ∑V Mh∈SV Mt (τ) vlch(τ) = CRt(τ) at time
τ .

The server laxity slct(τ) [vs] of a server st at time τ is the summation of the V M
laxites of the virtual machines in the server st as follows:

slct(τ) = ∑V Mh∈SV Mt (τ)
vlch(τ). (6)

This means, a server st is assumed to have the total amount slct(τ) of virtual com-
putation steps to be performed at time τ .

We introduce the following function e ft (vl, n) for V M laxity vl and number n of
processes on a server st :

e ft(vl, n) =
{

vl/maxCRt if n > ntt .
vl/(n ·maxCRTt) if n ≤ ntt .

(7)

The expected termination time ETt of a server st is given at time τ by using the
factor e ft as follows:

ETt = e ft(slct(τ), |CPt(τ)|). (8)

The expected electric energy consumption EEt [J] of a server st is given at time
τ as follows:

EEt = ETt ·Et(|CPt(τ)|). (9)

4.2 VM Selection Algorithm

First, suppose a client issues a process pi to a cluster S. A virtual machine V Mh is
first selected for the process pi by the following algorithm:
[VM selection]

1. Select a server st for a process pi where the expected electric energy consumption
EEt = e ft (slct(τ) + V Si, |CPt(τ)| + 1) · maxEt is minimum at current time τ if a
client issues the process pi.
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2. Select a virtual machine V Mh on the server st where the number |VCPh(τ)| of
processes is minimum.

3. Issue the process pi to the selected virtual machine V Mh on the host server st .

If a process pi is issued to a virtual machine on a server st , the server laxity slct(τ)
is incremented by the amount V Si of computation of the process pi, i.e. slct(τ) +
V Si. The expected termination time ETt to finish the process pi and every current
process in the set CPt(τ) is given as e ft(slct(τ) + V Si, |CPt(τ)| + 1). Here, the
expected electric energy EEt consumed by a server st to perform the new process pi
in addition to every current process is e ft (slct(τ) + V Si, |CPt(τ)| + 1) ·CEt(|CPt(τ)|
+ 1) [J]. A server st whose EEt is minimum is first selected in the cluster S. Then,
a virtual machine V Mh where the minimum number |VCPh(τ)| of processes are
performed is selected in the selected server st . The process pi is issued to the selected
virtual machine V Mh.

A server st is overloaded at time τ if |CPt(τ)| ≥ maxCNt . If a host server st is
overloaded at time τ , one virtual machine V Mh is selected and migrates to another
guest server su in the following VM migration algorithm:

[VM migration]

1. Let X be a set of overloaded servers in a cluster S.
2. If X = φ , terminate; Select a server st whose expected electric energy consump-

tion EEt is largest in the set X .
3. Let V be a set of virtual machines in the server st .
4. Select a virtual machine V Mh where |VCPh(τ)| is maximum in the set V .
5. Select a server su which is not overloaded even if V Mh migrates to the server

su, i.e. |CPu(τ)| + |VCPh(τ)| ≤ maxCNu and the expected electric energy con-
sumption EEt = e fu(slcu(τ) + vlch(τ), |CPu(τ)| + |VCPh(τ)|) · cEu(|CPu(τ)| +
|VCPh(τ)|) is minimum.

6. If not found, V = V - {V Mh}; If V �= φ , go to 4, else X = X - {su} and go to 2.
7. Migrates the virtual machine V Mh from the server st to the selected server su.
8. If the server st is still overloaded, go to 4.

5 Evaluation

We consider a cluster S composed of four real servers DSLab4, DSLab, Sunny,
and Atria (m = 4) and four virtual machines V M1, . . ., V M4 (v = 4). The servers
DSLab4 and DSLab are equipped with four and two Intel Xeon E5-2667 v2 CPUs,
respectively. Sunny and Atria are equipped with an Intel Xeon E5-2620 CPU and an
Intel Corei7-6700K CPU, respectively. The performance parameters like maxCRTt
and electric energy parameters like minEt of each server st are shown in Table 1.
Initially, one virtual machine is deployed on each server. There are n (> 0) processes
p1, . . ., pn. The starting time stimei of each process pi is randomly taken from time
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0 to xtime - 1. Here, xtime is 200 time unit [tu]. In fact, one time unit [tu] shows 100
[msec] [16]. The minimum execution time minTi is randomly taken from 5 to 10 [tu].
The parameters of each process pi are shown in Table 2. We consider the random
(RD), round robin (RR), and SVM algorithm. In the RD and RR algorithms, virtual
machines do not migrate. The total electric energy consumption of the servers is
smaller in the SVM algorithm than the others.

Figure 4 shows the total electric energy consumption of the servers in the cluster
S for number n of processes. Total electric energy consumption of the servers can
be reduced in the SVM algorithm.

Figure 5 shows the total active time (TAT) of the servers. The total active time
(TAT) of the servers in the SVM algorithm is shorter than the RD and RR algorithms.
This means, servers are less loaded in the SVM algorithm than the other algorithms.

Figure 6 shows the average execution time of the processes. The average execu-
tion time of the SVM algorithm is shorter than the other algorithms. Each process
can be more efficiently performed by migrating virtual machines.

Table 1 Parameters of servers.
parameters DSLab4 DSLab Sunny Atira

npt 4 2 1 1
nct 8 8 6 4
ntt 64 32 12 8

maxCRTt [vs/tu] 1 1.0 0.5 0.7
maxCRt [vs/tu] 64 32 6 5.6

minEt [W] 126.1 126.1 87.2 41.3
maxEt [W] 454.4 301.1 131.2 89.5

bEt [W] 30 30 16 15
cEt [W] 5.6 5.6 3.6 4.7
tEt [W] 0.8 0.8 0.9 1.1

Table 2 Parameters of processes.

parameters values
n number of processes p1, . . . , pn (≥ 0)

minTi [tu] minimum computation time of a process pi
V Si [vs] 0.5 ∼ 1.0 (V Si = minTi)
sti [tu] starting time of pi (0 ≤ sti < xtime - 1)

xtime [tu] simulation time (= 200 (= 20[sec]))
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Fig. 4 Total electric energy
consumption.

Fig. 5 Total active time.

Fig. 6 Average execution
time.

6 Concluding Remarks

It is critical to discuss how to reduce the electric energy consumption of servers
to realize eco society. Here, virtual machines on a host server migrates to a guest
server which is expected to consume smaller electric energy while processes are be-
ing performed on the virtual machines. In this paper, we newly proposed the SVM
algorithm where each virtual machine is considered to be a unit of computation. It is
easier to estimate the termination time of each virtual machine than the termination
time of each process. In the evaluation, we showed the total electric energy con-
sumption and active time of servers and the average execution time of processes can
be reduced in the SVM algorithm compared with the random (RD) and round-robin
(RR) algorithms. We are now evaluating the SVM algorithm in a scalable cluster
where more number of processes are performed on more number of servers.
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Energy-aware Server Selection Algorithms for

Storage and Computation Processes

Atsuhiro Sawada, Hiroki Kataoka, Dilawaer Duolikun, Tomoya Enokido, and
Makoto Takizawa

Abstract Application processes like Web applications use not only CPU but also
storages like HDD. In our previous studies, the algorithms to select a server in a
cluster are proposed to energy-efficiently perform processes which use either CPU
or storages. In this paper, we consider a more general type of process which does
both the computation and accesses to storages. In this paper, we newly propose
LEAG and GEAG algorithms to select servers to perform general processes in a
cluster so that the total electric energy consumption of the servers can be reduced.
We evaluate the LEAG and GEAG algorithms in terms of total electric energy con-
sumption of the servers and average execution time of the processes. We show the
electric energy consumed by servers can be reduced in the LEAG and GEAG algo-
rithms.

1 Introduction

Information systems are now getting scalable like cloud computing systems [9]
and Internet of Things (IoT) [10] and consume a plenty of electric energy. There
are hardware-oriented approaches to realizing energy-efficient servers [1], [9], [13],
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[22]. On the other hand, in our macro-level approach [5], [6], [7], we aim at reduc-
ing the total amount of electric energy [J] consumed by a whole server to perform
application processes without synthesizing the power consumption of each hard-
ware component like CPU and memory. In this paper, a process means an applica-
tion process to be performed on a server. Types of macro-level power consumption
models [3]-[8], [12], [15]-[18] of a server are proposed. The MLPCM (Multi-Level
Power Consumption with Multiple CPUs) model [19] is also proposed where the
power consumption [W] of a server to concurrently perform computation processes
depends on the number of active CPUs, cores, and threads where at least one pro-
cess is performed. The MLPCMS (MLPCM for computation and Storage processes)
model and the MLCS (Multi-Level Computation for computation and Storage pro-
cesses) model are proposed to show the electric power to be consumed by a server
and the execution time of each process to perform both computation and storage
processes, respectively [23], [24]. In this paper, we propose an MLCMG (MLCM
for General process) model which shows the execution time of a general process on
a server. Based on the MLPCMS and MLCMG models, the LEAS (locally energy-
aware server selection) [16] and GEAS (globally energy-aware server selection) [25]
algorithm are proposed. In the LEAS algorithm, a server st is selected to perform a
process issued by a client, whose expected electric energy to perform every current
process and the process is minimum in a cluster. In the GEAS algorithm, a server st
is selected where the total electric energy consumed by not only the selected server
st but also all the other servers is minimum. However, each process is either a com-
putation or storage type. In reality, processes like Web application processes use not
only CPU but also access to storages like HDD. In this paper, we consider a more
general type of process which both does the computation and accesses to storages.
In this paper, we newly propose LEAG (LEA for General processes) and GEAG
(GEA for General processes) algorithms by extending the LEAS and GEAS algo-
rithms so that general processes can be handled. We evaluate the LEAG and GEAG
algorithms in terms of the total electric energy consumption and active time of the
servers compared with the round-robin (RR) and random (RD) algorithms. We show
the total electric energy consumption and active time of the servers in a cluster can
be reduced in the LEAG and GEAG algorithms.

In section 2, we discuss the power consumption and computation models of gen-
eral processes. In section 3, we propose the LEAG and GEAG algorithms. In section
4, we evaluate the LEAG and GEAG algorithms.

2 Multi-level Power Consumption and Computation Models

2.1 MLPCMG Model

A cluster S is composed of m (≥ 1) servers s1, . . ., sm. Each server st is composed of
npt (≥ 1) homogeneous CPUs cpt0, . . ., cpt,npt−1 [13]. Each CPU cptk is composed
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of the same number nct (≥ 1) of homogeneous cores ctk0, . . . , ctk,nct−1. Each core
ctkh supports the same number ctt (≤ 2) of threads. Let ntt be the total number of
threads supported by a server st , i.e. ntt = npt · nct · ctt . A thread is active iff at least
one process is performed. On an active server st , at least one thread is active. On an
idle server, no thread is active.

First, we consider processes which use only CPU resource. Let CPt(τ) be a set
of processes which use CPU and are performed on a server st at time τ .

The electric power consumption Et(τ) [W] of a server st to perform computation
processes at time τ is given in the MLPCM (Multi-Level Power Consumption with
Multiple CPUs) model [17] [18] [19] as follows:

[MLPCM model for computation processes]

Et(τ) = minEt +
npt−1

∑
k=0

{γtk(τ) [bEt +
nct−1

∑
h=0

αtkh(τ)(cEt +βtkh(τ) tEt)], (1)

where
γtk(τ) = 1 if at least one core is active on a CPU cptk at time τ , else 0,
αtkh(τ) = 1 if a core ctkh is active on a CPU cptk at time τ , else 0,
βtkh(τ) = number (≤ ctt ) of active threads on a core ctkh at time τ .

In Linux operating systems, processes are allocated to threads of a server st in
the round-robin (RR) algorithm [14]. After a process is allocated with a thread thti,
a next coming process is allocated with a thread tht j where j = (i+ 1) modulo ntt .
maxCEt is maximum value of Et(τ), minEt + npt · (bEt + nCt · cEt + ctt · tEt ).
The electric power consumption CEt(n) [W] of a server st to concurrently perform
n computation processes is given as follows [17] [18] [19]:

CEt(n)=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minEt i f n = 0.
minEt +n · (bEt + cEt + tEt) if 1 ≤ n ≤ npt .
minEt +npt ·bEt +n · (cEt + tEt) if npt < n ≤ nct ·npt .
minEt +npt · (bEt +nct cEt)+ntt · tEt if nct ·npt < n < ntt .
maxCEt if n ≥ ntt .

(2)
The electric power consumption Et(τ) [W] of a server st for the number |CPt(τ)|

of processes at time τ is assumed to be Et(τ) = CEt(|CPt(τ) |) in this paper.
Next, we consider general processes which read data in a file while doing the

computation. RPt(τ) is a set of processes which read data in storages on a server st
at time τ . PPt(τ) is a set of processes performed on a server st at time τ , PPt(τ) =
CPt(τ) ∪ RPt(τ). It is noted CPt(τ) ∩ RPt(τ) might be not empty. The electric power
computation Et(τ) of a server st to perform general processes at time τ is given in
an MLPCMG (MPCM for General processes) model as follows;
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[MLPCMG model] The power consumption Et (τ) [W] of a server st to perform
general processes at time τ is given as follows:

Et(τ) =CEt(|CPt(τ)|)+δt(τ) ·REt where δt(τ) = 1 if |RPt(τ)|> 0,else 0. (3)

The maximum electric power of a server st is maxCEt + REt . The electric energy
[J] consumed by a server st from time st and et is ∑et

x=st Et(τ).

2.2 MLCMG Model

We newly propose an MLCMG (MLCM for General processes) model based on the
MLCMS model [24], [25]. A computation process pi is at a time performed on a
thread of some server st in a cluster S. minCTti shows the minimum execution time
of a process pi on a thread of a server st . That is, it takes minCTti [sec] to perform
a process pi without any other process on a thread of a server st . Since each server
st is assumed to support homogeneous CPUs, minCTti is the same on any thread of
a server st . minCTi indicates the minimum one of minCT1i, · · ·, minCTmi. A thread
of a server s f is fastest in a cluster S if minCTi = minCTf i. Here, the server s f
is referred to as f astest. That is, minCTi = minCTf i for a process pi. We assume
one virtual computation step is performed on a fastest server s f for one time unit.
That is, maxCRT = maxCRTf = 1 [vs/sec] for a fastest server s f . A thread of a
server st supports the computation rate maxCRTt = (minCTi / minCTti) · maxCRT =
minCTi / minCTti [vs/sec] (≤ maxCRT ). Then, VCi shows the total number of virtual
computation steps of a process pi. VCi is defined to be minCTi [sec] · maxCRT
[vs/ec] = minCTi [vs]. As discussed in papers [15]-[19], the maximum computation
rate maxCRt of a server st is ntt · maxCRTt where ntt is the number of threads
supported by the server st .

We consider a general process which manipulates data in storages while doing
the computation. For simplicity, we assume each process pi only reads data in a file
fi different from every other process p j ( fi �= f j). Here, bi shows the size [B] of a file
fi. maxRRt indicates the maximum read rate [B/sec] of a server st . The minimum
read time minRTti of a process pi on a server st is bi / maxRRt [sec].

In this paper, we take a fastest server s f as a canonical server in a cluster S.
The canonical read time cRTi [sec] of a process pi is defined to be minRTf i on
the fastest server st . We assume one virtual computation step is performed on the
fastest server s f to read maxRR f [B] for one time unit [sec]. The canonical read rate
cRR is defined to be one [vs/sec]. Hence, cRR [vs/sec] · cRTi [sec] (= cRTi) virtual
computation steps [vs] are performed to read data in a file fi on the fastest server
s f . The amount V Ri of virtual computation steps of a process pi to read data in a
file fi is cRR [vs/sec] · cRTi [sec] = minRTf i [vs]. The maximum virtual read rate
maxV RRt [vs/sec] of a server st is cRR · maxRRt / maxRR f = maxRRt / maxRR f .
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maxV RR f = cRR (= 1) for the fastest server s f . Even if a server st is slower than
the fastest server s f , i.e. maxCRTt < maxCRTf , the maximum read rate maxRRt
might be larger than maxRR f . Here, maxV RRt > maxV RR f (= 1). Thus, it is noted
maxV RRt might be larger than one.

We define the minimum execution time minTi of a process pi to be minCTi + cRTi
[sec]. The amount V Pi of virtual computation of a process pi is defined to be VCi +
V Ri (= minCTi + minRTf i) [vs]. The computation ratio cri of a process pi is VCi /
V Pi (= VCi + V Ri) and the read ratio rri is V Ri / V Pi. Here, cri + rri = 1.

[Virtual computation (VC) rates] The virtual computation rate CRti(τ) [vs/sec]
and virtual read rate RRti(τ) [vs/sec] of a process pi on a server st at time τ are
given as follows :

CRti(τ) =
{

maxCRTt · cri if |CPt(τ)| ≤ ntt .
maxCRt · cri/|CPt(τ)| if |CPt(τ)|> ntt .

(4)

RRti(τ) = maxV RRt · rri/|RPt(τ)|. (5)

The variables vci(τ) and vri(τ) show the computation laxity and read laxity of a
process pi, respectively, at time τ . At time τ a process pi starts on a server st , vci(τ)
= VCi and vri(τ) = V Ri [vs]. At each time τ , the variables vci(τ) and vri(τ) are
decremented by the computation rate CRti(τ) and read rateRRti(τ) [vs/sec], respec-
tively, as follows:

[Virtual computation (VC) model]

At each time τ ,
for each server st in a cluster S, {

if there is a new process pi to be performed on st , {
PPt(τ) = PPt(τ) ∪ {pi};
vci(τ) = VCi; vri(τ) = V Ri;

}; /* if end */
for each process pi in PPt(τ), { /* laxity is decremented */

vci(τ +1) = vci(τ) − CRti(τ); vri(τ +1) = vri(τ) − RRti(τ);

if vci(τ +1) ≤ 0 and vri(τ +1) ≤ 0, /* pi terminates */
PPt(τ +1) = PPt(τ) − {pi};

}; /* if end */
}; /* for process pi end */

}; /* for server st end */

2.3 Estimation Model

We discuss how to estimate the electric energy consumption EEt [J] of a server st
to perform all the current processes and the termination time ETt of every current
process in the current process set PPt(τ). We assume no process additionally starts
on a server st after time τ . We calculate the expected electric energy consumption
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EEt [J] and expected termination time ETt [sec] of a server st at time τ by the
following estimation procedure EST (st , τ , PPt(τ) ; EEt , ETt):

[Estimation algorithm]

EST (st , τ , PP ; EE, ET ) {
input st /* server */;

τ /* current time */;
PP /* set of current processes on st */;

output EE /* electric energy to be consumed */;
ET /* termination time of all the processes */;

EE = 0; x = τ;
while (PP �= φ ) {
/* electric energy EE */

if |VCt(x) | ≥ 1 and |V Rt(x) | = 0 { /* only computation */
EE = EE + CEt(| PP |);

} else

if |VCt(x) | = 0 and |V Rt(x) | > 0 { /* only read */
EE = EE + REt ;

} else

if |VCt(x) | ≥ 1 and |V Rt(x) | > 1 { /* computation and read */
EE = EE + CEt(| PP |) + REt ;

}; /* if end */
for each process pi in PP, {

vci(x+1) = vci(x) - CRti(x); vri(x+1) = vri(x) - RRti(x);
if vci(x+1) ≤ 0 and vri(x+1) ≤ 0, /* pi terminates at time x */

PP = PP - {pi};
}; /* for each process pi end */
x = x + 1; /* time advances */

}; /* while end */
ET = x - τ; /* every process terminates at x− τ */

};
Initially, x is current time τ and PP is a set PPt(τ) of current processes on a

server st . At each time x, the computation laxity vci(τ) and read laxity vri(τ) of each
process pi in the set PP are decremented by the computation rate CRti(x) and read
rate RRti(x), which are given in formulas (4) and (5), respectively, as discussed here.
If the computation laxity vci(x+1) and read laxity vri(x+1) are equal to or smaller
than 0, a processes pi terminates at time x and pi is removed in the set PP. The
electric energy consumption EE is incremented by the electric power consumption
Et(x). If PP = φ , the estimation procedure EST terminates. Here, every current
process of time τ terminates until time x - 1.
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3 Server Selection Algorithms

3.1 LEAG Algorithm

One server st is selected for performing a process pi in a cluster S of servers s1,
. . ., sm. If a process pi is performed on a server st , the expected electric energy
consumption EEt and expected termination time ETt of the server st , are obtained by
the estimation procedure EST (st , τ , PPt(τ) ∪ {pi}; EEt , ETt ). In an LEAG (Locally
Energy-Aware for General processes) selection algorithm, a server st is selected in
the cluster S, whose expected electric energy consumption EEt to perform not only
the new process pi but also every current process in the current process set PPt(τ)
is minimum as follows:

[LEAG algorithm]

EE = ∞;
for each server su in S {

EST(su, τ , PPu(τ) ∪ {pi} ; EEu, ETu);
if EE > EEu, { EE = EEu; st = su; };

}; /* for end */
The process pi is issued to the server st selected in the LEAG algorithm. Every

server is checked for each process in a cluster S = {s1, . . ., sm}. Hence, the compu-
tation complexity of the LEAG algorithm is O(m).

3.2 GEAG Algorithm

In the LEAG algorithm, a server st is selected to perform a process pi in a cluster
S, whose expected electric energy to be consumed to perform the new process pi
and every current process is minimum. As discussed in paper [17], another server
su where the process pi is not performed also consumes the electric energy. For ex-
ample, even an idle server su just consumes the minimum electric power minEu. We
propose a GEAG (Globally Energy-Aware f or General processes) server selection
algorithm where we take into account the electric energy consumption of not only
a server st where a process pi is to be performed but also the other servers. For a
process pi, a server st is selected in the GEAG algorithm as follows:

[GEAG algorithm]

for each server st in S, {
/* NEt is the electric energy consumption to perform not only every current process
but also pi on st */

EST (st , τ , PPt(τ) ∪ {pi} ; NEt , NETt );
/* EEt is the electric energy consumption to perform every current process on st*/

EST (st , τ , PPt(τ) ; EEt , ETt);
}; /* for end */
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XET = max{NET1, . . ., NETm}; /* maximum termination time */
for each server st in S, {

if ETt = 0, EEt = minEt · XET ; /* st is idle */
else if ETt < XET , EEt = EEt + minEt · (XET −ETt );

} /* for end */
E = ∞;
for each server su in S {

/* GEu is the total electric energy of su to perform both pi and the other processes */
GEu = NEu + ∑sv∈S−{su} EEv;
if GEu < E, {E = GEu; st = su; }

}; /* for end */

First, we obtain the expected electric energy NEu of each server su to perform not
only every current process in the process set PPu(τ) but also a new process pi. We
also obtain the expected termination time NETu. XET is the longest one of NET1,
. . ., NETm. In addition, we obtain the expected electric energy EEu of each server su
to perform only every current process. In an idle server st , i.e. ETt = 0, EEt is minEt
· XET . If every current process terminates on a server st before XET , i.e. ETt<
XET , the server st consumes the electric energy minEt · (XET - ETt ) after every
current process terminates. Hence, EEt = EEt + minEt · (XET - ETt ). If a process
pi is to be performed on a server st , the cluster S is expected to totally consume the
electric energy GEt = EE1 + · · · + EEt−1 + NEt + EEt+1 + · · · + EEm. In the GEAG
algorithm, a server st where the expected total electric energy consumption GEt is
minimum is selected for a process pi. The process pi is performed on the selected
server st .

In the GEAG algorithm, m servers s1, . . ., sm are twice searched in a cluster S.
Hence, the computation complexity of the GEAG algorithm is larger than the LEAG
algorithm but O(m) for number m of servers in a cluster S.

4 Evaluation

Each server st is characterized by the parameters shown in Tables 1 and 2. The
parameters of servers and processes are randomly taken for each server st . In the
evaluation, a cluster S is composed of four servers (m = 4). The maximum compu-
tation rate maxCRTt of a thread of a server st is randomly taken from 0.5 to 1 [vs
/ time unit (tu)]. In reality, one time unit [tu] shows 100 [msec] in the evaluation.
The maximum computation rate maxCRt of a server st is ntt · maxCRTt where ntt
is the total number of threads. The maximum virtual read rate maxV RRt of a server
st is randomly taken from mR (= 0.5) to xR (= 1.5) [vs / tu]. maxV RR f = 1 for a
fastest server s f . The computation rate CRti(τ) and read rate RRti(τ) of a process
pi on a server st are calculated depending on the numbers |CPt(τ)| and |RPt(τ)| of
processes performed at timeτ , respectively, as discussed in this paper.

The number n of processes p1, . . ., pn are performed on the servers s1, . . ., sm.
A process pi starts at time sti with the computation laxity vci = VCi and storage
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laxity vri = V Ri. The start time sti is randomly taken from 0 to xtime - 1 [tu]. xtime
is simulation time. In the evaluation, xtime is 200 [tu], i.e. 20 [sec]. The minimum
computation time minCTi of each process pi is randomly taken from mT (= 5) to
xT (= 10) [tu], i.e. mT = 0.5 and xT = 1 [sec]. The total number VCi [vs] of virtual
computation steps of each process pi is minCTi. The canonical read time cRTi is α
· minCTi where α ≥ 0. In the evaluation, α = 0.5. The minimum execution time
minTi of a process pi is minCTi + cRTi = (1 + α) · minCTi = 1.5 · minCTi [tu]. The
total amount V Ri of virtual read steps is cRTi · cRR = cRTi. When a process pi starts
at time τ , the computation laxity vci is V Si (= minCTi) and the read laxity vri is
V Ri (= cRTi). At each time τ , the computation laxity vci and storage laxity vri are
decremented by the computation rate CRti(τ) and read rate RRti(τ), respectively, as
discussed in the preceding section.

Four algorithms, random (RD), round-robin (RR), LEAG, and GEAG algorithms
are performed on the same pair of server and process configurations. Then, the elec-
tric energy consumption ETt and active time ATt of each server st and the execution
time ETi of each process pi are obtained. The total active time ATt of a server st
shows time when the server is active. In the RD algorithm, a server st is randomly
selected for each process pi in a cluster S. In the RR algorithm, after a server st is
selected for a previous process, a server st+1 is selected for a next process. In the
LEAG algorithm, one server st whose expected electric energy to perform a process
pi is minimum. In the GEAG algorithm, one server st where the total electric energy
of all the servers s1, . . ., sm is minimum is selected. eti is termination time of each
process pi, when the computation and read laxities get vci ≤ 0 and vri ≤ 0. etime is
a maximum one of et1, · · · ,etn. The simulation ends at time etime.

Figure 1 shows the ratio of the total electric energy (TEE) consumption [J] of the
m (= 4) servers s1, . . ., sm for number n of processes in each algorithm. TEE is EE1
+ · · · + ETm. TEE of the LEAG algorithm is minimum in the algorithms. TEEs of
the LEAG and GEAG algorithms are almost invariant for the number n (≤ 200) of
processes. TEE of the GEAG algorithm is 30% to 40% smaller than the RD and RR
algorithms and 10% larger than the LEAG algorithm.

The AT ratio is ∑m
t=1 ATt / (etime · m). Figure 2 shows the AT ratio of the servers.

Here, the AT ratio of the GEAG algorithm is shown to be shorter than the RR and
RD algorithms. This means, the servers are less loaded in the GEAG algorithm than
the other algorithms.

5 Concluding Remarks

In this paper, we considered a general type of a process which both does the compu-
tation and accesses to storages like Web application process. Based on the MLPCMS
and MLCMS models [24], [25], we newly proposed the MLPCMG and MLCMG
models to perform general processes on a server. By using the MLPCMG and ML-
CMG models, we proposed the LEAG and GEAG algorithms by extending the
LEAS [16] and GEAS [25] algorithms to select a server for a general process, which
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Table 1 Parameters of a server st .

parameters values
m number of servers s1, . . . , sm (≥ 1)

npt number of CPUs (≤ 2)
nct number of cores (1,2,4,6,8) in a server st
ctt threads/core (≤ 2)
ntt number of threads (= ctt · npt · nct )

maxCRTt [vs/tu] 0.5 ∼ 1 [vs/tu]
maxCRt [vs/tu] ntt · maxCRt [vs/tu]

maxV RRt 0.5 ∼ 1.5 [vs/tu]
minEt [W] 40 ∼ 90 [W]

maxCEt [W] 100 ∼ 160 [W]
bEt [W] (maxCEt - minEt ) / (4 · npt ) [W]
cEt [W] 5 · (maxCEt - minEt ) / (8 · npt · nct ) [W]
tEt [W] (maxCEt - minEt ) / (8 · ntt ) [W]
REt [W] (maxCEt - minEt ) [W]

maxEt [W ] maxCEt + REt

Table 2 Parameters of a process pi.

parameters values
n number of processes p1, . . ., pn
α computation - read ratio factor (α = 0.5)

minCTi [tu] minimum computation time (5 ∼ 10)
cRTi [tu] canonical read time (α · minCTi)

minTi minCTi + cRTi = (1 + α) · minCTi
VCi [vs] minCTi [vs]
V Ri [vs] α · minCTi [vs]

sti[tu] starting time of pi (0 ≤ sti < xtime - 1) [tu]
xtime[tu] simulation time (= 200) [tu]

Figure 1 Total electric energy (TEE) (α = 0.5, m = 4).

is expected to consume the minimum electric energy. We evaluated the LEAG and
GEAG algorithms in terms of the total electric energy consumption and active time
of servers and the average execution time of processes compared with the RD and
RR algorithms. We showed the total electric energy consumption and active time of

54 A. Sawada et al.



Figure 2 Active time (AT) ratio (α = 0.5, m = 4).

servers and the average execution time of processes can be reduced in the LEAG
and GEAG algorithms compared with the RD and RR algorithms. The computation
complexity of the LEAG and GEAG algorithms is O(m) for number m of servers in
a cluster.
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Topic-based Synchronization (TBS) Protocols to

Prevent Illegal Information Flow in Peer-to-Peer

Publish/Subscribe Systems

Shigenari Nakamura, Tomoya Enokido, and Makoto Takizawa

Abstract In a peer-to-peer type of topic-based publish/subscribe (P2PPS) model,
each peer (process) can publish an event message and receive an event message
in which the peer is interested. Subscription of a peer and publication of an event
message are specified in terms of topics. In the topic-based access control (TBAC)
model proposed in our previous studies, only a peer granted publication and sub-
scription rights is allowed to publish event messages with publication topics and to
subscribe events, respectively. In our previous studies, the subscription-based syn-
chronization (SBS) and subscription initialization SBS (SI-SBS) protocols are pro-
posed where notifications which may cause illegal information flow are banned to
prevent illegal information flow. It is checked whether or not an illegal information
flow to occur in terms of subscription and publication rights granted to each peer.
However, even some legal notifications are banned while no illegal event message is
notified. In this paper, we newly propose a topic-based synchronization (TBS) and
subscription initialization TBS (SI-TBS) protocols where only topics which each
peer manipulates are considered. We show the number of notifications banned is
reduced in the TBS and SI-TBS protocols compared with the SBS and SI-SBS pro-
tocols in the evaluation.

1 Introduction

A distributed system is composed of processes which are cooperating with one
another by exchanging messages in networks. In distributed systems, informa-
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tion in objects flow to other objects by transactions’ manipulating the objects.
In order to prevent illegal information flow, types of synchronization protocols
[6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17] are discussed based on the role-based
access control (RBAC) model [4]. On the other hand, context-based systems like
publish/subscribe (PS) systems [1, 3, 5, 23, 24] are getting important in various ap-
plications. In this paper, we consider a peer-to-peer (P2P) model of topic-based PS
system [22] (P2PPS model) [20, 21] where each peer (process) can both publish and
subscribe event messages.

The topic-based access control (TBAC) model in PS systems is proposed [18].
Here, a peer manipulates topics, not objects, in publish (pb) and subscribe (sb) op-
erations. An access rule 〈pi, op, t〉 means that a peer pi is allowed to manipulate a
topic t in an operation op. pi.P shows the publication of a peer pi, which is a subset
of topics granted to a peer pi. pi.S indicates the subscription of a peer pi which is
also a subset of topics which the peer pi is allowed to subscribe. An event message e
published by a peer pi is notified to a target peer p j if the subscription p j.S includes
at least one common topic with the publication e.P. Here, the event message e is
related with forgotten topics which are in the publication e.P but not in the subscrip-
tion p j.S. In addition, the peer pi may publish the event message e2 after receiving
another event message e1. The event message e1 may be related with hidden top-
ics in the subscription pi.S but not in the publication of e2. This means, the event
message e1 may bring events related with the hidden topics to the target peer p j.
Hidden or forgotten topics of an event message for a peer are implicit topics. Thus,
the target peer p j receives an event message which is related with topics which the
peer p j is not allowed to subscribe. Here, the peer pi illegally flows to the peer p j.
The legal information flow relation among the peers is defined based on the TBAC
model [18].

In our previous studies [18, 19], the subscription-based synchronization (SBS)
and subscription initialization SBS (SI-SBS) protocols are proposed based on the
TBAC model to prevent illegal information flow. Here, the notification of an event
message which may cause illegal information flow are banned at each target peer.
It is checked whether or not the notification may cause illegal information flow
in terms of subscription and publication rights of each peer. In reality, each peer
manipulates only some, not necessarily all topics in the access rights of each peer.
Here, some notifications which are not illegal may be banned.

In this paper, we newly propose topic-based synchronization (TBS) and subscrip-
tion initialization TBS (SI-TBS) protocols based on the TBAC model to reduce the
number of banned notifications of event messages. Here, notifications which may
cause illegal information flow are banned as well as the SBS and SI-SBS protocols.
However, it is checked whether or not the notification may cause illegal information
flow in terms of only topics which each peer manipulates. We evaluate the TBS and
SI-TBS protocols in terms of number of notifications banned compared with the
SBS and SI-SBS protocols. We show the number of notifications banned is reduced
in the TBS and SI-TBS protocols.
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illegal information flow to occur. In section 4, we evaluate the TBS and SI-TBS
protocols.

2 Information Flow in TBAC Model

2.1 TBAC Model

In this paper, we consider a peer-to-peer (P2P) model of a publish/subscribe (PS)
system [1, 3, 5, 23, 24] (P2PPS model) [20, 21] which includes a set P of peer
processes (peers) p1, . . ., ppn (pn ≥ 1). Each peer pi can play both publisher and
subscriber roles in the P2PPS model while only a publisher process publishes event
messages and a subscriber process just receives event messages in the PS model.
In this paper, we consider a topic-based PS system [22]. Let T be a set {t1, . . .,
ttn} (tn ≥ 1) of all topics in a system. A peer pi publishes an event message e with
publication e.P (⊆ T ). A peer pi specifies the subscription pi.S in a subset of topics
(pi.S ⊆ T ). An event message e is notified to a peer pi if the publication e.P and the
subscription pi.S include at least one common topic, i.e. e.P ∩ pi.S �= φ .

In the topic-based access control (TBAC) model [18], an access rule 〈pi, t, op〉
means that a peer pi is allowed to manipulate a topic t in an operation op. Here,
an operation op is a subscribe (sb) or publish (pb). Let A be a set of access rules
authorized in the system. An access right is specified in a pair 〈t, op〉 of a topic t and
an operation op. A peer pi is granted an access right 〈t, op〉 where t is a topic (t ∈ T )
and op is an operation (op ∈ {pb (publish), sb (subscribe)}). A peer pi is allowed to
publish an event message e with publication e.P (⊆ T ) only if the peer pi is granted
a publication right 〈t, pb〉 for every topic t in the publication e.P. The publication
pi.P (⊆ T ) of a peer pi is a subset {t | 〈pi, t, pb〉 ∈ A} of topics on which the peer
pi is allowed to publish an event message. A peer pi publishes an event message e
with publication e.P which is a subset of the publication pi.P. Here, topics in the
publication pi.P which are not in the publication e.P, i.e. {t | t ∈ pi.P but t �∈ e.P}
are hidden topics e.H of the event message e. A hidden topic t is a topic which may
be related with an event message e but which is not specified in the event message
e. Here, even if a peer pi receives an event message e, the peer pi does not recognize
the event message e to be related with hidden topics of the event message e.

A peer pi is allowed to subscribe a topic t only if a subscription right 〈t, sb〉 is
granted to the peer pi. The subscription pi.S (⊆ T ) of a peer pi is a subset of topics
on which a peer pi is allowed to receive event messages, i.e. {t | 〈pi, t, sb〉 ∈ A}.

In section 2, we present the information flow relation among peers in the TBAC
model. In section 3, we newly propose the TBS and SI-TBS protocols to prevent
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2.2 Information Flow Relations
Suppose a peer pi publishes an event message e with a publication e.P (⊆ pi.P). The
subscription p j.S of a peer p j shows topics in which the peer p j is interested. That
is, a peer p j can receive an event message e if p j.S ∩ e.P �= φ . A peer p j is a target
peer of an event message e if and only if (iff) e.P ∩ p j.S �= φ , i.e. the subscription
p j.S of a peer p j has a common topic with the publication e.P of an event message
e. Let e.H be a set of hidden topics of an event message e with respect to the target
peer p j. Hidden topics may be related with an event message e but are not included
in the publication e.P, i.e. {t | t ∈ pi.S but t �∈ e.P}. Here, even if a target peer p j
receives an event message e, the peer p j does not recognize the event message e
may be related with the hidden topics. Topics which are in the publication e.P but
not in the subscription p j.S, i.e. {t | t ∈ e.P but t �∈ p j.S}, are forgotten topics e.F
(= e.P − p j.S) of the event message e with respect to the target peer p j. A target
peer p j recognizes an event message e to be related with topics in e.P ∩ p j.S but
forgets the event message e is related with the topics in e.F .

If an event message e is notified to a target peer pi, the event message e is related
with not only topics pi.S which the peer pi subscribes and forgotten topics e.F in
the publication e.P but also hidden topics e.H which the event message e does not
bring to the peer pi. Implicit topics of a peer pi are hidden or forgotten topics of
event messages which the peer pi receives. Let pi.I indicate a set of implicit topics
of a peer pi. pi.I is manipulated as follows:

1. pi.I is initially φ .
2. Each time a peer pi receives an event message e, pi.I = pi.I ∪ (e.H − pi.S) ∪

e.F ;

First, the information flow relation (→) among peers is defined as follows [18,
19]:
[Definition] A peer pi flows to a peer p j (pi → p j) iff (if and only if) pi.P ∩ p j.S �=
φ .

The information flow relation pi → p j means an event message published by a
peer pi is allowed to be notified to a peer p j. A pair of different peers pi and p j are
equivalent (pi ↔ p j) iff pi → p j and p j → pi. A peer pi is compatible with a peer
p j (pi ⇀ p j) iff the peer pi does not flow to the peer p j, i.e. pi �→ p j. There is no
information flow relation among the peers pi and p j if pi ⇀ p j. A pair of peers pi
and p j are compatible with each other (pi ⇀↽ p j) iff pi ⇀ p j and p j ⇀ pi.
[Definition] [18, 19]

1. A peer pi legally flows to a peer p j (pi ⇒ p j) iff one of the following conditions
holds:

a. pi.S �= φ , pi → p j, and pi.S ⊆ p j.S.
b. For some peer pk, pi ⇒ pk and pk ⇒ p j.

2. A pair of peers pi and p j are legally equivalent with one another (pi ⇔ p j) iff pi
⇒ p j and p j ⇒ pi.
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3. A peer pi illegally flows to a peer p j (pi �→ p j) iff pi → p j but pi �⇒ p j.

The legal information flow relation ⇒ is transitive but not symmetric. If a peer
pi flows to a peer p j (pi → p j), i.e. pi.P ∩ p j.S �= φ , an event message published
by the peer pi can be notified to the peer p j. Otherwise, no information from the
peer pi flow into the peer p j. The condition pi.S ⊆ p j.S means that every topic in
the subscription pi.S is also in the subscription p j.S. This means, an event message
e from the peer pi to the peer p j has no hidden topic for the peer p j, i.e. e.H = φ .
It is noted pi.S = p j.S if pi ⇔ p j. For a pair of peers pi and p j, if pi ⇒ p j and pi.S
�= p j.S, p j ⇒ pi does not hold. This means, the legal information flow relation ⇒
is acyclic.

On the other hand, the illegal flow relation �→ is not transitive, differently from
the transitive legal flow relation ⇒. Even if pi �→ p j and p j �→ pk, pi ⇒ pk may
hold.

Suppose there are three peers pi, p j, and pk in a system. We also suppose a peer
pi is granted a pair of access rights 〈y, pb〉 and 〈x, sb〉, i.e. the publication pi.P (=
{y}) and subscription pi.S (= {x}), another peer p j is granted access rights 〈x, pb〉,
〈x, sb〉, and 〈y, sb〉, i.e. p j.P (= {x}) and p j.S (= {x,y}), and the other peer pk
is granted access rights 〈z, pb〉, 〈x, sb〉, and 〈z, sb〉, i.e. pk.P (= {z}) and pk.S (=
{x,z}). First, the peer pi publishes an event message e1 with publication e1.P = {y}
(⊆ pi.P). Here, the peer pi flows to the peer p j (pi → p j) since pi.P (= {y}) ∩ p j.S
(= {x, y}) �= φ . pi ⇒ p j since pi.S �= φ , pi → p j, and pi.S (= {x}) ⊆ p j.S (= {x,
y}). Hence, the event message e1 is notified to the peer p j.

Next, suppose a peer p j publishes an event message e2 with publication e2.P =
{x} (⊆ p j.P). Here, p j → pk since p j.P (= {x}) ∩ p j.S (= {x, z}) �= φ . However,
the peer p j illegally flows to the peer pk (p j �→ pk) since p j.S (= {x, y}) �⊆ pk.S
(= {x, z}). This means, an event message on the topic y which the peer pk is not
allowed to subscribe can be notified to the peer pk. Here, event information illegally
flow to the peer pk from the peer p j.

3 Synchronization Protocols

3.1 Subscription-based Synchronization (SBS) Protocol

We discuss how to prevent illegal information flow to occur among peers by publi-
cation and notification of event messages based on the TBAC model. A peer pi is
granted topics in the publication pi.P and subscription pi.S. A peer pi is associated
with subsets pi.PP (⊆ pi.P) and pi.PS (⊆ pi.S) of the topics granted for publica-
tion and subscription, respectively, to the peer pi. pi.PP and pi.PS are referred to
as publication and subscription purposes [2] of a peer pi, respectively. A peer pi is
allowed to issue a publication operation pb on a topic t only if t ∈ pi.PP and to
issue a subscription operation sb on a topic t only if t ∈ pi.PS. We first overview the
subscription-based synchronization (SBS) protocol [18].
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[Subscription-based synchronization (SBS) protocol] A peer pi publishes an
event message e with the publication e.P including a topic t to a peer p j.

1. If pi.S ⇒ p j.PS, the event message e is notified to the peer p j and p j.S = pi.PS
∪ p j.S;

2. If pi.S ⇒ p j.PS and pi.PS = φ , the event message e is notified to a peer p j and
p j.S = {t} ∪ p j.S;

3. Otherwise, the notification of the event message e is banned at the peer p j.

Suppose there are three peers pi, p j, and pk as shown in Figure 1. Here, the
publication purposes of the peers are pi.PP = {y}, p j.PP = {y}, and pk.PP = {z}.
The subscription purposes are pi.PS = {x, y}, p j.PS = {x, y}, and pk.PS = {y, z}.
The subscription pi.S is {y}. This means, the peer pi may already have some event
information on a topic y. p j.S and pk.S in the other peers p j and pk are φ . First,
the peer pi publishes an event message e1 with publication {y} (⊆ pi.PP). Here,
the event message e1 is notified to the peer p j since pi ⇒ p j (pi.PS �= φ , pi →
p j, and pi.S ⊆ p j.PS). The subscription p j.S of the peer p j is changed with {x, y}
since p j.S = pi.PS (= {x, y}) ∪ p j.S (= φ ) = {x, y}. Here, the subscription p j.S
including the topic x means that the peer p j may get some event information on the
topic x from the peer pi. However, the peer p j does not get the information on the
topic x since the peer pi whose subscription pi.S does not include the topic x cannot
event information messages the topic x in reality. Then, the peer p j publishes an
event message e2 with publication {y} (⊆ p j.PP). Here, p j �→ pk (p j.PS �= φ , p j →
pk, but p j.S (= {x, y}) �⊆ pk.PS (= {y, z})). Hence, the notification of e2 is banned
at the peer pk.

Fig. 1 SBS protocol.

In the SBS protocol, the notifications which may cause illegal information flow
are banned. Each time an event message e is notified to a peer pi, the implicit topics
e.I are accumulated in the peer pi. This means, the more number of event messages
are notified, the more number of event messages are banned [18].
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3.2 Subscription Initialization SBS (SI-SBS) Protocol

Next, we overview the subscription initialization (SI) protocol [19]. The SI protocol
is here renamed a subscription initialization SBS (SI-SBS) protocol. In the SI-SBS
protocol, a notification which may cause illegal information flow is banned as well
as the SBS protocol. Furthermore, if an event message e issued by a peer pi is not
notified, i.e. banned at some target peer p j, the topics accumulated in pi.S of the
peer pi are initialized, i.e. removed in order to reduce the number of notifications to
be banned.
[Subscription initialization SBS (SI-SBS) protocol] A peer pi publishes an event
message e with the publication e.P including a topic t to a peer p j.

1. If pi.S ⇒ p j.PS, the event message e is notified to the peer p j and p j.S = pi.PS
∪ p j.S;

2. If pi.S ⇒ p j.PS and pi.PS = φ , the event message e is notified to a peer p j and
p j.S = {t} ∪ p j.S;

3. Otherwise, if the ratio of notifications banned to the total number of notifications
which the peer pi publishes is equal to or more than α , the subscription pi.S of
the peer pi is initialized, i.e. pi.S = φ ;

In the SI-SBS protocol, we consider an initialization parameter α to allow a peer
pi to initialize its subscription pi.S if the notification of an event message published
by the peer pi is banned at some peer. If the ratio of number of notifications banned
to the total number of notifications which the peer pi publishes is equal to or more
than the initialization parameter α , the subscription pi.S of the peer pi is initialized.

We consider an example as shown in Figure 1. Suppose the initialization param-
eter alpha is 0.5. The notification from the peer p j to the peer pk is banned since
p j �→ pk. In this case, the ratio of the number of notifications banned to the total
number of notifications in a publication of the peer p j is 1. Here, 1 > α (= 0.5).
Hence, the subscription p j.S of the peer p j is initialized.

3.3 Topic-based Synchronization (TBS) Protocol

In the SBS and SI-SBS protocol, it is checked if illegal information flow is to occur
in terms of subscription purpose pi.PS of each peer pi. In fact, each peer pi manip-
ulates only some, not necessarily all topics in the purpose pi.PS. In order to reduce
the number of notifications banned, we newly propose a topic-based synchroniza-
tion (TBS) protocol where only topics which each peer manipulates are considered
to check if illegal information flow to occur.
[Topic-based synchronization (TBS) protocol] A peer pi publishes an event mes-
sage e with the publication e.P including a topic t to a peer p j.

1. If pi.S ⇒ p j.PS, the event message e is notified to a peer p j and p j.S = pi.S ∪
p j.S;
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2. If pi.S ⇒ p j.PS and pi.S = φ , the event message e is notified to a peer p j and
p j.S = {t} ∪ p j.S;

3. Otherwise, the notification is banned at the peer p j.

We consider the example of Figure 1. In the TBS protocol, the subscription p j.S
is changed with {y} when the event message e1 published by the peer pi is notified
to the peer p j since p j.S = pi.S (= {y}) ∪ p j.S (= φ ) = {y}. An illegal information
flow relation p j �→ pk does not hold since the subscription p j.S does not include the
topic x. Then, the peer p j publishes the event message e2 to the peer pk. Here, the
notification of the event message e2 is not banned at the peer pk differently from the
SBS protocol as shown in Figure 2.

In the SBS protocol, some event information on topics which are included in
the subscription purpose of the publisher peer are considered to flow to the target
peer even if the publisher peer does not have some event information on the top-
ics. Hence, notifications more highly cause illegal information flow than the TBS
protocol.

Fig. 2 TBS protocol.

3.4 Subscription Initialization TBS (SI-TBS) Protocol

In this paper, we also newly propose a subscription initialization TBS (SI-TBS)
protocol.
[Subscription initialization TBS (SI-TBS) protocol] A peer pi publishes an event
message e with the publication e.P including a topic t to a peer p j.

1. If pi.S ⇒ p j.PS, the event message e is notified to the peer p j and p j.S = pi.S ∪
p j.S;

2. If pi.S ⇒ p j.PS and pi.S = φ , the event message e is notified to a peer p j and
p j.S = {t} ∪ p j.S;
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3. Otherwise, if the ratio of notifications banned to the total number of notifications
which the peer pi publishes is equal to or more than α , the subscription pi.S of
the peer pi is initialized, i.e. pi.S = φ ;

We consider an example as shown in Figure 2. Suppose the initialization param-
eter α is 0.5. The event message e2 published by the peer p j is notified to the peer
pk since p j ⇒ pk. In this case, the ratio of the number of notifications banned to
the total number of notifications published by the peer p j is 0. Here, 0 < α (= 0.5).
Hence, the subscription p j.S of the peer p j is not initialized.

4 Evaluation

We evaluate the TBS and SI-TBS protocols compared with the SBS and SI-SBS
protocols on a topic set T = {t1, . . ., ttn} (tn ≥ 1) and a peer set P = {p1, . . .,
ppn} (pn ≥ 1) in terms of number of notifications banned. If an event message
is illegally notified to a peer pi, the notification of the event message is banned
in every protocol. In every protocol, the subscription pi.S is updated each time an
event message is notified to the peer pi. On illegally notifying an event message, the
notification of the event message may be banned in every protocol. We assume an
event message can be reliably broadcast to every target peer.

Publish (pb) and subscribe (sb) operations are supported on each topic tk. Each
peer pi is granted publication purpose pi.PP and subscription purpose pi.PS. Topics
in the subsets pi.PP and pi.PS are randomly selected from the topic set T , i.e. access
rights are randomly granted to each peer pi. Publication purpose pi.PP of each peer
pi is composed of ptni (≤ tn) topics. In the evaluation, the number ptni of topics
for each peer pi is randomly selected out of numbers 0, 1, . . ., tn. The subscription
purpose of each peer pi is composed of stni (≤ mpstn) topics. In the evaluation, the
number stni of topics for each peer pi is randomly selected out of numbers 0, 1, . . .,
mpstn. The publication pi.P and subscription pi.S of a peer pi are initially empty φ .

First, a peer pi is randomly selected in the peer set P. Then, the selected peer
pi publishes an event message with a topic t in the publication purpose pi.PP to
every peer p j whose subscription purpose p j.PS includes the topic t. In the SBS
and SI-SBS protocols, each time an event message is notified to a target peer p j, it
is checked if illegal information flow to occur in terms of access rights of each peer.
If illegal information flow might occur, the notification is banned. In the TBS and
SI-TBS protocols, each time an event message is notified to a target peer p j, it is
checked if illegal information flow is to occur in terms of topics which each peer
manipulates. If illegal information flow might occur, the notification of the event
message is banned. Thus, no illegal information flow from the peer pi to the peer
p j occur but some notifications may be banned in every protocol. The numbers of
notifications banned in every protocol are measured.

In the evaluation, we consider twenty topics (tn = 20) and fifty peers (pn = 50).
The initialization parameter α is 0.5. First, a collection P of fifty peers p1, . . ., p50
are randomly generated on twenty topics t1, . . ., t20, i.e. P = {p1, . . ., p50} and T
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= {t1, . . . t20}. en shows the number of event messages exchanged by publication
and subscription. Here, 0 ≤ en ≤ 500. The number en of event messages exchanged
between peers are performed on the topic set T in every protocol. We randomly
create a peer set P on the topic set T seven hundred times for each en. Here, mpstn
= 8. This means, the number of topics in the subscription purpose of each peer is
randomly selected out of numbers 0, 1, . . ., 8. One peer pi is randomly selected in
the peer set P and one topic t is randomly selected in the purpose pi.PP. Then, the
peer pi publishes an event message e with the topic t. The event message e is notified
to a target peer p j. Then, it is checked if the legal information flow condition pi →
p j holds. If not satisfied, the notification of the event message e is banned. In the
SI-SBS and SI-TBS protocols, if the ratio of the notifications banned to the total
number of notifications is equal to or more than α , the subscription pi.S of the peer
pi is initialized. These steps are iterated en times. For a given peer set P and each
of every protocol, en event messages are published seven hundreds times. Then, we
calculate the average ratio of the numbers of notifications banned in every protocol.
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Fig. 3 Ratio of the notifications banned.

Figure 3 shows the ratios of number of illegal notifications to the total number of
notifications in the every protocol. In the TBS protocol, the fewer number of notifi-
cations are banned than the SBS protocol. For example, about 47% of notifications
are banned in the SBS protocol, but about 44% are banned in the TBS protocol for
three hundred event messages (en = 300). In the SI-TBS protocol, the fewer num-
ber of notifications are banned than the SI-SBS protocol. For example, about 38%
of notifications are banned in the SI-SBS protocol, but about 35% are banned in
the SI-TBS protocol for three hundred event messages (en = 300). In the SI-TBS
protocol, the fewest number of notifications are banned.

5 Concluding Remarks

In this paper, we newly proposed the topic-based synchronization (TBS) and sub-
scription initialization TBS (SI-TBS) protocols to prevent illegal information flow
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among peers in a P2PPS model based on the topic-based access control (TBAC)
model. The legal information flow relation pi ⇒ p j among a pair of peers pi and p j
means, no illegal information flow occur if an event message published by a peer
pi is notified to a peer p j. In the SBS [18] and SI-SBS [19] protocols, it is checked
whether or not the notification may cause illegal information flow in terms of sub-
scription and publication rights of each peer. The notifications which may cause
illegal information flow are banned to prevent illegal information flow. Here, some
notifications which are not illegal are banned. In this paper, the TBS and SI-TBS
protocols are proposed to reduce the number of banned notifications of event mes-
sages. In the TBS and SI-TBS protocols, it is checked whether or not the notification
may cause illegal information flow in terms of only topics which each peer manip-
ulates unlike the SBS and SI-SBS protocols. We evaluated the TBS and SI-TBS
protocols in terms of number of notifications banned compared with the SBS and
SI-SBS protocols. In the evaluation, we showed the number of notifications banned
in the TBS and SI-TBS protocols is fewer than the SBS and SI-SBS protocols, re-
spectively.
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Abstract. It’s a primary challenge to support massive machine-type devices to 

access in LTE-A networks. Surging random access attempts will result in severe 

congestion to the network. Access Class Barring (ACB) scheme is a critical 

barring scheme proposed by 3GPP to control access attempts to alleviate the 

overload for the LTE-A networks. Most existing ACB schemes just consider the 

ideal case and ignore the effects of radio channels while setting the ACB factors. 

In this paper, we propose a load-aware Access Class Barring (ACB) scheme to 

predict access load and adjust the barring factor dynamically, which take into 

account the effects of radio channels. We improve two load prediction methods. 

Based on the prediction, we propose a method to adjust the barring factor as the 

predicted traffic load varies. The simulations results demonstrate that our 

proposed load-aware scheme efficiently outperforms the traditional ACB scheme 

in access success performance. 

1   Introduction 

The machine-to-machine (M2M) communication technology enables a large number of 

machine-type communication (MTC) devices to communicate with each other or 

remote servers without human interventions. Meanwhile, it enables the implementation 

of the Internet of things, in which ubiquitous connections can be established either on 

demand or in a periodic manner [1]. It is expected that there will be 12.5 billion M2M 

devices by 2020 [2]. 

The Long Term Evolution Advanced (LTE-A) network has great potentials to 

support M2M based on its ubiquitous coverage and mobility support. However, in 

general, massive devices may be triggered almost simultaneously and attempt to access 

the base station through the Random Access Channel (RACH). Thus M2M devices will 

pose a critical challenge for the network duo to the access of massive devices, which 

will cause severe congestion, intolerable delays, packet losses and even service 

unavailability [3]. 

To mitigate the congestion, many schemes have been proposed for solving the 

problem [4]–[6]. In [7], a scheme named Access Class Barring (ACB) is proposed by 

3GPP, which is a scheme proposed for Radio Access Network (RAN) overload control. 
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In [6], the ACB scheme is adopted, However, the disadvantage is that the base station 

can’t change the barring factor in time. In addition, some other mechanisms are 

proposed to alleviate the congestion caused by M2M communications. The authors In 

[8] propose an algorithm based on adaptive multiple Access Class Barring MACB 

factors, according to M2M traffic category. The authors in [9] propose two dynamic 

access class barring algorithms to determine the ACB factors. In [10]-[12], the authors 

propose some load-estimation ACB schemes to deal with the congestion. However, 

they just consider the ideal case without thinking about the preamble detection 

probability which results from channel fading and path-loss. 

Generally, the network status depends on the number of device arrivals in current 

slot. So it is necessary to obtain the number of device arrivals to solve the congestion 

problem in M2M communications. However, the schemes mentioned above only 

consider the ideal condition and ignore the effects of radio channels, for example path-

loss, fading, inter-cell interference, etc. In our work, as described in [6], we take into 

account the effects of radio channels and the preamble detection probability is assumed 

as 1 −
1

𝑒𝑖
, where i indicates the ith preamble transmission. Thus the proposed scheme can 

improve the access success performance based on the case. 

Our main contribution is that we proposed a method to predict the numbers of the 

M2M devices in the next slot which considers the effects of radio channel while 

transmitting the preamble. Therefore, we can set the ACB parameters dynamically to 

guarantee the high access success probability. The simulation results demonstrate that 

our proposed scheme can provide the high access success probability. 

The rest of the paper is structured as follows. The system model is presented in 

Section 2. The proposed ACB scheme is described elaborately in Section 3, including 

the predicting methods and the approach that eNB adjusting the barring factor 

dynamically. In Section 4, we display the simulation results and evaluate the 

performance of the proposed strategy. Finally, the paper is concluded in Section 5. 

2   System Model 

  
 

Fig. 1. Random access channel during TA 

 

We consider the M2M communication in an LTE-A system. The system consists of an 

eNB and massive M2M devices which are distributed in the cell uniformly. 

Furthermore, we consider the cell with N active M2M devices during TA. We denote IA 

as the number of random access channels within TA. As shown in Fig. 1, we divide TA 

into IA discrete slots, each of which is set as 5ms. The ith time slot starts at time ti−1 and 

ends at time ti. We consider that new access within time slot i will only take place at the 

beginning of this time slot and choose the random access channel in this time slot for 
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their random access attempts. Moreover, we consider the access procedure collided if 

two or more devices select the same preamble in the same time slot and these devices 

can proceed to the access procedure after the back-off time. Meanwhile, the access of 

the device fails if the retransmission times exceeds the maximum retransmission times. 

Additionally, the access of the device succeeds if no other devices select the same 

preamble as the device in the same time slot. There are Mi devices which transmit the 

preambles after ACB procedure in the ith slot and the number of available preambles 

are K in each time slot. As described in [13], the new arrival density probability of the 

devices denoted as TA with probability 𝑔(𝑡)  and follows a beta distribution with 

parameters x = 3, y = 4 

𝑔(𝑡) =
𝑡𝑥−1(𝑇𝐴−𝑡)𝑦−1

𝑇𝐴
𝑥+𝑦−1

𝛽(𝑥,𝑦)
 , 0≤t≤TA  . 

(1) 

where β(x, y) is the beta function [14]. 

2.1 Access Class Barring 

In each time slot, the eNB broadcasts an ACB factor p (0 ≤ p ≤ 1) and the M2M devices 

need to pass through the ACB procedure before transmitting the preamble. Each M2M 

device generates a random number q (0 ≤ q ≤ 1). If q is less than the ACB factor, the 

device proceeds to the random access procedure. Otherwise, it is barred for the duration 

of the ACB time, which is calculated as (2) [15]. 
T1 = (β + γ × rand) × T . (2) 

In this equation, rand is a random number uniformly drawn from interval [0,1). 

Meanwhile, T is the barring time factor which is also broadcasted by the eNB and we 

set it as 20ms in this paper, β = 0.7, γ = 0.6. After the duration of the ACB time, the 

device can repeat the ACB procedure again. Fig. 2.depicts the ACB scheme.  

 

 

 
 Fig. 2. ACB procedure and RA diagram 
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We denote Ni as the number of device arrivals in slot i. The actual number of the 

devices which passed through the ACB check is denoted as Mi and the estimation value 

of Mi is denoted as Mi’. Because Mi is from Ni which pass through the ACB procedure, 

it can estimate Ni based on the value of Mi’. Meanwhile, we consider the number of 

device arrivals in the next slot Ni+1 is approximate to the Ni. 

We consider Mi= j devices which pass through the ACB check successfully among 

Ni = n backlogged devices. We further consider each of these devices that passed 

through the ACB check selects a random access preamble from K available preambles 

with an equal probability which is equal to 
1

𝐾
. For a specific preamble m transmitted to 

the eNB, let Dm = 1 denote the case that the preamble m is selected by exactly one user, 

which means the device can access the network successfully. The probability that only 

one user selects preamble m is 

P (𝐷𝑚 = 1 | 𝑀𝑖 = 𝑗)  = ∑ (𝑗
𝑞
) (𝑞

1
)

1

𝑒𝑞−1

1

𝐾𝑞

𝑗
𝑞=1 (1 −

1

𝑒
)(1 −

1

𝐾
)𝑗−𝑞 . (3) 

In (3), for simplicity, we assume the preamble detection probability is1 −
1

𝑒
, however, 

the preamble detection probability is related to the transmission times of the preamble. 

Thus we will adjust to the result in the below analysis.  

The expected number of successful preamble transmissions in time slot i can be 

obtained by 

E(𝐷𝑖 | 𝑀𝑖 = 𝑗) = ∑ P (𝐷𝑚 = 1 | 𝑋𝑖 = 𝑗)  = 𝐾 ∑ (
𝑗

𝑞
) (

𝑞

1
)

1

𝑒𝑞−1

1

𝐾𝑞

𝑗

𝑞=1

(1 −
1

𝑒
) (1 −

1

𝐾
)

𝑗−𝑞

 .

𝐾

𝑚=1

 (4) 

Therefore, 

E(𝐷𝑖 | 𝑁𝑖 = 𝑛) = ∑ 𝑃(𝑀𝑖 = 𝑗 | 𝑁𝑖 = 𝑛)

𝑛

𝑗=1

× ∑ P (𝐷𝑚 = 1 | 𝑀𝑖 = 𝑗) 

𝐾

𝑚=1

 

= ∑ (
𝑛

𝑗
)

𝑛

𝑗=1

𝑝𝑗(1 − 𝑝)𝑛−𝑗 × 𝐾 ∑ (
𝑗

𝑞
) (

𝑞

1
)

1

𝑒𝑞−1

1

𝐾𝑞

𝑗

𝑞=1

(1 −
1

𝑒
) (1 −

1

𝐾
)

𝑗−𝑞

 

        = 𝑛𝑝 (1 −
𝑝

𝐾𝑒
)

𝑛−1

(1 −
1

𝑒
)   . (5) 

2.2   The Random Access Procedure 

 

Fig. 3. RA four-steps procedure 
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The devices which pass through the ACB check will attempt the contention-based 

random access (RA) procedure, which consists of a four-message handshake with the 

eNB[16], as shown in Fig. 3.In this process, the preamble sequences are generated from 

cyclic shifts of root Zadoff-Chu sequences [17]. The eNB can get the number of 

successful preamble and collisional preamble, but it does not know the actual value of 

Mi and has to obtain its estimation value Mi’, if it requires to figure out the status of the 

network. 

3   Load-aware ACB Scheme 

In this section, we firstly propose two schemes to predict the number of devices which 

will arrive in the next slot based on the estimation number of devices transmitting the 

preambles in the current slot, so we can estimate the number of device arrivals Ni 

according to the estimation value of Mi. Then, we propose an adaptive scheme to change 

the barring factor p dynamically. 

3.1   Load-estimation Scheme 

In [11], it estimates the number of devices according to the probability of the idle 

preambles. In [10], it estimates the number of devices according of the use of preambles. 

Based on the two methods, we improve these methods by taking into preamble 

detection probability account. Finally, we propose the two methods to predict the 

number of the devices in the next slot and evaluate the accuracy of the prediction. In 

this paper, we call these two methods as load-estimation scheme based on the idle 

preambles and load-estimation scheme based on the Markov Chain respectively. 

 

Load-estimation Scheme Based on the Idle Preambles 

In this scheme, the eNB counts the number of idle preamble Lidle,i  among the total 

number of preambles in the ith slot Li. The probability of the preamble being idle pidle,i 

is calculated from Lidle,i, 

 𝑝𝑖𝑑𝑙𝑒,𝑖 =
𝐿𝑖𝑑𝑙𝑒,𝑖

𝐿𝑖
  . (6) 

The probability of the preamble being idle can also be determined by 

𝑝𝑖𝑑𝑙𝑒,𝑖 =  (1 −
1

𝐿𝑖
+

1

𝑒∗𝐿𝑖
)𝑀𝑖   . (7) 

In (7), there are two reasons for the preamble being idle. Firstly, for a specific device, 

it doesn’t select the preamble actually. Secondly, the device select the preamble actually 

but the preamble can’t be detected by the eNB due to the effects of the radio channel. 

Because many device just transmit the preamble for once, we consider the preamble 

detection probability is 1 −
1

𝑒
 for every transmission. And we will adjust to the result in 

the below analysis. The number of active devices Mi in the ith slot can be estimated as 

𝑀𝑖
′ =

log(𝑝𝑖𝑑𝑙𝑒,𝑖)

log(1−
1

𝐿𝑖
+

1

𝑒∗𝐿𝑖
)
  . 

(8) 

From Mi’ and the ACB factor p,i in the ith slot, the eNB can predict the number of active 

devices in the (i + 1)th slot. 
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𝑁𝑖+1 ≅ 𝑁𝑖 =
𝑀𝑖

′

𝑝𝑖

  . 
(9) 

However, the preamble detection probability is relevant to the transmission times of 

preambles and the probability is fixed as 1 −
1

𝑒
  in the above equation. Thus we should 

adjust to the equation and the new result is as follows. 

𝑁𝑖+1 ≅ 𝑁𝑖 =
𝑀𝑖

′𝛼

𝑝𝑖

  .  
(10) 

To reduce the effect of prediction error, the eNB can predict the number of devices 

arrivals in the (i + 1)th slot by averaging the estimation value of the current slot and the 

previous slot, as shown in the below equation. 

 𝑁𝑖+1 =

𝑀𝑖
′𝛼

𝑝𝑖
+

𝑀𝑖−1
′ 𝛼

𝑝𝑖−1

2
  .  (11) 

Finally we find the appropriate value of 𝛼 is 0.8 after a number of simulation tests. 

  

Load-estimation Scheme Based on the Markov Chain 

In this scheme, the eNB can predict Ni+1 according to the status of preambles. The set 

of preambles that no device to select is denoted as I and |I|(|I| =0,1, . . . , K) is the 

cardinality of I. The set of preambles that exactly one device to select is denoted as S 

and |S|(|S| = 0,1, . . . , K) is the cardinality of S. The set of preambles that two or more 

than two devices to select is denoted as C and |C|(|C| = 0,1, . . . , K) is the cardinality 

of C. So |I| means the number of idle preambles; |S| means the number of successful 

preamble or the number of device which access successfully; |C| means the number of 

collisional preamble. We denote the status of preambles as the combination of (|I|, |S|, 

|C|), namely |I| + |S| + |C| = K. we can obtain the total number of combinations of 

preambles’ status from the above equation 

∑ (𝑖
1
) 𝐾

𝑖=1 = 
1

2
(K + 1)(K + 2) . (12) 

but Mi is unknown by the eNB and |I|, |S|, |C| are known by the eNB. 

The eNB can estimate the random variable Mi based on the values of |I|, |S| and 

|C|, and the problem can be formulated by 
𝑀𝑖

′ = arg    max
0≤𝑚≤𝑁

{Pr (𝑀𝑖 = 𝑚| |𝐼| = 𝑖, |𝑆| = 𝑠, |𝐶| = 𝑐)} . (13) 

where i, s, c = 0, 1, . . . K; m = 0, 1, . . .N. Based on the Bayes’ theorem, the estimation 

equation becomes 

𝑀𝑖
′ = arg    max

0≤𝑚≤𝑁
{

Pr (𝑀𝑖=𝑚)

Pr (|𝐼|=𝑖,|𝑆|=𝑠,|𝐶|=𝑐)
× Pr ( |𝐼| = 𝑖, |𝑆| = 𝑠, |𝐶| = 𝑐|𝑀𝑖 = 𝑚)} . (14) 

Here, we use the maximum likelihood estimation to simplify the estimation. Then the 

result becomes 
𝑀𝑖

′ = arg    max
0≤𝑚≤𝑁

{Pr ( |𝐼| = 𝑖, |𝑆| = 𝑠, |𝐶| = 𝑐|𝑀𝑖 = 𝑚)} .  (15) 

Mi devices which select the preambles are equivalent to M devices which apply for the 

preambles one by one. Therefore, we establish a Markov Chain to estimate Mi using 

this transformation, and we can obtain the Transition Probability Matrix P based on 

the state transition.  

In this paper, we denote (K, 0, 0) as the first state, (K − 1, 1, 0) as the second state, 

and so on. We denote Pij as the probability of ith state transform to the jth state. Here, 

we define n as the nth state of the preambles and the total number of states is 
(𝐾+1)(𝐾+2)

2
. 

We can get that if the state is (|I|, |S|, |C|), then n=
(2𝐾+3−|𝐶|)×|𝐶|

2
+ |𝑆| + 1. 
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Fig. 4. The preambles’ state transition diagram. 
As shown in Fig. 4, if a device selects the preamble belonging to set I, the number of 

preambles in set I will minus one, the number of preambles in set S will add one and 

the number of preambles in set C is invariable. The transition of the states can be 

denoted as (|I|, |S|, |C|) to (|I| − 1, |S| + 1, |C|) and the transition probability Pij is 
|𝐼|

𝐾
×

(1 −
1

𝑒
). If a device selects the preamble belonging to set S, the number of preambles in 

set C will add one, the number of preambles in set S will minus one and the number of 

preambles in set I is invariable. The transition probability Pij is 
|𝑆|

𝐾
× (1 −

1

𝑒
). If a device 

selects the preamble belonging to set C, the state will stay the same and the transition 

probability Pij is
|𝐶|

𝐾
× (1 −

1

𝑒
) +

1

𝑒
. Moreover, the transition probability of (|I|, |S|, |C|) to 

other states is 0. So we can obtain the Transition Probability Matrix P. One device 

selecting a preamble means a transformation of the state, so Mi is the steps of 

transformation. Thus the estimation of Mi is equivalent to find the steps of 

transformation which satisfies the formula (15). Because the devices which select the 

preambles are from the active devices which pass through the ACB procedure, and the 

probability is pi. The prediction of Ni+1 can be formulated as  

𝑁𝑖+1 ≅ 𝑁𝑖 =
𝑀𝑖

′

𝑝𝑖

  . 
(16) 

However, the preamble detection probability is relevant to the transmission times of 

preambles and the probability is fixed as 1 −
1

𝑒
 in the above equation. Thus we should 

adjust to the equation and the new result is as follows. 

 𝑁𝑖+1 ≅ 𝑁𝑖 =
𝑀𝑖

′𝛼

𝑝𝑖
  . (17) 

Similar to the load-estimation scheme 1, to reduce the effect of prediction error, the 

eNB can predict the number of devices arrivals in the (i + 1)th slot by averaging the 

estimation value of the current slot and the previous slot, as shown in the below 

equation. 

𝑁𝑖+1 =

𝑀𝑖
′𝛼

𝑝𝑖
+

𝑀𝑖−1
′ 𝛼

𝑝𝑖−1

2
   . (18) 

Finally we find the appropriate value of 𝛼 is 0.8 after a number of simulation tests. 

3.2   The Adjustment of the ACB Factor p 

It is critical to find the optimal value of p to accommodate the massive devices. In [9], 

the authors propose a method to obtain the optimal value of p. We will improve the 

method proposed by [9] and take the preamble detection probability into consideration.  
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the expected number of successful preamble transmissions in each time slot should be 

maximized. By taking the derivative of (5) with respect to p, we can obtain 
𝑑

𝑑𝑝
𝐸(𝐷𝑖 | 𝑁𝑖 = 𝑛) = 𝑛(1 −

1

𝑒
)(1 −

𝑛𝑝

𝐾𝑒
)(1 −

𝑝

𝐾𝑒
)𝑛−2 . (19) 

When K ≥ n, we have
𝑑

𝑑𝑝
𝐸(𝐷𝑖 | 𝑁𝑖 = 𝑛)≥ 0. Thus the value is growing up gradually and 

the maximum value is achieved when p = 1. That is, when the preamble number is 

greater than the number of backlogged devices, the ACB factor should be set to 1. When 

K< n, we set 𝑑

𝑑𝑝
𝐸(𝐷𝑖 | 𝑁𝑖 = 𝑛)= 0, and obtain  

𝑝∗ =
𝐾𝑒

𝑛
  . (20) 

Because we regard the preamble detection probability as 1 −
1

𝑒
 in the above equations 

for simplicity, however, the preamble detection probability is relevant to the 

transmission times of preambles. Therefore, we should add a parameter to adjust to the 

result. Thus we have  

𝑝∗ = 𝑚𝑖𝑛 (1,
𝐾𝑒×𝛼

𝑛
)  . (21) 

Finally we find the appropriate value of 𝛼 is 0.3 after a number of simulation tests. 

Fig.5 illustrates the load-aware ACB scheme based on the prediction result. 

 

 

 
 

Fig. 5. load-aware ACB scheme . 

 

4  Simulation Results 

4.1   Simulation Parameters 

The simulations consider the access success performance of 10000 to 50000 M2M 

devices in a single cell activating with a Beta distribution over 10 seconds. The RACH 
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is configured to occur every 5 ms, with up to 54 preambles. During analysis, the 

simulation parameters are listed in Table 1, which has been agreed by 3GPP.  

Table1.  Parameters for simulation 

Parameter Value 

Number of M2M devices 10000~50000 

Distributed period for Beta traffic distribution 10 seconds 

Beta function(α,β)in Beta traffic distribution (3,4) 

PRACH configuration 2 PRACH per 10ms 

Back-off indicator 20ms 

Max number of preamble transmission 10 

Preamble number 54 

Preamble detection probability for the ith preamble transmission 
1 −

1

𝑒𝑖
 

4.2   Comparison of Load-estimation Schemes 

To illustrate the prediction performance of the proposed methods, we calculate the 

average absolute error, the average relative error and the average standard deviation 

between the predicted value from load-estimation scheme based on the idle preambles 

and the actual arrivals value. Meanwhile, we calculate the above factors for load-

estimation scheme based on the Markov Chain. Furthermore, we calculate the above 

factors for another two methods without taking the preamble detection probability into 

consideration. Then, we compare the prediction performance for the four methods and 

the results are described in the Fig.6, Fig.7, and Fig.8 respectively. In these figures, 

traditional scheme based on the idle preambles and traditional scheme based on the 

Markov Chain mean the scheme proposed in [11] and the scheme proposed in [10] 

respectively, which doesn’t take into account the effects of radio channels. We can 

observe from these figures that load-estimation scheme based on the Markov Chain we 

proposed in this paper outperforms the other methods in the prediction for the M2M 

devices arrivals value in the next slot and the predicted error is acceptable. 

 

 

 
Fig. 6. The average absolute error of the four prediction methods 
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Fig. 7. The average relative error of the four prediction methods 

 

Fig. 8. The standard deviation of the four prediction methods 

4.3   Comparison of Load-aware ACB Scheme and Traditional ACB Scheme 

From the above analysis, we can figure out that load-estimation scheme based on the 

idle preambles and load-estimation scheme based on the Markov Chain are better than 

the other two methods without preamble detection probability in the prediction 

performance. In this section, we would prefer to select load-estimation scheme based 

on the Markov Chain to predict the arrivals value rather than load-estimation scheme 

based on the idle preambles from the above analysis. Then, we compare the 

performance of the proposed load-aware ACB scheme and the traditional ACB scheme 

which is proposed in [10] in the following metrics: Access success probability, Average 

retransmission times and Collision rate. Fig.9 depicts the access success probability for 

the two schemes and we can figure out the access success probability of the load-aware 

ACB scheme is higher than the traditional ACB scheme. Meanwhile, we can observe 

from the Fig.9 that the access success probability is almost equal to 1 in the load-aware 

ACB scheme. 
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Fig. 9. The success probability with different number of devices 

 

We can also figure out from the Fig.10 and Fig.11 that the average retransmission 

times and collision rate of the proposed load-aware ACB scheme is relatively lower 

than the traditional ACB scheme. Meanwhile, the average retransmission times and 

collision rate will grow as the total number of the M2M devices grows. 
 

 

Fig. 10. The retransmission times with 

different number of devices 

Fig. 11. The collision rate with different 

number of devices 

5  Conclusions 

In this paper, we propose a load-aware ACB scheme with considering the effects of 

radio channel to alleviate the congestion when a great number of M2M devices prepare 

to access the eNB within a short time. Meanwhile, compared to the traditional ACB 

scheme, the proposed ACB scheme improve the access success performance. 

Simulation results indicate the load-aware ACB scheme can improve the access success 

probability and reduce the average retransmission times and collision rate. 
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Abstract. Ultra-dense small cell deployment is seen as a necessary means to 
address the explosive mobile traffic growth in the near future. However, a 
large-scale small cell deployment can substantially increase the network energy 
consumption with strong ecological and economic implications. In this article, 
we introduce an energy-efficient macro assisted sleep mode scheme in 
heterogeneous networks to reduce cellular networks’ power consumption. The 
designed scheme takes into account that (i) macro base station’s power 
consumption is varying with the load, (ii) macro starts a UE-small cell 
connection procedure as soon as a connected UE is required to start receiving 
data is potentially suboptimal in terms of energy consumption. Furthermore, we 
present the procedures of the proposed macro assisted sleep mode scheme. By 
our calculation and analysis, our scheme can yield a further 5% energy savings 
with respect to the amount of energy savings obtained with existing schemes. 

1   Introduction 

Fueled by the popularization of mobile devices and the increased number of 
broadband services, wireless traffic experienced an exponential growth in recent 
years. Such growth is very likely to continue in the near future owing to new cloud-
based services and data-hungry applications [1]. In order to be able to serve such a big 
amount of traffic, wireless networks shall increase their capacity. 

Ultra-dense small cell deployment is seen as a necessary means to address the huge 
capacity demand [2], [3]. However, as base stations are responsible for the large 
amount of energy consumed in cellular networks, deploying such large number of 
small cells poses two main challenges: the cost of the network infrastructure and its 
environmental footprint. Both issues can be solved by designing an energy efficient 
mobile network: the decrease of the network energy consumption will result in lower 
operational cost for the infrastructure and lower greenhouse gas emissions. 

While there are various distinctive approaches to reduce energy consumptions in a 
mobile cellular network, adopting renewable energy resources or improving design of 
certain hardware is often prohibitive due to the cost of replacing, and installing new 
equipment. By comparison, sleep mode techniques, does not require changes to 
current network architecture, and takes advantage of changing traffic patterns on daily 
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or weekly basis. Hence, sleep mode have the potential to save a significant amount of 
energy, as shown in various studies. 

Decoupling coverage and capacity provisioning could make it easier to deploy and 
manage a large number of small cells. DOCOMO proposes the concept of Phantom 
Cell which gives the ideas of high-frequency small cells configured no Cell specific 
Reference Signal (CRS) [4]. In the Phantom Cell Concept, the control plane (C-plane) 
and the (U-plane) are separated [5], as shown in Figure 1. In such systems, effective 
macro-assisted energy savings schemes based on sleep mode techniques can be 
implemented with minimal additional signaling. Thus, in this paper we introduce an 
energy efficient macro assisted sleep mode scheme in heterogeneous networks. 

Macro-Cell eNodeB
(Low Frequency)

Small-Cell eNodeB
(High Frequency)

DECOUPLED!!!

 

Fig. 1. Heterogeneous networks with the C-plane and the U-plane are separated. 

We note that there are several previously published papers, for example [6], [7], 
which already studied the base stations sleep mode in heterogeneous networks. 
However, only a few papers considered macro assisted scenarios. Among these, we 
cite [9], where the authors show that in macro-controlled small cells, effective macro-
assisted energy savings schemes can be employed to reduce the network energy 
consumption at practically no additional cost to the network and no hit to user quality 
of service (QoS). However, [9] does not consider that: 

 The energy consumed by macro cell is not constant, but rather variable with the 
traffic load (approximately linearly); 

 When a small cell is switched off, the macro cell assumes the load of that small 
cell, hence the macro cell energy consumption increases. 

 Macro cells have data capacity, thus, in some case a connection to a small cell is 
not needed: the macro cell base station could handle the transmission of the 
arriving file with its own resources, especially when the file is relatively small. 

The scheme introduced in this paper considers the aforementioned aspects, and 
thus minimizes the energy consumption in heterogeneous networks and provides a 
more energy efficient as well as a more realistic sleep mode scheme. 

The rest of this paper is organized as follows. In Section , we introduce the 
macro-controlled heterogeneous networks architecture and the energy model 
considered within the scope of this paper. In Section  we propose our macro assisted 
sleep mode scheme. Section  provides numeric analysis of the proposed scheme and 
illustrate energy savings. Section  concludes the paper. 
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2   System Model 

2.1   System Architecture  

The system in this paper is macro-controlled small cells heterogeneous networks, 
such as the PCC architecture [5], and the Macro-assisted Data-Only Carrier System in 
[11]. Such macro-controlled system advocates the separation of the C-plane and the 
U-plane. Such system, illustrated in Figure 2, is comprised of two overlaid 
heterogeneous networks: 

 A macro cell network, whose primary objective is to offer a C-plane coverage to 
users. These macro cells operate in lower frequency bands (e.g., 2 GHz); 

 A small cell network with small cell BSs, responsible for delivering a high 
throughput to connected users. These small cells operate in higher frequency 
bands (e.g., 3.5 GHz), and are connected to a macro cell through a backhaul 
link. 

Macro Cell

Small Cell

UE-Macro Cell Connection UE-Small Cell Connection  

Fig. 2. System architecture of macro-controlled small cells, a heterogeneous network. 

Additionally, we consider two small cell states, namely on and sleep. In the on 
state, all hardware components in the small cell base station are fully switched on, 
small cells consume the highest amount of energy. In the sleep state, some of the 
hardware components are either completely switched off or operated in low-power 
modes. The exact components to be switched off are a function of the specific 
hardware architecture and the particular energy saving algorithm. 
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2.2 Energy Model 

In order to evaluate the potential of the system energy efficiency, an appropriate 
base station power consumption model is needed. The energy model we consider in 
this paper is introduced in [8], based on the following assumptions: 

 The power consumption of a macro base station is equal to Ma W , where 

[0,1] is the traffic load of the macro base station normalized to its maximum 

capacity, and MW  is the power consumption when  = 0, a is a constant 
value; 

M MP a W  (1) 

 
 The power consumption of a small base station is constant (independent from 
the traffic load variations) and equal to SW . 

S SP W  (2) 

3 Energy Efficient Macro Assisted Sleep Mode Scheme 

3.1 Problem Description 

The goal of sleep mode technology is to minimize the energy consumption while 
guaranteeing that the QoS requirements of each user are fulfilled. At a given time 
granularity, this system optimization problem can be formulated as follows: 

Minimize 
1
[ (1 ) ]

N
on sleep

n S n S M
n

C E C E E  (3) 

Subject to: , {1,..., },k kR k K  (4) 

 {0,1},nC  (5) 

where N is the total number of small cells deployed in the coverage of macro cell, K 
is the number of users in the system, on

SE is the energy consumed by a small cell in 

the on state, sleep
SE is the energy consumed by a small cell in the sleep state, ME is the 

energy consumed by the macro cell, kR is the throughput (or data rate) obtained by 

UE k, k is the data rate requirement of user k, 

and 
1 if small cell n is in the on state
0 if small cell n is in the sleep statenC  
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n k total macro

k nmacro k

B  (7) 

,
1

1,       1,..., ,
N

n k
n

k K  
(8) 

, 0,1 ,      1,..., , 1,..., ,n k n N k K  (9) 

where ,n k ( ,macro k ) is the spectral efficiency of the link between small cell n 

(macro cell) and user k, in bit/s/Hz, ,total nB ( ,total macroB ) is the total bandwidth 

available on small cell n (macro cell), in Hz, 

and ,

1 if small cell n is serving user k
0 if small cell n is not serving user kn k  

To minimize the total power consumption of the system, a small cell should be in 
sleep state whenever it is not serving any user, but in the on state when serving at 
least one user. This means nC  can be expressed as follows: 

,1

,1

1 if 1
   1,...,

0 if 0

K
n kk

n K
n kk

C n N  (10) 

Additionally, for a given time granularity, expression (3) can be rewritten as 
follows, according to the energy model introduced in Section  (expression (1) and 
expression (2)). 

1
[ (1 ) ]

N
sleep

n S n S M
n

C W C W a W  (11) 

It has been shown in [9] that problems of this form are not guaranteed to exist a 
unique optimal solution. In this paper, we propose a heuristic macro-assisted sleep 
mode scheme based on the following heuristics: 

 To minimize the power consumption of small cells, we have to minimize the 
total time that small cells spend in the on state. 

 As we considered heterogeneous network that comprised of macro cell and 
small cells, we should take into account the macro cell energy consumption 
increase when a small cell is switched off. 

The first heuristic can be achieved by finding and switching on the best small cell 
for user to connect to, so that the transmission of files from each small cell to users 
can be finished quickly to be able to put small cells to sleep state as soon as possible. 
A good way to find the best small cell for a user to connect to is to find small cell 
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Expression (4), imposing that the data rate requirement of each UE in the system 
be fulfilled, means that each BS in the system need to have enough bandwidth to fulfil 
the data rate requirement of all the UEs it is serving. Thus, it is possible to rewrite 
expression (4) as: 



1

M

S M
m

W a W  (12) 

 
where M is the total number of small cells in the on state,  is the traffic load 
variation of macro because of the macro cell assumes the load of the arrived file. The 
power consumption that make the UE connect to small cell is: 

1

1

M

S M
m

W a W  
(13) 

Therefore, we have: 
= SE W a  (14) 

E is the power consumption difference between UE connect to the small cell 
network and not. Thus the macro can make the decision to make the UE connect to 
the small cell network if SW a , vice versa. 

3.2 An Energy Efficient Macro Assisted Sleep Mode Scheme 

Best Small Cell Selection and Small Cell Sleep to On Procedure 

The small cell base stations can be configured to reside in the sleep state by default 
and move to the on state as explained next. The flow chart of our macro-assisted sleep 
mode scheme is illustrated in Figure 3 and the decision-making process is: 

The transition of small cell from sleep to on state is controlled by the macro via the 
backhaul. In the macro-controlled small cells, UE first connect to the candidate macro 
cell. After connecting to the candidate macro cell, the UE will get time and frequency 
synchronization with the macro. In energy savings schemes presented in the literature, 
when there is any UE-associated small cell in sleep state, it is generally assumed that 
the macro changes an appropriate small cell to the on state and starts a UE-small cell 
connection procedure as soon as a connected UE is required to start receiving data [6], 
[7], [8], [9]. In this paper, we propose that this behavior is potentially suboptimal in 
terms of energy consumption, since in some cases a connection to a small cell is not 
needed. In our scheme, macro decide whether the UE connect to the small cell 
network or not based on expression (14): if SW a , which means the power 
consumption that make the UE connect to the small cell network is less than make the 
UE stays connected to macro cell, and vice versa. 

If macro decide to make UE connect to small cell network, the best small cell 
select procedure is performed. The decision is performed using the SINR values of 
UE small cell links, which can be obtained by information reporting from the small 
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which providing the highest SINR to that user. To utilize the second heuristic, when a 
file arrives for a specific user, if the macro identifies there are UE-associated small 
cells in the sleep state, the macro cell can make the decision to make the UE connect 
to the small cell network or not based on the traffic load variation of macro base 
station. At a given timeslot, the power consumption that make the UE not connect to 
the small cell can be expressed as: 



Mobile user Serving MeNB Candidate SeNB

UE-small cell connection trigger

Macro obtains the UE-small cell link quality (SINR)

Macro cell decide whether the UE connect to the 
small cell network or not based on expression (20)

Yes

Initial access

Configure SRS

UE stays 
connected to 

macro cell only

No

Macro sorts all small cell in candidate list by decreasing UE-
small cell link SINR 

Macro choses 
the first small 

cell of the sleep 
list for UE to 

connect

Configure SeNB resource
Inform UE selected SeNB information 

and trigger UE to connect

UE connects to SeNB

Data transimission

 

Fig. 3. Procedures of the proposed macro assisted sleep mode scheme used to 
determine the best small cell for a UE to connect to. 

Mobile user Serving MeNB Small eNB

The macro collects the following metrics:
Current load of the macro cell
The traffic load information of small cells
The long term-traffic distribution in the cell

Macro base station has the necessary resources to serve the small 
cell s traffic

The additional energy consumption caused to the macro base 
station to serve the small cell s traffic is lower than the power 

consumed by the small base station

Set the low traffic small cell to sleep

Information report

Yes

Yes

Inform UE

 

Fig. 4. Small cell On to Sleep Procedure 
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cells via their backhaul links. Then, macro builds a list of small cell candidates for the 
UE, and sorting them by UE-small cell link SINR values. Finally, chose the first small 
cell of the sleep list as the small cell for UE to connect to.  

It should be noted that,  which stands for the traffic variation of macro cell can 
be obtained by based on the size of the file to be received. Nevertheless, the size of a 
file is an application-layer piece of information, only available to the two ends of the 
communication, thus we maybe need cross-layer information exchange or obtaining 
the file size information via UE. 



optimized centralized decision can be achieved. The flow chart of our small cell on to 
sleep procedure we proposed is illustrated in Figure 4. 

4 Evaluation Results 

This Section focuses on the performance of the proposed scheme by estimation 
based on the research result. We consider specific values of the parameters introduced 
in Sections  and  according to [8]. According to [12], the number of pico base 
stations for a given capacity is shown in Table . According to [8], the parameters is 
shown in Table . 

Table 1.  Density of small cell base stations. 

System Capacity (GB/H/km2) Small cell Density (BSs/km2) 

50 35 
100 190 
150 300 
200 500 
250 1000 

Table 2.  System Parameters values. 

Parameter Value 

W
M 

800W 
a 500W 

W
S 

13W 
W

0 
4.3W 

 
Using the traffic model provide in [8], we can calculate the data volume percentage 

of different traffics. Big files that satisfies SW a  represented by FTP traffic 
currently take up to 22% of the total data volume. We choose random arrival traffic 
for study. Three schemes are compared: a) traditional no sleep scheme; b) macro 
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Small cell On to Sleep Procedure 

A small cell may be putted to sleep state as soon as: (i) the macro base station has 
the necessary resources to serve the small cell’s traffic; (ii) the additional energy 
consumption caused to the macro base station to serve the small cell’s traffic when it 
is sleeping is lower than the power consumed by the small base station. The main 
characteristic of our macro assisted sleep mode scheme is that the state of the small 
cell can be determined by the macro cell which is different from the current LTE 
system. Macro cell can take into account the long-term traffic distribution in the cell, 
the state and capacity of small cells, and the moving speed of terminals. Thus, the 



further 5% energy savings with respect to the amount of energy savings obtained with 
existing sleep mode schemes. 

 

Fig. 5. Energy consumed for the three considered schemes varying the capacity 
requirements. 

 

Fig. 6. Percentage of power savings by schemes b) and c) with respect to the fully on 
small cell scheme a). 

Finally, we have to notice the fact that the power consumption of macro base 
stations has a significant dependency on the traffic load [8], assuming a constant 
macro base station power consumption leads to an overestimation of the energy 
savings with the use of sleep mode technology. 

An Energy-Efficient Macro-assisted Sleep-Mode Scheme in Heterogeneous Networks 89

starts a UE-small cell connection procedure as soon as a connected UE is required to 
start receiving data, as presented in the state-of-art sleep mode schemes [9], [10]; c) 
macro decides whether UE connect to small cells network or not based on the traffic 
load variation of macro cell, which is proposed in Section  in this paper 

Figure 5 shows the energy per km2 consumed in one day for the three considered 
schemes varying the capacity requirements. We notice that the use of sleep mode 
reduces the system energy consumption. Moreover, the proposed macro assisted sleep 
mode scheme in this paper gives a further reduction in the system energy 
consumption. Figure 6 shows the percentage of power savings by schemes b) and c) 
with respect to the fully on small cell scheme a). We notice that our scheme can yield 
energy savings of up to 10% compared to not using sleep mode, and can yield a 



However, the proposed scheme in this paper is based on the assumption that the 
size of each arriving file is known by the macro cell serving the UE to which the file 
needs to be sent. This is difficult to implement in practice in the current LTE standard. 
In addition, energy-aware load balancing between macro and small cells still needs 
further study 
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Abstract. With the rapid development of mobile communication, human's 

demand for communication capacity increasing, a fifth-generation 

communications network (5G) have gained popularity because of enormous 

amount of spectrum in the millimeter wave (mmWave) bands. The 5G network 

is not only to provide people with more high data transfer rates and lower 

latency, but also to provide users with more meaningful and personalized 

service based on the users and their understanding of the service required. 

Nowadays, video streaming service plays an increasing important role in 

human's daily life. However, the existing video streaming service application 

scenarios are mostly in Long Term Evolution network (LTE) and wireless 

network, there are few articles about studying video streaming service quality 

evaluation method in 5G network, so we conduct a study on the quality of 

experience (QoE) of video streaming service under 5G mmWave network 

scenario with NS-3. Under this scenario, video streaming system is created. By 

obtaining the quality of service (QoS) parameters of the network scenario, the 

non-linear regression function is used to predict the QoE of our video streaming 

service. The fit coefficient of the result shows that our model is powerful. 

1   Introduction 

With the popularity of the smart phone and smart tablet, the propagation of these 
smart devices has leads to an explosive increase of mobile traffic. According [1], the 
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traffic load on conventional cellular networks is predicted to be increased by 1000 
times in the next 10 years [2]. To meet the need of the user's demand of the amount of 
mobile traffic to attain a high quality of experience , many researchers have proposed 
some new technologies to enhance the capacity of current mobile communication 
systems based on frequency bands below 3GHz such as carrier aggregation, multiple 
input and multiple output(MIMO)[3].But these new technologies cannot solve the 
traffic increasement problem fundamentally, and the capacity enhancement based on 
narrow bandwidth is easy to reach a limit. So it is emergency to study a wider 
bandwidth than that of existing mobile communication system. To solve the problem 
with the increasement of mobile traffic, some researchers and industrial experts have 
begun the study of millimeter wave band in the 30-300GHz that is a new radio band 
in emerging 5G mobile communication systems [4][5][6][7][8]. Because most of the 
millimeter waveband is underutilized, the 5G mobile communication system can 
make the best of the wide and continuous band to gain the higher bandwidth and bit 
rate.  

With the popularity of mobile video streaming service, the Quality of Experience 
(QoE) of the service is also becoming more and more important. The competition 
among service providers is intensifying and becomes fiercer than ever before. In order 
to win the market in the fierce competition, the service provider must ensure that the 
service that they provided get a much higher acceptance. Thus they need a degree of 
user acceptance as a standard service rating method. Now, the QoE is a widely 
adopted service metric. According to the International Telecommunication 
Union-Telecommunication Standardization Sector ITU-T P.10/G.100 
Recommendation, the QoE can be defined as “the overall acceptability of an 
application or service, as perceived subjectively by the end-user.” Based on this 
definition, more and more researchers have already begun the research on it. With the 
study on this field, the operators can master the key factor that affects the user 
evaluation and through the adjustment and optimization of the key factors, they can 
improve the quality of user experience and provide users with higher estimation of the 
service. 

But now, the most of the existing research on QoE of the mobile streaming media 
focused on the existing mobile communication network and wireless network, few of 
them study the QoE method in 5G network. But the 5G millimeter wave network 
should be used in the near future and it can make the best of the wide and continuous 
band to obtain the higher bandwidth and bit rate gains. So in this paper, the main 
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contributions can be summarized as follows: First, the millimeter wave network 
through ns-3 platform is built. Second, in the application layer we build video 
transmission system. Finally, Evalvid video evaluation tools and non-linear regression 
algorithm are used to evaluate the video QoE by using objective methods that reflect 
the QoS to QoE. The remainder of this paper is structured as follows. Section II 
reviews the current research works on 5G network simulation and QoE evaluation for 
video streaming service. In Section III, the architecture of video streaming system 
over 5G network is presented. Then in Section IV the result and analysis of the model 
is showed. Finally, the conclusion is stated in Section V. 

2   Related work 

2.1   5G millimeter wave simulation work with video streaming system 

With the rapid growth of user demand for mobile traffic, spectrum shortages and the 
need of capacity requirement become a very obvious contradiction. Overcoming 
network bandwidth bottlenecks is a key issue in a fifth generation communications 
networks. On the other hand, since the bandwidth of the millimeter wave range from 
30 to 300GHz, millimeter-wave communication become a hot topic in 5G network 
because of its enormous bandwidth [9]. 

O.Ayach et.al showed original theoretical results on the capacity and converge of 
cellular networks using millimeter wave [5]. K.Wang et al. have been pushing 
millimeter wave bands for 5G cellular networks with evidences of millimeter wave 
propagation measurements [6]. D.Love with his industrial team proposed to use 
mm-wave beam-forming both for access and backhaul in small cell networks [7]. W. 
Roh and his industrial team revealed the effectiveness of mm-wave beam-forming to 
improve system capacity of future cellular networks [8]. All researches are important 
for the study of millimeter wave network. But, the analyses in these papers are limited 
to link level or system level with homogeneous networks.  

Menglei Zhang et.al in [10] [11] have established an end-to-end millimeter wave 
simulation system, the simulation system presented by TCP congestion avoidance 
algorithm control to show the performance of a millimeter wave link. The framework 
has implement the model spectrum millimeter wave beam-forming models, and can 
be quantified analysis in the millimeter-wave link, to achieve performance transport 
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layer and application layer protocols. In our system, the simulation environment is to 
use millimeter wave link model to build video streaming client and server side, which 
achieves the goal of spread of video streaming [10] [11]. 

2.2   Quality of Experience of video streaming service 

Future 5G networks will provide users with high bandwidth content, high speed in 
excess of 10Gbs, various mobility levels, and more solutions to save energy and cost, 
but the most important thing is that it must meet the satisfaction of users, the so called 
quality of experience [12]. Traditionally, in mobile communications and wireless 
networks the QoS is considered in order to evaluate the performance of the network 
given a service with a guaranteed service level [13]. QoS is a complex concept that 
includes network parameters such as packet loss, jitter, and delay. The operator 
obtained the networks parameters to predict the QoE of users.  

Nowadays because the parameters and the mathematic way that researchers have 
adopted are different, there are many models to predict the QoE of users. Karan Mitra 
et.al in [14] proposed a model based on user behavior and QoE model context-aware 
and they use the P2P video streaming to complete the experiment. The system used 
user behaviors and context -related variables to model a network node in Bayesian 
network by building links between nodes from user behavior data and context data to 
draw the final QoE. Finally, they used obtained QoE value to optimize the network 
and got a high predict accurate. Y. Kanget.al in [15] present a no-reference, 
content-based Quality of Experience (QoE) estimation model for video streaming 
service over wireless networks. He and his team have used radial basis function 
networks (RBFN) which is a feed-forward artificial neural network with excellent 
approximating ability. The result shows that performs well in terms of high estimation 
accuracy, high Pearson correlation coefficient, low root mean square error, and small 
computational time. There are many researches in [16][17][18][19]also have proposed 
their way to show their accuracy. But nowadays researches are mostly focus on 3G, 
4G or wireless network. They have not try to predict the QoE in 5G millimeter wave 
network. So we make our experiment to simulate millimeter wave network using ns-3 
simulation tools to transmit our video under this network. 

In summary, most of researches are focused on 3G, 4G or wireless network, they 
have not taken the 5G millimeter wave networks characterizes into consideration. 
Because of the enormous bandwidth of the 5G millimeter wave network, it will be 
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utilized in the near future. So we begin the study on 5G millimeter wave network and 
by using the ns-3 simulation network to simulate 5G millimeter wave network and in 
this scenario I transmit the video streaming from the server to client successfully. 
Finally, from the parameters such as packet loss, jitter, delay, the non-linear 
regression method is used to build the parameters to our mean opinion score (MOS) 
that predict the QoE of our models. 

3   The architecture of video streaming system over 5G network 

Fig. 1 showed the architecture of our system. From the figure we can see it includes 
two parts, one is to build millimeter wave network by using ns-3 simulation tools. The 
other is that the estimation model for video streaming system that created in 
millimeter wave network with Evalvid tools. Then the two parts is introduced as 
follows. 

Coded video

Sender Trace Receiver Trace

Results:
-Frame loss/
Frame jitter
-user perceived 
quality 

Receiver Trace

Sender 
Trace

Reconstructed Raw 
YUV Video(Receiver)

Raw YUV 
video

Sender

e

PGW/SGW eNB

 

Fig. 1. Architecture of video streaming system over 5G network. 

3.1   5G millimeter wave simulation network for our video streaming system 

NS-3 is a discrete event simulator; it is beginning from an open source project in 
2006[20]. The millimeter wave model of ns-3 is from a communication network 
center at New York University [10] [11].The entire model includes a basic 
implementation of millimeter wave devices, which comprises the propagation and 

A QoE Estimation Model for Video Streaming over 5G Millimeter Wave Network 97



channel model, the physical (PHY) layer, and the MAC layer. The module completely 
is developed with C++. It has a very robust architecture. The network model is 
described in Fig. 2. 

eNB

PGW/SGW (Streaming Server)

 RemoteHost

P2P
100Gb/s

0.01s

 

Fig. 2. 5G millimeter wave end-to-end network with video streaming system. 

MAC: Millimeter wave MAC layer is designed to meet the ultra-low latency and 
high data rate demands, as presented in [21], thus following a flexible frame structure. 
A hybrid automatic repeat request (HARQ) is also implemented in order to better 
react to channel quality fluctuations. 

PHY: Physical layer functions are: (1): a fully customizable time division duplex 
(TDD) frame structure and transport policy implementation, as shown in Table I. (2): 
to achieve channel model frame structure parameters, including millimeter wave 
transmission path loss model, MIMO technology to achieve beam-forming 
technology, the channel configuration parameters. (3) Realize the receiving end 
decoding error model. (4) Adaptive interference model based on CQI feedback loop 
to achieve [11]. By using large point-to-point MIMO technology, spatial multiplexing 
of a large number of data streams in wireless communications using millimeter wave 

network can be achieved. Through multiple antenas to achieve multiple input and 
multiple output, it can make full use of space resources and can exponentially 
increase the channel capacity without increasing the spectrum resources and the 
antenna transmit power. In the ns-3 module, it model the mmWave channel as a 
combination of cluster, each composed of several sub paths. And in order to support 
phased-array antennas, a new AntennaArrayModel class is developed, which contains 
a complex beam forming vector. 
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 Table 1.  Parameters for configuring the millimeter wave frame structure [11]. 

Parameter Name Default Value Description 

SymbolPerSlot 30 Number of OFDM 

symbols per slot 

SymbolLength 4.16  Length of one OFDM 

symbol in  

SlotsPerSubframe 8 Number of slots in one 

subframe 

SubframePerFrame 10 Number of subframes 

in one frame 

NumReferenceSymbols 6 The number of 

reference OFDM 

symbols per slot 

TDDControlDataPattern "ccdddddd" The control (c) and 

data(d) pattern 

SubcarriersPerSubband 48 Number of subcarriers 

in each sub-band 

SubbandsPerRB 18 Number of sub-bands 

in one resource block 

 3.2   Estimation model for video streaming system with Evalvid tools 

Video encoder 
module

Sender and Receiver 
module

Fix Video 
module

Video 
Decoder 
module

Evaluate 
Trace module PSNR->MOS

 

Fig. 3. Estimation model for video streaming system. 

Our video streaming system includes five parts as we can see from the Fig. 3. Firstly, 
videos are encoded with videos encoder, then it is sent to client side from server side. 
After millimeter wave network transmission, users can receive the videos in the client 
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side. Then we fix the videos from the trace file which is generated from the network 
and the sender file that are generated by Evalvid. Next, we will decode the videos to 
YUV file. Finally, Evalvid tool is used to calculate the PSNR of the videos and map 
the PSNR value to MOS. Thereinafter, we will describe the five parts in detail. 

Video encoder module: The first step of our system is that we should encode our 
raw YUV format video to *.m4v with MPEF-4 encoder and then create *.mp4 file 
containing the video frames and a hint track which describes how to packetize the 
frames for transport with RTP.  

Sender and Receiver module: The second step of the system is that we used 
mp4trace tool from Evalvid that produce the sender trace file named *.st that are 
transmitted to the client side over millimeter wave network. 

Fix Video module: Then, we can reconstruct mp4 video from the sender trace and 
receiver trace file named *.mp4.  

Video Decoder module: we will decode the mp4 file to YUV file with FFmpeg 
tool. 

Evaluate Trace module: Finally, we will calculate packet / frame loss, delay, and 
jitter from three trace file that are sd_*, rd_* and *.st .By comparing the raw video 
and the reconstructed video, we can calculate the PSNR of the video and map it to the 
MOS value of the user as showed in Table II. 

Table 2.  PSNR-MOS. 

PSNR MOS Estimated Quality 

>37 5 Excellent 

31-37 4 Good 

25-31 3 Reasonable 

20-25 2 Poor 

<20 1 Bad 

 
4   Results and Analysis 

In our test, we select 12 videos that every video has two different samples because the 
network scenario has two different error model. And the video is 352X288 resolution, 
and decoded with mpeg-4 codec. The Table III shows a part of our test result. 
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Table 3.  the Result of Video Test. 

Video Packet loss Delay(s) Jitter(s) MOS 

Australia 0.047 10.388 0.024 4.0967 

City 0.105 10.009 0.017 2.0189 

Coastguard 0.108 9.66 0.018 2.8936 

Container 0.224 9.88 0.02 2.1188 

Crew 0.055 11.1 0.033 3.8019 

Football 0.123 11.1 0.03 2.6629 

Foreman 0.065 1.05 0.021 2.8192 

 
As we can see some videos which is transmitted from the millimeter wave network 

can get 4 grade. But most of video only can get 2 or 3 grade. Because the function 
that maps the parameters from the network level to MOS mostly are exponential 
function and liner function, which has a good performance on grade fitting. So we use 
the IQX hypothesis from the [15] to fit the data with the software matlab. In detail, we 
use multiple non-linear regression and exponential function to fit our data. The 
formula (1) is as follow: 
 

                (1) 
 are four unknown parameters . But at the beginning, we need to 

normalize the QoS parameters with formula (2). 

= .                   (2) 

Meanwhile,  respectively represent parameters before and after 
normalization,  respectively represent the max value and min value 
among them. 

Then we use regression function with matlab to get the parameters.Finally, we get 
the 0.8366 fit coefficient. And  respectively are 6.0148 -1.4010
-0.0898 -0.0585. From the parameters we know the packet loss and delay have 
greater effects on the QoE than delay and jitter. 
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Then we compare our QoE that we fit with the MOS that we map the PSNR to. 
Fig.5 described the relationship between them. From the test case we can clearly see 
that our fit QoE is closer to the MOS.   

 

Fig. 5. Contract between the MOS and QoE. 

5   Conclusions  

In this paper, we propose a novel QoE model for evaluating video streaming in 5G 
millimeter wave scenario. We build an end-to-end streaming system on millimeter 
wave network with NS-3 simulation tools. Then we used Evalvid tool to obtain the 
video trace transmit from the millimeter wave network. By reconstructing the video 
and comparing the raw video and reconstructed video we get the PSNR value then 
map the PSNR value to MOS value. Finally, through non-linear regression and 
exponential function we get the formula to map the QoS parameters to MOS value. 
We get our QoE model for video estimation for 5G millimeter wave scenario. Because 
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the millimeter wave link that we used is not mature enough, the packet loss and delay 
are unavoidable, so we get a little bit packet loss and a lot delay so that the fit 
coefficient is not very good. For future study, the link level to improve the system 
performance to transmit our video will be optimized and a more accurate estimation 
model for millimeter wave network will be built. 
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An Energy-Ef cient Process Replication
Algorithm in Virtual Machine Environments

Tomoya Enokido and Makoto Takizawa

Abstract Server cluster systems are widely used to realize fault-tolerant, scalable,
and high performance application services with virtual machine technologies. In
order to provide reliable application services, multiple replicas of each applica-
tion process can be redundantly performed on multiple virtual machines. On the
other hand, a server cluster system consumes a large amount of electric energy
since multiple replicas of each application process are performed on multiple virtual
machines. It is critical to discuss how to realize not only reliable but also energy-
ef cient server cluster systems. In this paper, we propose the redundant energy con-
sumption laxity based (RECLB) algorithm to select multiple virtual machines for
redundantly performing each application process in presence of server faults so that
the total energy consumption of a server cluster and the average computation time
of each process can be reduced. We evaluate the RECLB algorithm in terms of the
total energy consumption of a server cluster and the average computation time of
each process compared with the basic round-robin (RR) algorithm.

1 Introduction

Various types of business and industrial information services like data centers
[10] require scalable, high performance, and fault-tolerant information systems like
cloud computing systems [10]. These computing systems are realized virtual ma-
chines [5] with server cluster systems [2, 3, 4]. A server cluster system is composed
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of a large number of servers and multiple virtual machines are installed in each
server in order to increase the resource utilization of servers. In fault-tolerant infor-
mation systems, application processes which provide application services have to
be reliably performed in presence of server faults [8]. One way to provide a fault-
tolerant application service is that multiple replicas of each application process are
performed on multiple virtual machines in a server cluster. However, a large amount
of electric energy is consumed in a server cluster system since replicas of each appli-
cation process are performed on multiple virtual machines which are performed on
multiple servers. It is necessary to realize not only fault-tolerant but also energy ef -
cient server cluster systems with virtual machines as discussed in Green computing
[10].

In order to design energy-ef cient server cluster systems [2, 3, 4], it is necessary
to de ne a computation model and power consumption model of servers to perform
application processes on virtual machines. In our previous studies [5], we measured
power consumption of servers to perform computation type application processes
(computation processes) which mainly consumes CPU resources of servers and
derived the computation model of a virtual machine and power consumption model
of a server to perform computation processes on multiple virtual machines from the
experimentations. In this paper, we consider computation processes.

In this paper, we propose the redundant energy consumption laxity based
(RECLB) algorithm to select multiple virtual machines for redundantly perform-
ing each application process in presence of server faults so that the total energy
consumption of a server cluster and the average computation time of each process
can be reduced. In this paper, we assume some servers in a server cluster might stop
by fault. If a server stops by fault, every virtual machine performed on the server
stops. Hence, replicas of each computation process have to be performed on mul-
tiple virtual machines which are performed on different servers in a serve cluster.
Here, if at least one virtual machine is operational, a computation process is success-
fully performed even if some servers stop by fault. In the RECLB algorithm, a set
of multiple virtual machines where the total energy consumption laxity of a server
cluster is the minimum is selected for redundantly performing multiple replicas of
each computation process. We evaluate the RECLB algorithm in terms of the total
energy consumption of a homogeneous server cluster and computation time of each
request process compared with the basic round-robin (RR) algorithm [9]. The eval-
uation results show the total energy consumption of a homogeneous server cluster
and computation time of each request process can be more reduced in the RECLB
algorithm than the RR algorithm.

In section 2, we de ne the computation model of a virtual machine and power
consumption model of a server. In section 3, we discuss the RECLB algorithm. In
section 4, we evaluate the RECLB algorithm compared with the RR algorithm.
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2 System Model

2.1 Computation Model of a Virtual Machine

Let S be a cluster of servers s1, ..., sn (n ≥ 1). Let Ct be a set of cores c1t , ..., clt (l ≥
1) and nct be the total number of cores in a server st . We assume Hyper-Threading
Technology [7] is enabled on a CPU. Let T Ht be a set of threads th1t , ..., thqt (q ≥
1) in a server st . Let ctt be the number of threads on each core cht in a server st .
Threads th(h−1)·ctt+1, ..., thh·ctt (1 ≤ h ≤ l) are bounded to a core cht . Let ntt be the
total total number of threads in a server st , i.e. ntt = nct · ctt . Let Vt be a set of virtual
machines V M1t , ..., V Mqt (q ≥ 1) in a server st . Each virtual machine V Mkt holds
one virtual CPU and is bounded to a thread thkt in a server st . In this paper, we
assume any virtual machine does not migrate to another server in a server cluster
S. A virtual machine V Mkt is referred to as active iff (if and only if) the virtual
machine V Mkt is initiated on a thread thkt and at least one process is performed on
the virtual machine V Mkt . A virtual machine V Mkt is idle iff the virtual machine
V Mkt is initiated on a thread thkt but no process is performed on the virtual machine
V Mkt . A virtual machine is stopped iff the virtual machine is not initiated on any
thread. A core cht is referred to as active iff at least one virtual machine V Mkt is
active on a thread thkt in the core cht . A core cht is idle if the core cht is not active.

We consider computation processes, where CPU resources are mainly con-
sumed. A term process stands for a computation process in this paper. Let rdi be
the redundancy of a process pi. A notation pi

kt stands for a replica of a process pi

performed on a virtual machine V Mkt . On receipt of a process pi, the load balancer
K selects a set V MSi (|V MSi| = rdi) of virtual machines in the server cluster S and
forwards the process pi to every virtual machines V Mkt in the set V MSi as shown in
Figure 1. We assume servers in a server cluster S might stop by fault. Let NF be the
maximum number of servers which concurrently stop by fault in the cluster S. If a
server st stops by fault, every virtual machine V Mkt performed on the server st stops.
Hence, replicas of each process pi have to be performed on rdi virtual machines per-
formed on different servers in a server cluster S. We assume NF + 1 ≤ rdi ≤ n and
replicas of each process pi are performed on rdi virtual machines performed on dif-
ferent servers. This means, each client cli can receive at least one reply ri

kt from
a virtual machine V Mkt even if NF servers stop by fault in a server cluster S. On
receipt of a process pi, a replica pi

kt is created and performed on a virtual machine
V Mkt . Then, the virtual machine V Mkt sends a reply ri

kt to the load balancer K. The
load balancer K takes only the rst reply ri

kt and ignores every other reply.
Replicas which are being performed and already terminate at time τ are current

and previous, respectively. Let CPkt(τ) be a set of current replicas on a virtual ma-
chine V Mkt at time τ and NCkt (τ) be |CPkt(τ)|. Let T i

kt be the total computation time
of a replica pi

kt [msec]. minT i
kt shows the minimum computation time of a replica pi

kt
where the replica pi

kt is exclusively performed on a virtual machine V Mkt and the
other virtual machines are not active in a server st . We assume minT i

1t = minT i
2t = · · ·

= minT i
qt in a server st , i.e. the maximum computation rate of every virtual machine

An Energy-Efficient Process Replication Algorithm in Virtual Machine Environments 107



load balancer
K

request p 

reply r i
kt

p i
kt

time τ

VM11 VMk1 VMq1 VM1t VMkt VMqt VM1n VMkn VMqn

c11 cl1

 s1 
c1t clt

 st 
c1n cln

 sn 
 Server cluster S 

i

p i
qnrd i = 2 and VMSi = {VMkt, VMqn}.

server sn stops by fault.

Fig. 1 System model.

V Mkt in the server st is the same. minT i = min(minT i
k1, ..., minT i

kn). minT i = minT i
kt

on the fastest server st . We assume one virtual computation step is performed for
one time unit on a virtual machine V Mkt in the fastest server st . That is, the max-
imum computation rate Max fkt of the fastest virtual machine V Mkt is 1 [vs/msec].
We assume Max f1t = Max f2t = · · · = Max fqt in a server st . Max f = max(Max fk1,
..., Max fkn). A replica pi

kt is considered to be composed of V Si
kt virtual computation

steps. V Si
kt = minT i

kt · Max f = minT i
kt [vs].

The computation rate f i
kt(τ) of a replica pi

kt performed on a virtual machine V Mkt
at time τ is de ned as follows [5]:

f i
kt(τ) = αkt(τ) ·VSi/(minT i

kt ·NCkt(τ)) ·βkt(nvkt(τ)). (1)

Here, αkt(τ) is the computation degradation ratio of a virtual machine V Mkt at time
τ (0 ≤ αkt(τ) ≤ 1). αkt (τ1) ≤ αkt(τ2) ≤ 1 if NCkt (τ1) ≥ NCkt (τ2). αkt(τ) = 1 if
NCkt (τ) ≤ 1. Here, αkt(τ) is assumed to be εNCkt (τ)−1

kt where 0 ≤ εkt ≤ 1. The maxi-
mum computation rate max f i

kt of a replica pi
kt is V Si

kt / minT i
kt (0 ≤ f i

kt(τ) ≤ max f i
kt

≤ 1) where the replica pi
kt is exclusively performed on a virtual machine V Mkt and

only V Mkt is active on a core. Let nvkt(τ) be the number of active virtual machines
on a core which performs a virtual machine V Mkt at time τ . Let βkt(nvkt(τ)) be the
performance degradation ratio of a virtual machine V Mkt at time τ (0 ≤ βkt(nvkt (τ))
≤ 1) where multiple virtual machines are active on the same core. βkt(nvkt(τ)) = 1
if nvkt (τ) = 1. The formula (1) means the computation rate f i

kt(τ) of each replica pi
kt

performed on a virtual machine V Mkt at time τ decreases as the number of current
replicas increases on the virtual machine V Mkt . The computation rate of a virtual
machine decreases as the number of active virtual machines increases on the same
core. The computation rate of a virtual machine performed on a core cht is indepen-
dent of active virtual machines performed on another core c f t (h �= f ).

Suppose that a replica pi
kt starts and terminates on a virtual machine V Mkt at time

sti
kt and eti

kt , respectively. Here, T i
kt = eti

kt - sti
kt and ∑

eti
kt

τ=sti
kt

f i
kt(τ) = V Si. At time sti

kt a
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replica pi
kt starts, the computation laxity lci

kt(τ) = V Si [vs]. The computation laxity
lci

kt(τ) [vs] of a replica pi
kt at time τ is given as follows:

lci
kt(τ) = V Si −

τ

∑
x=sti

kt

f i
kt(x). (2)

2.2 Power Consumption Model of a Server

Et(τ) shows the electric power [W] of a server st at time τ . Let maxEt and minEt
be the maximum and minimum electric power [W] of a server st , respectively. Let
act (τ) be the number of active cores in a server st at time τ . minCt shows the electric
power [W] where at least one core cht is active on a server st . Let mvt (τ) be the
number of virtual machines which concurrently migrate from a server st to the other
servers at time τ . Let cEt be the electric power [W] where one core gets active on
a server st . Let mEt be the electric power [W] where one virtual machine migrates
from a server st to the other server su.

The electric power Et(τ) [W] of a server st to perform processes on virtual ma-
chines at time τ is given as follows [5]:

Et(τ) = minEt +σt(τ) · (minCt +act(τ) · cEt)+λt(τ) · (mvt(τ) ·mEt). (3)

Here, σt(τ) = 1 if at least one core cht is active on a server st at time τ . Otherwise,
σt(τ) = 0. λt(τ) = 1 if at least one virtual machine migrates from a server st to
another server at time τ . Otherwise, λt(τ) = 0.

The total energy consumption T Et(τ1, τ2) [Ws] of a server st from time τ1 to τ2
is

∫ τ2
τ1 Et (τ) dτ . The processing power PEt (τ) [W] of a server st at time τ is Et(τ)

- minEt . The total processing energy consumption T PEt (τ1, τ2) of a server st from
time τ1 to τ2 is

∫ τ2
τ1 PEt (τ) dτ .

3 Selection Algorithm

The total processing energy consumption laxity t pelt (τ) [Ws] shows how much elec-
tric energy a server st has to consume to perform every current replica on every ac-
tive virtual machine in the server st at time τ . Suppose a load balancer K receives
a new request process pnew and allocates a replica pnew

kt to a virtual machine V Mkt
performed on a server st at time τ . Here, the replica pnew

kt is added to the current
replica set CPkt(τ) of a virtual machine V Mkt , i.e. CPkt (τ) = CPkt(τ) ∪ {pnew

kt }. Let
CPt (τ) be a family {CP1t(τ), ..., CPqt(τ)} of current replica sets of every virtual ma-
chine V Mkt in a server st at time τ . The total energy consumption laxity t pelt (τ) of
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a server st at time τ is obtained by the ELaxity(st , τ) procedure [6]:

ELaxity(st , τ) { /* a term VM stands for a virtual machine. */
if every CPkt(τ) = φ in CPt(τ) and mvt (τ) = 0, return(0);
for each core cht in a server st , {

nv = the number of active VMs on cht at time τ;
mv = the number of VMs migrating from cht at time τ;
if nv ≥ 1, act (τ) = act (τ) + 1; /* count of active cores on st .*/
mvt (τ) = mvt (τ) + mv; /* count of VMs migrating from st .*/
for each V Mkt on a core cht , {

for each pi
kt ∈ CPkt(τ), {

lci
kt (τ + 1) = lci

kt(τ) - f i
kt(τ);

if lci
kt (τ + 1) ≤ 0, CPkt (τ) = CPkt (τ) - {pi

kt};
}

}
}
t pelt (τ) = Et(τ) - minEt ; /* processing power consumption */
return(t pelt (τ) + ELaxity(st , τ + 1);)

}

We discuss the redundant energy consumption laxity based (RECLB) algorithm
to select multiple virtual machines to redundantly perform each process in presence
of server fault so that the total processing energy consumption of a server cluster and
average computation time of each replica can be reduced. Let T PES

kt (τ) be the total
processing energy consumption laxity of a server cluster S where a replica pi

kt of a
new request process pi is allocated to a virtual machine V Mkt at time τ . Suppose a
load balancer K receives a new request process pi at time τ . Then, the load balancer
K selects a set V MSi of rdi virtual machines in a server cluster S by the following
procedure RECLB(pi, τ):

RECLB(pi, τ) { /* a term VM stands for a virtual machine. */
V MSi = φ ;
while (rdi > 0) {

for each V Mkt in a server cluster S, {
CPkt(τ) = CPkt(τ) ∪ {pi};
T PES

kt (τ) = ∑n
t=1 ELaxity(st , τ);

}
vm = a virtual machine V Mkt where T PES

kt(τ) is the minimum;
V MSi = V MSi ∪ {vm};
S = S - {st}; /* the server st which performs the virtual machine vm is removed. */
rdi = rdi - 1;

}
return(V MSi);

}
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Suppose there are three servers s1, s2, and s3 in a server cluster S, i.e. S = {s1,
s2, s3}. Each server st is equipped with a single-core CPU and two threads th1t and
th2t are bounded to the single-core. Hence, two virtual machines V M1t and V M2t
are performed on each server st . Suppose a load balancer K receives a new request
process pi at time τ and the redundancy rdi of the process pi is two (rdi = 2).
Then, the load balancer K calculates the total processing energy consumption laxity
T PES

kt(τ) where a replica pi
kt of the process pi is allocated to each virtual machine

V Mkt (k = {1, 2} and t = {1, 2, 3}) according to the ELaxity(st , τ) procedure.
Suppose T PES

11(τ) is the minimum, i.e. T PES
11(τ) ≤ T PES

kt(τ) (k = {1, 2} and t =
{1, 2, 3}). Then, the load balancer K includes a virtual machine V M11 into the set
V MSi (= {V M11}) and removes the server s1 which performs the virtual machine
V M11 from the server set S (= {s2, s3}). Next, the load balancer K calculates the
total processing energy consumption laxity T PES

kt (τ) where a replica pi
kt is allocated

to each virtual machine V Mkt (k = {1, 2} and t = {2, 3}) in the server set S (=
{s2, s3}). Suppose T PES

23(τ) is the minimum. Then, the load balancer K includes a
virtual machine V M23 into the set V MSi (= {V M11, V M23}) and removes the server
s3 which performs the virtual machine V M23 from the server set S (= {s2}). Here,
rdi = |V MSi| = 2. The load balancer K forwards the process pi to a pair of virtual
machines V M11 and V M23 in the set V MSi.

4 Evaluation

We evaluate the RECLB algorithm in terms of the total processing energy con-
sumption of a homogeneous server cluster S and average computation time of each
process pi compared with the basic round-robin (RR) [9] algorithm.

A homogeneous cluster S is composed of ve servers s1, ..., s5 (n = 5) as shown
in Table 1. Every server st (1 ≤ t ≤ 5) follows the same computation model and the
same power consumption model. Every server st is equipped with a dual-core CPU
(nct = 2). Hyper-Threading Technology [7] is enabled on a CPU in every server st .
Two threads are bounded for each core in a server st , i.e. ctt = 2. The number of
threads ntt in each server st is four, i.e. ntt = nct · ctt = 2 · 2 = 4. minEt = 14.8
[W], minCt = 6.3 [W], cEt = 3.9 [W], mEt = 1.25 [W], and maxEt = 33.8 [W].
The parameters of each server st are obtained from the experiment [5]. Each virtual
machine V Mkt holds one virtual CPU and is bounded to a thread thkt in a server
st (k = 1, ..., 4 and t = 1, ..., 5). Hence, there are twenty virtual machines in the
server cluster S. Every virtual machine V Mkt follows the same computation model
as shown in Table 1. The maximum computation rate Max fkt is 1 [vs/msec]. The
parameter εkt in the computation degradation ratio αkt(τ) is 1. The performance
degradation ratios βkt(1) = 1 and βkt(2) = 0.5. The parameters of each server st and
each virtual machine V Mkt are obtained from the experiment [5]. We assume the
fault probability f rt for every server st is the same f r = 0.1. We assume any virtual
machine does not migrate to the other servers.
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Table 1 Parameters of each server st and each virtual machine V Mkt .

Server nct ctt ntt minEt minCt cEt mEt maxEt

st 2 2 4 14.8 [W] 6.3 [W] 3.9 [W] 1.25 [W] 33.8 [W]

Virtual machine Max fkt εkt βkt(1) βkt(2)

V Mkt 1 [vs/msec] 1 1 0.5

(k = 1, ..., 4, t = 1, ..., 5, and minT i = 1 [msec]).

The number m of processes p1, ..., pm (0 ≤ m ≤ 10,000) are issued in the sim-
ulation. The starting time of each process pi is randomly selected in a unit of one
millisecond between 1 and 60 [sec]. The minimum computation time minT i of every
process pi is assumed to be 1 [msec]. This means it takes one milli-second to exclu-
sively perform a replica pi

kt on a virtual machine V Mkt if the other virtual machines
are not active on the same core where the virtual machine V Mkt is performed. We
assume the redundancy rdi for each process pi is the same rd (= {1, 2, 3, 4, 5}) and
Nf ault = rd - 1 holds.

Let T PECm
tm(rd) be the total processing energy consumption [Ws] to perform

the total number m of processes (0 ≤ m ≤ 10,000) with redundancy rd (= {1, 2,
3, 4, 5}) obtained in the tmth simulation. The total processing energy consump-
tion T PECm

tm(rd) is measured 5 times for each redundancy rd (= {1, 2, 3, 4, 5})
and each number m of processes. The average total processing energy consumption
AT PECm(rd) [Ws] to perform the total number m of processes with redundancy rd
is calculated as ∑5

tm=1 T PECm
tm(rd) / 5. Here, AT PECm

algo(rd) stands for the average
total processing energy consumption with an algorithm type algo ∈ {RECLB, RR}
to perform the total number m of processes with redundancy rd. Figure 2 shows the
average total processing energy consumption AT PECm

algo(rd) of the RECLB and RR
algorithms where the fault probability f r for every server st is 0.1. In the RECLB
and RR algorithms, the average total processing energy consumption increases as
the number m of processes increases. In the RECLB algorithm, a virtual machine
V Mkt where the total processing energy consumption laxity of a server cluster S is
the minimum is selected for each replica. Hence, the average total processing en-
ergy consumption to perform the number m of processes can be more reduced in the
RECLB algorithm than the RR algorithm for each redundancy rd.

The computation time T i for each process pi is the computation time T i
kt of a

replica pi
kt earliest committed in the replicas of the process pi. The computation

time T i for each process pi is measured 5 times for each redundancy rd and each
number m of processes. Let T i,m

tm (rd) be the computation time T i [msec] of a pro-
cess pi obtained in the tm-th simulation for redundancy rd and total number m of
processes. Here, AT m

algo(rd) stands for the average computation time [msec] of each
process with an algorithm type algo ∈ {RECLB, RR} to perform the total number m
of processes with redundancy rd. The average computation time AT m

algo(rd) is calcu-
lated as ∑5

tm=1∑m
i=1 T i,m

tm (rd) / (m · 5). Figure 3 shows the average computation time
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algo(rd) in the homogeneous server

cluster S (number m of processes are issued in 60 [sec] and f r = 0.1).

AT m
algo(rd) in the RECLB and RR algorithms where the fault probability f r for every

server st is 0.1. The average computation time AT m
algo(rd) increases as the number m

of processes and redundancy rd increase in the RECLB and RR algorithms. For 1 ≤
rd ≤ 4 and 0 ≤ m ≤ 10,000, the average computation time in the RECLB algorithm
is the same as the RR algorithm. For rd = 5 and 0 ≤ m ≤ 10,000, the average com-
putation time in the RECLB algorithm can be more reduced than the RR algorithm
since the computation resources in the homogeneous server cluster S can be more
ef ciently utilized in the RECLB algorithm than the RR algorithm.
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Following the evaluation, we conclude the RECLB algorithm is more useful in a
homogeneous server cluster than the RR algorithm.

5 Concluding Remarks

In this paper, we proposed the RECLB algorithm to select multiple servers for re-
dundantly performing each computation process issued by a client in presence of
server fault so that the total energy consumption of a server cluster and the average
computation time of each process can be reduced. In the RECLB algorithm, a set of
multiple virtual machines where the total processing energy consumption laxity of
a server cluster is the minimum is selected to perform multiple replicas of each pro-
cess. We evaluated the RECLB algorithm in terms of the total energy consumption
of a homogeneous server cluster and computation time of each process compared
with the RR algorithm. The average total processing energy consumption of the ho-
mogeneous server cluster and computation time of each process are shown to be
more reduced in the RECLB algorithm than the RR algorithm.
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Comparison Analysis by WMN-GA Simulation

System for Different WMN Architectures,

Distributions and Routing Protocols

Considering TCP

Tetsuya Oda, Admir Barolli, Ryoichiro Obukata, Leonard Barolli, Fatos Xhafa and
Makoto Takizawa

Abstract In this paper, we evaluate the performance of two WMN architectures
considering Packet Delivery Ratio (PDR), throughput, delay and energy metrics.
For simulations, we used ns-3 and Transmission Control Protocol (TCP). We com-
pare the performance for Hybrid Wireless Mesh Protocol (HWMP) and Optimized
Link State Routing (OLSR) for normal and uniform distributions of mesh clients by
sending multiple Constant Bit Rate (CBR) flows in the network. The simulation re-
sults show that the PDR for both distributions and architectures is almost the same,
but the PDR of HWMP is a little bit better than OLSR. the throughput is better
for normal distribution and I/B WMN architecture in case of HWMP. However, for
OLSR and normal distribution, the throughput of Hybrid WMN is a little bit higher
than I/B WMN. For both distributions the delay of both architectures is better for
HWMP compared with OLSR. For both WMN architectures and routing protocols
for normal and uniform distributions, respectively. For normal distribution, the en-
ergy decreases sharply, because of the high density of nodes, thus the nodes spend
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more energy. So, the uniform distribution has better performance compared with
normal distribution considering the energy parameter.

1 Introduction

Wireless Mesh Networks (WMNs) can be seen as a special type of wireless ad-hoc
networks [1]. WMNs are based on mesh topology, in which every node (represent-
ing a server) is connected through wireless links to one or more nodes, enabling
thus the information transmission in more than one path. The path redundancy is a
robust feature of mesh topology. Compared to other topologies, mesh topology does
not need a central node, allowing networks based on it to be self-healing. These
characteristics of networks with mesh topology make them very reliable and robust
networks to potential server node failures.

There are a number of application scenarios for which the use of WMNs is a
very good alternative to offer connectivity at a low cost. It should also mentioned
that there are applications of WMNs which are not supported directly by other
types of wireless networks such as cellular networks, ad hoc networks, wireless sen-
sor networks and standard IEEE 802.11 networks. There are many applications of
WMNs in Neighboring Community Networks, Corporative Networks, Metropolitan
Area Networks, Transportation Systems, Automatic Control Buildings, Medical and
Health Systems, Surveillance and so on.

In WMNs, the mesh routers provide network connectivity services to mesh client
nodes. The good performance and operability of WMNs largely depends on place-
ment of mesh routers nodes in the geographical deployment area to achieve network
connectivity, stability and client coverage.

In our previous work [2, 3], we considered the version of the mesh router nodes
placement problem in which we are given a grid area where to deploy a number
of mesh router nodes and a number of mesh client nodes of fixed positions (of an
arbitrary distribution) in the grid area. We used WMN-GA system to optimize the
location of mesh routers the network connectivity.

In this work, we use the topology generated by WMN-GA system and evaluate by
simulations the performance of two different routing protocols and distributions of
mesh clients considering two architectures of WMNs by sending multiple Constant
Bit Rate (CBR) flow in the network. For simulations, we use ns-3 and Transmission
Control Protocol (TCP). As evaluation metrics we considered PDR, throughput,
delay and energy.

The structure of the paper is as follows. In Section 2, we discuss the related
work. In Section 3, we make an explanation of architectures of WMNs. In Section
4, we make an overview of Hybrid Wireless Mesh Protocol (HWMP) and Optimized
Link State Routing (OLSR) routing protocols. In Section 5, we show the description
and design of the simulation system. In Section 6, we show the simulation results.
Finally, conclusions and future work are given in Section 7.
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2 Related Work

Until now, many researchers performed valuable research in the area of multi-hop
wireless networks by computer simulations and experiments [4]. Most of them are
focused on throughput improvement and they do not consider mobility [5].

WMNs are attracting a lot of attention from wireless research. Node placement
problems have been investigated for a long time in the optimization field due to
numerous applications in location science (facility location, logistics, services, etc.).

The main issue of WMNs is to achieve network connectivity and stability as well
as QoS in terms of user coverage. Several heuristic approaches are found in the
literature for node placement problems in WMNs [6, 7, 8, 9]. As node placement
problems are known to be computationally hard to solve for most of the formula-
tions [10, 11], GAs have been recently investigated as effective resolution meth-
ods. However, GAs require the user to provide values for a number of parameters
and a set of genetic operators to achieve the best GA performance for the problem
[12, 13, 14, 15, 16, 17, 18].

3 Architectures of WMNs

In this section, we describe the architectures of WMN. The architecture of the nodes
in WMNs [19] can be classified according to the functionalities they offer as follows:

Infrastructure/Backbone WMNs: This type of architecture (also known as in-
frastructure meshing) is the most used and consists of a grid of mesh routers which
are connected to different clients. Moreover, routers have gateway functionality thus
allowing Internet access for clients. This architecture enables integration with other
existing wireless networks and is widely used in neighboring communities.

Client WMNs: Client meshing architecture provides a communications network
based on peer-to-peer over client devices (there is no the role of mesh router). In
this case we have a network of mesh nodes which provide routing functionality and
configuration as well as end-user applications, so that when a packet is sent from
one node to another, the packet will jump from node to node in the mesh of nodes
to reach the destination.

Hybrid WMNs: This architecture combines the two previous ones, so that mesh
clients are able to access the network through mesh routers as well as through di-
rect connection with other mesh clients. Benefiting from the advantages of the two
architectures, Hybrid WMNs can connect to other networks (Internet, Wi-Fi, and
sensor networks) and enhance the connectivity and coverage due to the fact that
mesh clients can act as mesh routers.
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4 Overview of Routing Protocol

4.1 HWMP

Hybrid Wireless Mesh Protocol (HWMP) defined in IEEE 802.11s, is a basic rout-
ing protocol for a wireless mesh network. It is based on AODV [20] and tree-based
routing. It relies on peer link management protocol by which each mesh point dis-
covers and tracks neighboring nodes. If any of these are connected to a wired back-
haul, there is no need for HWMP, which selects paths from those assembled by
compiling all mesh point peers into one composite map.

HWMP protocol is hybrid, because it supports two kinds of path selection pro-
tocols. Although these protocols are very similar to routing protocols, but bear in
mind, that in case of IEEE 802.11s these use MAC addresses for “routing”, instead
of IP addresses. Therefore, we use the term “path” instead of “route” and thus “path
selection” instead of “routing”.

HWMP is intended to displace proprietary protocols used by vendors like Meraki
for the same purpose, permitting peer participation by open source router firmware.

4.2 OLSR

The OLSR protocol [21] is a pro-active routing protocol, which builds up a route for
data transmission by maintaining a routing table inside every node of the network.
The routing table is computed upon the knowledge of topology information, which
is exchanged by means of Topology Control (TC) packets.

OLSR makes use of HELLO messages to find its one hop neighbours and its two
hop neighbours through their responses. The sender can then select its Multi Point
Relays (MPR) based on the one hop node which offer the best routes to the two hop
nodes. By this way, the amount of control traffic can be reduced. Each node has also
an MPR selector set which enumerates nodes that have selected it as an MPR node.
OLSR uses TC messages along with MPR forwarding to disseminate neighbour
information throughout the network. Host Network Address (HNA) messages are
used by OLSR to disseminate network route advertisements in the same way TC
messages advertise host routes.

5 Simulation Description and Design

5.1 Positioning of mesh routers by WMN-GA system

We use WMN-GA system [22] for node placement problem in WMNs. A bi-
objective optimization is used to solve this problem by first maximizing the number
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Table 1 Input parameters of WMN-GA system.

Parameters Values

Number of clients 48
Number of routers 16, 20, 24, 28, 32
Grid width 32 units
Grid height 32 units
Independent runs 10
Number of generations 200
Population size 64
Selection method Linear Ranking
Crossover rate 80 %
Mutate method Single
Mutate rate 20 %
Distribution of clients Normal, Uniform

of connected routers in the network and then the client coverage. The input parame-
ters of WMN-GA system are shown in Table 1. In Fig. 1 and Fig. 2, we show the lo-
cation of mesh routers and clients for first generations and the optimized topologies
generated by WMN-GA system for normal and uniform distributions, respectively.

In Fig. 3 and Fig. 4 are shown the simulation results of Size of Giant Component
(SGC) vs. number of generations. After few generations, all routers are connected
with each other.

Then, we optimize the position of routers in order to cover as many mesh clients
as possible. We consider normal and uniform distributions of mesh clients, which are
similar with nodes concentrated in event-site environment. The simulation results of
SGC and Number of Covered Mesh clients (NCM) are shown in Table. 2.

5.2 Simulation Description

We conduct simulations using ns-3 simulator. The simulations in ns-3 are done for
number of generations 1 and 200. The area size is considered 640m×640m (or 32
units×32 units) and the number of mesh routers is from 16 to 32. We used HWMP
and OLSR routing protocols and sent multiple CBR flows over TCP. The pairs
source-destination are the same for all simulation scenarios. Log-distance path loss
model and constant speed delay model are used for the simulation and other param-
eters are shown in Table 3.
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Fig. 1 Location of mesh routers by WMN-GA system, (m, n): m is number of connected mesh
routers, n is number of covered mesh clients of normal distribution.
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Fig. 2 Location of mesh routers by WMN-GA system, (m, n): m is number of connected mesh
routers n is number of covered mesh clients of uniform distribution.

Table 2 Evaluation of WMN-GA system.

Number of Normal Distribution Uniform Distribution
mesh routers SGM NCN SGC NCM

16 16 44 16 21
20 20 46 20 22
24 24 47 24 27
28 28 48 28 33
32 32 48 32 35

5.3 NS-3

The ns-3 simulator is developed and distributed completely in the C++ program-
ming language, because it better facilitated the inclusion of C-based implementation
code [23]. The ns-3 architecture is similar to Linux computers, with internal inter-
face and application interfaces such as network interfaces, device drivers and sock-
ets. The goals of ns-3 are set very high: to create a new network simulator aligned
with modern research needs and develop it in an open source community. Users
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Fig. 3 SGC and NCM vs. number of generations for Normal Distribution.
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Fig. 4 SGC and NCM vs. number of generations for Uniform Distribution.

Table 3 Simulation parameters for ns-3.

Parameters Values

Area Size 640m×640m
Number of mesh routers 24, 32
Distributions of mesh clients Normal, Uniform
Number of mesh clients 48
MAC IEEE 802.11s
Propagation loss model Log-distance Path Loss Model
Propagation delay model Constant Speed Model
Routing protocol HWMP, OLSR
Transport protocol TCP
Application type CBR
Packet size 1024 bytes
Number of source nodes 10
Number of destination nodes 1
Transmission energy 17.4 mA
Receiving energy 19.7 mA
Simulation time 60 sec

of ns-3 are free to write their simulation scripts as either C++ main() programs or
Python programs. The ns-3’s low-level API is oriented towards the power-user but
more accessible “helper” APIs are overlaid on top of the low-level API.
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In order to achieve scalability of a very large number of simulated network ele-
ments, the ns-3 simulation tools also support distributed simulation. The ns-3 sup-
port standardized output formats for trace data, such as the pcap format used by
network packet analyzing tools such as tcpdump, and a standardized input format
such as importing mobility trace files from ns-2 [24].

The ns-3 simulator is equipped with Pyviz visualizer, which has been integrated
into mainline ns-3, starting with version 3.10. It can be most useful for debugging
purposes, i.e. to figure out if mobility models are what you expect, where packets
are being dropped. It is mostly written in Python and it works both with Python
and pure C++ simulations. The function of ns-3 visualizer is more powerful than
network animator (nam) of ns-2 simulator.

The ns-3 simulator has models for all network elements that comprise a computer
network. For example, network devices represent the physical device that connects
a node to the communication channel. This might be a simple Ethernet network
interface card or a more complex wireless IEEE 802.11 device.

The ns-3 is intended as an eventual replacement for popular ns-2 simulator. The
ns-3’s wifi models a wireless network interface controller based on the IEEE 802.11
standard [25]. The ns-3 provides models for these aspects of 802.11:

1. Basic 802.11 DCF with infrastructure and ad hoc modes.
2. 802.11a, 802.11b, 802.11g and 802.11s physical layers.
3. QoS-based EDCA and queueing extensions of 802.11e.
4. Various propagation loss models including Nakagami, Rayleigh, Friis, LogDis-

tance, FixedRss, and so on.
5. Two propagation delay models, a distance-based and random model.
6. Various rate control algorithms including Aarf, Arf, Cara, Onoe, Rraa, Con-

stantRate, and Minstrel.

6 Simulation Results

In this section, we present the simulation results. For evaluation, we used the PDR,
throughput, delay and energy metrics. We analyze and compare the simulation re-
sults considering normal and uniform distributions, HWMP and OLSR routing pro-
tocols, TCP, and I/B WMN and Hybrid WMN architectures.

In Fig. 5 and Fig. 6, we show the simulation results for PDR metric. The simula-
tion results show that the PDR for both distributions and architectures is almost the
same, but the PDR of HWMP is a little bit better than OLSR.

In Fig. 7 and Fig. 8, we show the simulation results of throughput metric. The
throughput is better for normal distribution and I/B WMN architecture in case of
HWMP. However, for OLSR and normal distribution, the throughput of Hybrid
WMN is a little bit higher than I/B WMN.

In Fig. 9 and Fig. 10, for both distributions the delay of both architectures is
better for HWMP compared with OLSR.
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In Fig. 11(a), Fig. 11(b), Fig. 12(a) and Fig. 12(b), we show the remaining energy
for both WMN architectures and routing protocols for normal and uniform distri-
butions, respectively. For normal distribution, the energy decreases sharply, because
of the high density of nodes, thus the nodes spend more energy. So, the uniform
distribution has better performance compared with normal distribution considering
the energy parameter.
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Fig. 5 Results of average PDR for different distributions and architectures considering HWMP.
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Fig. 6 Results of average PDR for different distributions and architectures considering OLSR.

7 Conclusions

In this paper, we evaluated by simulations the performance of WMNs considering
PDR, throughput, delay and energy metrics. We considered two architectures of
WMNs. The topologies of WMNs are generated using WMN-GA system with area
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Fig. 7 Results of average throughput for different distributions and architectures considering
HWMP.
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Fig. 8 Results of average throughput for different distributions and architectures considering
OLSR.
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Fig. 9 Results of average delay for different distributions and architectures considering HWMP.
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Fig. 10 Results of average delay for different distributions and architectures considering OLSR.
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Fig. 11 Results of remaining energies for different distributions and architectures considering
HWMP.
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Fig. 12 Results of remaining energies for different distributions and architectures considering
OLSR.
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size 640m×640m. The clients are distributed in the grid using normal and uniform
distributions.

We carried out the simulations using ns-3 simulator, and HWMP and OLSR rout-
ing protocols. We transmitted multiple CBR flows over TCP. For simulations, we
considered log-distance path loss model and constant speed delay model. From sim-
ulations, we found the following results.

1. The PDR for both distributions and architectures is almost the same, but the PDR
of HWMP is a little bit better than OLSR.

2. The throughput is better for normal distribution and I/B WMN architecture in
case of HWMP. However, for OLSR and normal distribution, the throughput of
Hybrid WMN is a little bit higher than I/B WMN.

3. For both distributions the delay of both architectures is better for HWMP com-
pared with OLSR.

4. For both WMN architectures and routing protocols for normal and uniform dis-
tributions, respectively. For normal distribution, the energy decreases sharply,
because of the high density of nodes, thus the nodes spend more energy. So, the
uniform distribution has better performance compared with normal distribution
considering the energy parameter.

In this work, we consider TCP, two distributions, routing protocols and architec-
tures of WMNs. In the future work, we would like to make extensive simulations
for different density of mesh clients and grid sizes.
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Comparison Analysis by WMN-GA Simulation

System for Different WMN Architectures,

Normal and Uniform Distributions, DCF and

EDCA Functions

Admir Barolli, Tetsuya Oda, Makoto Ikeda, Leonard Barolli, Fatos Xhafa and
Makoto Takizawa

Abstract Wireless Mesh Networks (WMNs) are attracting a lot of attention from
wireless network researchers. Node placement problems have been investigated for
a long time in the optimization field due to numerous applications in location sci-
ence. In this paper, we evaluate the performance of two WMN architectures consid-
ering throughput, delay, jitter and fairness index metrics. For simulations, we used
ns-3 and Optimized Link State Routing (OLSR). We compare the performance of
Distributed Coordination Function (DCF) and Enhanced Distributed Channel Ac-
cess (EDCA) for normal and uniform distributions of mesh clients by sending mul-
tiple Constant Bit Rate (CBR) flows in the network. The simulation results show that
for normal distribution, the throughput of I/B WMN is higher than Hybrid WMN ar-
chitecture. For uniform distribution, in case of I/B WMN, the throughput of EDCA
is a little bit higher than Hybrid WMN. However, for Hybrid WMN, the throughput
of DCF is higher than EDCA. For normal distribution, the delay and jitter of Hybrid
WMN is lower compared with I/B WMN. For uniform distribution, the delay and
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jitter of both architectures are almost the same. However, in the case of DCF for
20 flows, the delay and jitter of I/B WMN is a lower compared with Hybrid WMN.
In normal distribution case, the fairness index of 10 and 20 flows is higher than 30
flows for both WMN architectures. For I/B architecture the fairness index of DCF
is higher than EDCA. However, for Hybrid WMN, the fairness index of EDCA is
higher than DCF. For uniform distribution, the fairness index of 10 flows is higher
than other flows for both WMN architectures.

1 Introduction

Wireless Mesh Networks (WMNs) [1] are important networking infrastructures.
These networks are made up of wireless nodes, organized in a mesh topology, where
mesh routers are interconnected by wireless links and provide Internet connectivity
to mesh clients.

WMNs distinguish for their low cost nature that makes them attractive for pro-
viding wireless Internet connectivity. Moreover, such infrastructure can be used to
deploy community networks, metropolitan area networks, municipal and, corpora-
tive networks, and to support applications for urban areas, medical, transport and
surveillance systems.

The main issue of WMNs is to achieve network connectivity and stability as well
as QoS in terms of user coverage. This problem is very closely related to the family
of node placement problems in WMNs [3, 4, 2, 5], among them, the mesh router
mesh nodes placement. We consider the version of the mesh router nodes place-
ment problem in which we are given a grid area where to deploy a number of mesh
router nodes and a number of mesh client nodes of fixed positions (of an arbitrary
distribution) in the grid area. The objective is to find a location assignment for the
mesh routers to the cells of the grid area that maximizes the network connectivity
and client coverage.

As node placement problems are known to be computationally hard to solve for
most of the formulations [6], [7], Genetic Algorithms (GAs) has been recently in-
vestigated as effective resolution method.

In our previous work [8, 9, 10], we used mesh router nodes placement system
that is based on Genetic Algorithms (GAs) to find an optimal location assignment
for mesh routers in the grid area in order to maximize the network connectivity and
client coverage.

In this work, we use the topology generated by WMN-GA system and evaluate
by simulations the performance of uniform distribution of mesh clients considering
two architectures and two MAC protocols by sending multiple Constant Bit Rate
(CBR) flows in the network. For simulations, we use ns-3 and Optimized Link State
Routing (OLSR). As evaluation metrics we considered throughput, one-way delay,
jitter and fairness.

The rest of the paper is organized as follows. Architectures of WMNs are pre-
sented in Section 2. In Section 3, we show the description and design of the simu-
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lation system. In Section 4, we discuss the simulation results. Finally, conclusions
and future work are given in Section 5.

2 Architectures of WMNs

In this section, we describe the architectures of WMN. The architecture of the nodes
in WMNs [11, 12, 13, 14] can be classified according to the functionalities they offer
as follows:

Infrastructure/Backbone WMNs: This type of architecture (also known as in-
frastructure meshing) is the most used and consists of a grid of mesh routers which
are connected to different clients. Moreover, routers have gateway functionality thus
allowing Internet access for clients. This architecture enables integration with other
existing wireless networks and is widely used in neighboring communities.

Client WMNs: Client meshing architecture provides a communications network
based on peer-to-peer over client devices (there is no the role of mesh router). In
this case we have a network of mesh nodes which provide routing functionality and
configuration as well as end-user applications, so that when a packet is sent from
one node to another, the packet will jump from node to node in the mesh of nodes
to reach the destination.

Hybrid WMNs: This architecture combines the two previous ones, so that mesh
clients are able to access the network through mesh routers as well as through di-
rect connection with other mesh clients. Benefiting from the advantages of the two
architectures, Hybrid WMNs can connect to other networks (Internet, Wi-Fi, and
sensor networks) and enhance the connectivity and coverage due to the fact that
mesh clients can act as mesh routers.

3 Simulation Description and Design

3.1 GUI of WMN-GA System

The WMN-GA system can generate instances of the problem using different distri-
butions of client and mesh routers.

The GUI interface of WMN-GA is shown in Fig. 1. The left site of the interface
shows the GA parameters configuration and on the right side are shown the network
configuration parameters.

For the network configuration, we use: distribution, number of clients, number
of mesh routers, grid size, radius of transmission distance and the size of subgrid.

For the GA parameter configuration, we use: number of independent runs, GA
evolution steps, population size, population intermediate size, crossover probability,
mutation probability, initial methods, select method.
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Fig. 1 GUI tool for WMN-GA system.

3.2 Positioning of mesh routers by WMN-GA system

We use WMN-GA system for node placement problem in WMNs. A bi-objective
optimization is used to solve this problem by first maximizing the number of con-
nected routers in the network and then the client coverage. The input parameters of
WMN-GA system are shown in Table 1. In Fig. 2, we show the location of mesh
routers and clients for first generations and the optimized topologies generated by
WMN-GA system for normal and uniform distribution.

In Fig. 4 are shown the simulation results of Size of Giant Component (SGC)
and Number of Covered Mesh Clients (NCMC) vs. number of generations. After
few generations, all routers are connected with each other.

Then, we optimize the position of routers in order to cover as many mesh clients
as possible. The simulation results of SGC and NCMC are shown in Table 2.

3.3 Simulation Description

We conduct simulations using ns-3 simulator. The simulations in ns-3 are done for
number of generations 1 and 200. The area size is considered 640m×640m (or 32
units×32 units) and the number of mesh routers is from 16 to 32. We used DCF,
EDCA and OLSR routing protocol and sent multiple CBR flows over UDP. The
pairs source-destination are the same for all simulation scenarios. Log-distance path
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Table 1 Input parameters of WMN-GA system.

Parameters Values

Number of clients 48
Number of routers 16, 24, 32
Grid width 32 [units]
Grid height 32 [units]
Independent runs 10
Number of generations (NG) 200
Population size 64
Selection method Linear Ranking
Crossover rate 80 [%]
Mutate method Single
Mutate rate 20 [%]
Distribution of clients Normal, Uniform
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Fig. 2 Location of mesh routers by WMN-GA system for normal distribution; (m, n): m is number
of connected mesh routers, n is number of covered mesh clients.
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Fig. 3 Location of mesh routers by WMN-GA system for uniform distribution; (m, n): m is number
of connected mesh routers, n is number of covered mesh clients.

loss model and constant speed delay model are used for the simulation and other
parameters are shown in Table 3.
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Fig. 4 SGC and NCMC vs. number of generations for normal distribution.
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Fig. 5 SGC and NCMC vs. number of generations for uniform distribution.

Table 2 Evaluation of WMN-GA system.

Number of Normal Distribution Uniform Distribution
mesh routers SGC NCMC SGC NCMC

16 16 44 16 21
20 20 46 20 22
24 24 47 24 27
28 28 48 28 33
32 32 48 32 35

3.4 NS-3

The ns-3 simulator [15] is developed and distributed completely in the C++ pro-
gramming language, because it better facilitated the inclusion of C-based imple-
mentation code. The ns-3 architecture is similar to Linux computers, with internal
interface and application interfaces such as network interfaces, device drivers and
sockets. The goals of ns-3 are set very high: to create a new network simulator
aligned with modern research needs and develop it in an open source community.
Users of ns-3 are free to write their simulation scripts as either C++ main() pro-
grams or Python programs. The ns-3’s low-level API is oriented towards the power-
user but more accessible “helper” APIs are overlaid on top of the low-level API.

In order to achieve scalability of a very large number of simulated network ele-
ments, the ns-3 simulation tools also support distributed simulation. The ns-3 sup-
port standardized output formats for trace data, such as the pcap format used by

134 A. Barolli et al.



Table 3 Simulation parameters for ns-3.

Parameters Values

Area Size 640[m]×640[m]
Distributions of mesh clients Normal, Uniform
Number of mesh routers 16
Number of mesh clients 48
PHY protocol IEEE 802.11b
Propagation loss model Log-distance Path Loss Model
Propagation delay model Constant Speed Model
MAC protocols DCF, EDCA
Routing protocol OLSR
Transport protocol UDP
Application type CBR
Packet size 1024 [Bytes]
Number of source nodes 10, 20, 30
Number of destination node 1
Transmission current 17.4 [mA]
Receiving current 19.7 [mA]
Simulation time 600 [sec]

network packet analyzing tools such as tcpdump, and a standardized input format
such as importing mobility trace files from ns-2 [16].

The ns-3 simulator is equipped with Pyviz visualizer, which has been integrated
into mainline ns-3, starting with version 3.10. It can be most useful for debugging
purposes, i.e. to figure out if mobility models are what you expect, where packets
are being dropped. It is mostly written in Python and it works both with Python
and pure C++ simulations. The function of ns-3 visualizer is more powerful than
network animator (nam) of ns-2 simulator.

The ns-3 simulator has models for all network elements that comprise a computer
network. For example, network devices represent the physical device that connects
a node to the communication channel. This might be a simple Ethernet network
interface card or a more complex wireless IEEE 802.11 device.

The ns-3 is intended as an eventual replacement for popular ns-2 simulator. The
ns-3’s wifi models a wireless network interface controller based on the IEEE 802.11
standard [17]. The ns-3 provides models for these aspects of 802.11:

1. Basic 802.11 DCF with infrastructure and ad hoc modes.
2. 802.11a, 802.11b, 802.11g and 802.11s physical layers.
3. QoS-based EDCA and queueing extensions of 802.11e.
4. Various propagation loss models including Nakagami, Rayleigh, Friis, LogDis-

tance, FixedRss, and so on.
5. Two propagation delay models, a distance-based and random model.
6. Various rate control algorithms including Aarf, Arf, Cara, Onoe, Rraa, Con-

stantRate, and Minstrel.
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3.5 Overview of DCF and EDCA Protocols

In our study we concentrate on two distributed access methods: DCF from legacy
802.11 [18] and EDCA from 802.11e [19]. The centralised access methods, Point
Coordination Function (PCF) [18] and Hybrid Controlled Channel Access (HCCA) [19]
are not considered as they are rarely implemented in hardware devices [20].

3.5.1 DCF

DCF is a random access scheme based on the Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) scheme. A legacy DCF station with a packet to
send will first sense the medium for activity. If the channel is idle for a Distributed
Inter-Frame Space (DIFS), the station will attempt to transmit after a random back-
off period. This period is referred as the Contention Window (CW). The value for
the CW is chosen randomly from a range [0,2n −1], i.e.

CWmin ≤CW ≤CWmax (1)

where n is PHY dependent. Initially, CW is set to the minimum number of slot times
CWmin, which is defined per PHY in microseconds [18]. The randomly chosen CW
value, referred as the back-off counter, is decreased each slot time if the medium
remains idle. If during any period the medium becomes busy, the back-off counter
is paused and resumed only when the medium becomes idle. On reaching zero, the
station transmits the packet in the physical channel and awaits an acknowledgment
(ACK). The transmitting station then performs a post back-off, where the back-off
procedure is repeated once more. This is to allow other stations to gain access to the
medium during heavy contention.

If the ACK is not received within a Short Inter-Frame Space (SIFS), it assumes
that the frame was lost due to collision or being damaged. The CW value is then in-
creased exponentially and the back-off begins once again for retransmission. This is
referred as the Automatic Repeat Request (ARQ) process. If the following retrans-
mission attempt fails, the CW is again increased exponentially, up until the limit
CWmax. The retransmission process will repeat for up to 4 or 7 times, depending
on whether the short retry limit or long retry limit is used. Upon reaching the retry
limit the packet is considered lost and discarded. The retry limit is manufacturer
dependent and can vary considerably.

3.5.2 Enhanced Distributed Channel Access (EDCA)

The enhanced access method EDCA builds on the legacy DCF process and intro-
duces four different Access Categories (ACs) or traffic classes for service differen-
tiation at the MAC layer. This is achieved by varying the size of CW in the backoff
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mechanism on a per category basis. Service differentiation is provided by the fol-
lowing methods:

Arbitration Inter-Frame Space (AIFS)

This is similar to the DIFS used in DCF, except the AIFS can vary according the
access category;

Variable Contention Window

By giving higher priority traffic smaller contention windows, less time is spent in
the back-off state, resulting in more frequent access to the medium.

Transmission Opportunity (TxOP)

This allows a station that has access to the medium to transmit a number of data
units without having to contend for access to the medium. In fact this is a form of
frame bursting. The TxOP limit is defined per traffic class.

Multiple AC queues can exist on a single station, contending with each other for
the physical medium. This is regarded as virtual contention.

3.6 Overview of OLSR Routing Protocol

The OLSR protocol [21] is a pro-active routing protocol, which builds up a route for
data transmission by maintaining a routing table inside every node of the network.
The routing table is computed upon the knowledge of topology information, which
is exchanged by means of Topology Control (TC) packets.

OLSR makes use of HELLO messages to find its one hop neighbours and its two
hop neighbours through their responses. The sender can then select its Multi Point
Relays (MPR) based on the one hop node which offer the best routes to the two hop
nodes. By this way, the amount of control traffic can be reduced. Each node has also
an MPR selector set which enumerates nodes that have selected it as an MPR node.
OLSR uses TC messages along with MPR forwarding to disseminate neighbour
information throughout the network. Host Network Address (HNA) messages are
used by OLSR to disseminate network route advertisements in the same way TC
messages advertise host routes.
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Fig. 6 Results of average throughput considering normal distribution.

4 Simulation Results

We used the throughput, delay, jitter and fairness index metrics to evaluate the per-
formance of WMNs for two architectures considering DCF and EDCA functions,
and normal and uniform distributions.

In Fig. 6 and Fig. 7, we show the simulation results of throughput. For normal
distribution, the throughput of I/B WMN is higher than Hybrid WMN architecture.
For uniform distribution, in case of I/B WMN, the throughput of EDCA is a little
bit higher than Hybrid WMN. However, for Hybrid WMN, the throughput of DCF
is higher than EDCA.

In Fig. 8, Fig. 9, Fig. 10 and Fig. 11, for normal distribution, the delay and jitter
of Hybrid WMN is lower compared with I/B WMN. In uniform distribution case,
the delay and jitter of both architectures are almost the same. However, in the case of
DCF for 20 flows, the delay and jitter of I/B WMN is lower compared with Hybrid
WMN.

In Fig. 12 and Fig. 13, we show the fairness index. For normal distribution, the
fairness index of 10 and 20 flows is higher than 30 flows for both WMN architec-
tures. For I/B architecture the fairness index of DCF is higher than EDCA. However,
for Hybrid WMN, the fairness index of EDCA is higher than DCF. In uniform distri-
bution case, the fairness index of 10 flows is higher than other flows for both WMN
architectures.

5 Conclusions

In this work, we presented WMN-GA system and applied it for node placement
problem in WMNs. We evaluated the performance of WMN-GA system for nor-
mal and uniform distributions of mesh clients considering DCF, EDCA and OLSR
protocols.

From the simulations we conclude as follows.
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Fig. 7 Results of average throughput considering uniform distribution.
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Fig. 8 Results of average delay considering normal distribution.
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Fig. 9 Results of average delay considering uniform distribution.

• For normal distribution, the throughput of I/B WMN is higher than Hybrid WMN
architecture. For uniform distribution, in case of I/B WMN, the throughput of
EDCA is a little bit higher than Hybrid WMN. However, for Hybrid WMN, the
throughput of DCF is higher than EDCA.

• For normal distribution, the delay and jitter of Hybrid WMN is lower compared
with I/B WMN. For uniform distribution, the delay and jitter of both architectures
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Fig. 10 Results of average jitter considering normal distribution.

 0.001

 0.01

 0.1

10 20 30

Ji
tte

r 
[s

ec
]

Number of Flows

DCF
EDCA

(a) I/B WMN

 0.001

 0.01

 0.1

10 20 30

Ji
tte

r 
[s

ec
]

Number of Flows

DCF
EDCA

(b) Hybrid WMN

Fig. 11 Results of average jitter considering uniform distribution.
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Fig. 12 Results of fairness index considering normal distribution.

are almost the same. However, in the case of DCF for 20 flows, the delay and jitter
of I/B WMN is a lower compared with Hybrid WMN.

• In normal distribution case, the fairness index of 10 and 20 flows is higher than
30 flows for both WMN architectures. For I/B architecture the fairness index of
DCF is higher than EDCA. However, for Hybrid WMN, the fairness index of
EDCA is higher than DCF. For uniform distribution, the fairness index of 10
flows is higher than other flows for both WMN architectures.
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A GA-Based Simulation System for WMNs:

Performance Analysis for Different WMN

Architectures Considering Uniform Distribution,

Transmission Rate and OLSR Protocol

Keita Matsuo, Tetsuya Oda, Admir Barolli, Makoto Ikeda, Leonard Barolli and
Fatos Xhafa

Abstract In this paper, we evaluate the performance of two WMN architectures
considering throughput, delay, jitter and fairness index metrics. For simulations, we
used ns-3. We compare the performance for two architectures considering transmis-
sion rate, uniform distribution and OLSR protocol. The simulation results show that
for transmission rate 600 and 1200 [kbps], the throughput of Hybrid WMN is higher
than transmission rate 100 [kbps]. For transmission rate 100 [kbps], the delay and
jitter of Hybrid WMN is lower than other transmission rates. For transmission rate
100 [kbps], the fairness index of I/B WMN is higher than other transmission rates.

1 Introduction

Wireless Mesh Networks (WMNs) [1] are important networking infrastructures.
These networks are made up of wireless nodes, organized in a mesh topology, where
mesh routers are interconnected by wireless links and provide Internet connectivity
to mesh clients.

The main issue of WMNs is to achieve network connectivity and stability as well
as QoS in terms of user coverage. This problem is very closely related to the family
of node placement problems in WMNs [3, 4, 2, 5], among them, the mesh router
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mesh nodes placement. We consider the version of the mesh router nodes place-
ment problem in which we are given a grid area where to deploy a number of mesh
router nodes and a number of mesh client nodes of fixed positions (of an arbitrary
distribution) in the grid area. The objective is to find a location assignment for the
mesh routers to the cells of the grid area that maximizes the network connectivity
and client coverage.

As node placement problems are known to be computationally hard to solve for
most of the formulations [6], [7], Genetic Algorithms (GAs) has been recently in-
vestigated as effective resolution method.

In our previous work [8, 9, 10, 11], we used mesh router nodes placement system
that is based on Genetic Algorithms (GAs) to find an optimal location assignment
for mesh routers in the grid area in order to maximize the network connectivity and
client coverage.

In this work, we use the topology generated by WMN-GA system and evaluate
by simulations the performance of uniform distribution of mesh clients consider-
ing two architectures and transmission rate by sending multiple Constant Bit Rate
(CBR) flows in the network. For simulations, we use ns-3 and Optimized Link State
Routing (OLSR). As evaluation metrics we considered throughput, delay, jitter and
fairness.

The rest of the paper is organized as follows. Architectures of WMNs are pre-
sented in Section 2. In Section 3, we show the description and design of the simu-
lation system. In Section 4, we discuss the simulation results. Finally, conclusions
and future work are given in Section 5.

2 Architectures of WMNs

In this section, we describe the architectures of WMN. The architecture of the nodes
in WMNs [12, 13, 14, 15] can be classified according to the functionalities they offer
as follows:

Infrastructure/Backbone WMNs: This type of architecture (also known as in-
frastructure meshing) is the most used and consists of a grid of mesh routers which
are connected to different clients. Moreover, routers have gateway functionality thus
allowing Internet access for clients. This architecture enables integration with other
existing wireless networks and is widely used in neighboring communities.

Client WMNs: Client meshing architecture provides a communications network
based on peer-to-peer over client devices (there is no the role of mesh router). In
this case we have a network of mesh nodes which provide routing functionality and
configuration as well as end-user applications, so that when a packet is sent from
one node to another, the packet will jump from node to node in the mesh of nodes
to reach the destination.

Hybrid WMNs: This architecture combines the two previous ones, so that mesh
clients are able to access the network through mesh routers as well as through di-
rect connection with other mesh clients. Benefiting from the advantages of the two
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Fig. 1 GUI tool for WMN-GA system.

architectures, Hybrid WMNs can connect to other networks (Internet, Wi-Fi, and
sensor networks) and enhance the connectivity and coverage due to the fact that
mesh clients can act as mesh routers.

3 Simulation Description and Design

3.1 GUI of WMN-GA System

The WMN-GA system can generate instances of the problem using different distri-
butions of client and mesh routers.

The GUI interface of WMN-GA is shown in Fig. 1. The left site of the interface
shows the GA parameters configuration and on the right side are shown the network
configuration parameters.

For the network configuration, we use: distribution, number of clients, number
of mesh routers, grid size, radius of transmission distance and the size of subgrid.

For the GA parameter configuration, we use: number of independent runs, GA
evolution steps, population size, population intermediate size, crossover probability,
mutation probability, initial methods, select method.

3.2 Positioning of mesh routers by WMN-GA system

We use WMN-GA system for node placement problem in WMNs. A bi-objective
optimization is used to solve this problem by first maximizing the number of con-
nected routers in the network and then the client coverage. The input parameters of
WMN-GA system are shown in Table 1. In Fig. 2, we show the location of mesh
routers and clients for first generations and the optimized topologies generated by
WMN-GA system for normal distribution.

In Fig. 3 are shown the simulation results of Size of Giant Component (SGC)
and Number of Covered Mesh Clients (NCMC) vs. number of generations. After
few generations, all routers are connected with each other.
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Table 1 Input parameters of WMN-GA system.

Parameters Values

Number of clients 48
Number of routers 16, 20, 24, 28, 32
Grid width 32 [units]
Grid height 32 [units]
Independent runs 10
Number of generations (NG) 200
Population size 64
Selection method Linear Ranking
Crossover rate 80 [%]
Mutate method Single
Mutate rate 20 [%]
Distribution of clients Uniform

Table 2 Evaluation of WMN-GA system.

Number of Uniform Distribution
mesh routers SGC NCMC

16 16 21
20 20 22
24 24 27
28 28 33
32 32 35

Then, we optimize the position of routers in order to cover as many mesh clients
as possible. We consider normal distribution of mesh clients. The simulation results
of SGC and NCMC are shown in Table 2.

3.3 Simulation Description

We conduct simulations using ns-3 simulator. The simulations in ns-3 are done for
number of generations 1 and 200. The area size is considered 640 [m]×640 [m] (or
32 [units]×32 [units]) and the number of mesh routers is from 16 to 32. We used
transmission rate, DCF and OLSR routing protocol and sent multiple CBR flows
over UDP. The pairs source-destination are the same for all simulation scenarios.
Log-distance path loss model and constant speed delay model are used for the sim-
ulation and other parameters are shown in Table 3.

3.4 NS-3

The ns-3 simulator [16] is developed and distributed completely in the C++ pro-
gramming language, because it better facilitated the inclusion of C-based imple-
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Fig. 2 Node placement for uniform distribution, (m, n): m is SGC, n is NCMC.

mentation code. The ns-3 architecture is similar to Linux computers, with internal
interface and application interfaces such as network interfaces, device drivers and
sockets. The goals of ns-3 are set very high: to create a new network simulator
aligned with modern research needs and develop it in an open source community.
Users of ns-3 are free to write their simulation scripts as either C++ main() pro-
grams or Python programs. The ns-3’s low-level API is oriented towards the power-
user but more accessible “helper” APIs are overlaid on top of the low-level API.

In order to achieve scalability of a very large number of simulated network ele-
ments, the ns-3 simulation tools also support distributed simulation. The ns-3 sup-
port standardized output formats for trace data, such as the pcap format used by
network packet analyzing tools such as tcpdump, and a standardized input format
such as importing mobility trace files from ns-2 [17].

The ns-3 simulator is equipped with Pyviz visualizer, which has been integrated
into mainline ns-3, starting with version 3.10. It can be most useful for debugging
purposes, i.e. to figure out if mobility models are what you expect, where packets
are being dropped. It is mostly written in Python and it works both with Python
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Fig. 3 SGC and NCMC vs. number of generations for uniform distribution.

Table 3 Simulation parameters for ns-3.

Parameters Values

Area Size 640[m]×640[m]
Distributions of mesh clients Uniform distribution
Number of mesh routers 16
Number of mesh clients 48
PHY protocol IEEE 802.11b
Propagation loss model Log-distance Path Loss Model
Propagation delay model Constant Speed Model
MAC protocols DCF
Routing protocol OLSR
Transport protocol UDP
Application type CBR
Packet size 1024 [Bytes]
Transmission rates 100, 600, 1200 [kbps]
Number of source nodes 10
Number of destination node 1
Transmission current 17.4 [mA]
Receiving current 19.7 [mA]
Simulation time 600 [sec]

and pure C++ simulations. The function of ns-3 visualizer is more powerful than
network animator (nam) of ns-2 simulator.

148 K. Matsuo et al.



The ns-3 simulator has models for all network elements that comprise a computer
network. For example, network devices represent the physical device that connects
a node to the communication channel. This might be a simple Ethernet network
interface card or a more complex wireless IEEE 802.11 device.

The ns-3 is intended as an eventual replacement for popular ns-2 simulator. The
ns-3’s wifi models a wireless network interface controller based on the IEEE 802.11
standard [18]. The ns-3 provides models for these aspects of 802.11:

1. Basic 802.11 DCF with infrastructure and ad hoc modes.
2. 802.11a, 802.11b, 802.11g and 802.11s physical layers.
3. QoS-based EDCA and queueing extensions of 802.11e.
4. Various propagation loss models including Nakagami, Rayleigh, Friis, LogDis-

tance, FixedRss, and so on.
5. Two propagation delay models, a distance-based and random model.
6. Various rate control algorithms including Aarf, Arf, Cara, Onoe, Rraa, Con-

stantRate, and Minstrel.

3.5 Overview of OLSR Routing Protocol

The OLSR protocol [19] is a pro-active routing protocol, which builds up a route for
data transmission by maintaining a routing table inside every node of the network.
The routing table is computed upon the knowledge of topology information, which
is exchanged by means of Topology Control (TC) packets.

OLSR makes use of HELLO messages to find its one hop neighbours and its two
hop neighbours through their responses. The sender can then select its Multi Point
Relays (MPR) based on the one hop node which offer the best routes to the two hop
nodes. By this way, the amount of control traffic can be reduced. Each node has also
an MPR selector set which enumerates nodes that have selected it as an MPR node.
OLSR uses TC messages along with MPR forwarding to disseminate neighbour
information throughout the network. Host Network Address (HNA) messages are
used by OLSR to disseminate network route advertisements in the same way TC
messages advertise host routes.

4 Simulation Results

We used the throughput, delay, jitter and fairness index metrics to evaluate the per-
formance of WMNs for two architectures considering transmission rate and uniform
distribution.

In Fig. 4, we show the simulation results of throughput. For transmission rates
600 and 1200 [kbps], the throughput of both architectures are higher than transmis-
sion rate 100 [kbps].
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Fig. 4 Results of average throughput.

In Fig. 5 and Fig. 6, for transmission rate 100 [kbps], the delay and jitter of
Hybrid WMN is lower than I/B WMN. But, for 1200 [kbps] the delay of I/B WMN
is lower than Hybrid WMN.

In Fig. 7, we show the fairness index. For transmission rate 1200 [kbps], the
fairness index of I/B WMN is higher than Hybrid WMN.

5 Conclusions

In this work, we presented WMN-GA system and applied it for node placement
problem in WMNs. We evaluated the performance of WMN-GA system for uniform
distribution of mesh clients considering transmission rate and OLSR protocols.

From the simulations we found that:

• For transmission rates 600 and 1200 [kbps], the throughput of both architectures
are higher than transmission rate 100 [kbps].

• For transmission rate 100 [kbps], the delay and jitter of Hybrid WMN is lower
than I/B WMN. But, for 1200 [kbps] the delay of I/B WMN is lower than Hybrid
WMN.

• For transmission rate 1200 [kbps], the fairness index of I/B WMN is higher than
Hybrid WMN.

In the future work, we would like to implement other systems and compare the
performance with proposed system.
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Placement and Configuration for WLAN Planning”, In Proc. of 4th International Symposium
on Wireless Communication Systems, pp. 612-616, 2007.

6. A. Lim, B. Rodrigues, F. Wang and Zh. Xua, “k−Center Problems with Minimum Coverage”,
Theoretical Computer Science, Vol. 332, No. 1-3, pp. 1-17, 2005.

7. J. Wang, B. Xie, K. Cai and D. P. Agrawal, “Efficient Mesh Router Placement in Wireless
Mesh Networks”, MASS, Pisa, Italy, pp. 9-11, 2007.

8. T. Oda, A. Barolli, F. Xhafa, L. Barolli, M. Ikeda, M. Takizawa, “WMN-GA: A Simulation
System for WMNs and Its Evaluation Considering Selection Operators”, Journal of Ambient

A GA-Based Simulation System for WMNs: Performance Analysis for Different … 151



Intelligence and Humanized Computing (JAIHC), Springer, Vol. 4, No. 3, pp. 323-330, June
2013

9. M. Ikeda, T. Oda, E. Kulla, M. Hiyama, L. Barolli and M. Younas, “Performance Evaluation of
WMN Considering Number of Connections Using NS-3 Simulator”, The Third International
Workshop on Methods, Analysis and Protocols for Wireless Communication (MAPWC 2012),
pp. 498-502, Victoria, Canada, November 12-14, 2012.

10. T. Oda, D. Elmazi, A. Barolli, S. Sakamoto, L. Barolli, F. Xhafa, “A Genetic Algorithm Based
System for Wireless Mesh Networks: Analysis of System Data Considering Different Routing
Protocols and Architectures”, Journal of Soft Computing (SOCO), Springer, Published online:
31 March 2015, DOI: 10.1007/s00500-015-1663-z, pp. 1-14, 2015.

11. T. Oda, Y. Liu, S. Sakamoto, D. Elmazi, L. Barolli, F. Xhafa, “Analysis of Mesh Router
Placement in Wireless Mesh Networks Using Friedman Test Considering Different Meta-
heuristics”, International Journal of Communication Networks and Distributed Systems (IJC-
NDS), Inderscience, Vol. 15, No. 1, pp. 84-106, 2015.

12. F. Xhafa, C. Sanchez, and L. Barolli, “Locals Search Algorithms for Efficient Router Nodes
Placement in Wireless Mesh Networks”, in International Conference on Network-Based In-
formation Systems (NBiS), pp. 572-579, 2009.

13. T. Oda, A. Barolli, E. Spaho, L. Barolli, F. Xhafa, “Analysis of Mesh Router Placement in
Wireless Mesh Networks Using Friedman Test”, Proc. of The 28th IEEE International Con-
ference on Advanced Information Networking and Applications (IEEE AINA), pp. 289-296,
Victoria, Canada, May 2014,

14. T. Oda, S. Sakamoto, A. Barolli, M. Ikeda, L. Barolli, F. Xhafa, “A GA-Based Simulation Sys-
tem for WMNs: Performance Analysis for Different WMN Architectures Considering TCP”,
2014 Eighth International Conference on Broadband and Wireless Computing, Communica-
tion and Applications (BWCCA), pp. 120-126, Guangzhou, China, November 2014.

15. T. Oda, A. Barolli, E. Spaho, F. Xhafa, L. Barolli, M. Takizawa, ”Evaluation of WMN-GA for
Different Mutation Operators”, International Journal of Space-Based and Situated Computing
(IJSSC), Inderscience, Vol. 2. No. 3, pp. 149-157, 2012.

16. “ns-3”, https://www.nsnam.org/.
17. “The Network Simulator-ns-2”, http://www.isi.edu/nsnam/ns/.
18. IEEE 802.11, “Wireless LAN Medium Access Control (MAC) and Physical Layer

(PHY) Specifications”, IEEE Computer Society Std., June 2007. [Online]. Available: http:
//standards.ieee.org/getieee802/download/802.11-2007.pdf

19. T. Clausen and P. Jacquet, “Optimized Link State Routing Protocol (OLSR)”, RFC 3626 (Ex-
perimental), 2003.

152 K. Matsuo et al.



Effect of Node Density and Node Movement
Model on Performance of a VDTN

Kevin Bylykbashi, Evjola Spaho, Leonard Barolli and Makoto Takizawa

Abstract In this paper, we evaluate the effect of node density and node movement
model in a many-to-one communication in a Vehicular Delay Tolerant Network
(VDTN). Seven groups with three stationary sensor nodes sense the temperature,
humidity and wind speed and send these data to a stationary destination node that
collect them for statistical and data analysis purposes. Vehicles moving in Tirana
city roads during the opportunistic contacts will exchange the sensed data to desti-
nation node. The simulations are conducted with the Opportunistic Network Envi-
ronment (ONE) simulator. For the simulations we considered two different scenar-
ios where the distance of the source nodes from the destination is short and long.
The performance is analyzed for three routing protocols for delivery probability
and average latency metrics. For both scenarios the effect of node density and node
movement model is evaluated. The simulation results show that the increase of node
density increases the delivery probability for all protocols and both scenarios, and
better results are achieved when shortest-path map-based movement model is used.
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1 Introduction

Vehicular networks are characterized by the lack of an end-to-end multi-hop path
most of the time, which is caused by a highly dynamic network topology and net-
work partitioning due to low node density and large distances. In such network
environments, a complete path from source to destination does not exist most of the
time.

In order to deal with these connectivity constrains, opportunistic networks, DTNs
(Delay Tolerant Networks) and VDTNs (Vehicular Delay Tolerant Networks) are in-
troduced. DTNs are a class of networks that enable communication where connec-
tivity issues like sparse connectivity, intermittent connectivity, high latency, long
delay, high error rates, asymmetric data rate, and even no end-to-end connectivity
exists. VDTNs are a particular application of DTNs where vehicles are exploited to
offer a message relaying service.

In order to handle disconnections and long delays in vehicular network scenar-
ios, VDTN uses store-carry-and-forward approach. VDTNs have the potential to
interconnect Vehicles in regions that current networking technology cannot reach.

VDTNs aim to support a class of vehicular network applications characterized
by delay tolerant and asynchronous data traf c. VDTN is supposed to be one of the
effective methods to transmit signi cant data even under poor network conditions.
In VDTN the communication is asynchronous, bundle-oriented, and a store-carry-
and-forward routing paradigm is used. Instead of working end-to-end, in VDTNs,
a message-oriented overlay layer called Bundle layer employs a store-carry-and-
forwardmessage switching paradigm that movesmessages from node to node, along
a path that eventually reaches the destination.

In this paper, we evaluate the effect of node density and node movement model
in a VDTN. We compare the performance of three different routing protocols in a
many-to-one communication network. Two scenarios were designed with short and
long distance of source nodes from the destination. For the simulations we use the
Opportunistic Network Environment (ONE) [1] simulator.

ONE is a simulation environment, capable of generating node movement using
differentmovementmodels. ONE offers various DTN routing algorithms for routing
messages between nodes. Its graphical user interface visualize both mobility and
message passing in real time. ONE can import mobility data from real-world traces
or other mobility generators. It can also produce a variety of reports from node
movement to message passing and general statistics.

Performance evaluation results, based on simulation, show that the increase of
node density increases the delivery probability for all protocols and both scenarios,
and better results are achieved when shortest-path map-based movement model is
used.

The remainder of the paper is organized as follows. Section 2 introduces DTN
and routing protocols. The simulation system design and description is presented
in Section 3. In Section 4 are shown the simulation results. Finally, the conclusions
and future work are presented in Section 5.
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2 DTNs and Routing Protocols

2.1 DTN Overview

DTN are occasionally connected networks, characterized by the absence of a con-
tinuous path between the source and destination [2], [3]. The data can be transmitted
by storing them at nodes and forwarding them later when a link is established. This
technique is called message switching. Eventually the data will be relayed to the
destination. DTN is the “challenged computer network” approach that is originally
designed from the Interplanetary Internet, and the data transmission is based upon
the store-carry-and-forward protocol for the sake of carrying data packets under a
poor network environment such as space [2]. Different copies of the same bundle
can be routed independently to increase security and robustness, thus improving
the delivery probability and reducing the delivery delay. However, such approach
increases the contention for network resources (e.g., bandwidth and storage), poten-
tially leading to poor overall network performance.

In [4], authors have studied this model and found that it can provide substantial
capacity at little cost, and that the use of a DTN model often doubles that capacity
compared with a traditional end-to-end model. The main assumption in the Internet
that DTNs seek to relax is that an end-to-end path between a source and a desti-
nation exists for the entire duration of a communication session. When this is not
the case, the normal Internet protocols fail. DTNs get around the lack of end-to-
end connectivity with an architecture that is based on message switching. It is also
intended to tolerate links with low reliability and large delays. The architecture is
speci ed in RFC 4838 [5].

Bundle protocol has been designed as an implementation of the DTN architec-
ture. A bundle is a basic data unit of the DTN bundle protocol. Each bundle com-
prises a sequence of two or more blocks of protocol data, which serve for various
purposes. In poor conditions, bundle protocolworks on the application layer of some
number of constituent Internet, forming a store-and-forward overlay network to pro-
vide its services. The bundle protocol is speci ed in RFC 5050. It is responsible for
accepting messages from the application and sending them as one or more bundles
via store-carry-and-forward operations to the destination DTN node. The bundle
protocol runs above the TCP/IP level.

2.2 Routing Protocols

In order to handle disconnections and long delays in sparse opportunistic vehicular
network scenarios, VDTN uses store-carry-and-forward approach. A network node
stores a bundle and waits for a future opportunistic connection.When the connection
is established, the bundle is forwarded to an intermediate node, according to a hop-
by-hop forwarding/routing scheme. This process is repeated and the bundle will be
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Fig. 1 Tirana city map imported from osm.

relayed hop-by-hop until reaching the destination node. In [6], [7], [8], [9], [10],
[11], [12], [16], [13] authors deal with routing in DTNs.

In this work, we will use three widely applicable DTN routing protocols Spray
and Wait [14], Maxprop [15] and Prophet [16].

Spray and Wait routing protocol: Spray and Wait [14], is a routing protocol that
attempts to gain the delivery ratio bene ts of replication-based routing as well as the
low resource utilization bene ts of forwarding-based routing. The Spray and Wait
protocol is composed of two phases: the spray phase and the wait phase. When a
new message is created in the system, a number L is attached to that message in-
dicating the maximum allowable copies of the message in the network. During the
spray phase, the source of the message is responsible for ”spraying”, or delivery,
one copy to L distinct “relays”. When a relay receives the copy, it enters the wait
phase, where the relay simply holds that particular message until the destination is
encountered directly.
Maxprop routing protocol: Maxprop [15], is based on prioritizing both the sched-
ule of packets transmitted to other peers and the schedule of packets to be dropped.
These priorities are based on the path likelihoods to peers according to historical
data and also on several complementary mechanisms, including acknowledgments,
a head-start for new packets, and lists of previous intermediaries.
Prophet routing protocol: Prophet (Probabilistic Routing Protocol using History
of Encounters and Transitivity) [16] is a variant of the epidemic routing protocol for
intermittently connected networks that operates by pruning the epidemic distribu-
tion tree to minimize resource usage while still attempting to achieve the best case
routing capabilities of epidemic routing. It uses a probabilistic metric: delivery pre-
dictability, that attempts to estimate, based on node encounter history, which node
has the higher probability of successful delivery of a message to the nal destination.
When two nodes are in communication range, a new message copy is transferred
only if the other node has a better probability of delivering it to the destination.
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3 Simulation system and design

The network scenario is based on the map-based model of a part of Tirana city
(Albania). The map was imported from Open Street Map [17] (see Fig. 1). Simu-
lations are carried out using the ONE simulator. We simulated an urban scenario
where vehicles move on the map roads with a speed between 10-50 km/h during 4
hours period of time. There are 7 groups with 3 nodes each group that sends data
to a destination node (many-to-one communication). These 21 nodes can be sensors
that gather information about temperature, humidity and wind speed and sends their
data to a node that collects these data for statistical purposes. Source and destination
nodes are stationary and have a 100 MB buffer. Other nodes are vehicles equipped
with a 100 MB buffer. We considered two scenarios: in the rst one the distance of
the source nodes is between 400 m - 1000 m and the second one where the distance
is 800 m - 2000 m. The initial position of all the nodes for the rst scenario and the
second scenario are shown in Fig. 2.

All network nodes use aWiFi link connectionwith a transmission data rate of 250
KBps and the transmission range is considered 20 m. We use map-based movement
model and shortest-path map-basedmovement model for the vehicles. Shortest-path
map-basedmovement model, initially places the nodes in random places, but selects
a certain destination in the map for all nodes and uses Dijkstra‘s shortest path algo-
rithm to nd the shortest path to the destination.

The event generator is responsible for generating bundles with sizes uniformly
distributed in the ranges [10kB, 50kB]. A bundle is created every 30 s and data
bundles ttl is 30 min. The simulation parameters are shown in Table 1.

We evaluate the performance of the system for 3 different routing protocols:
Spray and Wait, Maxprop, Prophet for different node densities and two different
movement models.

We use the following metrics to measure the performance of different routing
protocols: delivery probability and average latency.

• Delivery probability is the ratio of number of delivered messages to that of
created messages.

• Average latency is the average time elapsed from the creation of the messages
at source to their successful delivery to the destination.

4 Simulation Results

In this section, we present the simulation results of the above described routing
protocols. In Fig. 3 are shown the simulation results of number of nodes vs. de-
livery probability for all considered routing protocols when map-based movement
model is used. For both scenarios, the increase of node density increases the delivery
probability for all protocols. This is related with the increase of the number of op-
portunistic contacts between nodes. Better results are achieved in the rst scenario
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Table 1 Simulation Parameters and their values.
Parameters Values
Number of nodes 200
Simulation time 14400 s
Map size 5 km x 3.5 km
Movement Model Map-based, Shortest-path map-based
Buffer size 100 MB
Interface type WiFi
Interface Transmission Speed 250 MBps
Interface Transmission Range 20 m
Message TTL 30 min
Vehicles speed 10-50 km/h
Message size 10k, 50k
Warm up time 100 s
Events interval 30 s

(a) First scenario (b) Second scenario

Fig. 2 Nodes initial positions for both scenarios.
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Fig. 3 Results of number of nodes vs. delivery probability for map based movement.

where the distance between sources and the destination is short. The simulation re-
sults show that best performance is achieved for Maxprop routing protocol.

The simulation results of number of nodes vs. delivery probability for shortest-
path map-based movement are presented in Fig. 4. Shortest-path map-based move-
ment model is a more sophisticated model compared with map-based movement
model and for both scenarios it achieves better delivery probability. Maxprop per-
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Fig. 4 Results of number of nodes vs. delivery probability for shortest path map based movement.
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Fig. 5 Results of number of nodes vs. avg. latency for map based movement.
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Fig. 6 Results of number of nodes vs. avg. latency for shortest path map based movement.

formance is higher compared with sprayandwait and prophet. Best results are for
dense network with 200 nodes where delivery probability is 98%.

In Fig. 5 are presented the results for avg. latency when map-based movement
model is used. From the gure it can be noticed that the avg. latency is shorter for
the rst scenario because the distance between the communicating nodes is shorter.
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Spray and wait results in lower latency than other protocols. Low avg. latency re-
sults are achieved for dense networks for all protocols. In dense mobile networks
the probability of nodes to encounter other nodes is high and opportunistic contact
happen often.

The evaluation results of number of nodes vs. avg. latency when the shortest-path
map-based movement is used are shown in Fig. 6. The avg. latency of all protocols
is lower compared with map-based movement model because the Dijkstra algorithm
nds the shortest path to the destination. In both scenarios, best results are for dense

network where maxprop is used.

5 Conclusions

In this work, we evaluated the effect of node density and node movement model
on the performance of three routing protocols (maxprop, sprayandwait and prophet)
in a many-to-one communication opportunistic network scenario for short and long
distances between source and destination nodes. For evaluation, we considered de-
livery probability and avg. latency metrics.

The performance study showed the following results.

• For both scenarios, the increase of node density increases the delivery probability
for all protocols.

• Better results of delivery probability are achieved in the rst scenario where the
distance between sources and the destination is short.

• In both scenarios, best performance in terms of delivery probability is achieved
for Maxprop routing protocol.

• Shortest-path map-based movement model is a more sophisticated model com-
pared with map-based movement model and for both scenarios it achieves better
delivery probability.

• In both scenarios the avg. latency is smaller for dense networks because the prob-
ability of nodes to encounter other nodes is high and opportunistic contact happen
often.

• The avg. latency of all protocols in shortest-path map-based movement is lower
compared with map-basedmovementmodel because the Dijkstra algorithm nds
the shortest path to the destination.

In this work, we considered a communication network with multiple sources and
a single destination node. In the future, we would like to consider multiple sources
and destinations and make extensive simulations to evaluate the performance of
different routing protocols considering different scenarios and parameters.
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A Fuzzy-Based Simulation System for Actor

Selection in Wireless Sensor and Actor Networks

Considering as a New Parameter Density of

Actor Nodes

Donald Elmazi, Tetsuya Oda, Evjola Spaho, Elis Kulla, Makoto Ikeda, Leonard
Barolli

Abstract Wireless Sensor and Actor Networks (WSANs), refers to a group of sen-
sors and actors that get the information about the physical environment and perform
appropriate actions. In order to provide effective sensing and acting, a distributed
local coordination mechanism is necessary among sensors and actors. In this work,
we propose a fuzzy-based system for selection in WSANs. Our system uses four in-
put parameters. Different from our previous work, we consider also the Density of
Actor (DOA) parameter. The system output is Actor Selection Decision (ASD). The
simulation results show that the proposed system has a good behaviour and makes
a proper selection of actor nodes.
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1 Introduction

Wireless Sensor and Actor Networks (WSANs), have emerged as a variation of
WSNs. WSNs can be defined as a collection of wireless self-configuring pro-
grammable multi-hop tiny devices, which can bind to each other in an arbitrary man-
ner, without the aid of any centralized administration, thereby dynamically sending
the sensed data to the intended recipient about the monitored phenomenon [1].

WSANs are capable of monitoring physical phenomenons, processing sensed
data, making decisions based on the sensed data and completing appropriate tasks
when needed [2]. For example, in the case of a fire, sensors relay the exact origin
and intensity of the fire to actors so that they can extinguish it before spreading in the
whole building or in a more complex scenario, to save people who may be trapped
by fire.

Unlike WSNs, where the sensor nodes tend to communicate all the sensed data
to the sink by sensor-sensor communication, in WSANs, two new communication
types may take place. They are called sensor-actor and actor-actor communications.
Sensed data is sent to the actors in the network through sensor-actor communication.
After the actors analyse the data, they communicate with each other in order to as-
sign and complete tasks. To provide effective operation of WSAN, is very important
that sensors and actors coordinate in what are called sensor-actor and actor-actor
coordination. Coordination is not only important during task conduction, but also
during network’s self-improvement operations, i.e. connectivity restoration [3, 4],
reliable service [5], Quality of Service (QoS) [6, 7] and so on.

Sensor-Actor (SA) coordination defines the way sensors communicate with ac-
tors, which actor is accessed by each sensor and which route should be selected to
transmit data packets. Among other challenges, when designing SA coordination,
the energy minimization should be considered. On the other hand, by Actor-Actor
(AA) coordination can be selected which actor will lead performing the task (actor
selection), how many actors should perform and how they will perform. Actor se-
lection is not a trivial task, because it needs to be solved in real time, considering
different factors. It becomes more complicated when the actors are moving, due to
dynamic topology of the network.

In this paper, different from our previous work [8], we propose and implement a
simulation system which considers also the Density of Actor nodes (DOA) parame-
ter.

The system is based on fuzzy logic and considers four input parameters for actor
selection. We show the simulation results for different values of parameters.

The remainder of the paper is organized as follows. In Section 2, we describe the
basics of WSANs including research challenges and architecture. In Section 3, we
describe the system model and its implementation. Simulation results are shown in
Section 4. Finally, conclusions and future work are given in Section 5.

164 D. Elmazi et al.



2 WSAN

2.1 WSAN Challenges

Some of the key challenges in WSAN are related to the presence of actors and their
functionalities.

• Deployment and Positioning: At the moment of node deployment, algorithms
must consider to optimize the number of sensors and actors and their initial po-
sitions based on applications [9, 10].

• Architecture: When important data has to be transmitted (an event occurred),
sensors may transmit their data back to the sink, which will control the actors’
tasks from distance or transmit their data to actors, which can perform actions
independently from the sink node [11].

• Real-Time: There are a lot of applications that have strict real-time requirements.
In order to fulfill them, real-time limitations must be clearly defined for each
application and system [12].

• Coordination: In order to provide effective sensing and acting, a distributed local
coordination mechanism is necessary among sensors and actors [11].

• Power Management: WSAN protocols should be designed with minimized en-
ergy consumption for both sensors and actors [13].

• Mobility: Protocols developed for WSANs should support the mobility of nodes [4,
14], where dynamic topology changes, unstable routes and network isolations are
present.

• Scalability: Smart Cities are emerging fast and WSAN, as a key technology will
continue to grow together with cities. In order to keep the functionality of WSAN
applicable, scalability should be considered when designing WSAN protocols
and algorithms [10, 14].

2.2 WSAN Architecture

A WSAN is shown in Fig. 1. The main functionality of WSANs is to make ac-
tors perform appropriate actions in the environment, based on the data sensed from
sensors and actors. When important data has to be transmitted (an event occurred),
sensors may transmit their data back to the sink, which will control the actors’ tasks
from distance, or transmit their data to actors, which can perform actions indepen-
dently from the sink node. Here, the former scheme is called Semi-Automated Ar-
chitecture and the latter one Fully-Automated Architecture (see Fig. 2). Obviously,
both architectures can be used in different applications. In the Fully-Automated Ar-
chitecture are needed new sophisticated algorithms in order to provide appropriate
coordination between nodes of WSAN. On the other hand, it has advantages, such
as low latency, low energy consumption, long network lifetime [2], higher local po-
sition accuracy, higher reliability and so on.
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Fig. 1 Wireless Sensor Actor Network (WSAN).

(a) Fully-Automated (b) Semi-Automated

Fig. 2 WSAN architectures.

3 Proposed System Model

3.1 Problem Description

After data has been sensed from sensors, they are collected to the sink for semi-
automated architecture or spread to the actors for fully-automated architecture. Then
a task is assigned to actors. In general, one or more actors take responsibility and
perform appropriate actions. Different actors may be chosen for acting, depending
on their characteristics and conditions. For example, if an intervention is required
in a building, a flying robot can go there faster and easier. While, if a kid is inside a
room in fire, it is better to send a small robot. The issue here is which of the actors
will be selected to respond to critical data collected from the field (actor selection).
If WSAN uses semi-automated architecture, the sinks are used to collect data and
control the actors. They may be supplied with detailed information about actors
characteristics (size, ability etc.). If fully-automated architecture is being used, the
collected data are processed only by actors, so they first have to decide whether they
have the proper ability and right conditions to perform. Soon after that, actors coor-
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Fig. 3 FLC structure.

JT

RE

DE

DOA

FLC ASD

Fig. 4 Proposed System.

dinate with each-other, to decide more complicated procedures like acting multiple
actors, or choosing the most appropriate one from several candidates. In this work,
we propose a fuzzy-based system in order to select an appropriate actor node for a
required task.

3.2 System Parameters

Based on WSAN characteristics and challenges, we consider the following parame-
ters for implementation of our proposed system.

Job Type (JT): A sensed event may be triggered by various causes, such as when
water level passed a certain height of the dam. Similarly, for solving a problem, ac-
tors need to perform actions of different types. Actions may be classified regarding
time duration, complexity, working force required etc., and then assign a priority to
them, which will guide actors to make their decisions. In our system, JT is defined
by five levels of difficulty. The hardest the task, the more likely an actor is to be
selected.

Distance to Event (DE): The number of actors in a WSAN is smaller than the
number of sensors. Thus, when an actor is called for action near an event, the dis-
tance from the actor to the event is different for different actors and events. Depend-
ing on three distance levels, our system takes decisions on the availability of the
actor node.

Remaining Energy (RE): As actors are active in the monitored field, they per-
form tasks and exchange data in different ways from each other. Consequently, also
based on their characteristics, some actors may have a lot of power remaining and
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Fig. 5 Triangular and trapezoidal membership functions.

Table 1 Parameters and their term sets for FLC.
Parameters Term Sets
Job Type (JT) Easy (Ea), Medium (Me), Hard (Ha)
Distance to Event (DE) Near (Ne), Middle (Mi), Far (Fa)
Remaining Energy (RE) Low (L), Middle (M), High (H)
Density of Actors (DOA) Spare (SP), Normal (Nrm), Dense (DN)
Actor Selection Decision (ASD) VLSP, LSP, MSP, HSP, VHSP

other may have very little, when an event occurs. We consider three levels of RP for
actor selection.

Density of Actors (DOA): The number of actor nodes can be different in various
areas. When in an area we have spare actors, the probability to select an actor node
is very high, otherwise if it is dense it has a low probability to be selected for carring
out the task.

Actor Selection Decision (ASD): Our system is able to decide the willingness
of an actor to be assigned a certain task at a certain time. The actors respond in five
different levels, which can be interpreted as:

• Very Low Selection Possibility (VLSP) - It is not worth assigning the task to this
actor.

• Low Selection Possibility (LSP) - There might be other actors which can do the
job better.

• Middle Selection Possibility (MSP) - The Actor is ready to be assigned a task,
but is not the “chosen” one.

• High Selection Possibility (HSP) - The actor takes responsibility of completing
the task.

• Very High Selection Possibility (VHSP) - Actor has almost all required informa-
tion and potential and takes full responsibility.

3.3 System Implementation

Fuzzy sets and fuzzy logic have been developed to manage vagueness and uncer-
tainty in a reasoning process of an intelligent system such as a knowledge based
system, an expert system or a logic control system [15–29]. In this work, we use
fuzzy logic to implement the proposed system.

The structure of the proposed system is shown in Fig. 4. It consists of one Fuzzy
Logic Controller (FLC), which is the main part of our system and its basic elements

168 D. Elmazi et al.



0.0

  0.5

1.0

 0  0.2  0.4  0.6  0.8  1

μ(
JT

)

JT

Ea Me Ha

(a) Job Type

0.0

  0.5

1.0

 0  0.2  0.4  0.6  0.8  1

μ(
D
E)

DE

Ne Me Fa

(b) Distance to Event

0.0

  0.5

1.0

 0  0.2  0.4  0.6  0.8  1

μ(
R
E)

RE

Low Md Hi

(c) Remaining Energy

0.0

  0.5

1.0

 0  0.2  0.4  0.6  0.8  1

μ(
D
O
A
)

DOA

SP Nrm DN

(d) Density of Actors

0.0

  0.5

1.0

 0  0.2  0.4  0.6  0.8  1

μ(
A
SD

)

ASD

VLSP LSP MSP HSP VHSP

(e) Actor Selection Decision

Fig. 6 Fuzzy membership functions.

are shown in Fig. 3. They are the fuzzifier, inference engine, Fuzzy Rule Base (FRB)
and defuzzifier.

As shown in Fig. 5, we use triangular and trapezoidal membership functions
for FLC, because they are suitable for real-time operation [30]. The x0 in f (x) is
the center of triangular function, x0(x1) in g(x) is the left (right) edge of trapezoidal
function, and a0(a1) is the left (right) width of the triangular or trapezoidal function.
We explain in details the design of FLC in following.

3.4 Description of FLC

We use four input parameters for FLC:

• Job Type (JT);
• Distance to Event (DE);
• Remaining Energy (RE);
• Density of Actors (DOA);

The term sets for each input linguistic parameter are defined respectively as
shown in Table 1.

The output linguistic parameter is the Actor Selection Decision (ASD).
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Table 2 FRB of proposed fuzzy-based system.

No. JT DE RE DOA ASD No. JT DE RE DOA ASD
1 Ea Ne L DN VLSP 41 Me Mi M Nrm MSP
2 Ea Ne L Nrm LSP 42 Me Mi M SP MSP
3 Ea Ne L SP LSP 43 Me Mi H DN HSP
4 Ea Ne M DN LSP 44 Me Mi H Nrm HSP
5 Ea Ne M Nrm MSP 45 Me Mi H SP HSP
6 Ea Ne M SP MSP 46 Me Fa L DN VLSP
7 Ea Ne H DN MSP 47 Me Fa L Nrm VLSP
8 Ea Ne H Nrm HSP 48 Me Fa L SP LSP
9 Ea Ne H SP HSP 49 Me Fa M DN LSP
10 Ea Mi L DN VLSP 50 Me Fa M Nrm LSP
11 Ea Mi L Nrm VLSP 51 Me Fa M SP MSP
12 Ea Mi L SP LSP 52 Me Fa H DN MSP
13 Ea Mi M DN LSP 53 Me Fa H Nrm MSP
14 Ea Mi M Nrm LSP 54 Me Fa H SP HSP
15 Ea Mi M SP MSP 55 Ha Ne L DN MSP
16 Ea Mi H DN MSP 56 Ha Ne L Nrm MSP
17 Ea Mi H Nrm MSP 57 Ha Ne L SP MSP
18 Ea Mi H SP HSP 58 Ha Ne M DN HSP
19 Ea Fa L DN VLSP 59 Ha Ne M Nrm HSP
20 Ea Fa L Nrm VLSP 60 Ha Ne M SP HSP
21 Ea Fa L SP VLSP 61 Ha Ne H DN VHSP
22 Ea Fa M DN VLSP 62 Ha Ne H Nrm VHSP
23 Ea Fa M Nrm LSP 63 Ha Ne H SP VHSP
24 Ea Fa M SP LSP 64 Ha Mi L DN LSP
25 Ea Fa H DN LSP 65 Ha Mi L Nrm MSP
26 Ea Fa H Nrm MSP 66 Ha Mi L SP MSP
27 Ea Fa H SP MSP 67 Ha Mi M DN MSP
28 Me Ne L DN LSP 68 Ha Mi M Nrm HSP
29 Me Ne L Nrm LSP 69 Ha Mi M SP HSP
30 Me Ne L SP MSP 70 Ha Mi H DN HSP
31 Me Ne M DN MSP 71 Ha Mi H Nrm VHSP
32 Me Ne M Nrm MSP 72 Ha Mi H SP VHSP
33 Me Ne M SP HSP 73 Ha Fa L DN LSP
34 Me Ne H DN HSP 74 Ha Fa L Nrm LSP
35 Me Ne H Nrm HSP 75 Ha Fa L SP LSP
36 Me Ne H SP VHSP 76 Ha Fa M DN MSP
37 Me Mi L DN LSP 77 Ha Fa M Nrm MSP
38 Me Mi L Nrm LSP 78 Ha Fa M Sp MSP
39 Me Mi L SP LSP 79 Ha Fa H DN HSP
40 Me Mi M DN MSP 80 Ha Fa H Nrm HSP

81 Ha Fa H SP HSP

The membership functions are shown in Fig. 6 and the Fuzzy Rule Base (FRB)
is shown in Table 2. The FRB forms a fuzzy set of dimensions |T (JT )|×|T (DE)|×
|T (RE)| × |T (DOA)|, where |T (x)| is the number of terms on T (x). The FRB has
81 rules. The control rules have the form: IF “conditions” THEN “control action”.
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Fig. 7 Results for DE = 0.1.

4 Simulation Results

The simulation results are presented in Fig. 7, Fig. 8 and Fig. 9. From results, we
found that as JT becomes difficult the ASD becomes higher because actors are pro-
grammed for different jobs. As we can see the performance is constant from 0 to
0.7 unit and after that is decrased for different values of RE. When the number of
actor nodes in an area is small our system selects the present the best actor node to
perform the task. When there are many actors in the area, the present actor is not
selected and the energy can be saved. In Fig. 8, we can see that the performance is
lower than in the previous graphics beacuse of the increase of DE and DOA param-
eters. Furthermore in Fig. 9 we can see that the performance is the lowest because
DE and DOA have maximum value and affect the system in a negative way. The DE
defines the distance of the actor from the job place, so when DE is small, the ASD is
higher. The actors closest to the job place use less energy to reach the job position.
When RE is increased, the ASD is increased. However, when DOA is increased, the
actor node is not selected for the required job.
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Fig. 8 Results for DE = 0.5.

5 Conclusions and Future Work

In this paper, we proposed and implemented a fuzzy-based simulation system for
WSAN, which takes into account four input parameters, including DOA and decides
the actor selection for a required task in the network.

The simulation results show that our system has a good performance.
In the future work, we will consider also other parameters for actor selection and

make extensive simulations to evaluate the proposed system.
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A Fuzzy-based System for Qualified Voting in

P2P Mobile Collaborative Team

Yi Liu, Tetsuya Oda, Keita Matsuo, Leonard Barolli and Fatos Xhafa

Abstract Mobile computing has many application domains. One important domain

is that of mobile applications supporting collaborative work, such as, eLearning and

eHealth. In such applications, a team of people collaborate online using smartphones

to accomplish a common goal, such as a project development in e-Business. Often,

however, the members of the team has to take decision or solve conflicts in project

development (such as delays, changes in project schedule, task asignment, etc.) and

therefore members have to vote. Voting can be done in many ways, and in most

works in the literature consider majority voting, in which every member of the team

accounts on for a vote. In this work, we consider a more realistic case where a vote

does not account equal for every member, but accounts on according to member’s

active involvement and reliability in the groupwork. We present a voting model,

that we call qualified voting, in which every member has a voting score according

to three parameters. Then, we use fuzzy based model to compute a voting score for

the member. This model is useful to implement in a P2P mobile collaborative team

in replacement to majority voting as it gives more realistic view of the collaborative

activity and better decisions for the groupwork, while encouraging peers to increase

their reliability in order to increase their voting score.
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1 Introduction

P2P technologies has been among most disruptive technologies after Internet. In-

deed, the emergence of the P2P technologies changed drastically the concepts,

paradigms and protocols of sharing and communication in large scale distributed

systems. As pointed out since early 2000 years [1], the nature of the sharing and

the direct communication among peers in the system, being these machines or peo-

ple, makes possible to overcome the limitations of the flat communications through

email, newsgroups and other forum-based communication forms.

The usefulness of P2P technologies on one hand has been shown for the develop-

ment of stand alone applications. On the other hand, P2P technologies, paradigms

and protocols have penetrated other large scale distributed systems such as Mo-

bile Adhoc Networks (MANETs), Groupware systems, Mobile Systems to achieve

efficient sharing, communication, coordination, replication, awareness and synchro-

nization. In fact, for every new form of Internet-based distributed systems, we are

seeing how P2P concepts and paradigms again play an important role to enhance

the efficiency and effectiveness of such systems or to enhance information sharing

and online collaborative activities of groups of people. We briefly introduce below

some common application scenarios that can benefit from P2P communications.

With the fast development in mobile technologies we are witnessing how the

mobile devices are widely used for supporting collaborative team work. Indeed, by

using mobile devices (such as PDAs, smartphones, etc.) members of a team can not

only be geographically distributed, they can also be supported on the move, when

network connection can change over time. In this paper, we propose a fuzzy-based

system for qualified voting in P2P mobile collaborative team.

Fuzzy Logic (FL) is the logic underlying modes of reasoning which are approxi-

mate rather then exact. The importance of FL derives from the fact that most modes

of human reasoning and especially common sense reasoning are approximate in na-

ture. FL uses linguistic variables to describe the control parameters. By using rela-

tively simple linguistic expressions it is possible to describe and grasp very complex

problems. A very important property of the linguistic variables is the capability of

describing imprecise parameters.

The concept of a fuzzy set deals with the representation of classes whose bound-

aries are not determined. It uses a characteristic function, taking values usually in

the interval [0, 1]. The fuzzy sets are used for representing linguistic labels. This can

be viewed as expressing an uncertainty about the clear-cut meaning of the label. But

important point is that the valuation set is supposed to be common to the various

linguistic labels that are involved in the given problem.

The fuzzy set theory uses the membership function to encode a preference among

the possible interpretations of the corresponding label. A fuzzy set can be defined

by examplification, ranking elements according to their typicality with respect to

the concept underlying the fuzzy set [2].

The proposed fuzzy-based peer voting score system considers three parameters:

Numbers of Activities the Member Participates (NAMP), Number of Activities the

Member has Successfully Finished, Number of Online Discussions the Member has
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Fig. 1 Super-peer P2P group

netwok.

Participated (NODMP) to decide the Voting Score (VS). We evaluated the proposed

system by simulations. The simulation results show that with increasing of NAMP,

NAMSF, and NODMP, the VS is increasing. Thus, the proposed system can choose

reliable peers with good voting score in P2P mobile collaborative team.

The structure of this paper is as follows. In Section 2,we introduce the scenarios

of collaborative teamwork. In Section 3, we introduce the vote weights and voting

score. In Section 4, we introduce FL used for control. In Section 5, we present

the proposed fuzzy-based system. In Section 6, we discuss the simulation results.

Finally, conclusions and future work are given in Section 7.

2 Scenarios of Collaborative Teamwork

In this section, we describe and analyse some main scenarios of collaborative team-

work for which P2P technologies can support efficient system design.

2.1 Collaborative Teamwork and Virtual Campuses

Collaborative work through virtual teams is a significant way of collaborating in

modern businesses, online learning, etc. Collaboration in virtual teams requires ef-

ficient sharing of information (both data sharing among the group members as well

as sharing of group processes) and efficient communication among members of the

team. Additionally, coordination and interaction are crucial for accomplishing com-

mon tasks through a shared workspace environment. P2P systems can enable fully

decentralized collaborative systems by efficiently supporting different forms of col-

laboration [3]. One such form is using P2P networks, with super-peer structure as

show in Fig. 1.

During the last two decades, online learning has become very popular and there

is a widespread of virtual campuses or combinations of face-to-face with semi-open

teaching and learning. Virtual campuses are now looking at ways to effectively

support learners, especially for online courses implemented as PBL-Project Based

Learning or SBL Scenario Based Learning there is an increasing need to develop

mobile applications that support these online groupwork learning paradigms [4]. In
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such setting, P2P technologies offer interesting solutions for (a) decentralizing the

virtual campuses, which tend to grow and get further centralized with the increase of

number of students enrolled, new degrees, and increase in academic activity; (b) in

taking advantage of resources of students and developing volunteerbased computing

systems as part of virtual campuses and (c) alleviating the communication burden

for efficient collaborative teamwork. The use of P2P libraries such as JXTA have

been investigated to design P2P middleware for P2P eLearning applications . Also,

the use of P2P technologies in such setting is used for P2P video synchronization

in a collaborative virtual environment [5]. Recently, virtual campuses are also in-

troducing social networking among their students to enhance the learning activities

through social support and scaffolding. Again the P2P solutions are sought in this

context [6] in combination with social networking features to enhance especially the

interaction among learners sharing similar objectives and interest or accomplishing

a common project.

2.2 Mobile Ad hoc Networks (MANETs)

Mobile ad-hoc networks are among most interesting infrastructureless network of

mobile devices connected by wireless having self-configuring properties. The lack

of fixed infrastructure and of a centralized administration makes the building and

operation in MANETS challenging. P2P networks and mobile ad hoc networks

(MANETs) follow the same idea of creating a network without a central entity.

All nodes (peers) must collaborate together to make possible the proper functioning

of the network by forwarding information on behalf of others in the network [7].

P2P and MANETs share many key characteristics such as self-organization and

decentralization due to the common nature of their distributed components. Both

MANETs and P2P networks follow a P2P paradigm characterized by the lack of a

central node or peer acting as a managing server, all participants having therefore

to collaborate in order for the whole system to work. A key issue in both networks

is the process of discovering the requested data or route efficiently in a decentral-

ized manner. Recently, new P2P applications which uses wireless communication

and integrates mobile devices such as PDA and mobile phones is emerging. Several

P2P-based protocols can be used for MANETs such as Mobile P2P Protocol (MPP),

which is based on Dynamic Source Routing (DSR), JXTA prtotocols, and MANET

Anonymous Peer-to-peer Communication Protocol (MAPCP), which serves as an

efficient anonymous communication protocol for P2P applications over MANET.
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3 Vote Weights

3.1 Votes with Embedded Weight

The weights can be included in voting bulletins distributed to voters, which would

then be copied into the votes sent to Counters. But this approach requires a strong

assumption: the voters’ application must be trusted not to forge weights. Since the

voters’ application may be tampered in some scenarios, namely when “voting any-

where” is considered, the voters’ side cannot be trusted to give the correct input for

the system when weights are considered.

The simple copy/paste of weights could be strengthened by adding a cleartext

value of the weight when submitting a blinded vote digest for getting a signature

from an Administrator. Then, the weight, checked and signed by all the required

Administrators, could be added to the final vote submitted to Counters. A bit com-

mitment value should also be added to the weight to prevent stolen, signed weights,

to be used by other voters. The drawback of this approach is that protocol messages

from voters to Administrators and from voters to Counters would increase in size,

namely would double in size. This collides with the requirement of keeping the per-

formance of system close to the performance of the initial version of REVS(Robust

Electronic Voting System [8]).

3.2 Voting Score

Score voting (sometimes called range voting) is a single-winner voting system

where voters rate candidates on a scale. The candidate with the highest rating wins.

For comparison, consider ratings systems from site like: Internet Movie Database,

Amazon, Yelp, and Hot or Not. Variations of score voting can use a score-style

ballot to elect multiple candidates simultaneously.

Simplified forms of score voting automatically give skipped candidates the low-

est possible score for the ballot they were skipped. Other forms have those ballots

not affect the candidate’s rating at all. Those forms not affecting the candidates rat-

ing frequently make use of quotas. Quotas demand a minimum proportion of voters

rate that candidate in some way before that candidate is eligible to win [9].

4 Application of Fuzzy Logic for Control

The ability of fuzzy sets and possibility theory to model gradual properties or soft

constraints whose satisfaction is matter of degree, as well as information pervaded

with imprecision and uncertainty, makes them useful in a great variety of applica-

tions.
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The most popular area of application is Fuzzy Control (FC), since the appear-

ance, especially in Japan, of industrial applications in domestic appliances, process

control, and automotive systems, among many other fields.

4.1 FC

In the FC systems, expert knowledge is encoded in the form of fuzzy rules, which

describe recommended actions for different classes of situations represented by

fuzzy sets.

In fact, any kind of control law can be modeled by the FC methodology, provided

that this law is expressible in terms of “if ... then ...” rules, just like in the case of

expert systems. However, FL diverges from the standard expert system approach by

providing an interpolation mechanism from several rules. In the contents of complex

processes, it may turn out to be more practical to get knowledge from an expert

operator than to calculate an optimal control, due to modeling costs or because a

model is out of reach.

4.2 Linguistic Variables

A concept that plays a central role in the application of FL is that of a linguistic

variable. The linguistic variables may be viewed as a form of data compression.

One linguistic variable may represent many numerical variables. It is suggestive to

refer to this form of data compression as granulation [10].

The same effect can be achieved by conventional quantization, but in the case of

quantization, the values are intervals, whereas in the case of granulation the values

are overlapping fuzzy sets. The advantages of granulation over quantization are as

follows:

• it is more general;

• it mimics the way in which humans interpret linguistic values;

• the transition from one linguistic value to a contiguous linguistic value is gradual

rather than abrupt, resulting in continuity and robustness.

4.3 FC Rules

FC describes the algorithm for process control as a fuzzy relation between infor-

mation about the conditions of the process to be controlled, x and y, and the output

for the process z. The control algorithm is given in “if ... then ...” expression, such

as:
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If x is small and y is big, then z is medium;

If x is big and y is medium, then z is big.

These rules are called FC rules. The “if” clause of the rules is called the an-

tecedent and the “then” clause is called consequent. In general, variables x and y are

called the input and z the output. The “small” and “big” are fuzzy values for x and

y, and they are expressed by fuzzy sets.

Fuzzy controllers are constructed of groups of these FC rules, and when an actual

input is given, the output is calculated by means of fuzzy inference.

4.4 Control Knowledge Base

There are two main tasks in designing the control knowledge base. First, a set of

linguistic variables must be selected which describe the values of the main control

parameters of the process. Both the input and output parameters must be linguis-

tically defined in this stage using proper term sets. The selection of the level of

granularity of a term set for an input variable or an output variable plays an im-

portant role in the smoothness of control. Second, a control knowledge base must

be developed which uses the above linguistic description of the input and output

parameters. Four methods [11–14] have been suggested for doing this:

• expert’s experience and knowledge;

• modelling the operator’s control action;

• modelling a process;

• self organization.

Among the above methods, the first one is the most widely used. In the modeling

of the human expert operator’s knowledge, fuzzy rules of the form “If Error is small

and Change-in-error is small then the Force is small” have been used in several

studies [15, 16]. This method is effective when expert human operators can express

the heuristics or the knowledge that they use in controlling a process in terms of

rules of the above form.

4.5 Defuzzification Methods

The defuzzification operation produces a non-FC action that best represent the mem-

bership function of an inferred FC action. Several defuzzification methods have been

suggested in literature. Among them, four methods which have been applied most

often are:

• Tsukamoto’s Defuzzification Method;

• The Center of Area (COA) Method;

• The Mean of Maximum (MOM) Method;
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Fig. 2 Stucture of System

NAMP

NAMSF

NODMP

FVS VS

• Defuzzification when Output of Rules are Function of Their Inputs.

5 Proposed Fuzzy-based Peer Voting Score System

In this work, we consider there parameters: Numbers of Activities the Member Par-

ticipates (NAMP), Number of Activities the Member has Successfully Finished,

Number of Online Discussions the Member has Participated (NODMP) to decide

the Voting Score (VS). The structure of this system called Fuzzy-based Vote Sys-

tem (FVS) is shown in Fig. 2. These three parameters are fuzzified using fuzzy

system, and based on the decision of fuzzy system a voting score is calculated. The

membership functions for our system are shown in Fig. 3. In Table 1, we show the

Fuzzy Rule Base (FRB) of our proposed system, which consists of 27 rules.

The input parameters for FVS are: NAMP, NAMSF, NODMP and the output lin-

guistic parameter is VS. The term sets of NAMP, NAMSF and NODMP are defined

respectively as:

NAMP = {Few1, Middle1, Many1}

= {Fe1, Mi1, Ma1};

NAMSF = {Few2, Middle2, Many2}

= {Fe2, Mi2, Ma2};

NODMP = {Few3, Middle3, Many3}

= {Fe3, Mi3, Ma3}.

and the term set for the output VS is defined as:

182 Y. Liu et al.



Fig. 3 Membership functions.
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6 Simulation Results

In this section, we present the simulation results for our proposed system. In our

system, we decided the number of term sets by carrying out many simulations. These

simulation results were carried out in MATLAB.

From Fig. 4 to Fig. 6, we show the relation between NAMP, NAMSF, NODMP

and VS. In this simulation, we consider the NODMP as a constant parameter.

In Fig. 4, we consider the NODMP value 0 unit. When the NAMP increases, the

VS is increased. Also, when the NAMSF increases, the VS is increased.
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Table 1 FRB.

Rule NAMP NAMF NODMP VS

1 Fe1 Fe2 Fe3 EL

2 Fe1 Fe2 Mi3 EL

3 Fe1 Fe2 Ma3 L

4 Fe1 Mi2 Fe3 EL

5 Fe1 Mi2 Mi3 VL

6 Fe1 Mi2 Ma3 M

7 Fe1 Ma2 Fe3 VL

8 Fe1 Ma2 Mi3 L

9 Fe1 Ma2 Ma3 H

10 Mi1 Fe2 Fe3 EL

11 Mi1 Fe2 Mi3 L

12 Mi1 Fe2 Ma3 M

13 Mi1 Mi2 Fe3 VL

14 Mi1 Mi2 Mi3 M

15 Mi1 Mi2 Ma3 H

16 Mi1 Ma2 Fe3 L

17 Mi1 Ma2 Mi3 H

18 Mi1 Ma2 Ma3 VH

19 Ma1 Fe2 Fe3 VL

20 Ma1 Fe2 Mi3 M

21 Ma1 Fe2 Ma3 VH

22 Ma1 Mi2 Fe3 L

23 Ma1 Mi2 Mi3 H

24 Ma1 Mi2 Ma3 VH

25 Ma1 Ma2 Fe3 M

26 Ma1 Ma2 Mi3 VH

27 Ma1 Ma2 Ma3 VVH

Fig. 4 Voting Score for

NODMP=0.
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In Fig. 5 and Fig. 6, we increase the NODMP values to 50 and 100 units, respec-

tively. We see that, when the NODMP increases, the VS is increased.
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Fig. 5 Voting score for

NODMP=50.
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Fig. 6 Voting Score for

NODMP=100.
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7 Conclusions and Future Work

In this paper, we proposed a fuzzy-based system to decide the VS. We took into

consideration three parameters: NAMP, NAMSF, and NODMP. We evaluated the

performance of proposed system by computer simulations. From the simulations

results, we conclude that with increasing of NAMP, NAMSF, and NODMP, the VS

is increasing. Thus, the proposed system can choose reliable peers with good voting

score in P2P mobile collaborative team.

In the future, we would like to make extensive simulations to evaluate the pro-

posed system and compare the performance of our proposed system with other sys-

tems.
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An Integrated Simulation System Considering

WMN-PSO Simulation System and Network

Simulator 3

Shinji Sakamoto, Tetsuya Oda, Makoto Ikeda, Leonard Barolli and Fatos Xhafa

Abstract With the fast development of wireless technologies, Wireless Mesh Net-
works (WMNs) are becoming an important networking infrastructure due to their
low cost and increased high speed wireless Internet connectivity. In our previous
work, we implemented a simulation system based on Particle Swam Optimization
for solving node placement problem in wireless mesh networks, called WMN-PSO.
In this paper, we implement an integrated system considering WMN-PSO and net-
work simulator 3 (ns-3). For simulation, we consider two WMN architectures. From
simulation results, we found that the total received throughput of I/B WMN is higher
than Hybrid WMN and the delay of I/B WMN is lower than Hybrid WMN.

1 Introduction

The wireless networks and devises are becoming increasingly popular and they pro-
vide users access to information and communication anytime and anywhere [1, 4,
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8, 9, 10, 12, 13, 14, 15, 17, 35].Wireless Mesh Networks (WMNs) are gaining a
lot of attention because of their low cost nature that makes them attractive for pro-
viding wireless Internet connectivity. A WMN is dynamically self-organized and
self-configured, with the nodes in the network automatically establishing and main-
taining mesh connectivity among them-selves (creating, in effect, an ad hoc net-
work). This feature brings many advantages to WMNs such as low up-front cost,
easy network maintenance, robustness and reliable service coverage [2]. Moreover,
such infrastructure can be used to deploy community networks, metropolitan area
networks, municipal and corporative networks, and to support applications for urban
areas, medical, transport and surveillance systems.

Mesh node placement in WMN can be seen as a family of problems, which are
shown (through graph theoretic approaches or placement problems, e.g. [6, 20]) to
be computationally hard to solve for most of the formulations [32]. In fact, the node
placement problem considered here is even more challenging due to two additional
characteristics: (a) locations of mesh router nodes are not pre-determined (any avail-
able position in the considered area can be used for deploying the mesh routers) and
(b) routers are assumed to have their own radio coverage area. Here, we consider the
version of the mesh router nodes placement problem in which we are given a grid
area where to deploy a number of mesh router nodes and a number of mesh client
nodes of fixed positions (of an arbitrary distribution) in the grid area. The objective
is to find a location assignment for the mesh routers to the cells of the grid area that
maximizes the network connectivity and client coverage.

Node placement problems are known to be computationally hard to solve [18,
19, 33]. In some previous works, intelligent algorithms have been recently investi-
gated [3, 7, 11, 21, 22, 24, 25, 26, 27].

In our previous work, we implemented a simulation system based on Particle
Swam Optimization for solving node placement problem in wireless mesh networks,
called WMN-PSO. In this paper, we implement an integrated system considering
WMN-PSO and network simulator 3 (ns-3). For WMN-PSO, the metrics used for
optimization are the Size of Giant Component (SGC) and the Number of Covered
Mesh Clients (NCMC).

The rest of the paper is organized as follows. The Architectures of WMNs are
described in Section 2. The mesh router nodes placement problem is defined in
Section 3. We present our proposed and implemented WMN-PSO simulation system
in Section 4. The ns-3 is explained in Section 5. The simulation results are given in
Section 6. Finally, we give conclusions and future work in Section 7.

2 Architectures of WMNs

In this Section, we describe the architectures of WMNs. Node architectures for
WMNs can be classified according to the functionalities they offer as follows:

Infrastructure/Backbone (I/B) WMNs:
This type of architecture is the most used and consists of a grid of mesh routers
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which are connected to different clients. In addition, routers have gateway func-
tionality thus allowing Internet access to clients. This architecture enables inte-
gration with other existing wireless networks and is widely used in neighboring
communities.

Client WMNs:
This type of architecture provides a peer to peer based communication network
over clients devices. In this architecture, there is no definition for mesh router. In
this case, we have a network of mesh nodes which provide routing functionality
and configuration as well as end-user applications, so that when a packet is sent
from one node to another, the packet will be hopped from node to node in the
mesh nodes in order to reach destination.

Hybrid WMNs:
This architecture combines two previous architectures. Mesh clients are able to
access the network through mesh routers as well as through direct connection
with other mesh clients. Benefiting from the advantages of the two architectures,
Hybrid WMNs can connect to other networks (Internet, Wi-Fi, and sensor net-
works) and enhance the connectivity and coverage due to the fact that the mesh
clients can act as mesh routers.

3 Node Placement Problem in WMNs

For this problem, we have a grid area arranged in cells we want to find where to
distribute a number of mesh router nodes and a number of mesh client nodes of
fixed positions (of an arbitrary distribution) in the grid area. The objective is to find
a location assignment for the mesh routers to the area that maximizes the network
connectivity and client coverage. Network connectivity is measured by SGC of the
resulting WMN graph, while the user coverage is simply the number of mesh client
nodes that fall within the radio coverage of at least one mesh router node and is
measured by NCMC.

An instance of the problem consists as follows.

• N mesh router nodes, each having its own radio coverage, defining thus a vector
of routers.

• An area W ×H where to distribute N mesh routers. Positions of mesh routers are
not pre-determined and are to be computed.

• M client mesh nodes located in arbitrary points of the considered area, defining
a matrix of clients.

It should be noted that network connectivity and user coverage are among most
important metrics in WMNs and directly affect the network performance.

In this work, we have considered a bi-objective optimization in which we first
maximize the network connectivity of the WMN (through the maximization of the
SGC) and then, the maximization of the NCMC.
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In fact, we can formalize an instance of the problem by constructing an adjacency
matrix of the WMN graph, whose nodes are router nodes and client nodes and whose
edges are links between nodes in the mesh network. Each mesh node in the graph
is a triple v =< x,y,r > representing the 2D location point and r is the radius of the
transmission range. There is an arc between two nodes u and v, if v is within the
transmission circular area of u.

4 Proposed WMN-PSO System

4.1 PSO

In PSO a number of simple entities (the particles) are placed in the search space of
some problem or function and each evaluates the objective function at its current lo-
cation. The objective function is often minimized and the exploration of the search
space is not through evolution [23]. However, following a widespread practice of
borrowing from the evolutionary computation field, in this work, we consider the
bi-objective function and fitness function interchangeably. Each particle then de-
termines its movement through the search space by combining some aspect of the
history of its own current and best (best-fitness) locations with those of one or more
members of the swarm, with some random perturbations. The next iteration takes
place after all particles have been moved. Eventually the swarm as a whole, like a
flock of birds collectively foraging for food, is likely to move close to an optimum
of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional vec-
tors, where D is the dimensionality of the search space. These are the current posi-
tion xi, the previous best position pi and the velocity vi.

The particle swarm is more than just a collection of particles. A particle by itself
has almost no power to solve any problem; progress occurs only when the particles
interact. Problem solving is a population-wide phenomenon, emerging from the in-
dividual behaviors of the particles through their interactions. In any case, popula-
tions are organized according to some sort of communication structure or topology,
often thought of as a social network. The topology typically consists of bidirectional
edges connecting pairs of particles, so that if j is in i’s neighborhood, i is also in j’s.
Each particle communicates with some other particles and is affected by the best
point found by any member of its topological neighborhood. This is just the vector
pi for that best neighbor, which we will denote with pg. The potential kinds of pop-
ulation “social networks” are hugely varied, but in practice certain types have been
used more frequently.

In the PSO process, the velocity of each particle is iteratively adjusted so that the
particle stochastically oscillates around pi and pg locations.
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Algorithm 1 Pseudo code of PSO.
/* Generate the initial solutions and parameters */
Computation maxtime:= Tmax, t = 0;
Number of particle-patterns:= m, 2 ≤ m ∈ R1;
Particle-patterns initial solution:= P0

i ;
Global initial solution:= G0;
Particle-patterns initial position:= x0

i j;
Particles initial velocity:= v0

i j;
PSO parameter:= ω , 0 < ω ∈ R1;
PSO parameter:= C1, 0 <C1 ∈ R1;
PSO parameter:= C2, 0 <C2 ∈ R1;
/* Start PSO */
Evaluate(G0,P0);
/* “Evaluate” does calculate present fitness value of each Particle-patterns. */
while t < Tmax do

/* Update velocities and positions */
vt+1

i j = ω · vt
i j

+C1 · rand() · (best(Pt
i j)− xt

i j)

+C2 · rand() · (best(Gt)− xt
i j);

xt+1
i j = xt

i j + vt+1
i j ;

Update Solutions(Gt ,Pt );
/* “Update Solutions” compares and updates the Particle-pattern’s best solutions and the
global best solutions if their fitness value is better than previous. */
Evaluate(G(t+1),P(t+1));
t = t +1;

end while

Update Solutions(Gt ,Pt );
return Best found pattern of particles as solution;

4.2 WMN-PSO System for Mesh Router Node Placement

We propose and implement a new simulator that uses PSO algorithm to solve the
node placement problem in WMNs. We call this simulator WMN-PSO. Our system
can generate instances of the problem using different iterations of clients and mesh
routers.

We present here the particularization of the PSO algorithm (see Algorithm 1) for
the mesh router node placement problem in WMNs.

Initialization

Our proposed system starts by generating an initial solution randomly, by ad hoc
methods [34]. We decide the velocity of particles by a random process considering
the area size. For instance, when the area size is W ×H, the velocity is decided
randomly from −√

W 2 +H2 to
√

W 2 +H2.
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Fig. 1 Relationship among
global solution, particle-
patterns and mesh routers.

Particle-pattern

A particle is a mesh router. A fitness value of a particle-pattern is computed by com-
bination of mesh routers and mesh clients positions. In other words, each particle-
pattern is a solution as shown is Fig. 1. Therefore, the number of particle-patterns is
a number of solutions.

Fitness function

One of most important thing in PSO algorithm is to decide the determination of an
appropriate objective function and its encoding. In our case, each particle-pattern
has an own fitness value and compares other particle-pattern’s fitness value in order
to share information of global solution. The fitness function follows a hierarchical
approach in which the main objective is to maximize the SGC in WMN. The fitness
function of this scenario is considered as Where α and β are weight-coefficient of
SGC and NCMC, respectively.

Routers replacement method

A mesh router has x, y positions and velocity. Mesh routers are moved based on
velocities. There are many moving methods in PSO field, such as:

Constriction Method (CM)
CM is a method which PSO parameters are set to a week stable region (ω =
0.729, C1 =C2 = 1.4955) based on analysis of PSO by M. Clerc et. al. [5, 30].

Random Inertia Weight Method (RIWM)
In RIWM, the ω parameter is changing ramdomly from 0.5 to 1.0. The C1 and
C2 are kept 2.0. The ω can be estimated by the week stable region. The average
of ω is 0.75 [30].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C1 and C2 are set to 2.0, constantly. On the other hand, the ω param-
eter is changed linearly from unstable region (ω = 0.9) to stable region (ω = 0.4)
with increasing of iterations of computations [30, 31].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to unstable region (ω = 0.9, C1 =C2 = 2.0).
A value of Vmax which is maximum velocity of particles is considered. With
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Table 1 Simulation parameters for WMN-PSO.

Parameters Values

Clients distribution Normal distribution
Grid size 32×32
Number of mesh routers 16
Number of mesh clients 48
Total iterations 12800
Iteration per phase 64
Number of particle-patterns 20
Radius of a mesh router 2.0
Independent runs 10
Movement method RDVM

Table 2 Simulation parameters for ns-3.

Parameters Values

Clients distribution Normal distribution
Area size 640m×640m
Number of mesh routers 16
Number of mesh clients 48
MAC IEEE 802.11s
Propagation loss model Log distance path-loss model
Propagation delay model Constant speed model
Routing protocol HWMP
Transport protocol UDP
Application type CBR
Packet size 1024 [bytes]
Number of source nodes 10
Number of destination nodes 1
Simulation time 600 [sec]

increasing of iteration of computations, the Vmax is kept decreasing linearly [29].
In this work, we apply this method to optimize the weight-coefficients of SGC
and NCMC.

Rational Decrement of Vmax Method (RDVM)
In RDVM, PSO parameters are set to unstable region (ω = 0.9, C1 =C2 = 2.0).
The Vmax is kept decreasing with the increasing of iterations as

Vmax(x) =
√

W 2 +H2 × T − x
x

. (1)

Where, W and H are the width and the height of the considered area, respectively.
Also, T and x are the total number of iterations and a current number of iteration,
respectively [28].
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5 ns-3

The network simulator 3 (ns-3) is a free software written in C++ programming lan-
guage. The ns-3 architecture is similar to Linux computers, with internal interface
and application interfaces such as, network interfaces, device drivers and sockets.
The goals of ns-3 are set very high: to create a new network simulator aligned with
modern research needs and develop it in an open source community. Users of ns-3
are free to write their simulation scenarios by C++ or Python. The ns-3’s low-level
API is oriented towards the power-user but more accessible “helper” APIs are over-
laid on top of the low-level API.

In order to archive scalability of a very large number of simulated network ele-
ments, the ns-3 tools also support standardized output formats for trace-data, such as
the pcap format used by network packet analyzing tools such as wireshark, tcpdump,
and standardized input format such as importing mobility trace file from ns-3.

The ns-3 simulator has models for all network elements that comprise a computer
network. For example, network devices represent the physical device that connects
a node to the communication channel. This might be a simple Ethernet network
interface card or a more complex wireless IEEE 802.11 device.

The ns-3 is intended as an eventual replacement for popular ns-2. The ns-3’s wifi
models a wireless network interface controller based on IEE802.11 standard [16].
The ns-3 provides models for these aspects of IEEE 802.11:

• Basic IEEE 802.11 DCF with infrastructure and ad-hoc modes.
• IEEE 802.11a, IEEE 802.11b, IEEE 802.11g, and IEEE 802.11s physical layers.
• QoS based EDCA and queuing extensions of IEEE 802.11e.
• Various propagation loss models including Nakagami, Rayleigh, Friis, LogDis-

tance, FixedRSS, and so on.
• Two propagation delay models, distance-based and Random-model.
• Various rate control algorithms including Aarf, Arf, Cara, Onoe, Rraa, Con-

stantRate, and Minstrel.

6 Simulation

In this section, we show simulation results using WMN-PSO simulation system and
ns-3. In WMN-PSO, the area size is considered 32×32. The simulation parameters
for WMN-PSO are shown in Table 1. We conducted simulations 10 times, in order
to avoid the effect randomness and create a general view of results. In Table 2, we
show parameters for ns-3.

We show the simulation results from Fig. 2 to Fig. 3. In Fig. 2, we show the
optimized placement of mesh routers by using WMN-PSO system. Then, we evalu-
ate the optimized placement by using ns-3. In Fig. 3, we show the total received
throughput. For I/B WMN, the total received throughput is higher than Hybrid
WMN. In Fig. 4, we show the delay for both I/B WMN and Hybrid WMN ar-
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Fig. 2 Placement of mesh
routers by WMN-PSO.

Fig. 3 Simulation results: I/B
WMN v.s. Hybrid WMN for
total receive throughput.

chitectures. When the architecture of WMN is I/B, the delay is lower than Hybrid
WMN.

7 Conclusions

In this paper, we implemented an integrated system considering WMN-PSO and
network simulator 3 (ns-3). For simulation, we considered two WMN architectures.
From simulation results, we found that the total received throughput of I/B WMN is
higher than Hybrid WMN and the delay of I/B WMN is lower than Hybrid WMN.

An Integrated Simulation System Considering WMN-PSO … 195



Fig. 4 Simulation results: I/B
WMN v.s. Hybrid WMN for
delay.

In our future work, we would like to evaluate the performance of the proposed
system for different parameters and patterns. Moreover, we would like to compare
its performance with other algorithms.
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Impact of Delayed Acknowledgment for
Message Suppression in Vehicular-DTN

Daichi Koga, Makoto Ikeda and Leonard Barolli

Abstract In our previous work, we proposed a method of Enhanced Message Sup-
pression Controller (EMSC) considering delayed acknowledgment for vehicular
Delay/Disruption Tolerant Networking (DTN). In this paper, we evaluate the per-
formance of our proposed method for message suppression in Vehicular-DTN. The
simulation platform based on Scenargie simulator has been developed in order to
evaluate the impact of persist timer to control the delayed acknowledgment. We
consider 802.11p standard and send bundle messages in a Manhattan grid scenario.
From the simulation results, we observed that our proposed method can increase
ef ciency with less network resource consumption and higher packet delivery ratio.

Key words: Vehicular-DTN, Enhanced Message Suppression Controller, Delayed
Acknowledgment

1 Introduction

The Delay/Disruption Tolerant Networking (DTN) aims to provide inter-operable
communications with wide range of networks which have poor performance char-
acteristics. DTN is an end-to-end architecture providing communications in and/or
through highly stressed environments [3]. Stressed networking environments in-
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clude those with intermittent connectivity, large and/or variable delays, and high
bit error rates.

The DTN architecture has been applied for vehicular networks called Vehicular-
DTN. It has the potential to interconnect vehicles in regions that current networking
protocol cannot reach the destination. Based on the wireless network technologies,
Vehicular-DTNs comprise Vehicle-to-Vehicle (V2V), Vehicle-to-Pedestrian (V2P),
Vehicle-to-Infrastructure (V2I) and Vehicle-to-X (V2X) communications [5, 8, 2,
20, 14, 15, 6].

In [9], we proposed a Message Suppression Controller (MSC) for V2V and V2I
communications. The MSC was an expanded version of MS method [10]. We have
proposed some parameters to control the message suppression dynamically. The
simulations were conducted in urban environment considering obstacles (buildings),
where MSC embedded in Road-side units (MSCRs) were present and not present.

Then, we proposed Enhanced Message Suppression Controller (EMSC) for
Vehicular-DTN [11]. The EMSC is an expanded version of MSC [9] and can be
used for various network conditions. But, the number of control packets were in-
creased. To solve the overhead problem, we proposed an improved message sup-
pression controller by considering delayed acknowledgment [12]. In [12], we only
considered MS-ACK as evaluation metric.

In this paper, we evaluate the performance of proposed EMSC considering de-
layed acknowledgment for Vehicular-DTN. We use number of bundle messages and
number of MS-ACKs as evaluation metrics. We developed the simulation platform
based on Scenargie [17] network simulator for this work.

The structure of the paper is as follows. In Section 2, we give an overview of
DTN. Section 3 provides a detailed description of our proposed EMSC considering
delayed acknowledgment. The simulation system design is shown in Section 4. In
Section 5, we show the simulation results. Finally, conclusions and future work are
given in Section 6.

2 Delay/Disruption Tolerant Networking

DTN are occasionally connected networks, characterized by the absence of a con-
tinuous path between the source and destination [7, 1]. The data can be transmitted
by storing them at nodes and forwarding them later when there is a working link.
This technique is called message switching. Eventually the data will be relayed to
the destination. The inspiration for DTNs came from an unlikely source: efforts to
send packets in space. Space networks must deal with intermittent communication
and very long delays [19]. In [7], the author observed the possibility to apply these
ideas for other applications.

Laoutaris et al. [13] have studied this model and nd that it can provide sub-
stantial capacity at little cost, and that the use of a DTN model often doubles that
capacity compared with a traditional end-to-end model.
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The main assumption in the Internet that DTNs seek to relax is that an end-
to-end path between a source and a destination exists for the entire duration of a
communication session. When this is not the case, the normal Internet protocols
fail. DTNs get around the lack of end-to-end connectivity with an architecture that is
based on message switching. It is also intended to tolerate links with low reliability
and large delays. The architecture is speci ed in RFC 4838 [4].

Epidemic is ooding-based DTN routing protocol [16, 21]. Vehicles continu-
ously replicate and send messages to newly discovered nodes that do not already
possess a copy of the message. In the most simple case, Epidemic routing is ood-
ing, but more elaborated techniques can be used to limit the number of message
transfers.

Bundle protocol has been designed as an implementation of the DTN architec-
ture. A bundle is a basic data unit of the DTN bundle protocol. Each bundle com-
prises a sequence of two or more blocks of protocol data, which serve for vari-
ous purposes. In poor conditions, bundle protocol works on the application layer of
some number of constituent Internet, forming a store-and-forward overlay network
to provide its services. The bundle protocol is speci ed in RFC 5050 [18]. It is re-
sponsible for accepting messages from the application and sending them as one or
more bundles via store-carry-forward operations to the destination DTN node. The
bundle protocol runs above the TCP/IP level. In other words, TCP/IP may be used
over each contact to move bundles between DTN nodes. This positioning raises the
issue of whether the bundle protocol is a transport layer protocol or an application
layer protocol. The bundle protocol provides a transport service for many different
applications.

3 EMSC Considering Delayed Acknowledgment

The EMSC algorithm is based on Epidemic [16, 21] routing protocol. We present
the owchart of EMSC algorithms for two states of vehicles as shown in Fig. 1(a)
and Fig. 1(b). EMSC is embedded in Vehicles (EMSCV).

When EMSCV receives HELLO message from other vehicles, the EMSCV
stores the bundle ID and source node ID in the memory (see Fig. 1(a)). In addition,
EMSCV detects the number of neighboring vehicles N to calculate the duration of
message suppression.

In our previous work, EMSCV sends the MS-HELLO packet to vehicles in in-
tervals of 1 second (see Fig. 2(a)). When vehicle receives the MS-HELLO from
EMSCV, the vehicle sends a MS-ACK to the EMSCV as shown in Fig. 2(a). In this
case, vehicle receives many MS-HELLOs in short time, thus increasing processing
overhead.

In this paper, we evaluate the performance of EMSC considering delayed ac-
knowledgment to solve the problem. The method will be increasing ef ciency by
sending fewer packets than the conventional EMSC. The delayed acknowledgment
has a persist timer as shown is Fig. 2(b).
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(a) Case 1 (b) Case 2

Fig. 1 Flowcharts of EMSCV functions.

(a) Conventional EMSC (b) EMSC cosidering delayed acknowleg-
ment

Fig. 2 Sequence chart of different enhanced message suppression controller.

When the EMSCV receives the MS-ACK from a vehicle, the EMSCV calculates
Possession Rate of the Bundle ID (PRBundleID). The formula of PRBundleID is:

PRBundleID =
Num. of detected same Bundle IDs (NB)

Nnew
, (1)
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where Nnew indicates the number of newly discovered vehicles from the EM-
SCV, which calculates from number of received HELLO packets. If PRBundleID ≥
MSThreshold, EMSCV sendsMS-REQUEST to the vehicle.MSThreshould (MST)
is threshold value. In this paper, we set the MST 1.

Then, we used following steps to calculates the Message Suppression Time (MS
Time) for each MS-REQUEST. Before EMSCV sends MS-REQUEST, the EMSCV
calculates the MS Time based on NB, Nnew and N values as shown in Eq. (2) and
Eq. (3).

MS TimeBundleID = Current time+

(NB×Nnew×Rnew) (2)

Rnew =
Nnew
N

(3)

MS TimeBundleID will be used in MS-REQUEST to suppress the bundle message
of its bundle ID. After that, the vehicle does not send the bundle message to other
vehicles until the MS TimeBundleID will be expired. As an exception, when vehicle
moves to near end-points, the vehicle sends the bundle message to end-point even if
MS TimeBundleID is not expired.

Rnew indicates the ratio of the newly discovered vehicles at each EMSCV. The
stored N and Nnew will be reset every second. In order to reduce the storage usage
in the network, we use ve functions as shown in Fig. 1(b). When a vehicle receives
HELLO packet from other vehicles, the other vehicles send REQUEST packet to
the vehicle. Then, if Current time is greater than MS TimeBundleID, the vehicle sends
the bundle message to other vehicles. When vehicle receives bundle message, the
vehicle stores the bundle message in the memory. In this way, the amount of traf c
can be reduced.

4 Simulation System Design

4.1 Scenario Settings

In this work, we consider two urban area (Manhattan grid) scenarios with 100 and
150 vehicles, respectively. In the rst scenario, we consider the obstacles (build-
ings), where 10 EMSCVs are present which are located on the road for forwarding
the bundle messages considering the EMSC with delayed acknowledgment algo-
rithms to all vehicles. In Fig. 3 is shown the evaluation scenario called VDTN.

In the second scenario, 15 EMSCVs are present, which are located at road for for-
warding the bundle messages considering the EMSC with delayed acknowledgment
algorithms to all vehicles.

The start-point sends a bundle message to four end-points during simulation.
Both start-point and end-points are static. The other vehicles and EMSCVs move ac-
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Fig. 3 VDTN scenario.

cording to Geographic Information System (GIS)-based Random Waypoint (RWP)
mobility model.

EMSCVs send the MS-HELLO to all near vehicles according to EMSC algo-
rithm for one second (see Fig. 2).

In simulations, every vehicle has an on-board unit for V2V communication and
to display the traf c information.

4.2 IEEE802.11p

In our simulations, we considered IEEE 802.11p standard. The Scenargie network
simulator has implemented the 802.11p standard. IEEE 802.11p is an approved
amendment to the IEEE 802.11 standard to add Wireless Access in Vehicular En-
vironments (WAVE). It de nes enhancements to 802.11 required to support ITS
applications. The 802.11p standard is based on the 802.11 architecture, but version
“p” is aimed at communications between V2V or between V2I. This new technology
uses the 5.9 GHz band in various propagation environments: vehicle, open, urban,
and so on. This standard de nes the WAVE as the signaling technique and interface
functions that are controlled by the physical layer (MAC) devices where the physi-
cal layer properties change rapidly and where the exchanges of information have a
short duration. The purpose of this standard is to provide a set of speci cations to
ensure interoperability between wireless devices trying to communicate in rapidly
changing environments and in particular time periods.

4.3 Mobility Model for Vehicular-DTN

RWP mobility model is commonly used in most simulations. In RWP mobility
model all nodes are considered mobile. In this model, the nodes move from one
waypoint to another independently from each other. Every node in the network fol-
lows the following directions:
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1. Selects a random starting position in the simulation area (X×Y ).
2. Selects a random location in the area as the next waypoint (W ).
3. Starts moving towards the destinationW , with a randomly chosen speed between

Vmin and Vmax.
4. After reaching destinationW , the node pauses for a randomly chosen Tp seconds.
5. Then it repeats steps 2-4, until the simulation time Tmax nishes.

GIS-based RWP mobility model is implemented for being used in V-DTN and
constrains vehicle movement to streets de ned by map data for real cities and lim-
its their mobility according to vehicular congestion and simpli ed traf c control
mechanisms. This mobility model provides reasonable run-times and memory con-
sumption that scales fairly well with the size of the simulated network.

4.4 Application Settings

We model the application (for broadcasting bundle information) with message size
of 500 bytes. Simulation parameters are shown in Table 1. We evaluate the per-
formance considering number of sent bundles and number of sent MS-ACKs for
different timers. The persist timer of delayed acknowledgment is set from 1 to 5
seconds.

Table 1 Simulation parameters.

Parameter Value

Simulation Time 1000 sec
Area Dimensions 1000 m ×1000 m
Number of Vehicles 100, 150
Number of EMSCVs 10, 15
Mobility Model GIS-Based RWP
Minimum Speed (Vmin) 8.333 m/s
Maximum Speed (Vmax) 16.666 m/s
Routing Algorithm EMSC
EMSC: Timer of Delayed Ack 1 - 5 sec
EMSC: MS Threshold 1
EMSC: Refresh Interval 1 sec
Application Bundle Message
Number of Start Point 1 (Fixed)
Number of End Points 4 (Fixed)
Bundle: Start and End Time 1 - 1000 sec
Bundle: Message Sent Interval 10 sec
Bundle: Message Size 500 bytes
PHY Model IEEE 802.11p
Frequency 5.9 GHz
Propagation Model ITU-R P.1411
Antenna Model Omni-directional
Antenna Height 1.5 meters
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5 Simulation Results

We evaluated the network performance of EMSC considering delayed acknowledg-
ment for different timers. In Fig. 4 are shown the results of number of sent MS-
ACKs for different duration of timers. For both scenarios, the number of sent MS-
ACKs decreased with increase of timer duration. For 150 vehicles, the difference of
performance is big compared with rst scenario.

In Fig. 5 are shown the results of number of sent bundle messages for different
duration of timers. For both scenarios, the difference of performance is small, even
if when duration of timer was 5 seconds. From these results, we observed that our
proposed method increased the ef ciency by sending fewer control packets than the
conventional EMSC.
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Fig. 4 Results of sent MS-ACKs for different timers.

 0

 20

 40

 60

 80

 100

 120

 140

 0  100  200  300  400  500  600  700  800  900  1000

N
um

be
r o

f s
en

t b
un

dl
es

Times [sec]

1.0-sec
2.0-sec
3.0-sec
4.0-sec
5.0-sec

(a) 100 vehicles

 0

 20

 40

 60

 80

 100

 120

 140

 0  100  200  300  400  500  600  700  800  900  1000

N
um

be
r o

f s
en

t b
un

dl
es

Times [sec]

1.0-sec
2.0-sec
3.0-sec
4.0-sec
5.0-sec

(b) 150 vehicles

Fig. 5 Results of sent bundles for different timers.
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6 Conclusions

In this paper, we evaluated the performance of EMSC considering delayed acknowl-
edgment for Vehicular-DTN. We considered number of sent MS-ACKs and number
of sent bundles for different duration of persist timers. We consider 802.11p stan-
dard and send bundle messages in a Manhattan grid scenario. From simulations, we
observed that our proposed EMSC which considers delayed acknowledgment can
increase the ef ciency with less network resource consumption.

In the future, we would like to make extensive simulations to evaluate the pro-
posed method and compare the performance with other DTN protocols.
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Abstract. Social network is a way of representing the personality. Postings 
which is written by an owner, and comments which are produced by friends are 
the significant elements in social network. Unintended postings are not made 
but unsolicited comments can be produced and influence the online persona of 
the owner. Therefore a method of preventing such comments is needed. In this 
paper, we propose a reputation based access control for persona management. 
This method is to allow the right of making comments to only the deserved 
friends. This qualification is determined by comparing the reputation of each 
friend and the characteristic of each posting. The reputation of each social 
network user is made from the behaviors and their social evaluation. With this 
method, unnecessary fray and controversy are avoided without provoking social 
alienation.  

1   Introduction 

Social networking service (SNS) provides a chance of communicating with various 
people overcoming the restriction of time and space. Through SNS, various ideas and 
thoughts are shared with various peoples. Social exchanges are increased not only in 
quantity but also in quality with the help of SNS. However, the conflicts and private 
issues are also increased. As the desire of being exposed to the public increases, the 
desire of keeping privacy, which is easily violated in online, grows. The delicate 
difference between being exposed and being taken off, lay in the identity of the 
audience. As long as we control the audience by allowing only the authorized viewer 
to watch the approved article, the privacy can be protected. But in real environment, it 
is almost impossible to manage the viewers’ permission for the articles properly. 
Therefore, an automated permission management method is required.  

In order to determine who will be allowed for which article, reputation is used. For 
example, when articles about travels are provided to those who do not agree with the 
worth of trips, arguments occur. This is not what we expect in SNS. We use SNSs to 
be happy, to feel the sense of belonging, to be connected, and to win approvals [1]. 
Using reputation, the reaction for articles can be predicted. Therefore, conflicts and 
violations can be evaded by allowing articles only to viewers who can accept and 
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empathize with the articles. In this paper, we propose a method of using a reputation 
to manage the permission for articles.  

2   Background 

2.1   Access Control  

Access control is a method of protecting security especially in computer systems [2]. 
The foundation of access control is that only a user who are authorized for the 
resource can access the resource. As the number of users and resources increases, the 
computing load becomes heavier. In order to resolve this problem, Role-Base Access 
Control (RBAC) is proposed [3]. RBAC employs roles to enhance the efficiency of 
managing each user’s right of accessing to resources. Each role has a permission for a 
set of resources and a role is assigned to each user. Via the assigned role, users have 
permissions for resources. Therefore, it is possible to authorize various users’ 
permission simultaneously using roles.  

The advantages of RBAC are sustainable as long as the number of roles is smaller 
than the number of users. In worst case, when the number of roles is equal to the 
number of users, RBAC becomes useless. In modernistic computing environment 
where customized and personalized services are provided, roles are not sufficient for 
managing each user’s access control [4]. The proposed method in this paper is not to 
replace RBAC but to enhance it by providing additional functionality which 
automatically modifies the set of permissions for resources in the system. The 
automatic modification is executed based on the reputation of a user. 

2.2   Reputation  

Reputation is defined as a common opinion that people have about someone or 
something [5]. When we have a belief that we know a person well enough, we do not 
need his/her reputation. However, when we believe that we do not know the person 
enough, his/her reputation becomes important. In short, using reputation is a way of 
getting help from others by borrowing their experiences. In open collaboration system 
where various 3rd party computing objects are collaborated to achieve a shared 
objective, recruiting reliable partners is one of the most important issues. As it is 
impossible to evaluate all the possible computing objects, reputations are employed 
[6]. The opinion of others who have experienced the computing object can used to 
make a better decision.  

However, reputation is dynamically changing and affected by various elements in 
the environment. For example, a person who is regarded as good can be regarded as 
bad in other situation. Therefore, the reliability of given reputation should be 
considered. In multi-agent systems, directory facility (DF) and Agent Management 
System (AMS) control all the agents in the given environment. The reliability of 
computing objects is guaranteed by the system [7]. However, in open system where 
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the sources of reputation is trustless, a method of managing the uncertainty of 
reputation is required.  

3   Proposed Method 

3.1   A Method of Calculating Reputation  

Reputation is calculated from the behaviors of a person in social networks. The 
behavior is classified into two types. One is the expression of his/her own thought. 
The other is the expression of his/her feeling for others' thought. The element of the 
first type is an article or a post. The elements of the second type are replies for others' 
articles or posts. Therefore, reputation of a person is a set of what s/he thinks and how 
s/he responses to others’ thoughts. Every writing has two main properties which are a 
topic and a standpoint for the topic. For example, Malcolm X and Martin Luther King 
Jr. were interested in the same topic. But their standpoints were different. The 
standpoint is represented in friendliness. If a user agrees a specific topic with highly 
aggressively, his/her friendliness for the topic will be a positive maximum value. In 
this paper, we set the range of friendliness property from positive 5 to negative 5.  

The thought of users are expressed in text or emoji. The difference between text 
and emoji is the simplicity. The feeling expressed in emoji is more explicit and clear. 
Even though, emoji is a convenient tool for presenting emotion, the strength of the 
emotion presented in emoji is weaker than that presented in sentences. Because emoji 
is used as a cliché, when serious feelings need to be presented, characters are 
preferred in formal form.   

 

 
Fig 1. The relationship among elements for representing reputation.  

 
Figure 1 shows the relationship among elements for representing a user’s 

reputation in SNS. Table 1 shows descriptions for each element.  
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Table 1.  Five elements that are used to calculate the reputation of users form their behaviours 
in SNS.  

Element Description 
Article Article is a post that is written or copied by the host to represent 

his/her own thought. 
Comment (Reply) Comment is a small set of sentences written by readers to represent 

their impressions for the article. Therefore, a comment should have an 
article that it is attached to.  

Topic All articles and comments have a topic which is the theme of the 
writing. When a comment has a topic which is different from the 
topic of the article, which the comment is attached, it should be 
ignored and the reputation of the owner of such comments will be 
dropped.  

Friendliness Articles which have the same topic, may have different attitude for 
the topic. Friendliness of an article represent the pros and cons for the 
topic and the level of aggressiveness.  

Emoji Emoticons are widely used to assist the expression of feelings. As 
every emoji has explicit meaning, it can send a clear message than 
words which can be misunderstood and misinterpreted.  

 
Reputation consists of two sub-elements which are general reputation and 

reputations for each topic. A gentleman for a topic can be a gangster for another topic. 
Psychological complex is one of the reasons for such inconsistency in human mind 
[8]. Even though, general consistency can be found for tastes. The trend of response 
for various issues becomes the general reputation. Specific reputation for each topic is 
the attitude for the given topic. From this reputation, a user who has the possibility of 
conflicts is prevented from the article. For an article whose topic has not been 
exposed to a user, the user’s general reputation is used for determining the right of 
accessing.  

3.2   Rules of Reputation based Access Control  

Reputation consists of two sub-elements. General reputation is the average ratio of 
friendliness. From the general reputation, generosity of the personality is assumed. 
Specific reputation is a set of friendliness for each topic. The riskiness of a quarrel 
increases when those who have different friendliness for the same topic are gathered 
in the same place. As both extremes of friendliness have higher possibility of 
arguments, these two ideas are used for managing specific reputation. The first idea is 
not to allow extremists to be gathered. The second idea is to find a broad-minded 
users who can be friends with those who have fiery temperaments.  

The heuristic instantiated rules from the ideas are shown in Table 2. When general 
reputation and specific reputation are collided, specific reputation is preferred. 
Therefore, for a topic for which the user’s history is empty, general reputation is used 
to authorize the right to access. For topics for which the user’s history is filled, 
specific reputation for each topic is used.     
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Table 2.  Heuristic rules for managing reputation.  

Rules Description 
Definition of GR General Reputation (GR) is made by averaging the set of specific 

reputations : GR = max(types of friendliness)   
Definition of SR Specific Reputation (SR) is a set of friendliness for each topic 

: SR = <Friendliness1, Friendliness2, … , Friendlinessx> 
Authorizing 
Permissions 

Access is allowed when the reputation of a guest is similar to the 
reputation of the resource owner for the topic of the resources  

Priority of Order GR is used only for the resources which have no SR 
 

4   Simulation and Results 

In order to evaluate the proposed method, we collect 300 broken cases of social 
relationship from twitter[9]. Twitter is one of the most popular SNSs. The social 
relation is made by selecting to follow others. Following is an action of subscribing 
other’s post which is represented within 140 characters. Those who follow are called 
follower. This relation between follower and a user of this service is broken when the 
user blocks his/her follower. Unlike facebook[10], making reply for others’ posts is 
not allowed but making new post with reference for others’ posts is possible.  

From the collected cases, the causes of the brokenness is found by analyzing the 
text with TweeboParser [11]. Causes of brokenness are categorized into ‘Unknown’, 
‘Disagreed Opinion’, and ‘Violation’. The analyzed results of 300 posts are shown in 
Table 3. In twitter, relations are easily connected and disconnected. However, as 
shown in the results, reputation based access control can prevent 64% of brokenness 
of relationship by allowing only the acceptable expressions to be shared.  

Table 3.  Results of post analysis from twitter.  

Cause Ratio Description 

Unknown 24% There is no clear reason why they are 
blocked 

Disagreed 
Opinion 

Implicit Disagreement 27% They represent some opinion and then 
blocked 

Explicit Argument 12% They represent opinions and argument 
occurs. Then they are blocked 

Violation 

Service Policy 12% They violate the contract of services 
and are blocked 

Teasing 22% They make fun of others and are 
blocked 

Cursing 3% They call names and are blocked 
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5   Conclusion 

The main objective of reputation based access control in social networks is to prevent 
hooligans or troublemakers from vandalizing the other's personal relationship. From 
the articles, existing friends, and attitude to others' article, the reputation is estimated. 
By using this reputation, only the users who have acceptable attitudes and opinions 
are allowed to access the article in social networks. This access control can reduce the 
possibility of online conflicts. However, it is not a good solution to keep away from 
persons who are not similar to us for enhancing ourselves and enlightening our 
contemporaries. Tolerance is one of the most important properties of civilized 
democratic society. And it can be learned by communicating with others who have 
different viewpoints. Restricted social boundary may provide convenience and 
comfort but progress cannot be achieved in such coziness. Using reputation for social 
networks is a kind of double-edged sword. The responsibility of correct usage is on 
each user.  
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 Abstract. In recent years, rapid development and spread of smart devices has resulted 
in increase in data of online documents on the Internet day by day. Growing information 
overload of web texts leaves users facing difficulties in browsing and understanding huge 
data in web pages. Therefore, in the field of automatic document summarization, diverse 
studies are underway to find ways of creating summaries efficiently. This study aims to 
propose document summarization methods using sentence segmentation and lexical 
chaining to extract important sentences of a given text and make a summary by excluding 
unnecessary sentences. Sentences of a given text are divided by analyzing their syntactic 
structure or identifying parts of speech of words and phrases and clauses used in the 
sentences. Important sentences are extracted by means of lexical chain. Results of 
previous document summarization research were improved through experiment, allowing 
for a summary using key points of a text. 

1   Introduction 

Unlike document clustering sectors include information retrieval and document 
classification, automatic document summarization is to create a summary that contains 
key points of a given text. As a result, lots of quality information on the topic of the 
text is necessary to enhance results of automatic document summarization. Using 
unique features of a text such as relations between words or sentences depending on 
the topic for summarization provides significant benefits. Semantic relations of 
constituents of a text such as words and sentences are defined differently as coherence 
and cohesion in text linguistics [1]. In this paper, we suggest a document 
summarization method based on sentence segmentation and lexical chaining using 
ranking rules to raise efficiency of document summarization. Generally, texts 
composed of long sentences are of various syntactic structures and summarized with 
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single document summarization or multi-document summarization; multi-document 
summarization extracts important words and lexicon from the original and generates a 
summary with new sentences using natural language processing techniques. In contrast, 
single document summarization picks out sentences deemed important from the 
original only to make a summary, which has been frequently studied. In this study, 
sentences are segmented with rule-based phrases and clauses for better document 
summarization. Important sentences are extracted from the segmented sentences, and 
key words are extracted from collected data before creating a summary. On the basis of 
extracted key words, lexical chains are generated for summary. In regards to lexical 
chaining, a specific weighting scale is used to choose highly weighted lexical chains, 
on the basis of which important sentences are extracted. This study is designed to 
suggest a document summarization method using lexical chaining and how lexical 
chains help improve document summarization results. In order to create lexical chains 
and investigate semantic relations between words in a text, this study hired the 
hierarchy system of WordNet and examined meanings of individual words in question. 
This study consists of five chapters. Chapter 2 reviews document summarization 
related literatures, chapter 3 introduces how to summarize textual documents, and 
chapter 4 provides results of experiment with the proposed method. Finally, chapter 5 
presents conclusions and suggestions for further study. 

2  Related Work 

There are two types of document summarization methods to extract representative 
sentences, remove unnecessary ones, and finally reduce sentences of a text: multi-
document summarization and single document summarization. First, multi-document 
summarization has been proposed to extract important key words of sentences based 
on the topic of a given text and summarize the entire text in alignment method [2]. This 
method is used to extract the topic of sentences via prior processing and create a 
summary. However, it requires huge calculation cost for topic search processing. 
Another approach is WordNet thesaurus-based query method where core sentences 
closest in relation to queries of a given sentence are extracted using WordNet thesaurus 
and then supplementary sections that will support the summary are extracted from the 
remaining sentences [3]. In addition, there is also a method in which text and query 
similarity and similarity between the current paragraph and the previous paragraph are 
calculated for summarization. As this method uses simply statistical processing, errors 
may happen, compared to complex natural language processing or information 
extraction [4]. Besides, research has been in progress to analyze sentences and words 
in a long text and weigh representative and meaningful sentences in the text to extract 
representative sentences on the basis of high weighted values [5]. Finally, in document 
clusters, document summarization method was proposed in which topics of a text are 
grouped with classification algorithm like k-means, relations between sentences and 
clusters are analyzed with link analysis algorithm and Markov algorithm, and then 
texts are summarized by giving scores to sentences [6]. Secondly, when it comes to 
single document summarization, research focuses on automatic summarization of 
sentences once by reducing sentences into concise summary upon input. Among 
several approaches, a method was proposed to summarize a text using important 
sentences and user-intervened query expansion [7]. Another approach suggested is to 
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use information on the topic included in syntactic structure of the text and frequency of 
terms for document summarization [8], and another research based on sentence query 
is also underway to come up with query-specific document summarization method by 
applying complex topics extracted from the text using sentences closest to sentence 
query and semantic relations [9]. This study examines how to improve existing English 
text analysis research based on ranking rules [10]. 

3  LEXICAL CHAIN-BASED AUTOMATIC DOCUMENT SUMMARIZATION 

Sentence segmentation comes before summarization. Sentences are segmented in 
ranking rules which allow for segmentation of collected document data into phrases 
and clauses, and new sentences are generated in the context of segmented sentences. In 
this case, if any of the new sentences are not essential to summarize, then they are 
removed at the time of summarizing the text, and representative sentences are only 
taken into account. Fig 1. shows diagram of the system described in this study. 

 
Figure 1. Extracting Summary Sentences from Lexical Chains 

A. Sentence segmentation for Document Summarization 
In this chapter, sentences are segmented before document summarization. In order 

to segment sentences, phrases and clauses need to be identified, with sentences 
segmented in the ranking process. First, data were collected from CNN News website 
through crawling, followed by identification process of phrases and clauses. Table 1 
shows contexts of 11 possible locations for sentence segmentation and locations of 
sentence segmentation. In Table 1, sentence segmentation rankings were identified 
with consideration for in which locations sentences should be segmented, and 
sentences are segmented into phrases and clauses in a parallel structure for ranking-
based sentence segmentation. In order to extract representative sentences from the 
segmented sentences and produce a summary, segmentation should be carried out in 
the correct syntactic structure. If conditions for a phrase as listed in Table 1 are met, it 
is ranked ‘0.’ Since phrases have easier conditions to form and appear more often in a 
sentence than clauses, they are ranked ‘0.’ Clauses are ranked ‘I.’ Under ranking rules 
as shown in Table 1, ‘0’ is the highest rank, and bigger numbers means lower ranks. 
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Sentences at rank ‘0’ are segmented if there are no subjects and verbs and they consist 
of two or more words and have words with meanings as a part of speech. Moreover, 
Sentences are at rank ‘1’ if they have subjects and verbs and words starting a clause. 
Finally, words starting a predicational clause in a sentence are ranked ‘2’, the lowest 
rank. According to these ranking rules, important sentences are extracted from 
sentences segmented into phrases and clauses to summarize a given text. 

Table I. Priority rules for sentence Split 
Type
word

Split Location POS patterns Priority 

NP 
Two or more nouns meaning 

sentences having a word 

“POS”+“NNS“+“NN“ 

0 “POS”+“NN”+“NNS“ 

“POS”+“NNP“+“NN“ 

AP 
Two or more words and an 

adjective meaning sentences having 
“POS”+“JJ“+“JJ“ 0 

AP 

The position of the word in the 

statement that two or more of the 

role of the words and adverbs 
“POS”+“ADV“+“ADV“ 0 

VP 
Two or more words verb meaning 

sentences having 

“POS”+“VBD“+“VBG“ 

0 
“POS”+“VBZ“+“VBG“ 

“POS”+“VBZ“+“VBD“ 

“POS”+“VBD“+“VBN“ 

PP 
Two or more words and prepositional 

sense sentences having 
“POS”+“PRE“+“PRE“ 0 

SCONJ 

The position of the word the 

beginning of the subordinating 

conjunction 

“IN”+“VB”+“NN” 1 

P_PRON 

The position of the word of the 

relative pronoun of the Interrogatives 

preposition 

“IN”+“VB”+“PRE“+”NNP 

1 
“IN”+“VB”+“PRE“+”WP” 

IROGATI
VE 

The Position of words that begin with 

interrogative 
“IN”+“VBG”+“WP” 1 

VERB 
The position of words that begin with 

the verb clause 2 

AUXVER
B 

The position of the word the beginning of 

the AUXVERB  2 

B. Lexical Chain-based Document Summarization 
In sentence segmentation step, a document consisting of long texts are divided into 

multiple sentences. From the divided sentences, keyword extraction should be made to 
generate lexical chains for document summarization. To extract keywords, prior 
processing of data of news articles collected from the CNN website takes place. Prior 
processing goes through elimination of stop words, extraction of word stems, 
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identification of parts of speech, and extraction of nouns. Titles of collected documents 
also are processed for keyword extraction. In regards to lexical chains, their efficiency 
increases as key words of a document grow in number. Stop words are eliminated 
using a list of stop words appearing in segmented sentences at the stage of stop word 
elimination as part of prior processing. Stop words refer to words not used often in 
search via the web. Secondly, word stem extraction is a step that extracts unnecessary 
steps like ‘es’ and ‘ed.’ At the third stage of part of speech identification before noun 
extraction, Java stanford-postagger is used to identify parts of speech of words such as 
noun, verb, and proper noun. Finally, noun extraction is designed to extract nouns only 
among other parts of speech of words whose part of speech is defined. Table 2 shows 
how key words are extracted 

Table II.  Keyword extraction process 

Preprocessing CNN News Document 

Document title Asia shares continue global rebound 

Document 

Asian stock markets have recorded more gains, continuing the 
positive lead set by the US and Europe on Tuesday.  Wall Street 
and bourses across Europe have been recovering some. the ground 
since the UK voted last week to leave the European Union.  

StopWords Remove 

Asian stock markets have recorded more gains, continuing the 
positive lead set by the US and Europe on Tuesday.  Wall Street 
and bourses across Europe have been recovering some.  the 
ground since the UK voted last week to leave the European Union.  

Stemming extract 

Asian stock markets recorded gains, continuing the positive lead US 
Europe Tuesday. Street bourses across Europe recovering. ground 
UK voted week leave European Union. Japan, benchmark Nikkei 
225 index finished 1.6% higher 15,566.83. 

Parts of Speech 

Asian/JJ, stock/NN, markets/NNS, recorded/VBN, gains/NNS, 
continuing/VBG, positive/JJ, lead/NN, US/NNP, Europe/NNP, 
Tuesday/NNP, Street/NNP, bourses/NN, across/IN, 
Europe/NNP,ground/NNP, UK/NNP, 

Noun extract 

stock/NN, markets/NNS, gains/NNS, lead/NN, US/NNP, 
Europe/NNP, Tuesday/NNP, Street/NNP, bourses/NN, 
Europe/NNP,ground/NNP, UK/NNP, week/NN, Shares/NN, 
carmaker/NN, Toyota/NNP, irbags/NN

Lexical chains should be generated from the extracted key words, and thereby 
important sentences should be extracted from a given text. Lexical chain is a system 
that analyzes a text using lexical meanings only except grammatical devices and 
groups words according to their semantic relations. The document summarization 
method proposed in this study summarizes a text with lexical chains. To this end, 
hierarchies of WordNet are used; regarding nouns extracted via prior processing, 
synonyms, hypernyms, hyponyms, and antonyms of WordNet are searched to find two 
close words which have common features and appear commonly in hierarchy. Fig 2 
illustrates lexical chains to investigate semantic relations between two words 
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Figure 2.  Lexical chain 

As shown in Fig 2, if Machine is used as a meaning of “a person working 
mechanically or mechanical person,” there is a semantic relation between Person and 
Machine, resulting in a lexical chain. However, if Machine is used to mean “system or 
tool,” there is no semantic relation between “Person and Machine,’ creating no lexical 
chain. However, semantic relations are created among ‘Machine, Micro-computer, 
Device, and Pump”, giving birth to a lexical chain. Fig 3 shows a hierarchy of 
WordNet indicating semantic relation between two words Scoring Chain based on such 
lexical chains is required to summarize documents With a view to extracting key 
sentences of collected data of news articles, lexical chains with semantic relations are 
used to assign weighted values to segmented sentences. Lexical chains are created with 
nouns having defined meanings and weighted values are given to each lexical chain 
and segmented sentence in the following manner. Scores of nouns in lexical chains are 
determined by relations with other nouns. In this case, relations which nouns have in 
lexical chains are four types: synonyms, hypernyms, hyponyms, and antonyms. 
Weighted values in lexical chains are calculated in the following. equation: 

 
In Equation 1, Average (Score) is given by means of lexical chain of each sentence. 

Even if there are no semantic relations between two words or there are words in a 
document from which important sentences are extracted, weighted values are given. As 
shown in Fig 2, no lexical chain is created between “Person and Machine” as there is 
no semantic relation between them, but if they appear in a sentence, 0.5 point is given 
as a weighted value. In addition, if there is a lexical chain, but they are not present in a 
sentence, 0 point is assigned. Finally, if “Machine and Micro-computer“ with a lexical 
chain are present in the sentence in question, weighted value is 1. Weighted values are 
calculated by sentence cluster of the document before computing standard deviation 
(SD) of weighted values as StandardDeviation (Scores) in Equation 1. On the basis of 
averages of lexical chains from SDs and weighted values, important sentences are 
extracted. Table 3 documents resulting lexical chains and weighted values. 

Table III. Keyword extraction and lexical creation process chain 

 processing 

Document 
Asian stock markets have recorded more gains, continuing the 

positive lead set by the US and Europe on Tuesday. Wall …. 
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 processing 

Apply priotity rules 

[Asian stock markets have recorded more gains], 

[continuing the positive lead] set by the US and Europe on 

Tuesday. Wall Street and bourses across Europe have been 

recovering some. ……. 

Split sentence 
- Asian stock markets have recorded more gains 

- continuing the positive lead 

- set by the US and Europe on Tuesday.…….

keyword 

(Preprocessing)

stock/NN, markets/NNS, gains/NNS, lead/NN, US/NNP, 

Europe/NNP, Tuesday/NNP, Street/NNP, bourses/NN, ……. 

Lexical Chain 

['Union'], ['share'], ['share', 'Shares'], ['shares', 'share'], ['vote'], 

['ground'], ['Europe'], ['index', 'index'], ['Australia', 'Australia'], 

['lead'], ['referendum', 'vote'], ['Tuesday', 'week'], ['markets'] 

……. 

 

If union, share, and ground in Table 3 are present in a sentence of a given text, 0.5 
point is given, and if lexical chains based on semantic relations such as “referendum, 
vote” or “Tuesday', week” appear in the sentence, 1 point is given. Sentences with an 
average of 2.1 or over as shown in weighted value averages in Table 2 are extracted as 
key sentences. Sentences 1 and 3 in Table 3 become key sentences, and sentence 2 is 
eliminated because its score is below average. 

4   Experiment 

With the aim to summarize a document using the method proposed in this study, 
data were collected from CNN news articles in the fields of politics, economy, and 
general issues. Using the data, sentences were segmented in the proposed method, and 
key words were extracted from the segmented sentences and document titles of the 
data. These keywords were used to create lexical chains, on the basis of which the 
document was summarized. Table 4 shows the result of lexical chain-based document 
summarization. 

Table IV. Text Summary 

 Summary document processing 

Document 

Asian stock markets have recorded more gains, continuing the 
positive lead set by the US and Europe on Tuesday. Wall Street and 
bourses across Europe have been recovering some  
……. 

Lexical Chain 
['Union'], ['share'], ['share', 'Shares'], ['shares', 'share'], ['vote'], ['ground'], 

['Europe'], ['index', 'index'], ['Australia', 'Australia'], ['lead'], ……. 
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 Summary document processing 

Summary Results 

Asian stock markets have recorded more gains, the ground since the 
UK voted last week to leave the European Union. In Japan the 
benchmark Nikkei 225 share index finished 1.6  higher at 15 
566.83. Shares in commodity giants Rio Tinto and BHP Billiton 
were both up by almost.  

 
5 Conclusions and suggestions for further work 

The proposed automatic document summarization segments sentences on the basis 
of collected data in accordance with ranking principles, extracts key words of 
document titles and contents and thereby generates lexical chains. Upon generated, the 
lexical chains is used to summarize the segmented sentences. In order to generate 
lexical chains, common semantic relations between two words are examined with 
consideration for synonyms, hypernyms, hyponyms, and antonyms present in 
hierarchies in WordNet, and weighted values are given to sentences where each word 
appears. With these weighted values in mind, important sentences are extracted from 
the document, which makes it possible to summarize long texts. For enhanced key 
word extraction for document summarization, subsequent studies are expected to focus 
on N-gram based methods. 

Acknowledgment 
This research was supported by SW Master's course of hiring contract Program 

grant funded by the Ministry of Science, ICT and Future Planning(H0116-16-1013) 
and This work was supported by the National Research Foundation of Korea(NRF) 
grant funded by the Korea government(MSIP) (No. NRF-2016R1A2B4012638).  

References 
[1] YongdoKim, “Text binds Theory”. Pusan University of Foreign Studies Press. 1996 
[2] Harabagiu, S. Finley L. "Topic Themes for Multi Document Summarization," In proceeding of ACM 

SIGIR, 202-209, 2005. 
[3] Sakurai, T., Utsumi, A. "Query-based Multi document Summarization for Information Retrieval," The 

Proceeding of NTCIR, 2004. 
[4] Goldstein. J., Mittal. V. Carbonell. J., Callan. J.,"Creating and Evaluating Multi-Document Sentence 

Extract Summaries," The Proceeding of CIKM, 165-172, 2000. 
[5] Inderjeet Mani, Automatic Summarization, Kohn Benjamins publishing Co., 2001. 
[6] Xiaojun Wan, Jianwu Yang “Multi-Doucument Summarization Using Cluster-based Ling Analysis”. 

Proceedings of the International Conference SiGIR’08, 2008. PP. 299-306 
[7] Lewis, D.D, Sparck Jones, K. "Natural language processing for information retrieval," 

Communications of the ACM, Vol. 39, No.1, 1996, pp. 92-101 
[8] Liddy, E.D, Myaeng, S.H. "DR-LINK’s: linguistic-comceptual approach to document and 

detection," ," The First Text The First Text REtreival Conference (TREC-1), 1993, pp. 113-129. 
[9]  Morris, J, Hirst, G. "Lexical cohesion computed by thesaural relations as an indicator of the structure 

of text," Computational Linguistics, Vol.17, No.1, pp. 21-43, 1991. 
[10] JunSeok Cha, Seunghyeon Bak, PanKoo Kim. “An Approach of Sentence Segmentation for 

Improving Parsing Effecieny” Korea MultimediA Society  Vol. 19, No. 1, 2016. Pp.63-66  

222 J. Cha and P. Kim



Korean spelling error correction using a Hangul 
similarity algorithm 

SeungHyeon Bak1, PanKoo Kim2 
1 Dept of Software Convergence Engineering, Chosun University, GwangJu, Korea 

cronyandiver@gmail.com 
2 Dept of Computer Engineering, Chosun University, GwangJu, Korea 

pkkim@chosun.ac.kr 

 

Abstract. Increasingly people use computers for word processing. This helps 
reduce word processing time and fatigue of hands, but may increase the 
possibility of occurrence of spelling errors. Although spelling errors are 
generally easy to find and correct, it is hard to make a document totally free of 
spelling errors partly due to lack of knowledge of users or presence of spelling 
errors which are difficult to notice. Since there is no set of online word 
processing rules and manners in place and problems of spelling errors are not 
often raised, spelling errors in important documents may lead to decrease in 
reliability. Even experts cannot correct spelling errors perfectly, so there is a 
need for research to come up with spelling correction methods for the general 
public. This study aims to correct spelling errors using Korean alphabet 
similarity algorithm. To this end, words most similar to misspelled words found 
in a corpus containing spelling errors collected by previous research were 
identified to correct spelling errors by measuring frequency of simultaneous 
appearance with adjacent words. 

1   Introduction 

Long time has passed since computers which used to be a means of research were 
commercialized and available for the general public. People used writing instruments 
to write before computer was commercialized. However, today a growing number of 
them are using computers to write instead. Computerized word processing helps write 
faster and reduces fatigue of hands than writing instruments, making it better fit to 
making long texts. However, word processing programs are more likely to cause 
spelling errors by the mistake of users. Spelling errors distort the shape of words, 
making it easy for the writer to find and correct directly, but those caused due to 
users’ lack of knowledge or those hard to find may make it almost impossible to 
produce a document free of spelling errors. Even though people often write for 
chatting or on their SNS pages on the Internet, there are no set of spelling rules and 
manners for cyberspace and as a result, serious issues have not be raised to date. 
However, spelling errors in important documents such as theses or business proposals 
may lead to falling reliability. These spelling errors should be completely avoided, but 
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it is not easy even for experts. Consequently, it is necessary to conduct research on 
high-level spelling error correction programs for the general public. This study was 
designed to produce a system to correct sentence-level spelling errors to normal 
words with Korean alphabet similarity algorithm. On the basis of findings reported in 
related literatures that corrected words are significantly similar to misspelled words in 
form, spelling errors were extracted from a corpus. Extracted corrected words were 
replaced with misspelled ones to correct spelling errors with spelling error detection 
algorithm. In this paper, chapter 2 documents previous works on spelling error 
correction and chapter 3 describes methods for spelling error correction study. 
Chapter 4 presents results of the study and finally chapter 5 discusses conclusions and 
directions for subsequent studies.  

2   Related Work 

Spelling errors refer to so-called typos, including misspellings, deletion or insertion of 
words which causes distortion of meaning, or replacement of words not in line with 
the context [1]. There are two types of spelling errors in general: simple spelling 
errors and context-sensitive spelling errors. The former means spelling errors which 
are not present in vocabulary dictionary and can be detected simply via morphological 
analysis, and therefore are easy to correct. In contrast, context-sensitive spelling 
errors refer to spelling errors which exist in vocabulary dictionary but are not in line 
with the context. They are not easy to detect and correct, compared to simple spelling 
errors and have been extensively studies up to now [2]. Context-sensitive spelling 
error correction methods are grouped largely into two approaches: rule-based methods 
and statistical methods. Rule-based methods are to correct spelling errors under man-
made rules. These methods show better performance as the number of rules grows, 
but requires highly qualified experts and enormous costs for maintenance of rules, 
making the methods not much studied [3]. Statistical methods correct spelling errors 
using a statistical model and are subdivided primarily into n-gram linguistic model-
based approaches and vocabulary pair for correction-based approaches [4]. The n-
gram linguistic model-based methods work by extracting eojeol 3-gram from a large 
corpus and thereby measuring the probability of each sentence or partial sentence for 
spelling error correction. In Korea, morpheme n-grams are widely used due to the 
problem of postpositions and endings, but a study conducted spelling error correction 
using an eojeol n-gram model instead of a morpheme n-gram model with a view to 
using word-postposition combination data as they are [5]. Methods based on a 
vocabulary pair for correction use approaches such as solution of semantic ambiguity. 
In a vocabulary pair-based approach, words of a vocabulary pair are considered 
ambiguous and if the result is the same as the original words after solving ambiguity 
in a statistical method, the spelling is considered correct, and if different, the spelling 
is considered wrong, and spelling error correction takes place [6]. 

224 S. Bak and P. Kim



3   Methods 

 
Fig. 1. Korean Spelling Error Correction Process 

In this section, Korean alphabet similarity algorithm-based spelling error correction is 
presented. First of all, it is necessary to detect spelling errors in a given document. To 
detect spelling errors, spelling error correction data used in previous spelling error 
detection research using cosine similarity-based spelling error detection algorithm [7] 
were hired for spelling error correction study. In this paper, Korean alphabet 
similarity algorithm was used to extract words similar to misspelled words from a 
corpus and correct spelling errors. This corpus was built in previous research for 
spelling error detection. Upon misspelled words replaced with extracted correct 
words, spelling error detection algorithm was operated to calculate cosine similarity 
with words in the sentence. Considering that previous research regarded words with 
the lowest cosine similarity as misspelled, words with the highest cosine similarity 
were considered as corrected right in contrast, and misspelled words were replaced 
with words with the highest cosine similarity to complete spelling error correction. 
“Fig. 1” illustrates a schematic of spelling error correction system using Korean 
alphabet similarity algorithm. 

3.1   Korean alphabet similarity algorithm 

Korean alphabet similarity algorithm is an algorithm to measure the edit distance 
between two Korean words. Edit distance means the minimum number of operations 
like insertion, deletion, and replacement of syllables or phonemes needed to change 
word A into word B, and shorter edit distances between two words result in higher 
similarity between two words. In [8], SylED (syllable-based edit distance) and PhoED 
(phoneme-based edit distance) algorithms were proposed to measure edit distance 
between two Korean words. In SylED, operation unit for edit distance is measured on 
the basis of syllables; edit distance of two words is calculated by comparing syllables 
in the same order. If edit distance (A, B) of words A and B in “Table 1” is calculated 
by SylED algorithm,  as the first syllable of word A needs to be replaced with 
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 as the first syllable of word B, and as the second syllable  is identical in both 

words A and B and not replaced, making the value of (A, B) become 1.  

Table 1.  Illustrated words for Korean similarity Algorithm.  

A     

B     

C     

 

PhoED refers to a mechanism where operation unit to calculate edit distance of words 
is measured on a phoneme basis. Going beyond the SylED algorithm, this mechanism 
calculates edit distance by subdividing syllables in the same order into initial sound, 
vowel and final consonant as phonemes. Take the calculation of the edit distance 
(A, C) between words A and C in Table 1 with PhoED algorithm for example. Word 
A s first syllable  is compared and matched with  as the first syllable of 

word C, and  as the initial sound of  needs to be replaced with  as the 

initial sound of .  In addition, the second syllable  is identical in both words 

A and C and therefore not replaced, resulting in (A, C) of 1.  Furthermore, to 

calculate (A, B) with PhoED algorithm,  as the first syllable of word A is 

compared and matched with  as the first syllable of word B, and  as the 

initial sound of  is replaced with  as the initial sound of  and vowel  

with vowel , respectively, producing (A, B) of ‘2.’ 

3.2   Correct word extraction  

For spelling correction purposes, words similar to misspelled words are extracted as 
correct words from a corpus with Korean alphabet similarity algorithm, considering 
the reports from previous literatures that normal words and misspelled words are 
similar in form. The similarity between them is found in statistical data provided in 
[9], which shows that spelling errors detected in the collected documents constitute 
around 0.5% only. This result indicates that in general, detected spelling errors are 
small in number because writers corrected spelling errors directly upon happening and 
detected spelling errors, however, are similar to the original words, making them hard 
to be noticed by the writer. In fact, statistical data reveal that a large number of 
detected spelling errors happened as consonants and vowels contained in a syllable of 
words are replaced. Given that normal words and misspelled words are similar in 
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form as discussed in [9], this study extracted words similar to misspelled words in 
form from a corpus. 

3.3   Spelling error correction 

Finally, investigation is made to examine whether correct words exist among corrected 
words extracted. As previous studies worked on how to detect spelling errors in 
sentences with cosine similarity, this study used cosine similarity to detect correct 
words as well. Resorting to findings from previous studies, words with the highest 
cosine similarity among those having the minimum cosine similarity of ‘0.5’ were 
considered as correct words. Equation 1 indicates how to produce cosine similarity 
used for spelling error detection research. 

 (1) 

 
Using Equation (1), pairs of words in sentences are created to calculate cosine 

similarity based on the frequency of simultaneous appearance with other words than 
in such pairs, from which spelling errors were detected. Cosine similarity values 
range from 0 to 1, and as cosine similarity approaches 1, two words’ simultaneous 
appearance is more likely, while as it comes closer to 0, the two words are more likely 
to be independent. As a consequence, lower cosine similarity is considered to lead to 
higher probability of spelling errors, so spelling errors with lower cosine similarity 
were detected. Conversely, considering that as cosine similarity comes closer to 1, 
simultaneous appearance of two words is more likely, higher computational results 
may indicate higher probability of correct words. In order to calculate cosine 
similarity of corrected words, misspelled words in the sentence are replaced with 
corrected words. Words with the highest cosine similarity among corrected words 
whose cosine similarity values are ‘0.5’ or higher are regarded as correct words, and 
misspelled words were replaced with these words to conclude the spelling error 
correction process. 

3.4   Conclusions and Directions for 

Table 2.  Cosine similarity of corrected words.  

 Spelling  
Error Words 

Extract  
Corrected Words 

Cosine  
Similarity Values 

1   0.73 

 0.13 

 0.15 

2   0.71 

 0.20 
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 0.07 

3   0.62 

 0.02 

4   0.58 

 0.32 

 
With the aim of exploring Korean alphabet spelling error correction method, this 

study employed spelling error data used in previous spelling error detection research. 
In methodology, over 40 news articles were collected, and misspelled words were 
inserted into 71 sentences of the data to examine how cosine similarity of normal 
words and misspelled words is calculated. When it came to spelling error, such 
insertion was made in the manner of replacing existing normal words with misspelled 
words, and 11 inserted words including  ( ) ,  ( ) ,  ( )

, and  ( )  were replaced. The corpus was built by extracting words from 
the news article data, before replacing normal words with misspelled words. With 
Korean alphabet similarity algorithm, words similar to misspelled words in form were 
extracted from the corpus. In order to extract corrected words, the minimum edit 
distance between words in the corpus and misspelled words were measured with 
Korean alphabet similarity algorithm first, and words within the resulting edit 
distance were extracted only. Since the replaced misspelled words with edit distance 
of 1 were inserted only, the edit distance of extracted corrected words was 1 
altogether. To select the right corrected words from the extracted corrected words, the 
spelling error detection algorithm applied once again to calculate cosine similarity. 
“Table 2” provides some of the cosine similarity values calculated by replacing 
extracted corrected words with misspelled words. 

According to results of cosine similarity computation, cosine similarity values all 
of the normal words among corrected words are at the highest. Among them, saram 
( )  was found to have the lowest value at 0.58 , while sangim ( )  
having the highest at ‘0.73.’ Besides, average cosine similarity of extracted normal 
words was ‘0.67.’ 

Table 3.  Result.  

 All Proper 
Calibration 

Wrong 
Calibration 

Value 71 69 2 
Percent 100% 97% 3% 

 
As a result of the spelling error correction process, a total of 69 sentences out of 71 

were successfully corrected. The word contained in the two sentences which failed to 
be corrected in spelling was sarang ( ) ; in one sentence, sarang ( )  was 

replaced with a wrong word jarang ( ) , and the word remained not corrected in 
the other sentence. 
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3.5   Conclusions and Directions for Subsequent Studies 

This study explored spelling error correction methods drawing on findings from 
previous research. To correct spelling errors, Korean alphabet similarity algorithm 
was employed to extract words similar to misspelled words in form from a corpus, 
and in order to select the right corrected words from the extracted words, cosine 
similarity algorithm used for spelling error detection was hired to extract the right 
corrected words. The misspelled words were those artificially inserted in the previous 
study for spelling error detection, and all the spelling errors inserted in this spelling 
error correction study were corrected. As such spelling errors were artificially 
inserted, although considered as a general method, and corrected words extracted with 
the Korean alphabet similarity algorithm numbered 2 or 3, more data is needed to gain 
better results. Subsequent studies will work on more data than used in this study and 
use data with spelling errors inserted naturally. Further studies on Korean spelling 
errors are considered necessary because unlike other languages, Korean words are 
constructed in a complex structure. 
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Abstract. Software-defined networking (SDN) enables the flexible and
dynamic configuration of a network, and OpenFlow is one practical SDN
implementation. Although it has been widely deployed in actual environ-
ments, it can cause fatal flaws. In this paper, we consolidate the security
threats to OpenFlow mentioned in previous work and introduce a new
security checksheet that includes risk assessment methods. We compare
the Kreutz et al. threat vectors with the SDNSecurity.org attack list
to discover new threats. Our checksheet enables the security of a given
OpenFlow network design to be comprehensively assessed. Furthermore,
we evaluate the performance of an OpenFlow network with two attack
scenarios using the checksheet and identify critical performance degra-
dations.

Keywords: SDN, OpenFlow, system security, risk assessment

1 Introduction

Software-defined networking (SDN) is an emerging networking paradigm that
is a good candidate for relieving the limitations of the current network infras-
tructures [1][2]. By separating the control logic (the Control-Plane, referred to
as the C-Plane hereafter) of the network from data packet forwarding mecha-
nisms (the Data-Plane, referred to as the D-Plane hereafter) such as traditional
routers and switches, it enables dynamic and flexible configurations of the net-
work in order to properly allocate network resources. When building a network
infrastructure, considering the security of a network for social infrastructure to
reduce its security risk is mandatory. When building a network using an SDN,
the security of the SDN is one of the requirements of its system design. An SDN
tends to be more complicated than traditional non-SDN networks because it
consists of many components and their interfaces. Therefore, building a secure
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SDN is a mandatory challenge for future various network infrastructures, from a
campus network to a carrier’s backbone network. We focus on the OpenFlow [3]
network, which is one implementation of an SDN. OpenFlow has interface pro-
tocols between the C-Plane and D-Plane that are widely used in actual network
environments and will be deployed in the future. In this paper, we deal with
the threats to the OpenFlow network and their countermeasures. We classify
the security threats of the OpenFlow network and make clear its security risks.
Furthermore, we discuss a method for risk assessment and countermeasures for
every security risk. We devise a security checksheet for the security of the SDN
system. We believe our SDN security checksheet is useful for designing a secure
SDN network. The contributions of this paper are as follows:

– We classify the security threats of the OpenFlow network system by consol-
idating the Kreutz et al. threat vectors and the SDNSecurity.org attack list,
and we introduce some new significant risk items to complete our security
threat list.

– We create a security checksheet that includes practical assessment methods
for risks and their countermeasures. This security checksheet is useful for the
risk assessment of an OpenFlow network system design and its operation.

– We evaluate two DoS (Denial of Service) risk scenarios that are included our
proposed security checksheet with a given actual OpenFlow network testbed
consisting of commercial OpenFlow switches and an open source OpenFlow
controller implementation. As a result, we obtain quantitative conditions for
the risk.

2 Organizing SDN Security Threats

In 2003, the National Institute of Standards and Technology (NIST) originally
published the “Guideline on Network Security Testing” (NIST SP800-42) [4] as a
guideline for security when constructing a network. In 2008, NIST also published
the “Technical Guide to Information Security Testing and Assessment” (NIST
SP800-115) [5], updating NIST SP800-42. Although these documents mention
network security, they do not consider an OpenFlow network system. There are
some existing studies that analyze the security of SDN. For example, Shin et al.
presented an early discussion about attacks on SDN [9]. They briefly mention
the C-Plane’s resource consumption or DoS attacks, and D-Plane’s resource con-
sumption or DoS attacks. Kilöti et al. performed a security analysis of OpenFlow
using STRIDE and an attack tree approach [10]. They focused on a Data Flow
Diagram of the OpenFlow protocol, which does not include OpenFlow applica-
tions or the system environment. Hayward et al. recently presented a survey on
security in SDN [11]. They summarized several security analysis studies. How-
ever, their work focused on specific layers and interfaces and did not provide a
comprehensive security analysis. Kreutz et al. [6] and SDNSecurity.org [7] sepa-
rately summarized OpenFlow’s security threats in 2014 and 2015, respectively,
but they do not provide assessment methods and countermeasures for a given
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OpenFlow network. We consolidate the security threats of an OpenFlow network
system by comparing the Kreutz et al. threat vectors and the SDNSecurity.org
attack list, and we introduce some new significant risk items to create our final
security threat list.

2.1 Seven Threat Vectors of Kreutz et al.

Kreutz et al. pointed out the seven main potential threat vectors in SDN [6],
which are as follows: Threat vector 1: forged or faked traffic Threat vector
2: attacks on vulnerabilities in switches Threat vector 3: attacks on C-Plane
communications Threat vector 4: attacks on and vulnerabilities in controllers
Threat vector 5: lack of mechanisms to ensure trust between the controller and
management applications Threat vector 6: attacks on and vulnerabilities in
administrative stations Threat vector 7: lack of trusted resources for forensics
and remediation

They state that threat vectors 3, 4, and 5 are specific to SDN, as they stem
from the separation of the C-Plane and D-Plane, and the others are not specific.
In addition, they proposed nine solutions for making control platforms depend-
able and secure against their threat vectors [6]: replication, diversity, self-healing
mechanisms, dynamic device association, trust between devices and controllers,
trust between application and controller software, security domains, secure com-
ponents, and fast and reliable software update and patching. They proposed a
general design for a secure and dependable control platform. However, a detailed
assessment is required for the actual security design of a given SDN network.

2.2 SDNSecurity.org SDN Threat Analysis

The Network and System Security Laboratory of KAIST analyzed the threats to
SDN architecture and created an “attack list” for SDN [7]. They categorized the
components of an SDN by whether they reside in the Application Layer, Control
Layer, Infrastructure Layer, or the Control Channel between the Control Layer
and Infrastructure Layer. They then pointed out security threats for every SDN
component. Figure 1 shows their list of security threats. For instance, one item
on the attack list, [A-1] packet-in flooding, is a threat to network operating
systems. These details were posted on the SDNSecurity.org site in the summer
of 2015. However, this site was only partially online as of May 2016, and the
attack list is no longer available.

2.3 Reported Vulnerabilities of OpenFlow

Benton et al. provided a brief overview of the vulnerabilities present in the Open-
Flow protocol [8]. They highlighted the classes of vulnerabilities that emerge
from the separation and centralization of the protocol plane in OpenFlow net-
work designs. They discuss Man-in-the-middle Attacks, Listener Mode, Switch
Authentication, Flow Table Verification, DoS Risks, and Controller Vulnerabil-
ities. However, they discuss them only briefly. For OpenFlow network design
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Application Layer

Control Layer

Infrastructure Layer

Southbound API

Northbound API

Network OS

Control Channel

Switch Firmware

Flow Table

App App

[C-1] Flow Rule Flooding
[C-2] Firmware Abuse
[C-3] Control Message Manipulation

[B-1] Eavesdrop
[B-2] Man-in-the-Middle

[A-1]   Packet-In Flooding
[A-3]   Internal Storage Manipulation
[A-4]   Control Message Manipulation
[A-8]   System Variable Manipulation
[A-10] Network Topology Poisoning

[A-2] Service Chain Interference
[A-5] Control Message Abuse
[A-6] Northbound API Abuse
[A-7] Resource Exhaustion
[A-9] System Command Execution

[A-2][A-5]

Fig. 1. Threat analysis of SDNSecurity.org. The authors drew this figure based on [7].

and operation, it is important to organize the details of the OpenFlow network
system vulnerabilities and discuss them.

3 Our Proposal

In order to improve the security of a given SDN system, it is important to prepare
a checksheet for risk assessment. Before we provide the checksheet, we list the
security threats against SDN systems.

3.1 OpenFlow Network System Security Threat List

To list the threats against SDN, we refer to the comprehensive survey by Kreutz
et al. [6] and the vulnerability list by SDNSecurity.org [7]. Table 1 lists these
threats.

The “Category” column represents the objects that would be damaged by the
threats. There are three categories: D-Plane, C-Plane, and Others. The D-Plane
includes the data path and switches, and the C-Plane includes the southbound
API (Application Programming Interface), controller itself, northbound API,
and applications. The Others category consists of the systems that operate ad-
ministrative stations, forensics, or remediation.

Next, by referring to and supplementing the vulnerability list of SDNSecu-
rity.org, we define additional SDN security threats as follows:

Switch Table Manipulation: If an SDN switch has a forwarding table, adver-
saries could try to manipulate this table to redirect traffic to invalid destina-
tions. If a controller has such a table and synchronizes the switches under the
controller, this controller can also be a target of switch table manipulation.

Firmware Manipulation: An SDN switch stores its firmware image in mem-
ory. Adversaries could try to manipulate this image in order to inject malware
functions so as to start the malware at every boot instance. If this firmware is
stored in other components, such as a controller or an administrative station,
these components could also be targets.
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Vulnerability Exploitation of the Switch Program: If the firmware of a
switch has a vulnerability that is not yet publicly known, a zero-day attack
against the switch is possible. Because we cannot prevent zero-day attacks
in general, we have to construct a security incident response team (CSIRT)
to monitor the vulnerability information and create an incident response
manual.

Vulnerability Exploitation of the Controller Program: This is the same
as the vulnerability of the switch program, and a CSIRT must also be orga-
nized for its response.

In addition, we assign an ID number to each threat. The “Basic Mechanism”
column shows how these threats are launched by adversaries. This information
is used for the next risk assessment step.

Table 1. OpenFlow System Security Threats

ID Vulnerability Check Items Category Basic Attack Mechanisms Threat Vector by
Kreutz[]

Vulnerability
Genome Project by
SDNSecurity.org[]

Our
Origi-
nal

1 Forged or Fake Traffic Flows in
Data Plane

D-Plane

Adversaries send forged packets to data plane
from the outside of the SDN or from local net-
work.

Threat Vector 1:
Forged or Fake Traffic
Flows

2 Firmware Abuse Adversaries intrude control plane and login to
switches.

Threat Vector 2:
Vulnerabilities of
Forwarding Devices

C-2: Firmware
Abuse

3 Packet IN Flooding (Switch) Based on ID 1, adversaries intentionally raise
Packet IN events.

A-1:Packet IN
Flooding

4 Flow Rule Flooding Adversaries intrude control plane and issue flow
rule configurations.

C-1:Flow Rule
Flooding

5 Control Message Manipulation Adversaries intrude control plane and send fake
control messages.

C-3:Control Message
Manipulation

6 Switch Table Manipulation Adversaries login switches and manipulate its
switch table, or if controllers have switch tables,
adversaries login these controllers and manipu-
late switch table database.

�

7 Firmware Manipulation Adversaries login switches and manipulate its
firmware images, or manipulate firmware on the
management stations.

�

8 Vulnerability Exploitation of
Firmware (Switch)

Adversaries exploit unknown or known vulnera-
bilities in switch firmware.

�

9 Packet IN Flooding (Southbound)

C-Plane

Based on ID 1, adversaries try to waste band-
width between switches and controller.

Threat Vector 3:
Compromise
Southbound API

A-1:Packet IN
Flooding

10 Eavesdrop Adversaries intrude control plane and eavesdrop
messages.

B-1:Eavesdrop

11 Man-In-The-Middle Adversaries highjack southbound or northbound
to eavesdrop or manipulate messages.

B-2:Man-In-The-
Middle

12 Control Message Manipulation Adversaries intrude data plane and send forged
control messages to controllers.

Threat Vector 4:
Compromise
Controllers

A-4:Control Message
Manipulation

13 Packet IN Flooding (Controller) Based on ID 1, adversaries try to waste compu-
tational resources on controllers.

A-1:Packet IN
Flooding

14 Vulnerability Exploitation of
Firmware (Controller)

Adversaries exploit unknown or known vulnera-
bilities in controller program.

�

15 Internal Storage Manipulation Adversaries login the controller and manipulate
storage.

A-3:Internal Storage
Manipulation

16 System Variable Manipulation Adversaries login the controller and change sys-
tem variables.

A-8:System Variable
Manipulation

17 System Command Execution Adversaries login the controller and issue system
commands.

A-9:System Com-
mand Execution

18 Network Topology Poisoning Based on ID1 or just login the controller, adver-
saries manipulate topology database.

A-10:Network
Topology Poisoning

19 Service Chain Interference Adversaries exploit service chain logic to inter-
fere service chain.

Threat Vector 5:
Compromise
Northbound API and
Applications

A-2:Service Chain
Interference

20 Control Message Abuse Adversaries abuse northbound API or applica-
tion to issue invalid control messages.

A-5:Control Message
Abuse

21 Northbound API Abuse Adversaries at the application layer abuse north-
bound API to damage controllers and applica-
tions.

A-6:Northbound
API Abuse

22 Resource Exhaustion Based on ID 20-21, adversaries try to waste re-
sources for controllers and applications.

A-7:Resource Ex-
haustion

23 Vulnerabilities in Administrative
Station Others

Adversaries exploit the vulnerabilities of admin-
istrative stations to launch another attacks.

Threat Vector 6: Vul-
nerabilities in adminis-
trative stations

24 The Lack of Trusted Resources for
Forensics and Remediation

Adversaries intrude control plane and damage to
forensics system and data.

Threat Vector 7: The
lack of trusted
resources for forensics
and remediation

25 The Lack of Trusted Operations
for Forensics and Remediation

Adversaries exploit remediation logic and dam-
age to remediation process.

�
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The first column of Table 1 shows the threat category. The second and third
columns show the threat vectors from Kreutz et al. [6] and SDNSecurity.org
[7], respectively. For the actual network design, we analyze the Kreutz et al.
threat vectors to determine finer threats and carry out a risk analysis for each
finer threat and determine its countermeasure. The SDNSecurity.org work can
also be classified into finer threats. However, we should add some switch and
controller related threats: Switch Table Manipulation, (Switch) Firmware Ma-
nipulation, Vulnerability of the Switch Firmware in the D-plane, and Controller
Vulnerability Exploitation in the C-Plane. We add these security threats in the
fourth column.

3.2 OpenFlow Network System Security Assessment Checksheet

Using our proposed table (Table 1), we created a security checksheet for the
OpenFlow network system that consists of security risk assessment items and
candidate countermeasures. This security checksheet is useful for risk analysis
during OpenFlow network system design and operation. This checksheet makes
it easy for a network designer or operator to determine risk items and coun-
termeasures for reducing related risks. Table 2 shows the proposed OpenFlow
Network System Security Checksheet.

We created the SDN security assessment checksheet (Table 2) based on the
threat list shown in Table 1. The contents of each column are explained in detail
in the following list.

ID: This column lists the sequence number.

Category: This column includes the D-Plane, C-Plane, or Others categories.

Condition: Using the basic mechanisms shown in Table 1, this column repre-
sents the condition under which the threats occur. For example, in order to
login to a switch, adversaries must be able to access its management port. If
the switch does not have such a management port or there is no path to the
port, this threat may not occur. When the network administrator conducts
a security risk assessment, this information is useful for selecting the items
for risk analysis and countermeasures.

Risk: This column represents the damage against the system when the threat
occurs. In order to determine appropriate countermeasures, this information
is useful.

Evaluation Points: If the system design meets the attack conditions and the
risk is not ignorable, the network administrator conducts an additional eval-
uation using the points in this column. Based on the evaluation result, the
administrator can choose adequate countermeasures.

Countermeasures: This column represents the list of countermeasures, and
the network administrator can select solutions from these items. This list
should be updated periodically.
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Table 2. OpenFlow Network System Security Checksheet

ID Category Condition Risk Evaluation Points Countermeasures

1 D-Plane Adversaries can send packets to
data plane of switch.

Waste data plane bandwidth,
launch Packet IN flooding, then
service down.

Evaluation with packet generator. Use of IDS/IPS

2 Adversaries can access manage-
ment port of switches.

Lead to several risks. - Check user manual of switches.
- Check logging function.
- Check intrusion detection func-
tion.

- Login Password Management
- Logging
- Use syslog-based IDS

3 Adversaries can send packets to
data plane of switch.

Switch down - Evaluation with packet genera-
tor.
- Check monitoring function of ab-
normal Packet IN behavior.

Anomaly detection against
Packet IN messages

4 Adversaries can access southbound
or controller.

Switch down or flow table disrup-
tion.

- Evaluation with flow rule gener-
ator
- Check monitoring function of ab-
normal flow rule insertion
- Check authentication for flow
rule insertion

Anomaly detection against flow
rule insertion

5 Adversaries can access southbound
or controller.

Switch anomaly - Evaluation of arbitrary control
message insertion
- Check message authentication
function

Message Authentication

6 Adversaries can login switches or
controller.

Flow redirection - Check switch table integrity
check function
- Check authentication of switch
table manipulation

- Memory Protection
- Software Attestation

7 Adversaries can login switches or
firmware at the control plane.

Switch untrusted Check firmware image integrity
check function

Secure Boot

8 Adversaries can access from data
plane or control plane.

Lead to several risks. - Check firmware update function
- Check ISAC

Firmware Update

9 C-Plane Adversaries can send packets to
data plane of switch.

Waste control plane bandwidth. - Evaluation with packet generator
- Check monitoring function of ab-
normal Packet IN behavior

- Anomaly detection against
Packet IN messages at controller
- Resource monitor

10 Adversaries can access control
plane.

Disclosure of user data. Check C-Plane confidentiality C-Plane encryption

11 Adversaries can access control
plane.

Disclosure of user data or highjack
of controller.

Check authentication between
switches and controllers.

Authentication

12 Adversaries can login switches or
access southbound.

Highjack of controller. Check message authentication be-
tween switches and controllers.

Message Authentication

13 Adversaries can send packets to
data plane of switch.

Waste controller resources. - Evaluation with packet generator
- Check monitoring function of ab-
normal Packet IN behavior

- Anomaly detection against
Packet IN messages at controller
- Resource monitor

14 Adversaries can access controller. Lead to several risks. - Check firmware update function
- Check ISAC

Firmware Update

15 Adversaries can login the con-
troller.

Disclosure, manipulation, destruc-
tion of data.

Check confidentiality of data store
in controllers

- Encryption
- Access Control

16 Adversaries can login the con-
troller.

System unstable. Check integrity check function for
system variables

- Memory Protection
- Access Control
- Logging
- Secure Boot

17 Adversaries can login the con-
troller.

Lead to several risks. - Check system command log
- Check anomaly detection func-
tion

- Access Control
- Logging
- Anomaly detection

18 Adversaries can send packets to
data plane, or login switches, or lo-
gin controller.

Hide network anomaly or flow redi-
rection, denial of service.

Check network topology integrity
check function

- Topology Database Monitoring
- Access Control

19 Adversaries can access data plane,
switch, southbound or controller.

Denial of network services. - Check application behavior log-
ging function
- Check application anomaly de-
tection function

- Anomaly Detection of applica-
tion
- Access Control

20 Adversaries can access controller,
northbound, application.

Application anomaly or denial of
network services.

Check the integrity check function
of flow tables and policies.

- Anomaly Detection of applica-
tion
- Access Control

21 Adversaries can access north-
bound, application.

Block the other application’s oper-
ation.

- Check Northbound API usage
logging function
- Check anomaly detection func-
tion for Northbound API

Logging and Monitoring North-
bound API call

22 Adversaries can access controller,
northbound, application.

Application resource exhaustion. Check application resource moni-
toring function

Resource monitoring and anomaly
detection

23 Others Adversaries can access administra-
tive station.

Lead to several risks. Check the behavior logging and
monitoring function of administra-
tive stations

- Access Control
Logging
- Anomaly detection

24 Adversaries can access foren-
sicsremediation system.

Erase attack logs. Check the confidentiality and in-
tegrity of logs

- Encryption
- Access Control

25 Adversaries can access foren-
sicsremediation system, and
controller.

Drop remediation or backuped
firmware and configuration manip-
ulation.

- Check the integrity of config and
firmware image
- Check the periodic backup func-
tions

- Encryption
- Access Control
- Periodical Updates
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4 Use of OpenFlow Network System Security Assessment

In this section, we evaluate two DoS risk scenarios in an actual OpenFlow net-
work test-bed with typical commercial OpenFlow switches and an open source
OpenFlow controller implementation.

4.1 Out SDN/OpenFlow Testbed and Security Assessment

We created an OpenFlow network evaluation environment using the Ryu3.24
OpenFlow controller software and Pica8 P-3297 OpenFlow switch. We evalu-
ated our OpenFlow testbed using our proposed assessment checksheet, which
gives qualitative security assessment results. However, quantitative results are
desirable for actual network operation. Therefore, we evaluated our OpenFlow
network testbed under two DoS scenarios to obtain quantitative results.

4.2 Quantitative Evaluation of DoS Scenario 1 (PACKET IN
Flooding)

In this scenario, we assume that adversaries intentionally send packets that
raise vast numbers of PACKET IN messages to the controller. This results in
PACKET IN messages flooding the controller. The evaluation of this attack can
be replaced with an evaluation of the OpenFlow controller, which does not up-
date the flow table.

Experiment Environment For the quantitative evaluation of PACKET IN
flooding, we used our testbed. Figure 2 shows the testbed environment. The
OpenFlow switch is connected to hosts A, B, and C. The Ryu OpenFlow con-
troller runs on a VM (virtual machine, consisting of four virtual core CPUs, 4
GB RAM, Ubuntu 14.04 LTS). The VM runs on the physical host machine (Intel
Core i7 860 2.8 GHz, 16 GB RAM, Ubuntu14.04 LTS).

Switch

OpenFlow controller (Ryu)

Send dummy packets

Packet_IN

Host A Host B Host C

Traffic load measurement

Fig. 2. Environment of PACKET IN flooding experiment
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Experiment We used host A for sending dummy packets, and hosts B and C
for measuring the packet’s arrival rate. We used packETH for dummy packet
generation. Dummy packets were sent at predetermined intervals. When the
OpenFlow controller receives a Packet IN message, it raises a Packet OUT mes-
sage; however, it does not update the flow table of the OpenFlow switch. This
means that every time the OpenFlow switch receives a packet, a Packet IN arises
from the OpenFlow switch to the OpenFlow controller. However, in order to pre-
vent dummy packets between hosts B and C from affecting the evaluation, the
controller discards dummy packets after their Packet IN is received. Packets be-
tween hosts B and C go through the controller. By probing packets’ behavior
between hosts B and C, we can determine the controller’s load during Packet IN
flooding.

We measured the round-trip time (RTT) between hosts B and C when host
A sent dummy packets. At the same time, we calculated the packet arrival rate
of the number of ICMP echo-reply packets that successfully arrived at host C
and compared it to the number of ICMP echo-reply packets that were actually
sent from host B.

Results Figure 3 shows the results of the evaluation experiment. The RTT
between hosts B and C was measured by the ping command. Reachability rep-
resents the ICMP packet arrival rate. When the input of dummy packets is less
than or equal to 1,000 pps (packets per second), RTT shows no increase and
reachability stays at 100%. However, when the input of dummy packets is more
than 2,000 pps, RTT starts increasing, and when the input of dummy packets is
more than 6,000 pps, reachability falls below 50%. As the pps further increases,
RTT increases rapidly and reachability decreases.
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Fig. 3. PACKET IN flooding experiment using Ryu

Discussion The result of this experiment appears to show that, at most, a
rate of Packet IN messages on the order of thousands of pps causes a serious
performance decrease in the OpenFlow controller. This seems to be a result
of the limit of the OpenFlow controller’s processing ability when running on
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the host machine. The bandwidth between the switch and the controller may
also cause the performance to decrease. If the processing ability of the OpenFlow
controller is not sufficiently high, there may be a sudden decrease in performance
during DoS attacks.

4.3 Quantitative Evaluation of DoS Scenario 2 (FlowRule Flooding

In this scenario, we assume adversaries intentionally send packets that send
vast numbers of Flow Mod messages to the controller. This results in FlowRule
flooding on the controller. The evaluation of this attack can be replaced with
an evaluation of an OpenFlow controller that raises a Flow Mod for every new
packet.

Experiment Environment For the quantitative evaluation of FlowRule flood-
ing, we used the testbed. Figure 4 shows the testbed environment. Considering
that the OpenFlow system has the ability to run on various kinds of machine,
we used a different machine from the one used for the Packet IN flooding exper-
iment. This machine has a lower performance.

Here, the OpenFlow controller runs on a Raspberry Pi2 and controls an
OpenFlow switch. The switch is connected to hosts A, B, and C. We used host
A for sending dummy packets at a rate of around 4,000 pps, and hosts B and
C for measuring the packet arrival rate. Each dummy packet has a different IP
address so that the controller raises a Packet IN and a flow rule is added to the
flow table every time a dummy packet comes to the switch. This causes vast
number of flow rules to be added to the flow table of the switch, which could
result in flow table overflow. We also set some flow rules in advance on the switch
in order to enable communication between hosts B and C. A packet from host
B should to be sent toward host C, and a packet from host C should be sent
toward host B. That is, all packets between hosts B and C are dealt with within
the switch and should never raise a Packet IN message.

Switch

OpenFlow controller (Ryu)

Send dummy packets

Flow_Mod

Host A Host B Host C

Ping measurement

Packet_IN

Fig. 4. PACKET IN flooding evaluation experiment environment

Experiment In this environment, we ran the ping command to investigate the
effect of flow rule flooding. When an ICMP echo request packet from host B
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arrives at the switch, the switch looks up its flow table. If a flow rule stating
that a packet from host B is supposed to be sent toward host C is already on
the flow table, then an ICMP echo request packet is sent toward host C without
raising a Packet IN message. An ICMP echo reply packet from host C is sent to
host B in the same way. We sent 50 ICMP echo packets in total. Additionally,
we measured the bandwidth, one-way delay time, and packet drop rate between
hosts B and C using iperf. We used both TCP and UDP modes for measurement.
Note that the maximum UDP bandwidth is limited to 100 Mbps because of the
performance limitation of the network interface cards of hosts B and C.

Results Table 3 shows the ping evaluation result compared with the values
when the controller works as a normal repeater hub. Overall, the RTT of flow
rule flooding was higher than that of normal operation. Specifically, the mdev
(standard deviation) was higher than normal, which meant there was great vari-
ability of the RTT when flow rules flooded the switch. Reachability was lower
than the normal value, and 30% of the ICMP packets were dropped when flow
rules flooded the switch.

Table 4 shows the iperf evaluation result compared with normal operation
values. All values were worse than normal. Specifically, UDP packets dropped
by 75%.

Table 3. RTT and reachability of flow rule flooding experiment

Flow rule flooding Normal

Min 2.882 0.477
RTT[ms] Max 92.476 0.603

Average 22.409 0.547
Mdev 21.215 0.04

Reachability[%] 70 100

Table 4. iperf result of the flow rule flooding experiment

Flow rule flooding Normal

TCP Bandwidth [Mbps] 1.04 146

Bandwidth [Mbps] 24.6 101
UDP One-way delay [ms] 26.573 0.013

Reachability [%] 25 99.9

Discussion The results of this experiment appears to show that, at most, a
Flow Mod rate on the order of thousands of pps causes a serious performance
decrease in the OpenFlow switch. Vast numbers of Flow Mod messages may
consume the CPU resources of the OpenFlow switch, which may result in an
increase of the packet drop rate. We should investigate the data transfer mech-
anism during Flow Mod, and, for a secure OpenFlow system, we should design
a controller that detects abnormal numbers of Flow Mod messages.
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5 Concluding Remarks

This paper addressed the security threats of OpenFlow network systems and
their countermeasures. We classified security threats of the OpenFlow network
and clarified its security risks. Furthermore, we discussed a method for the risk
assessment and countermeasures for every security risk. We devised a security
checksheet for SDN system security. We believe our SDN security checksheet is
useful for designing a secure SDN network. In addition, we reported the results
of two quantitative evaluation experiments using our OpenFlow testbed.

As future work, we will continuously revise the proposed checksheet to in-
clude new threats. In addition, we plan to create decision rules to adopt one or
more proper countermeasures for each security threat of the OpenFlow network
system.
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Enhanced energy conditioned mean square

error algorithm for wireless sensor networks
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Abstract Wireless Sensor Networks (WSNs) have found numerous applications in
control and monitoring fields. Advancements in the field of electronics have made
wireless sensors economical enough to be widely used. WSNs have found wide
applications in defence, agriculture, seismic monitoring, health sector, urban area
monitoring, etc. The battery life of nodes in such networks is a constraint. Routing
algorithms chosen for WSNs should make sure that energy consumption of nodes
is minimized. Geographic routing is one of the options. It can be used in large scale
networks owing to its low energy consumption properties. It also gives low over-
head. Geographic routing comes with an inherent defect of location errors. Loca-
tion errors impair the performance of geographic routing. In this paper a protocol
Enhanced Energy Conditioned Mean Square Error Algorithm (E-ECMSE) is pro-
posed that copes with the location errors of geographic routing and hence shows a
fair increase in the packet delivery ratio of the network and a decrease in the en-
ergy consumption. The number of hops in the network are controlled which directly
reduce the energy consumption.

1 Introduction

Geographic routing is based on known location of the devices [1]. This location can
be obtained through sources like Global Positioning System (GPS) or Local Posi-
tioning System (LPS), etc. Geographic routing saves sensors the ordeal of main-
taining a routing table and hence the overhead(which holds the information such as
current neighbours etc). The location based characteristic of georouting protocols
make them suitable for dynamic networks where there is a constraint pertaining to
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energy, frequency and bandwidth [2].Geographic routing comes with inherent lo-
calization errors. All the methods used for gathering location information introduce
a certain value of error in the location measurement [3]. These errors can effect the
packet delivery ratio as well as the energy efficiency of a network [4]. In the past
years a lot of research has been done on formulating a routing protocol that performs
well against these errors. In this regard some major contributions were made, all of
the contributions mentioned assume that the statistical error associated with each
node is known. Most forward within R (MFR) is one of the first contributions made
[5], where R is the transmission range. LED prefers creating an energy efficient
routing path rather than concentrating on improving other metrics [6].;alongside
studying the packet delivery ratio (PDR). LED uses the concept of choosing the op-
timal energy node as a forwarder. This considerably contributes in improving the
energy efficiency. Conditioned Mean Square Error Ratio (CMSER) pays attention
to improving the throughput of the network. It chooses the forwarder located near-
est to the receiver, thus minimizing the hops. Probability of a successful reception
is given preference and paths of lost packets are kept short. Energy Conditioned
Mean Square Error (ECMSE) performs even better than CMSER, not just in terms
of throughput but also energy efficiency. Along with studying scenarios similar to
the ones in CMSER, in ECMSE, cases where acknowledgement is used, are also
studied. LED uses the information of selecting the forwarder node on calculations
like mean and error variance. These calculations are forwarded to the nodes using
anchor nodes [7]. A little difference in calculations though, CMSER uses a similar
approach. Both the algorithms use mean and error variance as decision metric, LED
also uses an optimal energy position for the selection of best forwarder.

2 Related work

In [8] the authors proposed a scheme that discusses the types of location inaccu-
racies and their effects on geographic routing. There are four location inaccuracies
discussed. Absolute location inaccuracy, relative distance inaccuracy,absolute loca-
tion inconsistency, relative distance inconsistency. Absolute location inaccuracy and
absolute location inconsistency increases packet drop in the network. Relative dis-
tance inaccuracy causes the network to choose non-optimal paths for the transmis-
sion of packets. Relative distance inconsistency increases the chances of a routing
loop to be formed.

In [9] Geographic and Energy Aware Routing (GEAR) is presented. It uses both
geographic routing and energy aware routing whichever is suitable. It also chooses
the neighbour closest to the destination. In case there is no neighbour for the current
sender, it chooses the node which has the minimum cost function while transmitting
to the destination node. Nodes also use learned cost functions in GEAR. Once a node
notices that it’s next hop node does not find neighbours for a good number of rounds,
it uses the learned cost function and sends the packet directly to an appropriate node.
Concept of recursive geographic routing is also used.
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Zeng et al.[10] propose two protocols under the head of Geographic Routing
with Environmental Energy Supply (GREES) named GREES-L and GREES-M. A
number of factors govern the routing decision in GREES-L and GREES-M, which
are, channel condition, residual energy of the sensor,packet advancement to desti-
nation and environmental energy supply. The L and M in GREESs stand for linear
and multiplication respectively.

In [11] the authors propose Geographic Multi-cast Routing (GMR). GMR is
based on geographic routing and selects the neighbours on the basis of a cost func-
tion. During multi-cast routing, minimum consumption of resources is ideal. The
cost function developed in GMR helps in efficient data delivery as well as minimum
bandwidth usage.

In [13] the authors propose two protocols that contribute towards a better life-
time and stability period of the network. In the protocols proposed named, Hybrid
Energy Efficient Reactive (HEER) and Multihop Hybrid Energy Efficient Reactive
(MHEER), clusters are formed. For cluster head (CH) selection residual energy is
taken into account. The difference between the cluster formation in both the proto-
cols is that in MHEER, the number of clusters is predefined and so is the number of
cluster heads.

Density controlled Divide-and-Rule (DDR) is proposed in [15]. It is similar to the
scheme in [14] in certain aspects. The network is divided into concentric squares
and further regions. Each region has a cluster head. The cluster head selection is
different from [14].

Popescue et al.[16] present CMSER in which next hop forwarder is chosen on
the basis of shortest mean square error (MSER) ratio and minimum error. Optimal
energy point is not considered in CMSER. Further, a condition is also applied in
CMSER along with MSER that uses the variance of the erroneous distance. The
objective function of CMSER is:

Fj = argmin(MSERi j) (1)

where MSER is given as
MSERi j = MSEi j/di j (2)

CMSER outperforms LED in terms of throughput under various changes in the net-
work density, transmission range and error variance.

In [7] properties of the two protocols discussed a-priori are combined to achieve
even a better throughput and an energy efficient routing protocol. Errors belong
to Gaussian distributed making the distances members of Rician distribution. Like
LED, it also chooses an energy optimal position. It chooses the forwarder closest
to that optimal position. For that it has the distance between the optimal position
and the possible forwarders included in it’s objective function along with the MSE.
Besides the objective function it also uses the condition as in Eq.10.
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3 Motivation

Energy consumption is one of the most important parameters of a network, espe-
cially in wireless sensor networks where the battery power is limited [17]. Accord-
ing to the nature of a network, the energy consumption is either compromised at the
expense of other parameters or other parameters are compromised at the expense
of decreasing the energy consumption. Sensor networks often have to be deployed
in areas where replacing batteries is a tedious task.Along with scalability, sensor
networks should be designed to cater for energy consumption [18]. The network
lifetime of sensor networks directly depends on the energy consumed per packet.
When it comes to geographic routing, energy consumed can further be increased
in case of a wrong choice of forwarder. A geographic routing algorithm needs to
be developed that takes into consideration this energy constraint in Wireless Sensor
Networks (WSNs).

4 E-ECMSE

The error model developed stands similar to that of ECMSE. In this scheme the
location errors are modelled as independent normal random variables. These errors
affect the measurement of actual positions of the nodes. This way if x and y are
actual coordinates of a node, an errored measurement shall make it:

X = x+Wx (3)

Y = y+Wy (4)

Where Wx and Wy are the errors in the x and y coordinates respectively, however
in this work the error variance is considered the same on the x and y axis. X and Y
are taken as estimated coordinates. The distance between these coordinates is given
as:

d̂i j =
√

(Xi −Xj)2 +(Yi −Yj)2 (5)

The estimated distances are Rician random variables. The distance between the
actual coordinates can also be measured by using Euclidean distance formula.The
expectation of the estimated distances, used in the calculation of the mean square
error is given as:

E(d̂i j) = σi j

√
π
2

L1/2(
−d2

i j

2σ2
i j
) (6)

σi j in the above equation can be calculated as; σi j =
√

σ2
i +σ2

j The L1/2 in the
above equation represents the Laguerre polynomial which is given as:

L1/2(x) = ex/2[(1− x)I0(
−x
2
)− xI1(

−x
2
)] (7)
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Io and I1 represent the Bessel function of first class; zeroth and first order
respectively[6].Io can be calculated as:

I0(x) =
1
π

∫ π

0
excosθ dθ (8)

ECMSE uses the mean square error associated with each forwarder as a decision
metric:

MSE = E(d̂i j
2
)−2di jE(d̂i j)+d2

i j (9)

There is a condition further used :

(R− d̂i j)
2 >Var(d̂i j) (10)

E(di j)
2 in the MSE can be calculated as:

E(d̂i j
2
) = 2σ2

i +σ2
j + x2

i + x2
j + y2

i + y2
j −2xix j −2yiy j (11)

Unlike schemes that choose the forwarder based on the largest distance between
the forwarder and the source nodes, ECMSE opts for choosing the forwarder closest
to the energy optimal position M. Choosing the forwarder as the farthest node from
the source reduces the number of hops [7] and also increases the chances of packet
reception. The value of M can be calculated using the energy model discussed in
ECMSE as [19]. Where;

Et = etx + erx (12)

Et is the total energy spent in the network and erx is the energy spent on reception
and etx is the energy spent on transmission. The energy spent while communicating
includes the energy spent on radio electronics at the transmitter and the receiver
and the energy spent on amplification at the transmitter. Energy spent on the radio
electronics for both the transmitter and the receiver are assumed as equal. Thus total
energy is given by

Et = etx−amp +2eelec (13)

Et can be further simplified as

Et = β (dα)+ c (14)

Where β (dα) = etx−amp and c = 2eelec.Value for M can be obtained on solving
two equations which are; (yi − ym) = m(xi − xm) and the equation for distance be-
tween source node i and the energy optimal position M, diM =

√
(xi − xm)2 +(yi − ym)2.

Solving these two equations we get; xM = xi ± diM√
1+m2

and yM = yi ± mdiM√
1+m2

. The

value for diM can be obtained from the following [6]

diM = α

√
c

β (1−21−α)
(15)
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Fig. 1 Network Models for ECMSE and E-ECMSE

One can use estimated distances instead of original distances in the equations
mentioned as in [20]. Enhanced Energy Conditioned Mean Square Error Algorithm
(E-ECMSE) makes use of the mean square error and optimal energy position similar
to ECMSE. Its objective function is similar to that of ECMSE:

Fj = argmin(MSEi j ∗ ˆd jM) (16)

Alongwith its objective function it also makes use of the condition mentioned
above in eq.10. Where Fj stands for the forwarder node. In ECMSE a lot of compu-
tational overhead is generated. Reason for that being, most of the packets sent, in the
scenarios discussed, are sent through multi-hop communication. Multi-hop commu-
nication causes more energy depletion than direct communication. All of the nodes
involved in the forwarding, loose their energy each time they are selected. This prop-
erty puts a serious impact on the energy consumption in cases where successfully re-
ceived packets have to be responded with an acknowledgement. Acknowledgement
goes through the same path as the packet received; thus, even further, depleting the
energy of the forwarders. If ECMSE is designed as such that the number of nodes
that opt for multi-hop communication is controlled, energy depletion in the network
can be reduced.

In E-ECMSE, taking advantage of location properties of geographic routing, we
divide the whole field into four regions. All nodes (randomly deployed), including
the destination node, now belong to a region. If any source node lies within the same
region as the destination node, it sends its packet directly to the receiver. This omits
the need to go through rigorous computations involved in multi-hop communication.
The other sources, whichever region they belong to, send their packets directly to
the source node, in their region, that has the least distance from the destination node.
The network has the information of inter-nodal distances a-priori, so calculation of
distances does not impact the computations a great deal. This way, no matter how
many nodes are nominated as sources, only three source nodes opt for multi-hop
communication. This reduces the energy consumption numerous folds. All of the
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energy consumed in the network, is thus dependant on the number of hops a routing
path includes. Number of hops and transmission number affect the energy directly
[7], especially in cases where acknowledgement is sent.

As shown in fig.1 node A, which is a source node, lies in the same region as the
destination node (marked as node C). It sends its packet to the destination through
direct communication. Node B on the other hand lies in region 3 and is the closest to
the destination node among all the other sources in region 3. It receives packets from
other sources in its region directly. It then transmits these packets to the destination
via multi-hop communication. The nodes in the other two regions are going to show
similar behaviour.

4.1 Mathematical Formulation

Laguerre polynomial and Bessel’s function are used in the calculations of E-
ECMSE. Laguerre polynomials have a number of definitions. These are orthogo-
nal polynomials [21]. Laguerre polynomials have a number of applications in daily
life. The are used for analysing particles and also help in the study of resonance
frequencies and oscillation.

Laguerre polynomial is a solution to the Laguerre equation, which is as under
[21]:

xÿ+(1− x)ẏ+ny = 0 (17)

After solving the above equation we get the Laguerre polynomial which is its
solution. Laguerre polynomial is given as under:

Ln(x) = ex((xne−x)n) (18)

In the Laguerre polynomial discussed here, Bessel’s functions are also incorpo-
rated. Bessel’s functions are used to study various real life problems. It can be used
to study the problems of wave propagation, static potentials and also in the study
of cylindrical and spherical coordinates. The Bessel’s equation can be written as in
[22]:

x2ÿ+(1− x)ẏ+(x2 −n2)y = 0 (19)

The first order Bessel’s function is as under:

Jv(x) = (
x
2
)v

∞

∑
k=0

(
(−1)k

Γ (k+1)Γ (v+ k+1)
)(

x
2
)2k (20)

The second order Bessel’s function is given by:

Yv(x) =
cos(vπ)Jv(x)− J−v(x)

sin(vπ)
(21)
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Table 1 Simulation Parameters

Simulation Parameters(unit) Symbol Value

Path loss exponent σ 3
Packet size(bits) psize 1024

Number of packets/source pkts 1
Energy spent on radio electronics (nJ/bit) eelec 50

Energy spent on transmission (J/bit) etx 2.5e-7
Energy spent on reception (J/bit) etx 1.5e-7

Constant (pJ/bit/m2) β 100
Network side length (m) l 50

Number of nodes
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Fig. 2 Routing performance for Scenario 1

5 Simulations and discussions

The performance of the proposed scheme is compared to ECMSE in this section.
The simulation parameters are given in the following table:

All of the nodes are randomly distributed and five scenarios in this case are stud-
ied. In these scenarios network density, Transmission range and maximum standard
deviation of errors is varied. For scenario 4 and 5, acknowledgement is sent for every
packet received. ACK is a field for differentiating the cases where acknowledgement
is received (Y) and where it is not received (N). Sending acknowledgements adds
to the energy consumption of the network. SE is the number of source nodes used.
The calculations for energy consumption in the plots are made using the following
equations:

Etrans = TrNo∗ etx ∗ pkts∗SE ∗ psize (22)

Ercv = HopNo∗ erx ∗ pkts∗SE ∗ psize (23)
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Where Etrans is the transmission energy and Ercv is the reception energy. TrNo
is the total number of transmissions and HopNo represents the average number of
hops. The energy consumed mainly depends on HopNo and TrNo. The greater the
value of these two factors,greater is the energy consumed. Simulation scenarios are
given in table.2.

Table 2 Simulation parameters

Scenario N R(m) σmax SE ACK

1 50-400 40 8 10 N
2 200 10 1-25 10 N
3 200 5-25 1 10 N
4 100-500 10 1.5 1 Y
5 100-500 10 1.5 25 Y

In fig.2 it can be seen that the PDR stays 100% for most of the readings since
the network is dense enough to ensure a 100% PDR. However, for an initial period
when the number of nodes is less, E-ECMSE performs better than ECMSE. Since in
E-ECMSE source nodes, present in the same region as the destination, directly send
the data without having to look for possible forwarders. Possible forwarders if not
found, cause packet drop. Direct transmission increases the chance of reception of
data. In ECMSE, however, the packets are directly sent to the destination only if they
fall under a certain value of transmission range. In case they do not, they switch to
multihop communication, multihop communication brings the ordeal of finding the
forwarders that fit into the calculations, if not found the packet is dropped. Thus it
can be reached that E-ECMSE is better than ECMSE, when it comes to throughput,
for sparse and dense networks alike.

In fig.3a. PDR stays highest for most readings but for ECMSE it decreases as
the location errors increase. The location errors cause inaccurate measurements and
hence a decrease in the PDR. In scenario 2, although the R is reduced, E-ECMSE
still performs better than ECMSE. It can be seen that E-ECMSE is more error re-
silient than ECMSE and performs better in higher location errors.

In fig.3b It can be seen that there is an obvious increase in PDR for higher values
of R. Greater the transmission range, greater the chances of finding the destination
within the transmission range. Further, even if the destination does not lie within
the transmission range, there is a greater chance of finding forwarders within the
range. These factors cause an increase in the throughput as the transmission range
increases. E-ECMSE shows considerably better results than ECMSE for smaller R
also. When the transmission range is set to 5 meters, ECMSE gives a PDR of around
23%, whereas E-ECMSE gives a PDR of around 70%. Hence it can be noted that the
E-ECMSE performs well under small values of transmission range too. For scenario
4 and 5, plots for energy consumption and number of hops is discussed. The plots
for similar parameters are plotted together for analytical convenience.
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Fig. 3 Routing performance for Scenario 2 and Scenario 3
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Fig. 4 Energy Consumption for Scenario 4 and Scenario 5

In fig.4a There is an increase in the energy consumption across higher node den-
sities. Higher network densities tend to provide a node with greater forwarding op-
tions, in both the protocols the least distant neighbors are chosen which in turn
increase the number of hops. As the number of hops increases, the energy spent on
the transmission of packet also increases. In case the packet is received successfully,
there is an acknowledgement sent through the same path, which again increases the
energy consumption. As it is evident from the figure, energy consumption in the
E-ECMSE is far less than the energy consumption in ECMSE. In fig.4b the values
of energy consumption are much higher than in scenario 4. The reason for this is the
fact that 25 packets are sent in scenario 5 instead of just 1. The behaviour of the en-
ergy consumption is ,however, the same. Energy is depleted more as the number of
nodes increases. E-ECMSE still stands far behind ECMSE when it comes to energy
consumption.

In fig.5a Number of hops, as discussed earlier, also increase with the increase
in the network density. There is a saw tooth graph for number of hops for the E-
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Fig. 5 Average number of hops for Scenario 4

ECMSE. This is due to the fact that since only one packet is sent in this scenario, if
the source sending the packet lies within the same region as the destination, direct
communication takes place. Direct communication is a case where number of hops
is taken as zero. Network densities that have multi hop mode of communication,
show a positive value as the number of hops and wherever direct communication
takes place, there is a drop in the value. Collectively the number of hops in E-
ECMSE is still less than ECMSE.

In fig.5b the number of hops increases as the node density increases,as mentioned
priorly. The E-ECMSE here too, outperforms ECMSE.

6 Conclusion and future work

In this paper, we analysed error resilient geographic routing schemes and presented
an enhanced version of ECMSE. E-ECMSE outperforms its contender ECMSE.
It performs better than ECMSE when it comes to throughput as well as energy
consumption. The analysis is made under variable network densities, transmission
ranges and standard error deviations. Cases where acknowledgement is sent for ev-
ery packet received are also studied. All of the cases under study confirm the supe-
riority of the E-ECMSE.

In future, this study can be taken further considering the effects of the channel,
which are not considered here.
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Abstract. In this paper, we propose an in-vehicle cloudlet computing disaster 
information system that can flexibly deal with critical network connectivity. In 
order to achieve this purpose, we develop a dynamic allocation of server 
resources in accordance with the load change on the system so that it is 
possible to take full advantage of in-vehicle server and network resources in 
the disaster areas. Also, by introducing mobile cloudlet computing and DTN 
protocols, our system can realize rapidly sharing disaster information even if 
the communication infrastructure is disconnected or challenged in the disaster.  
Keywords: Disaster Information System, Cloudlet Computing, System 
Virtualization, Delay Tolerant Networking  

1 Introduction 

From the geological conditions of Japan Island, many serious disasters such as 
earthquake, tsunami and typhoon occur in history. A huge number of people, 
buildings and communication infrastructure are completely damaged. In fact, the 
Great East Japan Earthquake on March 11, 2011 [9] and Kumamoto Earthquake on 
April 16, 2016 brought huge damages [*]. Many Information network infrastructures 
were destroyed and the network traffics were seriously congested. In order to respond 
to the anticipated large scale disasters, such as Nankai Trough Quake and Tokai 
earthquake, GIS based disaster prevention systems which can perform collecting and 
sharing disaster information, resident safety confirmation, decision making to 
disaster-response headquarter are developed 

On the other hand, in recent, cloud computing is getting popular for various 
business fields because of its easy and efficient introduction and elastic expandability 
for computing resource allocation. Using cloud computing services, a series of 
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preliminary works including design and maintenance of hardware and software are 
carried out at a data center. Since the users do not need to newly introduce servers 
physically for business, the maintenance cost can be largely reduced. Furthermore, by 
introducing network and server virtualization technologies, user can easily construct 
and run his own private cloud computing system. Thus, there are many advantages to 
use the cloud computing to provide Internet and Web services. 

On the other hand, so far we have investigated the research of a distributed disaster 
information sharing system by considering mobile environment on disaster situation 
[1]. In this system, the network states are monitored at background. If network access 
to Internet is difficult, then the disaster information is locally stored on the mobile 
relay station. After moving to the location where the Internet connection can be 
established, then the stored disaster information can be transmitted to the objective 
disaster information server on the Internet. However, this system does not consider 
the case where the server load changes rapidly and the network and server failures 
occur. When the disaster information server is operated just after the disaster occurred, 
the system failure and traffic load concentration have to be considered. [10] 

In this research, we introduce a mobile cloudlet computing disaster information 
system for large scale disasters to be able to keep continuously disaster information 
collection and sharing operations even the network environment is unstable or 
challenged. The computing resources can be also dynamically provided to different 
user’s groups or organizations such as different local governments and offices as 
required to maximize the physical resource utilization. Furthermore, this system can 
not only provide information transmission by introducing DTN protocol on the 
network, but more quick collection and sharing functions by introducing mobile 
cloudlet disaster information servers where the communication networks are unstable 
or even disconnected. 

 

2 Related Works 

There are several disaster formation systems so far. The system of previous research 
[2] was developed to respond to the case where large delay and frequent link 
disconnection happen as a network environment. In this system, the data can transmit 
if the disaster server can connect to the network by monitoring the network state. The 
disaster information can be also smoothly shared with multiple servers of different 
organization such as different local governments. However, this system cannot 
consider the case where rapid network and system traffic change and failure. When 
the servers of the local government are failed by external factors such as tsunami, 
those systems cannot be served. 

In the other previous system, disaster information can be visually shown on the 
display by combining with GIS system or namely digital map. The user can easily 
understand what kind of the disaster information is registered in the system by 
properly using various icons and figures related to disaster properly. Furthermore, by 
operating ‘seek bar’ on the window, the registered disaster information can be 
displayed in temporal order as replay operations on video window.  
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3 Proposed System Configuration 

Figure 1 show a network system of our proposed disaster information system. There 
are two types of cloud computing including GDC and LDC are introduced. The GDC 
is a central cloud computing located at somewhere on Internet and integrates all of the 
disaster information stored in Temporal Servers (TSs) and LDCs in each local area.  

The LDC is based on a mobile typed cloudlet computing which is carried on 
vehicle. The LDC performs as cloudlet computing server. The LDC circulates around 
the local government office, the evacuation places, the community centers and public 
places where the TSs are located. The TSs as temporal servers store disaster 
information after the disaster occurred in each local government area. When the 
communication network can be available, those TSs can directly share the disaster 
information with the GDC. When the communication network cannot be available, 
those LDCs go around the disaster area and collect and store the local disaster 
information from the TSs until the communication network in this local area 
recovered.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

When the communication network is note available, Delay Tolerant Network 
(DTN) [6][7] is employed. DTN is defined as the communication protocol which can 
realize reliable data transmission on the challenged network condition with large 
delay teime and frequent network disconnection in addition to the normal network 
condition. In our system, DTN protocol is used to exchange the information between 
the LSs and LDC or LDC and GDC. 

 Figure 2 shows the system behavior on challenged network condition case where 
the network connection to Internet is unstable or even though disconnected. Many 
different wireless network deivces including 3G/LTE, Wi-MAX, Wi-Fi and satellite 
networks are installed to organize a cognitive wireless network. Just after occurrence 

Figure 1 System Configuration 

In-Vehicle Cloudlet Computing based on Delay Tolerant Network Protocol … 257



of disaster, movile LDC vehicle as cloudlet computing server with the cognitive 
wireless netowork perambulates around the disaster area and approaches to the LS. 
Then the LDC automatically recieves those stored data from the LS by DTN protocol. 
When the LDC approaches to GDC, then the GDC automatically retrieve the stored 
data from LDC. By collecting those disaster information, all of the data between GDC 
and TS, GDC and LDC are synchronized to gurrantee the consistency. Thus, data 
transmission between LSs and GDC can be realized throuth the LDC using DTN 
protocol even through the Internet cannot be available in the disaster area. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4 System Architecture 

Figure 3 shows an architecture of our proposed system. By assigning the required 
number of Virtual Machines (VM) to each cloud server, the disaster information 
system can be provided. The proposed disaster information system is consisted of 
Monitoring Module (MM), Resource Management Module (RMM), VM Control 
Module (VMCM) and DTN Transport Module (DTM). 

 

Figure 2 System behavior on challenged network condition 
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The MM monitors resource utilization rates of CPU and memory of the VM and 

sends them to RMM. The RMM controls VM resource assignment based on the 
results and sends an operation commands to VMCM such as start, stop, addition and 
reduction of VMs. The DTM manages sending/receiving/storing data by DTN 
protocol. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The process for resources addition is based on [3][4][5]. First, the resource 
utilization rates of VMs are monitored by MM. Second, the number of VM clocks or 
CPU resources themselves are controlled by referring the utilization rates of CPU and 
memories. When the CPU utilization rate is more X [%], then the CPU clock 
frequency is increased until U[GHz] or the number of CPU resources is increased. 
Also when CPU utilization rate is less than X [%] and memory utilization rate is more 
than Y [%], the volume of memory is increased is increased until V[Mbytes]. Finally, 
the process of load valancing for each resource is executed by depending on the 
change of VM specification. 

 

5  Disaster Information 
In our research, two types of disaster information system are supported; one is stricken 
area information sharing system, and another is safety information sharing system.  

Disaster area information sharing system: Just after occurring disaster, the disaster 
residents register their safety information and location’s data, and the disaster aid 
volunteer send photo images with disaster information, position information and 
stricken area information using mobile phones to the disaster information server. The 

Figure 3 System Architecture 
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collected disaster area information is overlaid on Denshi-Kokudo as icons and 
displayed by the PC client. All of the disasters are not only categorized and displayed 
individually, but all of the disaster can be integrated into one category and displayed on 
the same display.  Since the icons correspond to the categories that were selected 
when the disaster information was registered, the user can easily understand what kind 
of disaster is dominated in particular disaster area. In addition, when a user reads this 
information on a PC client, one can use the temporal presenting operations and 
understand the change of the state of the stricken area through time. 

The safety information : The safety information is very important to confirm the lives 
of the evaluated residents when disaster is just occurred. It is assumed that there are 
two different registration cases; one is that the residents directly register his safety state 
with his locations by GPS using their mobile telephone, and another is that the 
residents evaluate to the pre-specified shelter and the disaster volunteers in the shelter 
register from the PC server instead of the residents.  

6 Prototype System 

6.1 Prototype System Configuration 
 
In order to verify of usefulness of our proposed system, a prototype system is 
constructed and evaluated its functionality and performance. Figure 4 shows system 
configuration of the prototype of our proposed system. In the prototype system, the 
cloud system in the prototype, Management Server manages the whole cloud system 
and Host provides VM resource. As LDC, a note PC is used to easily carry on the 
mobile vehicle. The hardware and software specification of GDC, TS, LDC is shown 
in the Table 1. 

Figure 4 Prototype System 

Table 1 Hardware Specification of LDC and GDC Servers 
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6.2 Cloud Stack 

As cloudlet computing system environment, we applied CloudStack [8] which is one 
of open source and can provide an infrastructure as Service (IaaS) to construct both 
public and private cloud computing system such as Amazon EC2. The CloudStack is 
used by many organizations because of its excellent GUI and easy operations. Since 
load balancer and firewall functions as internal architecture are also installed as 
standard system, more functional expansion can be possible. In our system, dynamic 
resource control function of VM depending on the resource utilization rate is 
implemented using CloudStack API on Linux OS environment.  

7  Performance Evaluation 

7.1 Performance of LDC 
In order to understand how many user accesses can be possible in our prototyped 
system, the performance evaluation of LDC was executed as preliminary experiment. 
In the experiment, the three cases where the number of VMs assigned to each local 
government area are one, three and five, respectively are investigated. The disaster 
information system is installed and operated on each VM. HTTP requests are 
generated from the client machines and issued to the disaster information system on 
the VM and the average response time (msec) and throughput (req/sec) are observed 
by increasing the number of user accesses on the VMs and changing request interval 
from 1 to 20sec. As experiment, JMeter [11] is used.  The experimental parameters 
and conditions are shown in Table 2. 

 
 
 

 
Specification Items Parameters

CPU 1GHz

Main Memory 1GB

HDD 10GB

No. of Accesses for a VM 100~600 

Thread Generation Time 10 sec

Request Interval 1, 2, 5, 10, 20 sec  
 

Figure 5 shows the result of the case where three VMs are assigned for one local 
government. Regarding with the response time, low values are maintained for less 

Table 2 Hardware Experimental parameters 
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than 260 threads. At the same time, the throughput values are also linearly increased. 
From this result, 26 requests/sec from users can be processed on one VM. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
One the other hand, Figure 6 shows the result of the case where five VMs are 

assigned for five local governments. Regarding with the response time, low values are 
maintained for less than 180 threads. At the same time, the throughput values are also 
linearly increased. From this result, 18 requests/sec from users can be processed on 
one VM. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  From those results, the total number of threads can be processed is increased as the 
number of VMs is increased until some limited points. Namely 260 threads for one 
VM and 180x5=900 threads for five VMs. Thus, through this experiment, it is clear 
that although the possible number of accesses is increased as the number of the VMs 
is increased while keeping the response time almost constant.  
 

Figure 5 Response Time and Throughput for One VM 

Figure 6 Response Time and Throughput for Five VMs 
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7.2 End-to-End Response time between LS and GDC 

Next, Performance of end-to-end response time between LS and GDC through the 
LDC using DTN protocol is evaluated. Figure 7 shows the traverse of LDC to TS 
and GDC. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
First, the vehicle with LDC traverses in the disaster area and receives the 

disaster information on TS in the shelter using DTN for 60 sec. (“Connected”). 
Then, the vehicle releases from the shelter for 180 sec. (“Disconnected”). 
After that the vehicle comes back to the shelter and again receives the disaster 
information for 180 sec. (“Connected”). In this procedure, “Connected” or 
“Disconnected” between the LDC and TS servers are repeated until the 6th 
step in Figure 8 in this experiment. From the 7th step, the LDC vehicle 
traverses to Headquarter where the Internet connection to the GDC can be 
available and transmits all of the disaster information from the LDC server to 
the GDC server. Thus, in the procedure form the 1st step through to the 7th 
step, the network communication can be guaranteed even though those servers 
are in challenged communication environment. 

The experimental results are shown in Figure 8 to Figure 10. The data size 
of the disaster information to be transmitted between TS to the LDC vehicle 
and the GDC server is 1Mbyte on every 1 second. The buffer size of the DTN 
bundle layers on each server is large and enough to store the transmitted data. 
This means that the minimum network transmission speed requires 8 Mbps.  

Figure 8 shows the result of the variation in quantity of the transmitted data 
which are stored in the DTN buffer of TS.  

In the scenario of the 1st step, because the network condition between TS 
and LDC was “Connected”, the data on the DTN bundle layer in TS were 

or

Figure 7 Perambulation of LDC between Each Server
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immediately transmitted to the DTN buffer in LDC, the quantity of the data 
was 0 for this period. In the network area, the throughput value to transmit 
data from TS to LDC was 34.91 Mbps. On the 2nd step, because the network 
condition was “Disconnected”, the data in the TS were accumulated in the 
DTN buffer. On the 3rd step, although the network condition was “Connected”, 
the data were not transmitted for 50 seconds. This is due to the time delay of 
the restarting process transmission on DTN2 in which the source server took 
time to find the destination server. In addition, another reason except the 
redundancy of system configuration is the electric field strength. When the 
vehicle of LDC connected to the network on TS at the 3rd step, the throughput 
value was 7 to 12 Mbps at -80dBm. This means the network condition was 
intermittent because the condition needs more than 8 Mbps to send data. After 
the 50 seconds, those stored data in the DTN buffer were sent to the LDC with 
the maximum throughput. On the 4th step, the same result was repeated as the 
2nd step. Finally, on the 5th step, the same result was repeated as the 3rd step. 
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Figure 9 also shows the variation in quantity of the received data from TS 

which are stored in the DTN buffer of LDC. 
On the 1st step, the data from TS were received and be accumulated 

increasingly in the DTN buffer of LDC. On the 2nd step, because the network 
condition was “Disconnected”, the data transmissions from TS were stopped 
and the accumulated data of 60 Mbytes were maintained. On the 3rd step, 
although the network condition was “Connected”, the data from the TS were 
not transmitted for 50 seconds. This is due to the same reason of TS as shown 
Figure 8. After 50 seconds, those stored data in DTN buffer were received 
from TS with the maximum throughput after 290 seconds. On the 4th step, the 
same result was repeated as the 2nd step and the 5th step, the same result was 

Figure 8 Data Quantity during 1
st
 to 5

th
 Step in TS
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repeated as the 3rd step. When the iteration in the 5th step finished, the vehicle 
went out from the TS transmission area and went into the GDC transmission 
area at 960 seconds. In this transmission area, GDC could receive all of the 
accumulated data, 744 Mbytes from LDC with the throughput of more 1 
Mbyte per second (8 Mbps) as shown in Figure 10. Therefore, these processes 
were completed at 1710 seconds. 

Thus, all of the data generated in TS could be uploaded to the GDC server 
via LDC even though the network environment is disconnected in the disaster. 
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8  Conclusions and future work 

In this paper, we proposed mobile cloudlet typed disaster information sharing system 
based on DTN. Using this system, risk distribution for server failure due to 
earthquake and tsunami and more flexible server resource control depending on the 
degree of disaster strength can be realized. Also by introducing mobile typed cloud 
computing, quick disaster information collection in the disaster areas even just after 
disaster occurrence can be realized. In addition, using communication means by DTN 
protocol, data are locally stored when the communication network cannot be available 
and automatically transmit in the area where the connection to the network can be 
available, eventually data transmission can be attained on the any network conditions. 

As some future researches, we are going to implement and evaluate server 
resource control functions, data synchronization functions between cloud 
computing and reliable transmission functions in DTN with the transmission 
speed improved from TS to LDC. 
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Towards Heuristic Algorithms: GA, WDO,
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COMSATS Institute of Information Technology, Islamabad 44000, Pakistan.

Abstract In this paper, we analyse the scheduling of residential appliances to: 1) re-
duce cost, and 2) reduce Peak to Average Ratio (PAR) by smoothing load profile. We
consider 10 different residential appliances which are categorized into three differ-
ent groups: shiftable interruptible, shiftable uninterruptible and regular appliances
to flexibly control the load. To schedule appliances, Home Energy Management
(HEM) systems are designed by using four different heuristic algorithms: Bacterial
Forging Optimization Algorithm (BFOA), Genetic Algorithm (GA), Binary Particle
Swarm Optimization (BPSO) and Wind Driven Optimization (WDO).

1 Introduction

Smart Grid (SG) is an evolving in electrical grid, which enables the bidirectional
communication between electrical utility and consumer while using information
and communication technologies. To implement SG Demand Response (DR) and
Demand Side Management (DSM) are two important features. DR is a set of rules
define by the utility to encourage the consumer to shift their load in response to time
varying price signal [1]. DSM prove to be useful in reducing Peak to Average Ratio
(PAR) by controlling energy consumption at customer side to improve the reliability
of the grid [2]. It also encourage the end user to manage their loads to reduce their
electricity bills, by using different scheduling techniques.
In this work our objectives are to 1) reduce cost and 2) reduce Peak to Average Ra-
tio (PAR) by scheduling of residential appliances. The scheduling of different ap-
pliances according to given requirements is a complex problem. Alot of substantial
research efforts have been put forwarded to investigate the optimal solution of resi-
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dential load management. Different mathematical and heuristic techniques are pur-
posed in literature for scheduling. For example Mixed Integer Liner Programming
(MILP) is used in [3] to develop a mathematical model of residential appliances,
Photovoltaic (PV) system, storage system, lighting system, heating and air condi-
tioning system. Case studies are carried in Real household, a valuable reduction in
cost and PAR is observed in simulations, however system complexity is increased.
In [4] scheduling of multiclass appliances is studied, Mixed Integer Non-Linear Pro-
gramming (MINLP) and modified algorithm are used. Results show that MINLP has
high computational complexity than purposed algorithm. MINLP and Genetic Al-
gorithm (GA) are used in [5] to solve the problem of controlling home appliances.
Three case studies are conducted in which different residential loads are scheduled.
Simulations results show that performance of both techniques are good, however
GA requires less computational time. Interruptible load scheduling is studied in [6],
Binary Particle Swarm Optimization (BPSO) is used for scheduling. BPSO solve
this complex and noncontinuous problem efficiently. Bacterial Foraging Optimiza-
tion Algorithm (BFOA) is formulated in [7]. Basic working of BFOA, its working
procedure is discussed however scheduling problem is not discussed. A comparative
study of Particle Swarm Optimization (PSO) and Wind Driven optimization (WDO)
is conducted in [8] to solve a Problem of residential load management. Simulation
results show that performance of WDO is better than PSO.

A detailed analysis of technical literature clears that both mathematical and
heuristic techniques can be used to solve scheduling problems. Although mathemat-
ical techniques are quite beneficial but on the other hand they have some drawbacks
like high computational complexity. In this regard heuristic algorithms have follow-
ing characteristics: flexibility for specified constraints, ease of implementation, low
computational time and low computational complexity [9]. In our work we analyze
four different heuristic based Home Energy Management (HEM) systems, in which
each system has same problem but addressed by different algorithm. We discuss
two bio-inspired heuristic algorithms (BFOA, GA) and two nature inspired heuris-
tic algorithms (BPSO, WDO) to address the same problem, and then compare their
performance parameters. In each HEM system, we consider 10 most commonly
used residential appliances, which are categorized into three groups: 1) Shift-able
interruptible appliances, 2) Shift-able non-interruptible appliances, 3) Regular ap-
pliances. This classification of the appliances is based on the users’ behavior. RTP
signal is used for pricing. BFOA and GA reduce PAR but percentage reduction in
cost is less while BPSO and WDO reduce cost but they create peaks in low peak
hours which increases PAR.

2 Related Work

In last few years, energy demand is increased due to which the balance between
demand and supply is disturbed. It has created problems like blackout, load shead-
ing etc. To resolve such problems we have to manage the load according to existing
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generation capacity through scheduling techniques. Many researchers around the
globe consider that load management through DSM is the best solution, so in this
regard some of papers are discussed. In [10] authors investigate the problem of res-
idential appliances scheduling under dynamic pricing scheme RTP via HEMDAS.
This paper purposes an effective home automation system to achieve a favorable
trade-off between customers bill and user satisfaction. Authors used their scheme
for the operation of both thermal and electrical appliances in a smart home domain.
They also considered seasonal price variations and study the effects on cost. Authors
use MINLP model for solving optimization problem. The result of purposed model
offers a feasible solution for optimal energy management among residential energy
users.
Method of smart charging is purposed in [11]. This scheme enhances the efficiency
of energy storage systems and scheduling approaches to DSM under real time pric-
ing scheme. An aggregator is introduced which optimally schedule the appliances
and battery charging based on DAP scheme to benefit consumers in term of cost
reduction and comfort. The results shows that with appropriate scheduling storage
devices and carefully designed RTP, customers can apprehend significant saving on
their electricity bills. In [12] authors discuss the power demand control scenarios
to reduce peak demand. These are default scenario, finite delay request scenario,
finite postpone request scenario and finite compressed demand scenario. Recursive
formulas are modeled for calculation of peak demand under each scenario. In their
modeling they consider finite number of appliances. They associate four different
power demand control scenarios with RTP scheme to derive social welfare model
in order to reduce cost and peak demand. The results of the purposed model shows
an efficient reduction in the peak demand for finite number of devices. Authors in
[13] purposes a general and comprehensive optimization base Automated Demand
Response (ADR). They schedule the operation of several classes of domestic appli-
ances (Deferrable, Non-deferrable, Thermal, Curtailable and Critical) to minimize
energy cost and maximize user comfort. In this paper MINLP is implemented in
Advanced Integrated Multidimensional Modeling (AIMM) software to solve the
mathematical models.
Theoretical analysis of BFOA is presented in [7]. This paper explains the following:
1) basic theory of BFOA and it parameters, 2) working of important steps of BFOA
(chemotaxis, swimming, reproduction and elimination-dispersal), 3) mathematical
formulation and 4) flowchart and algorithm of BFOA. Authors in [14] presents a
theoretical analysis of BFOA. Theoretical comparative study of BFOA is conducted
with other optimization algorithms however, no simulations are conducted to vali-
date the results. Improved version of BFOA (IBFOA) is suggested in [15], in which
elimination-dispersal and chemotaxis steps are improved, which increased conver-
gence rate and accuracy.
Implementation method of GA on residential load by using Supervisory Control
And Data Acquisition (SCADA) is purposed in [5]. This paper compare the results
of GA scheduled load with MINLP scheduled load under three different scenarios
while considering power limits. Intelligent Energy Systems Laboratory (LASIE) is
used for case study. LASIE consists of a SCADA system, renewable energy sources

Towards Heuristic Algorithms: GA, WDO, BPSO, and BFOA … 269



(Photovoltaic(PV), wind turbine and fuel cell) and Variable loads for testing. Au-
thors conducted a case study to validated their scheme, they consider three different
load scenarios and compare the results. In [16] problem of residential load schedul-
ing is studied under DSM. The main objective of this study is to determine the
optimal energy consumption while considering cost function minimized. MATLAB
simulations of this study shows that a prominent cost reduction is archived. En-
ergy optimization of small scale smart house having hybrid energy (PV and utility)
sources by using GA is presented in [17]. Authors suggest hardware based future
work in which controller is build by using GA. Authors in [18] presented a model
of optimal integration of Distributed Energy Storage System (DESS) in term of op-
timal sizing and location. A new method of integration of DESSs and capacitors
with SG is purposed to reduce reactive power and cost of power system. Authors
conducted a case study in which four different cases of integration of DESS are in-
vestigated. Sequential Quadratic Programming (SQP) and GA techniques are used
to achieve the required objectives.
Basic concept, variants and applications of PSO in power system is presented in
[19]. In this work detail theoretical and mathematical modeling of PSO implemen-
tation is presented then different variants of PSO are discussed in detail with their
respective mathematical models. Variants that are discussed in this paper are PSO-
GA, hybridization of Evolutionary Programming and PSO (EPSO), Multi Objective
PSO (MOPSO), Adaptive PSO, Dynamic Neighborhood PSO (DN-PSO), Vector
Evaluated PSO (VEPSO), Gaussian PSO (GPSO). In addition, authors discussed the
various applications of PSO in power system based optimization problems. Authors
in [6] presents the scheduling of interruptible appliances over a 16 hour time period.
Objective of this study is to minimize the number of interruptions and minimize the
bill payments. BPSO is used for scheduling of 29 interruptible appliances, which are
divided into two curtailments i.e. curtailment A and curtailment B. Both of them are
scheduled according to required objectives. Problem of managing energy resources
by using PSO-Mutation (PSO-MUT)is studied in [20]. Mathematical formulation
of objective function is presented in which energy resources like PV system, Wind
and Combine Heat and Power (CHP) plant are included. Network constraints of
power system are also considered in formulation. Case study is conducted to apply
the purposed methodology. A 30 kV distribution network, supplied by substation of
60/30 kV, distributed by 6 feeders, with a 937 buses and 464 MV/LV transformers
are used in this study. Results of PSO-MUT shows best average results with slightly
high delay than PSO.
A new nature inspired heuristic algorithm is presented in [21] which is called Wind
Driven Optimization (WDO). In WDO large number of small air parcels are con-
sidered which are randomly moving under the effect of four different forces. Au-
thors model a velocity equation according to these forces which make WDO more
controllable and robust. Also a comparative study of WDO, GA, PSO and Differ-
ential Evaluation (DE) is conducted on 3 different application of Electromagnetic
problems. Results shows an effectiveness of WDO. In [8], comparison of WDO
and PSO is studied. Authors investigate that performance of WDO is better then
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PSO in term of electric bill reduction and waiting time. furthermore performance of
Knapsack-WDO (K-WDO) is also studied.

3 HEM system and Heuristic algorithms

3.1 HEM system

Smart appliances are connected (physical or wireless) to HEM controller to receive
instructional signals. Controller is further connected to smart meter which receives
DR and RTP signals from Neighbourhood Area Network (NAN). NAN consists of
ICT equipments which provides a link between utility and smart homes, it receives
usage data and send it to utility similarly DR and RTP signals are received from
utility and send it to HEM system. On the basis of this DR and RTP signals HEM
system schedule the residential appliances as per according to desired objectives.
In our system, objective are to reduce cost and reduced PAR. To achieve these ob-
jectives we schedule 10 different residential appliance which are divided into three
categories:
1 Shift-able interruptible appliances: These appliances can be sifted to any time
slot and they can be interrupted when required. These appliances include vacuum
cleaner, water heater, Water pump, dish washer and hair dryer.
2. Shift-able non-interruptible: These can be sifted to any time slot but when they
start their operation, they must complete there operation consecutively i.e. without
interruption. These appliances include washing machine and cloth dryer.
3 Regular appliance: Such appliance follows almost same load profile i.e. the
scheduled and unscheduled profile is almost same because such appliances are ON
in most of the time slots. These appliances include AC, refrigerator and oven.
Appliance along with there power rating and usage hours per day is shown in table
1.
RTP signal is used for electricity bill calculation. Below is the list of formulas that
we used for cost and PAR calculations.

Cost = Σ 24
hour=1(EPhour

Rate ∗PApp
Rate) (1)

Total un-schedule load formula is:

lod = PApp
Rate ∗App (2)

PAR is calculated by using the formula:

PAR =
max(lS

od)

Avg(lS
od)

(3)

Towards Heuristic Algorithms: GA, WDO, BPSO, and BFOA … 271



Table 1 Description of appliances

Group Appliances Power

Rating

(KWh)

Daily

usage

(Hours)

Shiftable
interruptible

Vacuum cleaner 0.7 6
Water Heater 4 8
Water Pump 0.8 8
Dish washer 1.5 10
Dish washer 1.5 10
Hair Dryer 1.2 4

Shiftable
un-interruptible

Washing Machine 0.7 5
Cloth Dryer 4 4

Regular
Appliances

AC 1.5 15
Refrigerator 0.18 14
Oven 2 7

3.2 Heuristic Algorithms

Heuristic algorithms used in our scheme are BFOA, GA, BPSO and WDO. Imple-
mentation detail of each algorithm is described as follow, Table 2 shows nomencla-
ture of algorithms.

3.2.1 BFOA

BFOA is well known optimization algorithm inspired by social foraging behavior of
real bacteria (Escherichia coli). In which bacteria swims or tumble in search of nu-
trients and find best nutrients (solutions) to maximize its energy. To solve optimiza-
tion problems, BFOA has a four principle mechanisms (Chemotaxis, Swimming,
Reproduction and Elimination-dispersal) that are observed in real bacterial system.
In our BFOA based HEM system, parameters (Ne, Nr, Nc, Np, Ns, Ci, Θ , Ped, max-
imum generation) of BFOA are initialized. After initialization of parameters three
loops are initialized elimination-dispersion, reproduction and chemotaxis processes
respectively. Under chemotaxis loop initial fitness is evaluated and then our system
compute new positions of bacteria (solution matrix). Mathematically chemotaxis
movement of bacterium can be represented by [7]

θi( j,k, l) = θi( j−1,k, l)+Ci
Δi√
Δ T

i Δi

(4)

Here Δ = (rand(1,D)− ped)× 2 and θi( j,k, l) represents the position of ith bac-
terium at jth chemotactic, kth reproductive and lth elimination-dispersal step. C1 is
the size of step taken in random direction. In next step swimming loop is initialized
to find current best solutions in which position of bacteria is updated and evaluated
until stoping criteria is met. Fitness function for evaluation in this step is mathemat-
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Table 2 Symbols used in BFOA, GA, BPSO and WDO

Symbol Description

EPhour
Rate electricity price set by utility

∗PApp
Rate Power rating of appliance

θ Position of bacteria
Δ Random direction vector
Ne Number of elimination steps
Nr Number of reproduction steps
Nc Number of chemotaxis steps
Ns Number of swimming steps
Np Number of population steps
ji Fitness level of bacteria
Ci Step size
D Dimension if search space in BFOA
vmax Upper velocity limit in BPSO and WDO
vmin lower velocity limit in BPSO and WDO
Pc Probability of crossover
Pm Probability of mutation
vnew Velocity in current iteration
vold Velocity in previous iteration
xold Position in previous iteration
w,c1,c2 Weighted functions
wi Initial weighted function
w f Finial weighted function
Fsig Sigmoid function
k Current iteration
kmax Maximum number of iterations
ΔP Gradient of pressure
δV Volume
ρ Density of air parcels
α Friction coefficient
ω Earth rotation
u Velocity of air parcel
ucur Velocity of air parcel in current iteration
unew Velocity of air parcel in new iteration
popt Pressure at optimal location
pcur Pressure at current loacation
xopt Optimal location of air parcel
xcur Current location of air parcel
g gravitational constant
RT universal gas constand
n total number of appliances

ically defined as:

Ji( j,k, l) = Ji( j,k, l)+ Jcc(θi( j,k, l),POP[ j,k, l]) (5)

When swimming step complete its iteration reproduction loop is started in which
only healthy bacteria survive for the production of next generation. Least healthy
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bacteria die and survived bacteria split into two bacteria which keep the swarm size
constant. In elimination-dispersion step cells are discarded and new random samples
are inserted with a low probability.

3.2.2 GA

GA is heuristic optimization technique inspired by genetic process of living organ-
isms in which new genres are formed which carry the properties of their parents. In
GA initial population is randomly generated which consists of N number of chro-
mosomes, where each chromosome hold the solution of given problem. In our GA
based HEM system, scheduling of appliances is as follow.
Parameters (Population size, n, Number of iterations, Pc, Pm) of GA are initialized.
In next step initial population is generated. Population is a set of solutions that shows
the status of each appliance for the given time slot. As these solutions are randomly
generated which may or may not satisfied required objectives, so they are evaluated
by fitness function (objective function). According to the results of fitness function
current best solutions are recorded. On the basis of these current best solutions a
new steam of population is generated. Crossover and mutation is applied on this
new population. In crossover binary strings are crossovers from two parents and
form two new off springs. one point crossover is used in our work as shown in Fig.
1

Fig. 1 single point Crossover

A larger the crossover rate mean fast convergence rate so the best crossover is for
optimization problem is found to be

Pc = 0.9 (6)

To create randomness in the results so that repetition of population can be avoided
we use mutation process. It changes one or more principles gene in a chromosome
from its initial state. Probability of mutation is very low and can be found by the
following formula:

pm =
1−Pc

10
(7)
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So for better results from GA value of crossover rate is high while mutation rate
is low. once crossover and mutation are done again a population is generated and
fitness is evaluated. This whole process keep on repeating until stoping criteria is
met.

3.2.3 BPSO

BPSO is binary variant of PSO. It is a nature-inspired optimization technique based
on bird flock in search of food. When birds move for food they have some specific
positions and velocities by which they move.
In BPSO based HEM system, parameters (Swarm size, n, Number of iterations, c1,
c2, wi, w f , vmax, vmin) are initialized. Initial position matrix is generated randomly,
also initial velocity is generated by using following formula:

vi = vmax∗2∗ (rand(swarm,n)−0.5); (8)

Here, position matrix is a solution matrix which shows the status of appliances.
This initially generated position matrix is evaluated by fitness function (objective
function) and best values of position are achieved then velocity of each particle is
updated. So in case of BPSO we control position and velocity and define their best
values for current iteration called pbest, then collection of pbest values from all
iterations are evaluated by fitness function to find global best (gbest). In our work
velocity is updated by the following equation [19].

vnew = w× vold + c1 × rand(1)× (pbest − xold)...

+c2 × rand(1)× (gbest − xold)
(9)

In the above equation the weighted factor w is calculated the following equation

w = wi +
(w f −wi)× k

kmax
(10)

Once the velocity is obtained it is converted into binary by using sigmoid (Sg) func-
tion which is define as

Sig( j, i) =
1

1+ e−vnew
(11)

By applying equation 11 position matrix is updated as follow
{

xnew = 1 i f rand(1)≤ Sig( j, i)
xnew = 0 i f rand(1)> Sig( j, i) (12)
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Then fitness is evaluated on new position, this process will continue until stoping
criteria is met. At the end of this process we get ”gbest” values which are optimum
solution for scheduling of our appliances.

3.2.4 WDO

Wind Driven Optimization (WDO) is a nature-inspired optimization technique
based on atmospheric motion of wind. When wind blows, it equalize the horizon-
tal imbalances. In this algorithm we consider small air parcels that are moving in
N dimensional space which experiences different type of forces which effects their
velocity and pressure.
In our WDO based HEM system, parameter (Population size, n, Number of iter-
ations, RT, g, α , dimMin, dimMax, vmax, vmin) of WDO are initialized. In next
step initial position matrix and initial velocity are generated randomly, velocity is
generated by using following formula:

vi = vmax×2× (rand(populationsize,npar)−0.5); (13)

Here, position matrix is a solution matrix which shows the status of appliances.
This initially generated position matrix is evaluated by fitness function (objective
function) and best values of position are achieved then velocity of each particle is
updated. In WDO the pressure is a fitness function which is used for evaluation of
objective function. As we use different iteration to find optimal solution, so instead
of using actual values of pressure which make velocity function impractically large,
we use ranking based approach. In this approach population of air parcels are ranked
on the basis of pressure values in descending order so optimal pressure value has
rank 1 which is a global best. In our scheme equation used for updating velocity is
as follow [21]:

unew = (1−α)ucur +gxcur +(
RT
pcur

|1
i
−1|)×

(xopt − xcur)+(
cuotherdim

cur

i
)

(14)

Constants (g,c,RT and ) in equation 14 are defined in initialization phase. At each
iteration velocity and pressure values must be updated. By using following equation
new position of air parcel for each iteration is defined,

xnew = xcur +unewΔ t (15)

Here Δ t is step time which is equal to 1, velocity at each iteration must be bounded
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by its maximum and minimum values which are define as
{

unew = umax i f unew > umax
unew =−umax i f unew < umax

(16)

After updating velocity function again new ”position” matrix is generated and eval-
uated. This process will continue until stoping criteria is met. At the end of this
process we get ”gbest” values which are optimum solution for scheduling of our
appliances.

Conclusion

Heuristic algorithms: BFOA, GA, BPSO and WDO along with their formulation
have been discussed in detail. Applications of all algorithms have been discussed
that how they can address the residential appliances’ scheduling problem. From
these discussions, it is concluded that every optimization technique has the capabil-
ity to reduce cost and PAR as compared to unscheduled load. Scheduling of HEM
system is a complex task, however, using heuristic techniques this issue can be re-
solved. It requires proper scheduling of different residential appliances, which ef-
ficiently reduces cost and PAR. Cost reduction relieves the consumer while PAR
reduction relieves the utility.
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Network lifetime maximization via energy hole

alleviation in wireless sensor networks

Muhammad Awais Khan, Arshad Sher, Ahmad Raza Hameed, Naeem Jan, Junaid
Shabir Abassi, Nadeem Javaid∗
COMSATS Institute of Information Technology, Islamabad 44000, Pakistan

Abstract Energy hole creation is one of the most important issues in Wireless Sen-
sor Networks (WSNs). This paper aims to analyze the energy hole boundary for
avoiding the creation of energy hole such that network lifetime is prolonged. An
analytical model is presented to analyze the network lifetime and location of en-
ergy hole from the start of network till the death of last node. Also network area is
logically divided to minimize data loss.

1 Introduction

Wireless Sensor Networks (WSNs) have the capability to sense and compute the
environmental changes. WSNs are used in many applications like military surveil-
lance, medical diagnosis, pollution monitoring, industrial applications [1] and in
wireless communication [2]-[4]. WSNs mainly consist of large number of sensor
nodes that are deployed in a given area. These sensor nodes powered with batter-
ies sense the monitoring area and send the collected information to the base station
(sink). Direct and multi hop transmission are the two major communications modes
in WSNs. Sensor nodes far away from the sink consume high energy in direct trans-
mission mode and die at an earlier stage, while in multi hop transmission mode,
sensor nodes near the sink die at an earlier stage due to heavy relaying of farther
nodes data. This creates energy hole around the sink. With the presence of energy
hole nodes are unable to send data to the sink. Excess amount of energy is wasted
which effects the system performance. Results in [5] shows that approximately 90
percent of network energy is left unused when the network is finished in case of
uniformly distributed network.
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Energy hole has become a major issue in WSNs because it directly impact the
network lifetime. Olariu, et al.[6] highlight the scenarios of energy hole problems.
However, they never mention the factors which leads to energy hole problems. In
[7], the authors spotlight the conditions under which the energy hole emerges in the
network. Kacimi et al lessen the energy hole problem by introducing Load Balanc-
ing Technique (LBT) [8]. The technique adjusts the transmission power of sensor
nodes which helps in balancing the energy consumption. The scheme is able to
improve network lifetime and balances the energy consumption of sensor nodes.
However implementing this technique on other scenario is a challenging task. The
scheme balances the energy consumption of nodes by adjusting their transmission
power. Most protocols try to tackle energy hole in cluster based WSNs. The scheme
proposed in [9], [10] present an efficient routing mechanism that helps to overcome
the energy hole around the sink as a result increases the network lifetime. However
study relates that energy hole does not always emerges close to the sink. Lian et
al. [11] propose the nonuniform node distribution strategy that helps to enhance the
data capacity in WSNs. However the proposed schemes unable to provide theoreti-
cal analysis for their work to locate the energy hole.

In this paper, we alleviate energy hole with the help of sleep schedule mode.
The analytical model presented in this paper aim to overcome energy hole problem.
Similar to [12] we consider energy consumption for data transmitting, data receiving
and energy for idle listening. The assumption in this paper minimizes the energy
consumption of the sensor nodes.

Mainly our contribution in this paper are:
1) Analytical model of NEHA (Network lifetime maximization with Energy Hole
Alleviation in Wireless Sensor Networks) to determine the traffic load, energy con-
sumption and nodal lifetime of nodes.
2) Energy hole location based on nodal lifetime.
3) Compare the exiting technique with [12].

2 Related Work

Many researchers did work on exploring new techniques to alleviate the problems in
WSNs. The work propose by Ozgovde, et al. [13] highlight the FNDT ( First Node
Died Time ) and ANDT ( All Node Died Time ) as X-factor to improve network
lifetime. They propose a utility based framework Weighted Cumulative Operational
Time (WCOT) to measure the lifetime of the network on the bases of network states
history. However the proposed work focuses on network lifetime, not able to high-
light energy consumption in proper way. Authors in [14], focus on connection time
of sensor nodes rather than working on entire network lifetime and energy con-
sumption. Li, et al. in [15] introduce analytical model in data gathering WSNs. The
network is divided into different ring sectors to analyze the network lifetime. The
propose scheme maximizes network lifetime on the bases of annuli. However the
scheme fails to control energy consumption of the network.
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In WSNs, the energy hole problem minimizes the lifetime of the the network. In
ACH2 [16], Ahmad, et al. improve network lifetime and energy consumption by
introducing a mechanism of node association with the cluster head. In this scheme,
selection of CHs are based upon optimal distance between them. However the first
CH is selected on the basis of its threshold value. The proposed scheme improves
the network lifetime and energy consumption, however unable to locate the energy
hole problem. Similarly, [17] routing protocol is proposed to overcome shortcom-
ings of [8]. It achieves better network lifetime due to non-uniform node distribution,
still the proposed scheme are unable to recover from void regions. Data aggregation
is one of the most useful paradigm in WSNs. The aim is to overcome unnecessary
transmission of data. Energy Balancing Strategy (EBS) is discussed in [18], to im-
prove the network performance. In [19], energy hole problem is alleviated through
compressing and aggregating the data. Still, no one is able to provide efficient in-
formation about energy hole occurrence. Lin, et al. propose an Energy Efficient
Ant Colony (EEAC) algorithm to gather data from nodes [20]. In this scheme, each
node uses remaining energy to find the probability of remaining next hop node.
The scheme improves the network lifetime however, fail to control robustness and
scalability issue.

An efficient energy hole alleviating algorithm [21] is suggested to overcome the
energy hole problem in the network. The algorithm uses router selection strategy
to recover the energy hole to some extent. However, lengthy process increases the
end-to-end delay. At 90 m distance, the lifetime reaches up to 22000 rounds. Chang,
et al. [22] propose a scheme for maximizing network lifetime with the selection of
optimal link cost. However, unable to provide a complete solution to recover the
energy hole problem. Authors in [23], propose a Balance Energy Efficient Routing
protocol with time reliable communication (BERR) for balanced energy consump-
tion throughout the network lifetime. The propose scheme chose minimum depth
nodes and include retransmission phenomena to lessen the energy consumption as
well as to achieve better reliability. The major flaw in this routing protocol is the
selection of next hop node with minimum depth, moreover, there is no such criteria
to recover the energy hole.

Ghaffari, et al. propose a new improved energy efficient routing protocol that
chooses minimum hop neighbours to forward the data [24]. The scheme consider
minimum depth nodes that have shortest path to the sink, it also checks the link
quality as well as minimum number of hop. It improves the network lifetime in
dense regions, yet in sparse regions, it hardly finds the next forwarder node which
results in more energy consumption. Energy Efficient tree based Data Collection
Protocol (EEDCP-TB) [25] is proposed to maximize the network lifetime. EEDCP-
TB control flooding and allocates time schedule for data aggregation to save energy
of the nodes. This scheme achieves better network lifetime at the cost of high delay.

Energy consumption is the the major factor which degrades the performance of
network. An efficient routing mechanism is the need in this circumstances. Bhat-
tachargee, et al. [26] introduce Lifetime Maximizing Dynamic Energy Efficient

Network lifetime maximization via energy hole alleviation in wireless sensor networks 281



better in term of network lifetime still it fails to cop with the network scalability
and data redundancy issues. In [28], the authors propose an Energy Efficient Clus-
tering technique that uses run time recovery mode of sensor nodes due to failure of
cluster heads. This scheme helps in prolonging the network lifetime however, at the
expense of more errors in dense regions. An Innovative Balance Energy Efficient
and real time reliable communication routing protocol (IBEE) is suggested to uti-
lize energy efficiently [29]. IBEE protocol chooses minimum distance nodes as next
forwarder nodes and do retransmission to decreases energy consumption. However,
efficient energy consumption is achieved with high delay.

Table 1 Used Notation

Notations Definition

R Network Radius
(m)

r
Transmission

range of sensor
(m)

Eo
Initial energy of

sensor nodes

B Data
transmission rate

ρ Node density
do Depth threshold

Sm
The mth network

stage

Ax
A small region

close to the sink

3 NEHA: The Proposed Scheme

In our work, we consider the following aspects:

Network and Energy Consumption Model:

Let sensors nodes be randomly deployed and uniformly distributed in a circu-
lar field with centrally positioned sink [31]-[32]. The transmission range of sensor
nodes is r and R is the radius of the network. Sensor nodes send data to the sink
in a data period (round). They are allowed to forward the received data through
direct transmission or via multi hop transmission. Minimum depth neighbours are
selected as data forwarder. Radio model in [33], is considered in this paper. Energy
consumed in transmitting and receiving k bits data is shown in equation (1) and (2)
respectively:

ing energy of sensor nodes to forward the data to the sink [27]. LMDEE performs
routing protocol (LMDEE) for multi hop WSNs that takes into account the remain-
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Fig. 1 Entire Process Scenario

Et =

{
kEelec + kε f sd2 i f d ≤ do

kEelec + kεampd4 otherwise
(1)

Er = kEelec (2)

Where do is the threshold distance and Eelec denotes transmitting circuit loss. We
adopt free space channel model and multipath fading channel model that are used in
[34]. d denote the transmission distance. If d is less than or equal to do free spaced
channel model is used otherwise, if distance d exceeds depth threshold, we adopt
the multipath fading channel model. ε f s denotes the energy for power application in
free space channel model [30] while, εamp denotes the energy for multipath fading
channel model.

Sensor nodes send the sense data to sink using greedy geographic routing. Sen-
sor nodes transmit data to their neighboring nodes which are closest to the sink [12].
Nodes transmit and receive data mainly in active mode while no communication oc-
curs between the nodes in sleep mode [12]. Energy is consumed in data transmitting
and receiving while energy consumption in sleep mode is negligible. Our initial fo-
cus is to find out the location of dead nodes. Figure. 2 shows network forwarding
model of the proposed protocol.

Dividing the network into small regions such that to balance the energy con-
sumption in each region [12]. Ax denote a small region close to the sink ε denotes
the width of the region and θ be the angle form by the region with the sink. {Ax+r,
Ax+2r} denote the upstream regions, r denotes transmission range of sensors. Ax+r
is supposed to forward data to the region Ax because distance between Ax+r lies in
transmission range of Ax. Also Ax+r relays the data of Ax+2r because distance be-
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Fig. 2 Data Transmission
Model at So

Fig. 3 Data Transmission
Model

tween Ax+r and Ax+2r is equal or close to r. In other words nodes lie in upstream
region will transmit data to its downstream region nodes if their distance d satisfies
d < r as shown in Fig. 2.

If divided region is too short, there exist few number of nodes or region contain
no node. However, when divided region is large, nodes suffer data loss due to large
network field which requires high energy. Nodes distance from the sink in Ax region
is equal or close to x.

To cop with the network area issue, we have approximated the network area at
the start of transmission. As, Ax denote the small region near the sink. x > ε , the
volume of network field is approximated as ZAx = (x− ε)θρ else ZAx = (ε − x)θρ .

Fig. 3 shows the complete network scenario of the proposed scheme NEHA. The
process consist of two phase:
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(i) Initialization phase and (ii) Data sharing and collecting phase

In Initialization phase, data packets are broadcasted to all the nodes that take
part in the data sharing phase. During the start of the network each node transmit
the received data to the neighbour nodes if they lie in the transmission range of
the node. Nodes, after receiving the data look for a neighbour node to send the
received data to the sink through the multihop method. Node chooses minimum
depth nodes as a data forwarder. In the next phase i.e. Data sharing and collecting

phase, the received data are collected by the neighbour node and send this data
to the downstream region nodes. When first packet is received by the super node
it sends an ACK message to the downstream region nodes to go into sleep mode
so that to the received data do not reach to the sink nodes i.e. normal nodes are
unable to receive and transmit the data. After that only the super nodes present at
the boundary of the sink region are able to receive the data from the upstream nodes
but unable to send this data to the normal nodes. When all the data successfully
reaches to super nodes, then super nodes again send an ACK message to the normal
nodes to come back to their initial position i.e. to wake up from the sleep phase.
After this, all the collected data are received by the normal nodes ad send it to the
sink to elevate the energy hole problem.

3.1 Data Amount at Stage So

So denotes the stage at which none of the nodes die in the the network. We find the
FNDT from [12] at stage So as follows:

FNDT = Eo/max(ex
0) (3)

Where Eo is the initial energy of sensor nodes and ex
0 is the total energy of the

sensor node including energy for data transmitting, receiving and idle listening at
stage So.

We calculate the traffic load of sensor nodes on the basis of analytical model
[12].

Theorem 1 Let node i be in a small region Ax with width ε . The distance between
Ax and the sink be x and θ be the angle formed by the region Ax with the sink. If
i generates one data packet per round then the average data amount sent by i in a
single round at stage So is:

p0
i =

{
(Z1 +1)+Z1(Z1 +1)(ε − r)/2(x− ε) i f x ≤ ε
(Z2 +1)+Z2(Z2 +1)(ε − r)/2(ε − x) i f ε > x (4)

where Z1 = (R− x)/r and Z2 = (R− ε)/r [12] .
Proo f : Since Ax is the small region close to the sink and node i is in the region
Ax so we are able to calculate traffic load in the region. As ε denotes the width of
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the region and θ is the angle formed by the region Ax with the sink and x is the
distance of the region Ax from the sink. As nodes in region Ax relay the data of nodes
in the upstream region and forward the collected data to the sink so, traffic load
is calculated. As Ax+ir denotes the upstream region and sensor nodes located in
this region are upstream nodes then according to the equation (4) area of upstream
region is be approximated as:

NAx =

{
((x− ε)+ ir)εθρ i f x ≤ ε
((ε − x)+ ir)εθρ i f ε > x (5)

Since, data is generated by sensor nodes and in each round sensor nodes sends one
data packet so the total number of data packets must be equal to the number of nodes
involve in the process. We write the equation (6) as the sum of data packets from
the upstream region is the total data packets on Ax [12].

DAx = NAx +NAx+r + .......+NAx+zr (6)

So, the average traffic load on node i in a region Ax must be equal the ratio of
number of data packets sent to the total number of nodes involved i.e. pi

0 = DAx/NAx

[12]. We find the traffic load at stage So of node i, by some doing some arithmetic
operation we have pi

0 as (4).

3.2 Energy Consumption at Stage So

If each node generates λ bits packets then the total amount of data transmitted is
px

0λ . Energy consumption at stage So is calculated according to theorem given
below:

Theorem 2 Let node i lies in the region Ax, x denotes the distance between the
region Ax and the sink. If a sensor node transmit data at rate B bits/sec then the
average energy consumed by the i in a data round is ei

0 = ei,r
0 + ei,t

0 + ei, j
0 [12].

⎧⎨
⎩

ei,r0 = (px
0 −1)λEelec

ei,t0 = px
0λ (εkdβ +Eelec

ei, j0 = Eidle(At +λ/B(1−2px
0)

(7)

Where d = r if x > r else d = x. For εk = ε f s distance must be greater than or equal
to depth threshold i.e. d ≥ do and β = 2 in this case [12], else εk = εamp and β = 4.

.
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3.3 Avoiding Energy Hole Problem

Energy hole problem is the fundamental aspect in WSNs due to this problem net-
work lifetime tend to decrease with the passage of time. To avoid this, the aim is to
cover the loss of dead nodes in order to maximize network lifetime. Nodes in the re-
gion close to sink exhaust their energy quickly and die so nodes in upstream region
are unable to share data to nodes in downstream region. In LAEHA, this problem is
covered by assuming the nodes death region as dead region in which all nodes are
dead. The data that are supposed to forward by the dead region are now forwarded
by the upstream region that is Ahot . We are not allowed to use nodes that are dead
during certain rounds as a result we are unable to receive data from that nodes. To
cop with this, we set sleep schedule mode by placing nodes at the boundary of the
region closed to the sink. We called these nodes as super nodes. They have enough
energy to bear the traffic of upstream region nodes. Nodes in the region close to
sink are in sleep mode they are unable to send or receive any data from upstream
node. Super nodes function is to gather the data from upstream node. The data is
transmitted through direct hop or multi hop depends on the scenario whether nodes
are in range of super nodes or not. During the start of network nodes send data to
their respective nodes. The nodes chooses minimum depth nodes as their neighbor
to forward their data. Nodes lie in Asleep send their data to nodes lie in Asleep region,
as the nodes in Asleep region are in sleep mode they are unable to receive any data
from the upstream nodes so this data is now further gather by the super nodes which
further sends this gathered data to the nodes in Asleep region. After all the data is suc-
cessfully received by these nodes. Super nodes send the message to Asleep nodes to
become active. This process decreases the node death probability as a result network
lifetime is increased.

4 Operation

Let Asleep denotes the region in which all nodes are in sleep mode, no data is trans-
ferred through this region while Aactive denotes the region in which all nodes are
active sending data to its neighbour node through direct transmission or multi-hop
transmission. Nodes located in A′

active region send the collected data to its downward
region Aactive nodes. While, A′

sleep nodes which are in sleep position when nodes in
the region become active, they send the data to their downward region nodes i.e.
Asleep nodes. As nodes in A′

sleep region are supposed to forward the collected data to
its downward region Asleep nodes, however, the nodes in Asleep region are in sleep
mode they are unable to send or receive the data. Thus, Aactive nodes collects the
data of A′

sleep and send the data to the super nodes on the boundary of Adied . They
transfer this collected data to the sink when nodes in A′

sleep region become active.
Transmission model is shown in Fig. 5.
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Fig. 4 Data Transmission
Model of NEHA after So

Algorithm 1 Calculating the Traffic Load, Energy Consumption and Network life-
time after stage So
Input: Network range R, transmission range r between sensor, N number of nodes, node density
ρ etc.
Output: for a node i ∈ N determine the traffic load pi

m and energy consumption ei
m at stage Sm

1: for each node j ∈ N and j = {1,2,3,.....N } at stage So calculate the traffic load
[p1

0, p2
0, p3

0, ....., pN
0] and energy consumption [e1

0,e2
0,e3

0, .....,eN
0]

2: m = 0;
3: for stage m+1
4: Calculate distance d of node i with super nodes
5: if d is less than or equal to transmission range of super node, send packet to the super node.
6: while sink nodes are in sleep mode.
7: super node continuously gathering the data of nodes in a data period.
8: if time expires:
9: Send the collected data to the sink node if lies in transmission range r.
10: while sink receive data do

11: Calculate lifetime of senor nodes at stage Sm−1 i.e lm−1

12: Calculate the overall traffic load, energy consumption and lifetime of nodes at stage Sm i.e.
[p1

m, p2
m, p3

m, ....., pN
n], [e1

m,e2
m,e3

m, .....,eN
m] as in theorem (1) and (2) for m number of

stages.

5 Conclusion and Future Work

In this paper, we have proposed NEHA routing protocol for WSNs. An analytical
model is used in our technique to calculate the traffic load at each stage of the net-
work field. The shortcomings of LAEHA are addressed in more efficient manner.
Moreover, the proposed protocol alleviate the death probability of nodes due to su-
per nodes located at the boundary of the sink region. An energy hole problem is
minimized with scheduled sleeping mechanism in the network. The small division
of area decreased the number of nodes while reliability of data packet is increased.
In future, we have planned to improve network performance with cluster based rout-
ing. In order to recover void nodes zone based routing will be considered.
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Abstract. The quantum key distribution (QKD) protocols become the trend 
research in the computer security field today because those are very strong to 
prevent the eavesdropping during communication domain. In addition, an 
existence of the third party as the Trust Center (TC) presents the higher security 
level and the more effective key distribution such as 3QKDPMA and 
3PAQKD-TB. The TC has responsibilities to construct the session key and to 
authenticate the user on a communication session. Moreover, the TC should 
have the high-security level to assure all communications done under the secure 
condition. The 3QKDPMA and 3PAQKD-TB provide the effective method for 
creating the session key. However, the basic QKD protocol mentioned in this 
paper do not provide the advanced user authentication. It is because TC only 
maintains the user’s secret key table which is used to authenticate each legal 
user. To improve the basic QKD protocol, we propose a new scheme for QKD 
by elaborating the 3PAQKD-TB with the smart card secure user authentication. 
Finally, it is a lightweight computation approach in order to achieve more 
efficiently to the basic QKD protocol by using elliptic curve cryptography.  

Keywords. User authentication; QKD, smart card; elliptic curve cryptography. 

1   Introduction 

The classic cryptography algorithms implement diverse mathematics and bit 
operations to provide a secure communication. On the other hand, the effort of 
quantum physic science produces an alternative method for secure communication 
that is called by quantum cryptography. Furthermore, it is claimed that has higher 
security level than classic cryptography because it solves the problem of sharing long 
session key for one-time pad encryption and also it resists of eavesdropping without 
disturbing the channel and detected easily [2,4]. The fundamental theoretical designs 
of quantum cryptography were proposed by Bennett et al. [2] in 1984 that name is 
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BB84 protocol and B92 protocol in 1992 [4].  Since that time, this field of study was 
attracted many researchers to improve the scheme and it has also been fabricated such 
as 8505 QKD by MagiQ [7]. However, this technology is still growing up that the 
researchers are trying to improve the performance and to avoid the problems that are 
mentioned in [9]. 

BB84 [2] and B92 [4] protocols are the examples of the two-party protocol and the 
examples of the three-party QKD are 3QKDPMA [6] and 3PAQKD-TB [1]. The 
Trust Center (TC) as the third party has responsibilities to construct session key and 
to authenticate the user on a communication session. Therefore, the more secure and 
convenient communication session are achieved. Furthermore, the TC should have the 
high-security level to assure all communications done under the secure condition. The 
3QKDPMA [6] and 3PAQKD-TB [1] provide the effective method for creating the 
session key. However, those protocols do not provide the advanced user 
authentication. It is because TC only performs user’s secret key table to authenticate 
the legal user that can cause security problems. Three-party authenticated quantum 
key distribution protocol such as 3QKDPMA [6] and 3PAQKD-TB [1] share a secret 
key between TC and user. It causes security problems because keeping the password 
table on the TC, security problems can occur and increase the overhead of verifying 
legal user [3, 8].  

On the other point of view, to improve the security level, many studies about the 
user authentications without user table kept on the server have been published. Firstly, 
Hwang et al. [8] proposed a new scheme for authenticating user password without 
password table. This scheme has been evolving since 1990 and in 2013 Tang et al. [10] 
proposed the user authentication with smart card based on elliptic curve cryptography 
and it is improved by Wijayanto and Hwang in 2015 [3].  

Based on the weakness of 3QKDPMA [6] and 3PAQKD-TB [1] we proposed a 
new scheme for the three-party quantum key distribution with strong user 
authentication based on the smart card. The contributions in this study are as follows. 
The first, TC does not need to maintain the user password for increasing the security. 
The second, user does not need to share his/her secret key with the TC. The third, it 
uses the smart card for user authentication and this scheme is resisted from the smart 
card lost.  

The remaining sections of this paper are organized as follows. Section 2 gives brief 
reviews of quantum cryptography, 3QKD protocols, and user authentication scheme. 
In Section 3, we propose the new scheme for 3QKD with strong user authentication. 
The security analysis of our scheme is given in section 4. And finally, Section 5 
concludes the work. 

2   Related Works 

As the motivation of this study, this section gives an overview of quantum key 
distribution BB84, the review of three-party quantum key distribution protocols, and 
the secure user authentication. 
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2.1   Quantum Key Distribution Protocol BB84 

Classical cryptography is based on the mathematics such as DES, AES, RSA, El-
Gamal, and Elliptic Curve whereas quantum cryptography is developed by the 
uncertainty of quantum measurement [2, 6]. It utilizes the polarized photons to 
transmit digital information and an attacker is impossible to eavesdrop 
communication channel without disturbing the transmission that will be detected 
easily [2]. In 1984, Bennet and Brassard proposed the BB84 protocol that uses two 
measurements basis. Those are rectilinear base and diagonal base [2]. Next, in 1992, 
Bennett published the other quantum key distribution protocol that is called by the 
B92 [4]. It performs the other property of the quantum theory; it is polarization-
entangled or space-time-entangled two-photon states [4]. 

The main principle of quantum cryptography is inspired by Vernam cipher [5]. 
This cryptosystem was firstly invented by Gilbert Vernam for telegraph 
communication in 1917 and Shanon in 1949 proved that it is an unbreakable 
cryptosystem [5]. The basic idea of Vernam cipher is to encrypt the plaintext by a key 
that the length of this key is the same with the length of the message and this key is 
only used one time. This cryptosystem is also known by One Time Pad (OTP) [5]. 
However, the main problem in this cryptosystem is the key distribution and the 
quantum cryptography provides its solution. The quantum cryptography protocol 
communicates the OTP key by using the quantum channel. Therefore, it is 
invulnerable from eavesdrops the communication channel to steal the OTP key 
without disturbing and detected easily as is mentioned in the previous paragraph. For 
more clear explanation, this article presents the BB84 and B92 protocols in the 
following subsections. 

2.2   The3QKDPMA Protocol 

The Three-Party Quantum Key Distribution Protocol with Mutual Authentication 
(3QKDPMA) Protocol was invented by Hwang T. et al. in 2007 [6]. The user 
authentication in this scheme is based on the user secret key (KTU) that is one secret 
key for one user and the secret key is shared in advance by each user to the Trust 
Center (TC). The 3QKDPMA consists of two phases that those are key setup phase 
and key distribution phase.  

For example, Alice (UA) and Bob (UB) are two users that want to create a session 
key, where KTA is the secret key of Alice, and KTB is the secret key of Bob. In the 
setup phase, the TC measures the bases utilizing the bit sequence of the KTU. If 
(KTA)i=0 then basis D is chosen else basis R is chosen. After the TC authenticates 
Alice and Bob, it generates two random number rTA, rTB, and the session key sk. Then 
the TC computes RTA=h(KTA,rTA) (sk||UA||UB) and RTB=h(KTB,rTB) (sk||UB||UA). Next, 
the TC constructs the qubits QTA based on the (rTA||RTA)i and (KTA)i, where i = 
1,2,3,...,n, and it follows this rule: 

 
If (rTA||RTA)i=0, and (KTA)i=0 then quantum state is a polarization with 45 degrees. 
If (rTA||RTA)i=0, and (KTA)i=1 then quantum state is a polarization with 135 degrees. 
If (rTA||RTA)i=1, and (KTA)i=0 then quantum state is a polarization with 0 degrees. 
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If (rTA||RTA)i=1, and (KTA)i=1 then quantum state is a polarization with 90 degrees. 
By the same way, TC also creates QTB and sends QTA to Alice and QTB to Bob. 

On the other hand, Alice receives (r’TA||R’TA) and Bob also receives (r’TB||R’TB). 
Next, Alice computes sk’ by sk’||UA’||UB’=h(KTA,r’TA) R’TA . And Bob also gets sk’ 
by the same way. 

The next step is the mutual authentication between Alice and Bob. In the Alice side, 
she generates a random number rA and she computes CSA=h(sk’,rA) (UA||UB), then 
sends rA||CSA to Bob. After receiving rA||CSA, Bob authenticates Alice by 
UA||UB=h(sk’,rA) CS’A. On the other hand, Alice also authenticates Bob by the 
similar process. 

2.3   The 3PAQKD-TB Protocol 

Chen et al.[1] improved the 3QKDPMA protocol to reduce the computation and this 
proposed scheme is called by the 3PAQKD-TB or the three-party authenticated 
quantum key distribution with Time-Bound. 
The detail of this protocol is presented in this section by the following example. Let 
Alice and Bob are two users that want to establish a session key. Firstly, Alice 
determines a time bound set {tA1, tA2, tA3, ..., tAn}, and sends it to TC. After 
receiving this message, TC informs Bob and then Bob creates time bound set {tB1, 
tB2, tB3, ..., tBm}and sends it to TC. Secondly, TC select the intersection of both time 
bound sets {tI1,tI2,tI3,...,tIp} and creates two secret keys KTA for Alice, and KTB for 
Bob. And then sends KTA and {tI1,tI2,tI3,...,tIp} to Alice and KTB and 
{tI1,tI2,tI3,...,tIp} to Bob. The next steps are similar to the 3QKDPMA protocol, but 
Alice and Bob only need the key setup phase once because they have many session 
keys that the number of session keys depends on the number of intersection time-
bound elements. One session key is calculated by SKx=h(ck’,tbx).Where ck’ is the 
certificate that is got from TC and it is same with sk (session key) in 3QKDPMA 
protocol that is explained in the previous subsection.SKx is the xth session key of the 
xth communication session, and tbx is the xth element of the intersection time bound 
set. 

2.4   The Secure User Authentication Protocol Based on the Smart Card 

The user authentication protocol based on the smart card is divided into five parts [3], 
those are system setup phase, registration phase, login phase, authentication phase, 
and password change phase. Besides that, this scheme is based on the elliptic curve 
cryptography (ECC) that has the shorter keys than RSA or El-Gamal cryptosystem. 
The details of this scheme are presented as follows that is taken from [3]. 
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2.4.1   System Setup Phase 

In this phase, the server selects a secret key x and computes Q=x.P and keeps secret 
key x. After that, the server publishes the ECC public keys parameters p, a, b, P, n,h, 
and Q.  

2.4.2   Registration Phase 

Figure 1 below shows the registration phase. It is done by users once in the first time 
they log-in to the server that also uses secure communication line. It consists of three 
steps as follows: 

Step 1: The user, Ui select an identity IDi, password PWi, and also a high-entropy 
random number N. Then, users encrypt N by password PWi as a 
symmetric key cryptography Ci= Enc( PWi, N). Next, the user sends IDi 
and Ci to the server through a secure channel. 

Step 2: After receiving IDi, and Ci, the server selects a random number ki that 
0<ki<n and also a high-entropy random number Mi. Next, the server 
computes an EC digital signature by secret key x, and a hash function of a 
concatenation of IDi and Mi as sign(x,ki,h(IDi||Mi)), for a short we call it 
sign. Then, the server computes Vi=sign Ci, stores Vi into smart card 
and sends it back to user Ui through a secure channel. Finally, the server 
maintains an ID table that contains IDi, status-bit, ki, and Mi. 

Step 3: After receiving a smart card, the user inputs N into the smart card. 
 

 

Fig. 1. Registration Phase 

2.4.3   Login Phase 

In the login phase, the interaction between users and server are utilized common 
channel. Firstly, the user inputs his or her identity IDi and password PWi into the 
smart card. Then smart card computes s=Vi Ci that equals to sign because of 
Vi=sign Ci. Secondly, smart card chooses a random nonce r1 RZ*n, computes 
R1=r1.P, and R2=r1.Q. Thirdly, smart card encrypt C1=ENC(R2,IDi||R1||R2||s||Tc) 
where Tc is the timestamp of U1 and then sends R1 and C1 to servers. This phase is 
shown in Fig. 2 below. 
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Fig. 2. Login Phase 

2.4.4   Authentication Phase 

When a log-in request that are R1 and C1 arrive at the Server S, S will do four steps 
that are described as bellow. 

Step 1: Server S computes the session key R2’ by secret key x as R2’=x.R1. Then, 
Server decrypts C1 by R2’, this result is IDi||R1||R2||s||Tc. If this 
decryption is failed for producing those parameters, this login phase is 
rejected, and informs the sender.  

Step 2: S checks the IDi in the database. If this ID is not available in the database, 
S will reject this request and informs Ui in encrypted text by password R2’. 

Step 3: S checks status-bit. If status-bit is equal to one, the server rejects this 
request and informs Ui about it in encrypted text by password R2’, 
otherwise, the server sets it to be one.  

Step 4: S checks Tc.  If (Ts-Tc)<=0 or (Ts-Tc)> T server rejects this request and 
informs Ui in encrypted text by password R2’. 

Step 5: Server computes its signature as s’=sign(x,ki,h(IDi||Mi)) and compares it 
with s. If those are not equal, S rejects this request and informs Ui about it. 
Otherwise, Ui has passed this authentication phase in the server side. And 
then, S encrypts S||Ts by R2’ and sends back C2 to user Ui in encrypted 
text by password R2’. 

The next step is done on the user side. Ui decrypts C2 by R2 and check S and Tc by 
the same way as the server did. If those parameters are not satisfied the requirement 
criteria, Ui will reject this session. 

 

 

Fig. 3. Authentication Phase 
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2.4.5   Password Change Phase 

The password change phase is shown in Fig. 4 below. When the Ui wants to change 
his or her password for some reasons, Ui should keys his or her identity IDi and 
password PWi to smart card first before changing the password. After that, Smartcard 
will perform login protocol and if the login process is passed, Ui can input the new 
password PWi,new. After that, smart card generates new random number Nnew and 
computes Vi=Vi Enc(PWi,N) Enc(PWi,new,Nnew). Next, smartcard replaces Vi and N 
by Vi,new and Nnew. Finally, smartcard informs Ui that changing password is successful. 
 

 

Fig. 4. Password Change Phase 

3   Method 

In this section is presented a new scheme for three-party quantum key distribution that 
adopted the Wijayanto’s smart card user authentication scheme [3] and the 3PAQKD-
TB [1]. Generally, it is divided into five phases that are system setup phase, 
registration phase, login phase, authentication and key generation phase, and 
password change phase. However, the first two phases and the password change 
phase are the same with Wijayanto’s protocol but all communications are done by 
BB84 protocol [2]. Therefore, in this section, we only present the two remaining 
phases. Furthermore, it is similar to the Wijayanto’s scheme that performs the classic 
public key cryptosystem ECC [5].  

3.1   Login Phase 

In the login phase, the interaction between a user U1 and server S uses the quantum 
channel and sign or s as the measuring basis where sUi=Vi Ci and the Vi is stored in 
the user’s smart card and Ci is entered by the user. First, U1 enters his or hers identity 
ID1, the identity of user U2 as a couple of the communication session, and password 
PW1 into the U1’s machine. Second, the U1’s machine generates a random r1 RZ*n, 
calculates R1-U1=r1.P,R2-U1=r1.Q, and determines a time bound set TBU1={tU1-1,tU1-

2,tU1-3,...,tU1-n}. Third, the U1’s computer encrypt c1=ENC(R2,ID1||ID2||R1-U1||R2-

U1||sU1||Tc||TBU1) where Tc is the U1 time-stamp. And next, U1 sends R1-U1 and c1 to 
server S. This phase is presented in Fig. 2 below. 
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Fig. 5. Login Phase 

3.2   Authentication and Key Generation Phase 

After receiving R1-U1 and c1, the server S calculate R’2-U1 and decrypt c1 by R’2-

U1=x.R1-U1 and IDi||ID2||R1-U1||R2-U1||s||Tc||TBU1=ENC(R’2,c1). The next step is the 
server verifies U1 as follows by the same process in Wijayanto’s scheme. If it passes 
the verification step, the server S signs the identity of U2 by sU2=sign(x,k2,h(ID2||M2)). 
Then the server S sends a message to U2 through the quantum channel and uses sU2 
bits as the measurement bases. The U2 verifies the server by the signature of S, it is 
the same within login phase of U1 where sU2=V2 C2. Then U2 does the same way 
with U1 login phase with TBU2={tU2-1,tU2-2,tU2-3,...,tU2-n}. 

The next step is done by the server by determining the intersection set TI of the two 
time-bound sets and sends it to the both U1 and U2. And the following steps are the 
same with 3PAQKD-TB protocol that U1 and U2 authenticate each other (mutual 
authentication) by their time bound set and keep the session key for the further 
communication session. Besides that, after keeping the session key sk, the next 
communication between U1 and U2 uses the session key bits as the measurement 
bases. Fig. 6 below presents the Authentication and the Key Generation Phase 
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Fig.6. Verification and Key Generation Phase 

4   Security Analysis 

First of all, this scheme is derived from the 3PAQSK-TB [1] scheme that resists of 
eavesdropping. As mentioned in [2], in the quantum key distribution protocol, an 
attacker cannot eavesdrop the channel without disturbing the communication that can 
be detected easily. It is because the attacker cannot measure the basis accurately and 
retransmit again the correct qubits. 

The other benefit of 3PAQSK-TB [1] is that has strong mutual authentication 
among two users in the communication session. However, the authentication of the 
users and TC is only done by static pre-shared secret key.It reduces the security 
principle of QKD that based on one-time pad encryption (OTP) [5]. The OTP utilizes 
a long secret key that has the same length with the plaintext length and this secret key 
is only used one time. In our scheme, it uses R2 to request the session key to the TC 
that is based on the secure random number of an integer. On the other words, a user 
uses the different temporal secret key or it is called by the session key. Therefore, it 
increases the security level of the 3PAQSK-TB protocol. 

Besides that, the scheme proposed in this article does not require the TC to save the 
user’s secret key on a table that is not immune to the insider privileged attacker 
stolen-verifier attack [10]. This security is only based on the secret key of ECC 
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signature (x) and the ECC is known as the strong public key cryptosystem [5]. An 
attacker also cannot guess the random N since it is a high-entropy random number 
and the user’s password is chosen properly by the user that should be strong enough 
from off-line guessing attacks such as brute force and dictionary attack. 

The TC should be secure enough from the DoS attack that tries to make TC 
overload and shuts down the service. This proposed scheme is invulnerable from the 
DoS because it performs status bit and each user that want to generate a session key 
should be authenticated first. The status bit is set by “1” for a user while the user 
request of a session key. Therefore, one user cannot request more than one at one time. 
Besides that, every user uses unique signature bits to connect to the TC and only the 
TC can make it so that an attacker cannot perform dummy users to do the DoS attack. 

The man in the middle attack or the impersonation attack can not be performed in 
this scheme because an attacker cannot pretend the legal user. To impersonate the 
legal user, an attacker should have the legal user password and the signature of the TC. 
Assume that an attacker is successful to occupy a legal user’s computer. Then he or 
he got the N but he or she cannot get the TC signature because he or she needs the 
legal user password to unwrap the TC’s signature from Vi.  

This proposed scheme is also provided by time-stamp Tc in every encrypted 
message. It is very important to avoid the reply attack. Assume that an attacker has 
stolen the reply message from the TC after one legal user passes the verification phase. 
Then he or she uses this reply message to request a new session key. The problem for 
doing this is because the Tc of the stolen reply message is out of date. 

5   Conclusions 

The main propose of the scheme proposed in this article is to provide the 3PAQKD-
TB [1] with the TC’s user authentication. This scheme still maintains the advantages 
of the previous scheme that those are mutual user authentication and eavesdropping 
resistance. Moreover, this scheme also immunes of the insider privileged attack or the 
stolen-verifier attack, the DoS attack, the man in the middle attack or the 
impersonation attack and the reply attack.  
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TCP with network coding meets loss burstiness

estimation for lossy networks

Nguyen Viet Ha, Kazumi Kumazoe and Masato Tsuru

Abstract Although Transmission Control Protocol (TCP) is still dominant in both
wired and wireless networks, TCP in lossy networks suffers from goodput reduction
because it considers any packet loss as a network congestion signal and decreases
its sending rate even if the loss is not due to congestion. TCP with network coding
(TCP/NC) had been proposed to overcome this problem. It is expected to recover
the lost packets without retransmission at the sink by proactively sending the redun-
dant combination packets encoded at the source. However, the original TCP/NC is
ineffective in burst loss channels because it does not provide any means to deter-
mine appropriate values of the network coding parameters, e.g., redundancy factor
and coding window size, to adapt burst loss channels. We propose the new scheme
called TCP/NC with loss rate and loss burstiness estimation (TCP/NCwLRLBE),
which periodically estimates not only the loss rate but also the loss burstiness based
on observation of the past communications and adaptively determines appropriate
network coding parameters based on computation of the necessary recovery capa-
bility. We implemented and validated our proposal in Network Simulator 3. The
results show that the TCP/NCwLRLBE can improve the TCP goodput in the burst
loss channels.

1 Introduction

The conventional transmission control protocol (TCP) recognizes all packet losses
to be a sign of network congestion and cuts down the sending rate, even if they are
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caused by a lossy network. Reducing mistakenly the sending rate in the cases of
non-congestion packet loss makes the goodput performance of TCP considerably
degrade. TCP with network coding (TCP/NC) was presented [1, 2] to address this
problem. The term network coding (NC), while is being used in a broader sense,
is mostly referred as a technique in which multiple original packets are combined
into multiple coded packets to traverse a network. Those packets are decoded to the
original packets after traversing the network, in order to improve the throughput,
delay, and/or resilience. In TCP/NC, the source sends the data as the random linear
network coding combination packets (referred to as combination packets or com-
binations) to the sink across a lossy network. The sink is expected to recover all
data using the remaining combinations without retransmission if some of combina-
tions are lost. It avoids the unnecessary reduction of the sending rate due to TCP
congestion windows (CWND) control. A new network coding layer is added into
the protocol stack between TCP and IP layers to provide the recovery ability shown
in Fig.1. This layer operates transparently with upper and lower layer; thus, it can
take the functionality of the original TCP protocol such as congestion control and
retransmission mechanism; and the benefit of the network coding in recovering the
lost packets quickly.

Fig. 1 The network coding layer in the TCP/IP model

Since the original TCP/NC cannot change the network coding-related parameters
(NC parameters), it cannot work well in the time-varying packet loss conditions.
Some studies improved the original TCP/NC by adding the ability of adjusting au-
tomatically the NC parameters to adapt to a change of channel such as Self-adaptive
network coding with TCP (SANC-TCP) [3] and Adaptive network coding with TCP
(ANC-TCP) [4]. In these studies, they retained the basic algorithm to calculate the
NC parameters which is proposed in [1]. However, the NC parameters that are cal-
culated based on the basic algorithm cannot achieve the best performance ([2]) be-
cause this algorithm only limits the minimum value of the NC parameters to recover
all packet losses in the ideal condition of channel. The value of NC parameters can
be chosen higher than that of the calculated value but it involves the increase of
the cost link resource which is limited. In our previous study, we proposed a new
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scheme called TCP/NC with loss rate estimation (TCP/NCwLRE) [5] to choose
the NC parameters based on the success probability of transmission. The transfer
performance is significantly increased when comparing with the basic algorithm.
However, all the previously methods only considered the random losses in which
packet losses happen independently and separately. The fact is that the burstiness
loss condition is more severely affected to the data transfer performance than the
random loss condition even though the average link loss rate of the both conditions
is the same [6]. In general, burst packet losses hinder the potential of TCP/NC due
to the following problems. First, there is no optimization of the NC parameters to
adapt the burst loss channels. Secondly, the “size of the burst loss” sometimes in-
creases suddenly to a value higher than the average value, and exceeds the recovery
capacity of the network coding system. The performance of system is decreased in
a short time after retransmission because the standard retransmission of TCP/NC is
ineffective in the burstiness loss condition.

In this paper, to cope with the above mentioned first problem, we consider the
adaptation of the NC parameters in the burst loss condition in addition to the ran-
dom loss condition. We already proposed TCP/NCwLRE to estimate and adapt
to the link loss rate on the random loss channels [5]. Based on this, we propose
TCP/NCwLRLBE to estimate and adapt to the link loss rate and the loss burstiness,
i.e., the “average size of the burst loss” on the burst loss channels.

Note that, to cope with the above mentioned second problem, we also combine an
efficient retransmission mechanism of unrecoverable lost packets (TCP/NCwER) in
TCP/NC, which was proposed in our previous work [6]. TCP/NCwER helps the NC
layer retransmit the lost packets in an efficient way and all the retransmitted packets
are also encoded (combined). TCP/NCwER with its functions can determine the
number of packet losses as well as the exactly packets needed to retransmit; thus, it
can retransmit these multiple packets in one round trip time.

The remainder of this paper is organized as follows. In Section 2, we describe the
fundamental concept of TCP/NC. The proposed protocol is presented in Section 3.
Simulations and results are described in Section 4 and the conclusions is discussed
in Section 5.

2 Network coding fundamental

TCP/NC protocol was presented in 2008 [2] which successfully implemented the
network coding into protocol stack with a minor change by adding a network cod-
ing layer between TCP and IP layer, as shown in Fig.1. TCP/NC allows the source
to send m combination packets (C) created from n original packets (p) with m≥n
using Eq. (1) where α is the coefficient on a certain Galois Field. If the number
of lost combinations is less than k=m−n, the sink is expected to recover all the
original packets using the remaining combinations without retransmission. There-
fore, TCP layer is unaware of light loss events occurring and maintains the CWND
appropriately to improve the goodput performance. The processes of creating m
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combinations and regenerating n original packets are called encoding and decod-
ing, respectively. In theory, the encoding/decoding process handles in each coding
window (CW) which is a group of n original packets; thus, n is actually the coding
window size in packet.

C[i] =
n

∑
j=1

αi j p j ; i = 1,2,3, ...,m (1)

There are two NC parameters to decide the performance of the transfer system.
Redundancy factor R is the number of linear combination packets sent to IP layer
on average; hence R equals the quotient of m and n. And the other is the mentioned
parameter k, the recovery capacity in one CW (the CW recovery capacity), which is
understood as the maximum number of packet losses in each CW can be recovered
without retransmission. R can be chosen based on the link loss rate. If the link loss
rate is high, an appropriate R can improve the goodput performance but a large R
incurs the unnecessary redundancy and reduces the goodput. And k is chosen based
on the types of channels (e.g., random or burtiness loss condition), the time taken
by the sink to wait for decoding (decoding delay) and the hardware limitations (e.g.,
processor, memory).

Besides executing the encoding/decoding process, network coding layer allows
a new interpretation of ACKs by using the degree of freedom concept and the seen/
unseen definition [1]. The ACK number in ACK packet is be changed to the se-
quence number of the oldest “unseen” packet, which will be decoded when the sink
receives the additional combinations.

Definition 1. (seeing a packet). A node is said to have seen a packet p if it has
enough information to compute a linear combination of the form (p+q), where q is
a linear combination itself involving only packets that arrived after p at the sender.

Fig. 2 is an example of the encoding, decoding and ACK packet returning pro-
cesses. The packets p1, p2, p3 and p4 are encoded to the combination C[1], C[2],
C[3], C[4], C[5] and C[6]. When a new packet comes to NC layer, the combinations
will be created and transported immediately. Due to the two lost combinations, the
NC layer cannot decode any combinations until receiving the combination C[6]. For
each received combinations, NC layer returns an ACK packet whose ACK number
corresponds to the smallest unseen packet. During the process, the TCP layer totally
unawares with any loss events; thus, the TCP congestion window (CWND) keeps
increasing and the performance is stable.

TCP/NC only uses the original retransmission and congestion control mecha-
nisms of TCP layer. In other words, NC layer is completely transparent in these
mechanisms. If the number of lost combinations exceeds the recovery capability,
one or some packets will be “unseen” in all received combinations. Then TCP layer
will receive duplicate ACK numbers from NC layer and retransmit the “unseen”
packets to NC layer; NC layer simply forwards them to the lower layer.
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Fig. 2 Network coding process

3 The proposed method

In this section, we describe the idea of TCP/NC with loss rate and loss burstiness
estimation (TCP/NCwLRLBE) which can dynamically adjust R to work well in the
random and burst loss channel. And we present the new method for R estimation to
improve the goodput performance of the TCP/NC system.

3.1 Estimating the link loss rate and the burstiness loss rate

To adjust R, the system has to estimate the link loss rate r. In other words, NC layer
must determine the number of packet losses. The basic work was done in [6]. We
proposed to use some additional information called NC-ACK header besides the
normal TCP header in ACK packet. We added the new Packet-id (Pid) field to NC
header as well as the new Packet-id echo-reply field (Pid-reply) and Redundancy
flag (R-flag) in the NC-ACK header, as shown in Fig.3. Hence, each combination
has a unique Pid number which can be understood as the identification number.
After receiving the combination, the sink will return an ACK packet which has the
Pid-reply number equal to the Pid number in the received combination. Based on
the Pid-reply in the ACK packet, the source can determine the number of losses
to estimate r by dividing the number of packet losses to the number of sending
combinations.

The redundant combinations which should be ignored by original TCP/NC have
to be counted in this situation. The sink has to return an ACK packet for all com-
binations including the redundant combinations. To avoid the mistaken forwarding,
the sink must inform the source of which ACK packet is used only for counting and
does not forward to TCP layer. To aid this goal, the sink uses R-flag in the returned
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Fig. 3 The network coding header (above) and the network coding ACK header

Table 1 The NC header fields
Field name Description

SrcPort The source port number
DestPort The destination port number
Pid The packet identity
Pkt status The packet status. Using for the returning ACK process
Base The sequence number (SN) of the oldest packet in the NC buffer

of the source. Using for buffer management at the sink
N The number of original packet in the combination
SN1 The SN of the first original packet
SNn Equal to the SN of the n-th packet subtract to SN1
Sizen The payload size of n-th packet
αn The n-th NC coefficient
Pid-reply The packet identity echo reply
R The redundancy flag
D The dependence flag
Reserve Reserved for the future use
SN of the de-
pendence pkt

The SN of the dependence packet at the sink. Using to notify the
source to retransmit this packet

ACK packet to indicate two types of ACK packets which are used to return for the
normal and the redundancy combinations. If the source receives the ACK packet of
the normal combination, it will forward to TCP layer. Otherwise, the source will
drop the ACK packet after getting the control information.

Note that, we do not consider all fields of the header in this paper. The remaining
fields which are useful for the effective retransmission mechanism of TCP/NCwER
are minutely described in [6]. However, the short explanations of all fields in the NC
header and NC-ACK header are shown in Table 1.

Other value considered to estimate is the average length of continuous losses (L).
The Pid and Pid-reply fields are still used for this purpose. Based on the received
Pid-reply, the source can know exactly which packets are lost; thus, it can determine
of the length of continuous losses in each loss event (prefer as the burst loss size). L
is calculated periodically by using Eq. (2), where l is the maximum of the burst loss
size, Nj is the number of loss events of the burst size at j and N is the sum of Nj or
the total loss events.
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Fig. 4 Estimating n and k based on S1(n,k,r)

L =
l

∑
j=0

Nj × j
N

(2)

3.2 Estimating the network coding parameters

After estimating r and L, two processes will be performed sequentially to estimate
the good n and m. These processes are used to determine the minimum of R to help
the system work well in the channel that has the link loss rate r. And it also can work
well in the burstiness loss condition that has the average length L of continuous
losses. At first, the success probability of transmission in one CW with the link
loss rate r, S1(n,k,r), can be calculated by Eq. (3) where n and k are variables.
The limiting of S1(n,k,r) depends on the specific conditions. In the burstiness loss
condition, we find that S(n,k)≥0.9 can achieve the best goodput performance. The
process of choosing n and k based on S1(n,k,r) is shown in Fig. 4. In our simulation,
n is limited up to 40 and k is limited up to 10.

S1(n,k,r) =
k

∑
j=0

(n+k
j

)
r j(1− r)n+k− j (3)

The above estimation of n and k based on S1(n,k,r), the probability that the
number of lost packets in (n+k) sending packets is no more than k in case that the
packet loss happens independently (i.e., random loss) with the loss rate of r, can be
seen as baseline values of them. They are expected to result in a good performance
in case of the random loss condition, but may not sufficient in case of the burst loss
condition. Therefore, we propose the second process to find better n and k based
on S2(n,k,r,L), the probability that the number of lost packets in (n+k) sending
packets is no more than k in case that the packet loss happens dependently (i.e.,
burst loss) with the loss rate of r and the average length L of the continuous packet
losses. Note that the exact form of S2 depends on the burst loss channel model.
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In this paper, we focus on a burst loss channel model which is available in the
simulation software (Network simulator 3 - NS3 [7]), although our approach can be
applied to other burst loss channel models. In NS3 burst loss model, a loss event
happens with probability of e, and for each loss event, j-continuous packets are lost
with equal conditional probability of 1

l where j=1,2, . . . , l. Note that “the loss event
rate” e can be expressed by r

L and “the maximum number” l of continuously lost
packets in one loss event can be expressed by 2L−1, where r is the loss rate and L
is the average length of continuous losses.

To investigate the statistical property of the number of lost packets in one CW,
we consider the states (F,S) and their state transition probabilities, where F and S is
the number of failure sending (i.e., lost packets) and successful sending in one CW,
respectively. Therefore, in one CW, the number of the states is equal to (m+1)(m+2)

2 ;
where m=n+k. The probabilities of state transition from state ( f ,s) to state ( f ,s), to
state ( f ,s+x), and to state ( f+x,s) are defined in Eqs. (4), (5), and (6), as follows.
Let e= r

L and l=2L−1, for x = 1,2, . . .,

Pr[( f ,s)→ ( f ,s)] =

{
1 if f+s = m
0 otherwise

(4)

Pr[( f ,s)→ ( f ,s+ x)] =

{
1− e if x = 1, f+s+1 ≤ m
0 otherwise

(5)

and

Pr[( f ,s)→ ( f+x,s)] =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

e
l

if 1 ≤ x ≤ l, f+s+l ≤ m

e
d

if 1 ≤ x ≤ d, f+s < m < f+s+l,

where d = m−( f+s)
0 otherwise

(6)

Let Q be the transition probability matrix with the dimension of (m+1)(m+2)
2 ,

which is built using Eqs. (4), (5), and (6). The simple example of evolution of state
transition is shown in Fig. 5.

Let Vini[( f ,s)] be the existence probability of state ( f ,s) at the beginning of CW.
Since each CW starts with ( f ,s)=(0,0) definitely, Vini[(0,0)]=1 and Vini[( f ,s)]=0
for any ( f ,s)�=(0,0), that is, vector Vini=(1,0,0, . . . ,0). At the end of CW, all
m=n+k packets have been sent and some of them have been lost; the all possi-
ble final states are {( f ,s)| f+s=m}. Let Vf in[( f ,s)] be the existence probability of
state ( f ,s) at the end of CW. The final state existence probability vector Vf in can be
computed by:
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Fig. 5 The moving of the transition state with m=3 and l=2

Fig. 6 Estimating n and k based on S2(n,k,r,L)

Vf in =Vini ×Qm where Vini = (1,0,0, . . . ,0) (7)

Hence the probability that the number of lost packets in (n+k) sending packets
is no more than k is:

S2(n,k,r,L) =
k

∑
i=0

Vf in[(n+ k− i, i)]. (8)

The determination process of n and k based on S2(n,k,r,L) is shown in Fig. 6.

3.3 Adjusting the network coding parameter

The estimated R= n+k
n will be updated periodically in each predetermined time pe-

riod. To have enough information for estimating, besides the interval time, the num-
ber of sending combinations is used. On other words, the process of estimation R
will be performed if two following conditions satisfy. The interval time and the
number of ACKed packets and lost packets have to be greater than or equal the
predefined value. Moreover, to increase the accuracy of the estimation, the moving
average method can be used such as the simple moving average (SMA) in this paper.

In other studies [3, 4], they change the NC parameter at the starting of a new
network coding process or after sending m combinations. However, it may take long
time to wait due to the congestion control of TCP layer (decreasing the sending rate).
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Fig. 7 Simulation topology

Consequently, the estimated parameters may be outdated. The method to adjust the
network coding at any time without any affections to the current coding process
should be considered. In our previous study in [5], we proposed a mechanism which
can adjust n and k as soon as possible without affecting the recovery ability of the
current CW. It can determine the state to safely finish the current encoding process
or to keep using the current process and just change a new coefficient matrix. In
here, “safely finish the current encoding process” means the encoding process will
send k instead only one combination. After that, the encoding process can change to
a new process with a new coefficient matrix. This proposed method is used in this
paper as the method to adjust the NC parameter.

4 Simulation result

The implementation of TCP/NCwLRLBE was accomplished using Network Simu-
lator 3. The topologies of the simulation consist of four tandemly arranged routers.
There are the sources and the sinks on either side of these routers. To evaluate the
basic performance in lossy networks, one source and one sink are used, as shown in
Fig.7. All links have a bandwidth of 1 Mbps and a propagation delay of 5ms. The
TCP type used in the simulation is NewReno, and the payload size is 1000 bytes.
The transferred data size is 100 Mbytes. In all simulations, we run the system in
totally 10 times to obtain the average value.

There are two types of the channel used for evaluating. The first is the random
loss channel that simulates a slow fading channel. This channel causes the losses
independently and separately. Another one is the burst loss channel that simulates
a fast fading channel e.g., mobile wireless channels. All those packet losses happen
on the links connected between the sources and the router.

In the calculation of S1(n,k,r) and S2(n,k,r,L), n and k are limited up to 40
and 10, respectively. The n and k are chosen based on the smallest S1(n,k,r) and
S2(n,k,r,L) but they have to be greater than or equal to 0.9. Both TCP/NCwLRE
and TCP/NCwLRLBE estimate the loss rate and compute a new R every 5 seconds.
The SMA is used to avoid a sudden change of R by getting the mean of the 3 near-
est estimated values of the loss rate. Noted that, we add TCP/NCwER, which has
the efficient retransmission mechanism, to TCP/NCwLRE as the network coding
scheme for the fairness comparison in this paper. Fig. 8 and Fig. 9 show the goodput
performance of TCP NewReno, TCP/NCwLRE and TCP/ NCwLRLBE.

In the random channel (noted with l=1). TCP/NCwLRLBE has the best perfor-
mance due to its efficient in adjusting n and k. As mentioned, TCP/NCwLRE is only
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Fig. 8 The goodput comparison in the random loss channel (l=1) and the burst loss channel with
l=3,5

designed for the random loss channel; thus, it keeps k as a constant (equal to 3) and
just adjusts n. Although the channel in this simulation is randomly changed with the
mostly separated loss, the burstiness still happens at a large link loss rate. There-
fore, the TCP/NCwLRLBE, that estimates and adapts with the burstiness condition,
is better than TCP/NCwLRE from the link loss rate equal to 0.07.

The results of the burst loss channel are noted with l>1. As mentioned before,
in NS3 burst loss model and under a given link loss rate, the number of the con-
tinuous packet losses in one loss event is randomly chosen from 1 to a changeable
number l. In this simulation, l is set at 3, 5, 7 and 9. In this second simulation
case, the TCP/NCwLRLBE totally get the best performance compare with the other
protocols. Besides, we can see the affection of the burst loss size l to the goodput
performance. When the l is increased, the affection of the burstiness is increased and
hinders the estimation process; thus, the goodput performance is increased follow-
ing the increase of l. However, TCP/NCwLRLBE can keep the goodput be stable to
sending the data.

5 Conclusions

In this paper, we have proposed a new scheme of network coding called TCP/NC
with loss rate and loss burstiness estimation (TCP/NCwLRLBE) that can enable
TCP/NC to automatically adjust the NC-layer behaviors to adapt to time-varying
loss rates. We have implemented the mechanism to estimate the link loss rate and
the loss burstiness from the continuous observation of the packet transmission be-
tween the source and the sink. We have also proposed new algorithm to calculate
the redundancy factor (R) based on the probability distribution of the number of lost
packets and the loss burstiness in one CW. This method is more appropriate than
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Fig. 9 The goodput comparison in the burst loss channel l=7,9

the basic method that bases on the expectation (average) of the number of lost pack-
ets. The simulation results on Network simulator 3 (NS-3) show that the proposed
TCP/NCwLRLBE can achieve the best goodput performance compared with other
protocols e.g., TCP NewReno and TCP/NCwLRE.
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Reduction of Network Traffic by Using the Peer Cache Mechanism

in Co-located Collaborative Web Search on Smartphones

Tsuyoshi Donen, Shingo Otsubo, Ryo Nishide, and Hideyuki Takada

Abstract As mobile terminals become popular, more people are getting involved
with collaboratively searching Web sites in order to achieve a common purpose
with others. When performing such a task, we want to save the usage of the Inter-
net traffic as much as possible because the transfer speed of mobile terminals may
be limited when the data transfer usage exceeds a certain amount of gigabytes. To
reduce the Internet traffic, we build a proxy system with the peer cache mechanism
to share the Web contents stored on participating mobile terminals, focusing on the
existence of the Web contents which are accessed multiple times from different ter-
minals. Our experimental results reveal that about 20% of the Internet traffic has
been reduced when four people engaged in a collaborative Web search task to find
good restaurants for a year-end party.

1 Introduction

As Web search on mobile and tablet terminals becomes a part of our daily activ-
ity, collaborative Web search is often performed with multiple users who want to
achieve a common goal[1]. For example, a group of people may search for a restau-
rant and sightseeing spots, or a route to destination.

On the other hand, the Internet traffic is increasing on account of the increasing
usage of mobile terminals. It is reported that 55% of the Internet traffic of mobile
communication is occupied by video streaming and Web browsing[2]. In order to
avoid high network load, the telecommunication carriers have deployed bandwidth
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control for mobile terminals. A mobile terminal with bandwidth control is limited
with the speed of mobile data transmission. If the Internet traffic of mobile terminals
can be reduced, the terminals are less likely to receive the bandwidth control.

In this research, we focus on the existence of Web contents accessed multi-
ple times from different terminals during collaborative Web search, and propose
a method to reduce the network traffic. In detail, Web contents are stored in the lo-
cal cache space in mobile terminals, and the cache is shared among terminals using
the Bluetooth ad hoc network. We expect that the method has a possibility to reduce
the network traffic for mobile terminals. The evaluation experiments are conducted
to examine how much the Internet traffic can be reduced in a real situation of col-
laborative Web search.

2 Related Work

Many kinds of cache mechanisms for Web browsers are available to accelerate the
response time and reduce bandwidth. The Web browser caches the Web contents
once they are accessed. When the same Web contents are accessed again, they are
retrieved from the Web cache.

To leverage the use of cache mechanism, the Web cache can be shared with mul-
tiple terminals. Proxy servers are used to share Web cache. Squid[3] is one of the
general cache mechanisms which work as a proxy server for caching Web con-
tents accessed from the LAN environment. In contrast to Squid which works on the
server/client system, a method on reducing the Internet traffic on P2P network is
also proposed[4]. This method enables multiple terminals to share their local Web
cache on the P2P network, applicable to small scale LAN environment.

One of the problems in these systems is that the client terminal must be con-
nected to the system running a proxy server, or must join the P2P network in LAN
environment. In our research, we aim to construct the ad hoc network among client
terminals using Bluetooth to share the Web cache.

3 Reduction of Network Traffic in Collaborative Web Search

3.1 Use Case

Our method is intended to be applied to co-located collaborative Web search con-
ducted by multiple people using mobile data communication. Each terminal is
connected either directly to the Internet using the mobile data communication or
through a mobile router. Co-located terminals communicate each other using Blue-
tooth. The number of terminals connected each other is limited to at most eight due
to the capacity limitation of simultaneous Bluetooth connections.
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3.2 Peer Cache Mechanism

3.2.1 Overview

An overview of the proposed system is shown in Figure 1. We build a proxy ap-
plication which has the peer cache mechanism. An only thing that users have to do
is setting the proxy IP address to “localhost”. The proxy runs on every terminal,
and sends and receives data toward the Web browser. The proxy manages the Web
cache which is implemented with the local file system. In order to share the Web
cache among terminals, the proxy communicates with the proxy of other terminals
by using Bluetooth. The procedure of cache access is shown in Figure 2. The proxy
works as follows.

1. The proxy gets an HTTP request for the Web content from the Web browser.
2. If the Web content is cached in its own Web cache, the proxy returns that Web

content to the Web browser.
3. If the Web content is not cached in its own Web cache, the proxy sends a search

message to all connected terminals with Bluetooth.
4. If the terminal responds with a message notifying that it has the Web content, the

proxy sends a Web content request message to that terminal.
5. The proxy gets the Web content from that terminal and returns the Web content

to the Web browser.
6. Because some of the terminals may not respond in some reason, timeout is set to

every message. Non-responding terminals are regarded as those that do not have
the Web content.

7. If the proxy gets Web content that is not cached in its own Web cache, the proxy
caches the Web content in the local Web cache.

If the Web content request from the Web browser is using HTTPS protocol, the
proxy only relays the request between the Web browser to the Internet.

We implemented the system on Android OS.

3.2.2 Referencing the Web Cache of Other Terminals

The proxy attempts to reference the Web caches of other terminals if the target Web
content is not cached in its own terminal. This section describes a way to reference
the Web cache of other terminals.

The proxy each other exchanges a message which implies to a unit of search
and request of the Web content. A message consists of the method section, the ID
section and the data section. The proxy decides how to operate according to a type
of methods shown in Table 1. A URL hashed with MD5 is applied to the ID section
of a message.

The proxy references the Web cache on other terminals by the following proce-
dure.
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Fig. 1 System overview

Fig. 2 Procedure of referencing to the Web cache

1. The proxy generates a f ind message with a message ID set to a hashed URL of
the target Web content.

2. The proxy sends the f ind message to all connected terminals.
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3. The proxy on each of the terminals receives the f ind message and searches for
the target Web content in its local Web cache. Then the proxy replies with a res1
message including the search result in the data section. The data section is set to
“yes” if the target Web content is found in its Web cache, otherwise “no”.

4. If the proxy requesting the Web content receives the res1 message with the search
result “yes”, it sends a get1 message to that proxy which has the target Web con-
tent. At the same time, it sends a quit message to the proxy on other terminals.
If none of the proxy replies with the search result “yes”, this procedure is termi-
nated.

5. The proxy which has the target Web content replies with a res2 message includ-
ing the Web content in the data section.

In order to handle an unexpected failure of terminals, the requesting proxy waits for
a response for a timeout period. When timeout happens, the procedure is terminated
and the proxy tries to get the Web content from the Internet.

Table 1 Methods for Web cache reference

Method Type Data Section Role

f ind search for Web content

res1 yes / no reply to search message

get1 request Web content

res2 Web content reply to get1 message

quit quit sending and receiving message with an ID that this massage has

4 Evaluation

We have conducted experiments to examine how much Internet traffic is reduced.

4.1 Overview of the Experiment

In this experiment, two groups of four students performed a collaborative Web
search task for 15 minutes. Topics for the task was to “find five restaurants around JR
Okayama Station for a year-end party” or “find five restaurants around JR Kanazawa
Station for a year-end party”.

In the experiment, three ZenFone2 (Android 5.0) and one Nexus5 (Android 6.0)
were used. The Chrome browser was used for browsing the Web. Before starting a
task, the Web cache of each terminal was set to empty.
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4.2 Result

In the experiment, the reduced Internet traffic was measured by keeping the size
of the Web contents in a log file. Searched keywords were examined by using the
history of Web searches.

Figure 3 and 4 show the search keywords used by the first and second group, re-
spectively. In addition, the search engine is used four to six times. In the first group,
all participants searched with “Kanazawa Station, Year-end Party ( )”
and accessed the first entry of search results. In the second group, three of four
participants searched with “Okayama Station, Year-end Party ( )”, and
likewise accessed the first entry of search results. Then, one of the participants pro-
posed an interesting restaurant, and other participants also searched with the name
of its restaurant and accessed the restaurant Websites or restaurants rating sites.
The keywords of “Kanazawa Station, Tsujiya Restaurant ( )” and
“Kanazawa Station, Kuroya Restaurant ( )” correspond to those in the
first group.

Table 2 and 3 show the Internet traffic of the first group and second group, re-
spectively. The Internet traffic without using our method was 178.53MB in the first
group, and 153.20MB in the second group. When only the local Web cache was
used, the reduced Internet traffic was 18.31MB in the first group and 20.38MB in
the second group. When the peer cache mechanism was used, the reduced Inter-
net traffic was 38.23MB(21%) in the first group, and 37.16MB(24%) in the second
group.

The results of the analysis on search keywords and the reduced Internet traffic
reveal that the peer cache mechanism works effectively for a collaborative Web
search task which shares a common goal among participants.

Table 2 Reduced Traffic in the First Group

No cache Only Own Web Cache Our Approach

A 80.03MB 7.45MB 10.61MB

B 37.70MB 4.73MB 9.99MB

C 37.03MB 3.82MB 10.71MB

D 23.77MB 2.31MB 6.92MB

Total 178.53MB 18.31MB 38.23MB

Table 3 Reduced Traffic in the Second Group

No cache Only Own Web Cache Our Approach

A 42.44MB 4.94MB 9.11MB

B 47.02MB 6.94MB 10.91MB

C 31.11MB 4.17MB 9.10MB

D 32.63MB 4.33MB 8.04MB

Total 153.20MB 20.38MB 37.16MB
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Fig. 3 Keywords searched in the first group

Fig. 4 Keywords searched in the second group
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experiment to examine the efficiency of the method, and verified that the Internet
traffic was actually reduced when performing a collaborative Web search task.

Performing collaborative Web search with exceeding the number of simultaneous
Bluetooth connection is not currently considered. The security issues when access-
ing to Web cache on other terminals should also be considered. It is necessary to
increase the applicability for use in real environment by solving these problems.
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5 Conclusion

We have proposed a method to reduce the Internet traffic by sharing the Web cache
in the co-located collaborative Web search. We also have conducted an evaluation
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Building a Content Delivery Network among

Tens of Nearby Devices Using Multihop Wireless

Communication

Yuki Takeda, Syuhei Yamamoto, Ryo Nishide and Hideyuki Takada

Abstract As mobile device technology advances, content delivery among nearby
devices becomes increasingly important at such places as where people gather face-
to-face for seminars or meetings. Conventional ways such as cloud-based services,
ad-hoc contents dissemination methods and file sharing peripheral devices are not
enough to support this style of content delivery. In this paper, we propose a two-
layered content delivery using multihop wireless communication built on an ad-hoc
network. This network supports content delivery among tens of nearby devices even
though the underlying ad-hoc network has limitation of the number of devices. We
also show experiment results to reveal how the contents delivery proceeds in the net-
work and how the network topology affects the delivery time. Important findings in
the experiments are that 1MB data can be delivered to 16 devices in approximately
5.25 seconds using Wi-Fi based ad-hoc connection on iOS devices, and that reduc-
ing the number of devices simultaneously sending the data leads to the less required
time for delivery.

1 Introduction

Mobile devices such as smartphone and tablet have been widely spread in recent
years. Owing to this advancement, paper materials have changed to digitalized infor-
mation, and opportunity to deliver the contents among mobile devices has increased.
For example, we need to be able to deliver the contents to multiple participants in
seminars or meetings.
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Several methods can be used for contents delivery. Examples of the methods are
using the cloud-based services, the ad-hoc communication among multiple devices,
and the storage device. However, these methods are not suitable for performing
content delivery among multiple nearby devices. The communication speed may
be reduced due to access congestion to a communication infrastructure. Although,
ad-hoc communication is considered to be a method for communication among a
group of nearby devices, the restricted number of simultaneous connections can be
a problem.

In this paper, we propose a content delivery network suitable for co-located tens
of devices. Our contribution can be summarized as follows.

• We build a two-layered contents delivery network among tens of nearby devices
using multihop wireless communication even though the underlying ad-hoc net-
work only supports at most 8 devices.

• We give experimental results of the contents delivery time in terms of how the
contents delivery proceeds in the proposed network and how the network topol-
ogy affects the delivery time.

The target of this work is iOS devices, where the Multipeer Connectivity frame-
work is used for connecting the devices.

2 Contents Delivery among Group of Devices

This section discusses the existing contents delivery methods, and presents a scheme
of our content delivery framework.

2.1 Content Delivery among Multiple Nearby Devices

Our work deals with contents delivery among multiple nearby devices. We assume
that all devices involved are co-located in a place where ad-hoc communication can
be performed mutually with other devices.

There are several methods for contents delivery, such as cloud-based services, ad-
hoc contents dissemination methods and file sharing peripheral devices. However,
there are some conditions needed in these methods. In the cloud-based services,
all of the devices must have Internet connection in order to deliver or receive the
contents. Therefore, this method is dependent on communication infrastructure, and
the transmission speed may be decreased due to the access congestion.

Communication infrastructure is not necessary for ad-hoc network or peripheral
device, but they are not always a good choice for the content delivery among tens of
devices. In ad-hoc network, the transmission speed may decrease due to the increase
of simultaneously connected devices. Otherwise, the number of devices may be re-
stricted, which may prevent contents delivery with the large number of devices. For
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example, the number of simultaneous connections on Bluetooth communication is
limited to at most 8 devices.

We employ multihop communication in order to deliver contents to multiple co-
located devices, considering a method to overcome the limitation for ad-hoc com-
munication.

2.2 Related Work

2.2.1 Wireless Communication between Devices

One of the methods to perform contents delivery among multiple nearby devices is
to propagate the contents widely by forwarding the contents to nearby devices us-
ing wireless communication. A content-centric network proposed by Jung-Jae Kim
uses multihop communication with Wi-Fi Direct[1]. FireChat[2] delivers messages
to multiple distant devices using multihop communication via devices running the
same application.

These systems are aimed to disseminate contents in a wide range, without as-
signing the destination of contents delivery. Moreover, the necessary hop count to
reach the entire network cannot be estimated. It is not guaranteed that the contents
reach the target devices.

The scheme of our study is assumed to mutually communicate with all devices
co-located in the same place, and has a possibility to estimate the necessary hop
count.

2.2.2 Utilization of Peripheral Devices

Several works have been conducted to support contents delivery using peripheral de-
vices. Local Cloud Storage[3] performs contents delivery automatically by connect-
ing the device embedded with storage space and wireless communication module.
Portable Cloud[4] provides a movable high-performance wireless LAN access point
embedded with PC cluster, battery and external devices. It provides communication
infrastructure to support contents delivery with multiple devices.

These works can provide an environment to contents delivery among multiple
nearby devices without being restricted to places and situations. However, these
devices can not be always prepared anywhere. In this paper, we explore a method
which does not require such devices in order to deliver the contents to multiple
nearby devices.
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2.3 Multipeer Connectivity Framework

Our content delivery network uses the Multipeer Connectivity framework on iOS
for communication among devices. The Multipeer Connectivity framework sup-
ports ad-hoc communication with nearby devices by Wi-Fi communication through
access points or ad-hoc connection among devices using Wi-Fi or Bluetooth com-
munication. The communication method depends upon the device settings. There
are two operations to communicate among devices: “Browse” to search and invite
other devices and “Advertise” to notify the presence of device. The devices can be
connected when the “Browsing” devices discover the “Advertising” devices. A de-
vice can perform “Browsing” and “Advertise” at the same time.

The participating devices are managed in a unit called “Session”. The number of
devices which can be connected in a session is limited to at most 8.

A single device can join multiple sessions simultaneously. All devices are mu-
tually connected in a session, and the contents are sent by specifying one or more
destination devices.

3 Content Delivery Network

This section proposes the method of content delivery among tens of nearby devices
using wireless communication network.

3.1 Network Overview

Network must overcome the limitation of the Multipeer Connectivity framework to
deliver the contents among multiple nearby devices. A proposed network overview
is shown in Figure 1. The network has a hierarchical structure which consists of
two layers, super-layer and regular-layer. The necessary hop count can be estimated
while determining a path to send contents to a specified destination. Each of super-
layer and regular-layer has sessions where the devices are capable of communicating
mutually with other devices in the same session. We refer to a device in super-layer
session as super-peer, and a device in regular-layer session as regular-peer. Super-
peer is assigned in each regular-layer session to communicate with different sessions
through super-layer. All devices can communicate with each other in a different
session by passing through super-layer. The maximum number of devices in each
session can be configured from 2 to 8 for each layer. The maximum number of
devices in the entire network is calculated by multiplying the maximum number of
devices in super-layer and regular-layer.
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Fig. 1 Network Overview

3.2 Composing Network among Multiple Nearby Devices

Each device performs the following steps to construct the network.

1. Start advertising to and browsing other devices when the application is launched.
2. Start connection when other devices are found or when the invitation is received.

If the number of super-peers is below the limit of the number of devices in the
super-session, set itself as a super-peer. If invited by a super-peer, set itself as a
regular-peer and stop browsing and advertising.

3. Super-peers stop browsing and advertising to the super-session if the number of
super-peers reaches the maximum number of devices in the super-layer session.
Then, the super-peers make a regular-session and start browsing other devices in
the session.

4. A super-peer stops browsing if the number of regular-peers reaches the maximum
number of devices in its regular-layer session.

In order for each device to be able to specify any device even in a different ses-
sion, it must have a list of names of all devices and names of devices relaying the
contents to each of the devices. When a new device participates in the network,
all devices in the network share its name and relaying information about the new
participating device through the super-peers.

3.3 Delivering Contents

This section describes a flow of delivering the contents in the proposed network. A
device which initiates the delivery and a device which receives the contents perform
the following to deliver contents.
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A device which initiates the delivery: When a user specifies destination devices
and the contents to send, the list of destination and the contents are sent to the
destination. If the destination does not exist in the same session, they are sent to
a super-peer in the same session.

A device which receives the contents: A device which has received the contents
sends the list of destination and the contents to a super-peer of the destination in
the same session which has not received the contents yet. If the list of destinations
contains itself, then the contents is saved.

4 Evaluation Experiment

This section describes the verification if the proposed content delivery network
works correctly in a real environment, and provides experiment results to validate
the effect of transmission speed depending on the network topology.

4.1 Required Time for Contents Delivery

4.1.1 Details of the Experiment

In this experiment, we measure the time of the contents delivery for each of the
devices in the network.

We prepared the environment where iOS devices were placed on a desk in a
meeting room within an ad-hoc communication area. The number of participating
devices was 16, and the maximum number of devices in a session in both super-layer
and regular-layer was limited to 4. Wi-Fi ad-hoc communication was used, and the
size of data to send was 1MB. In order to measure the time required to deliver the
contents to all devices in the network, one of the regular-peer initiates the contents
delivery by specifying all devices as the destination.

We measured the required time in each devices from the time when the delivery
was initiated to the time when all devices finished to receive the contents. This trial
has been conducted 5 times.

4.1.2 Experimental Result

Figure 2 shows the time course of the number of devices receiving the contents as
time goes on. The contents have been delivered to all devices in 4.5 - 6 seconds.

The time course of the number of receiving devices is divided into three steps.
The following steps show which devices are performing the content delivery in the
network.
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Fig. 2 The time course of the number of receiving devices

Step 1 In the regular-layer session, the contents are delivered from an initiating
device to other devices in the same session.

Step 2 One of the devices receiving the contents in Step 1 also belongs to the
super-layer session. This device then delivers the contents to all other devices in
the super-layer session.

Step 3 Devices in the super-layer session receiving the contents in Step 2 also be-
long to one of the regular-sessions. Each of the devices then delivers the contents
to all other devices in the same regular-layer session.

In the current implementation, content delivery to the next peer is started after the
entire contents is received. Delivery time could be reduced if the peer simultane-
ously receives and sends the contents as file streaming.

4.2 Performance Evaluation for Variations of the Network
Topology

4.2.1 Content of Experiment

Even when the contents are delivered in the same number of devices, the delivery
time may change by changing the topology. In this experiment, the optimal topology
of the network will be examined, by measuring the delivery time due to changes of
the network topology.

The number of participating devices is 14. Two conditions were prepared in this
experiment. In condition 1, the maximum number of devices in the super-layer ses-
sion is seven and the maximum number of devices in regular-layer sessions is two.
In condition 2, the maximum number of devices in the super-layer session is two
and the the maximum number of devices in regular-layer sessions is seven.

Experimental environment and the data size are the same as those for the previous
experiments. The trial has been conducted 5 times.
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Fig. 3 The time course of the number of the receiving device(compare topology)

4.2.2 Experimental result

Figure 3 shows the time course of the number of receiving devices in each trial for
each of the conditions. The result shows that the delivery time gets longer if the
number of receiving devices increases in each of the sessions.

5 Conclusion

We have proposed a content delivery network using multihop wireless network com-
munication among tens of nearby devices over the restriction of ad-hoc communi-
cation. Evaluation experiment was conducted to examine the characteristics of the
network, and discussion has been made focusing on the time required for content
delivery and the time course of the number of receiving devices. Modifying the
algorithm to correspond with the leaving devices is left for one of the future works.
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AWorkbook Design for Fill-in-Blank Problems
in Java Programming Learning Assistant System

Nobuo Funabiki, Minako Dake, Khin Khin Zaw, and Wen-Chung Kao

Abstract To advance Java programming educations, we have developed a Java Pro-
gramming Learning Assistant System (JPLAS) as a Web application system. JPLAS
provides ll-in-blank problems for novice students to study the grammar and ba-
sic programming skills through code reading. To select the blank elements with
grammatically correct and unique answers from a given code, we have proposed the
graph-based blank element selection algorithm. Then, we generated and assigned
ll-in-blank problems to students in Java programming course for two years. Unfor-

tunately, the teacher selected original Java codes rather arbitrarily, which may de-
grade educational effects. Besides, this algorithm has been continuously extended to
enhance the variations of generated problems. In this paper, we present a workbook
design for ll-in-blank problems in JPLAS by collecting suitable Java codes from
textbooks and Web sites, and applying the extended algorithm, so that they can
be instantly and properly assigned to students. This workbook design consists of
15 categories with a considerable number of problems that follow the conventional
learning order of Java programming. For the preliminary evaluation, we assign some
problems to novice students. In the coming semester, we will use this workbook in
the course to verify the adequacy of our proposal for novice students.

1 Introduction

As a reliable and portable object-oriented programming language, Java has been ex-
tensively used in a variety of practical systems, including Web application systems,
mission critical systems at large enterprises, and small-sized embedded systems for
real time controls. Thus, the cultivation of Java programming engineers has been
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highly demanded amongst industries. As well, a number of universities and profes-
sional schools have designed Java programming courses to deal with these demands.

To advance Java programming educations, we have developed a Web-based Java
Programming Learning Assistant System (JPLAS) [1]-[6]. As a function, JPLAS
provides the ll-in-blank problem to support self-studies of students who are novices
at Java programming. The goal of the ll-in-blank problem is to improve self-studies
of students for learning the grammar and basic programming skills through code
reading.

In a ll-in-blank problem, a Java code with several blank elements is shown for
each student, where it is requested to ll in the blanks. The Java code is designed to
be of high-quality, most worth for code reading. An element is de ned as the least
unit of a code, such as a reserved word, an identi er, an operator in a conditional
expression, or a control symbol. To be more precisely, a reserved word is a xed
sequence of characters that has been de ned in the grammar to represent a speci ed
function, and students must master it as a priority. An identi er is a sequence of
characters de ned in the code by the author to represent a variable, a class, or a
method. An operator in a conditional expression, such as , && , and ++ , often
determines the algorithm or the processing in the code. A control symbol indicates
other grammar elements such as . (dot), : (colon), ; (semicolon) , ( ,
) (bracket), { , } (curly bracket).
To assist a teacher to prepare ll-in-blank problems in JPLAS, we have proposed

the blank element selection algorithm to generate a ll-in-blank problem from a
given code such that all blanks will have the grammatically correct and unique an-
swers [2][3]. First, in this algorithm, a compatibility graph is generated by selecting
a candidate element for a blank in the code as a vertex, and connecting any pair of
vertices that can be blanked together by an edge. For this purpose, we de ne the con-
ditions that a pair of elements cannot be blanked simultaneously. Then, we extract
a maximal clique [4] of the compatibility graph, which becomes a maximal set of
correct blank elements. Empirically, it is observed that a ll-in-blank problem will
become more dif cult when a larger number of elements are blanked [6]. Therefore,
by blanking a subset of selected elements by the algorithm, a variety of ll-in-blank
problems with different levels may be produced.

To evaluate the effectiveness of ll-in-blank problems in JPLAS, we assigned
them to students in the Java programming course in our department for two years
[5][6]. Unfortunately, the teacher selected Java codes for them rather arbitrarily,
which may degrade the educational effects. Besides, the blank element selection
algorithm has been continuously extended to enhance the variations of generated
problems to deal with students at various levels [3].

In this paper, we present a workbook design of ll-in-blank problems for JPLAS
by collecting a set of suitable Java codes from textbooks and Web sites for Java
programming introduction and applying the extended algorithm so that they can be
assigned to students by the teacher instantly and properly. This workbook design
consists of 15 categories that are arranged in the conventional learning order of Java
programming, where each category contains a considerable number of problems.
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novice students and analyze the results. In the coming semester, we will use this
workbook in our Java programming course to estimate the adequacy of it for novice
students.

This paper is organized as follows: Section 2 shows related works. Section 3
introduces the extended blank element selection algorithm. Section 4 presents the
workbook design of ll-in-blank problems for JPLAS. Lastly, Section 5 concludes
this paper with future studies.

2 Related Works

In this section, we show related works to the ll-in-blank problem in JPLAS for
Java novice students.

In [7], Piech et al. presented aHiddenMarkovModel (HMM) to create a graphical
model of how students in a fundamental programming course progress through a
homework assignment. They found that several sink states or milestones exist where
students clearly had serious functional problems, and once a student transitioned to
a state, he/she remained there with a high probability through several code updates.

In [8], Hosseini not only presented a ne-grained indexing tool for the automatic
indexing of Java problems, but explored the application during exam preparations.
It was discovered that smaller grain size of knowledge units was critical to nding
the sequence of problems to ll the gaps in student knowledge.

In [9], Delev et al. reported the data generated by usage of the system Code
that supports compilations, executions, and testing of the test cases of programming
problems for exercises and examinations in programming courses for C, C++, and
Java. The results comprised three categories, namely, recursion, matrix, and les.
Through the questionnaire, it was presumed that students prefer example problems
with solutions, helps in locating and xing errors in solutions, and relevant materials
and similar problems.

In [10], Brown et al reported a study to determine if programming educators
form a consensus about which Java programming mistakes are the most common
and found that educators formed a weak consensus about which mistakes are most
frequent. Experimentally, students most often made mistakes in mismatched paren-
theses , calling method with wrong types , and missing return statement .
These three frequent mistakes were also reported in [11].

In [12], Busjahn et al. studied the visual attention distribution when 15 program-
mers with various expertise read short source codes. Furthermore, it was found that
most attention is oriented towards understanding of identi ers, operators, keywords,
and literals, and relatively little reading time for separators. This result supports the
importance of blank element selections in our ll-in-blank problems.

For the preliminary evaluation, we assign eight problems in the workbook to four
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Table 1 Vertex information in constraint graph.
item content
symbol symbol of element
line row index of element
column column index of element
count number of element appearances
order appearing order of element in the code
group statement group index partitioned by { and }
depth number of { from top

3 Overview of Extended Blank Element Selection Algorithm

In this section, we overview the extended blank element selection algorithm [2][3]
using the constraint graph that is generated to describe the constraints in the blank
element selection.

3.1 Vertex Generation for Constraint graph

In the constraint graph, each vertex signi es a candidate element for being blank.
The candidate elements or vertices are extracted from the Java code using open
source software JFlex [13] and jay [14]. Each vertex contains the associated infor-
mation in Table 1 that is necessary for the following edge generation.

JFlex is a lexical analyzer generator for a Java code, which is also coded by
Java. It transforms a code into a sequence of lexical units that represent the least
meaningful elements to compose the code. It can classify each element in the code
into a reserved word, an identi er, a symbol, or an immediate data. For example, a
statement int value = 123 + 456; is divided into int , value , = ,
123 , + , 456 , and ; . Unfortunately, JFlex cannot identify an identi er

among a class, a method, or a variable. Thus, jay is applied as well. Since jay is a
syntactic parsing program based on the LALR method, it can identify an identi er.

3.2 Edge Generation for Constraint graph

An edge is generated between any pair of two vertices or elements that should not
be blanked at the same time. There are three categories to represent the constraints
in selecting blank elements with unique answers.
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3.2.1 Group Selection Category

In the group selection category, all the elements related to each other in the code
are grouped together. To generate edges between them of the constraint graph, rst,
the vertex that has the largest number of incident edges in the constraint graph is
selected for each group. Then, edges are generated between this vertex and the other
vertices to con rm that at least this selected element is not selected for blank. It is
noted that if the element with many contending elements in the constraint graph is
not blanked, more elements can be blanked as a result. Six conditions are included
in this category.
(1) Identi er appearing two or more times in the code

The multiple elements representing the same identi er of a variable, a class, and
a method by using the same name, are grouped together. If all of such elements are
blanked, a student cannot answer the original identi er.
(2) Pairing reserved words which are composed of three or more elements

The three or more elements representing the reserved words in pairs are grouped
together. If all of them are blanked, the unique answers may become too dif cult as
the following two cases:

• switch-case-default
• try-catch- nally

(3) Data type for variables in equation
The elements representing the data types for variables in one equation are

grouped together. For example, in sum = a + b , the data types of the three
variables, sum , a , and b , must be the same.
(4) Data type for method and its returning variable

The elements representing the data type of a method and its returning variable
are grouped together.
(5) Data type for arguments in method

The elements representing the data type of an argument in a method and its sub-
stituting variable are grouped together.

After every group is found, the groups from (3)-(5) that contain an overlapped
element are merged together into one group because they must be the same data
type.
(6) Operators in conditional expression

The elements representing the operators in the same conditional expression are
grouped together. For example, in the conditional expression: for (int i = 0;

i < j && i != k; i ++) , the four elements: < , && , != , and ++ ,
are grouped together.
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3.2.2 Pair Selection Category

In the pair selection category, the elements appearing in the code in pairs are
grouped together. For each pair, an edge is simply generated between the two corre-
sponding vertices to assure that at least one element be not selected for blank.
(1) Elements appearing continuously in a statement

The non-blanked elements in a problem code become excellent hints to solve
the ll-in-blank problem. Here, a problem code represents a Java code with blanked
elements that should be lled by students. As more non-blanked elements exist be-
tween blanked elements, the ll-in-blank problem becomes easier. To control the
number of non-blanked elements between two blanks, the blank gap number BG
has been introduced. Then, for each element, any element in the same statement in
the code that exists within its BG neighbors is paired. For BG> 0, the two elements
connected with a dot ( . ) are also paired here.
(2) Variables in equation

The elements representing any pair of the variables in an equation are paired.
If both are blanked, it will become impossible to access the unique answers. For
example, for sum = a + b , sum = b + a is also feasible.
(3) Pairing reserved words

The two elements representing the paring reserved words are paired. If both are
blanked, the unique correct answers may not be guaranteed. The following ve par-
ing reserved words are considered:

• if-else
• do-while
• class-extends
• interface-extends
• interface-implements

(4) Pairing control symbols
The two elements representing a pair of control symbols, namely (,) (bracket)

and {, } (curly bracket), are paired. The novice students are expected to thor-
oughly examine them in their codes to decrease the amount of mistakes.

3.2.3 Prohibition Category

In the prohibition category, an element is prohibited from the blank selection be-
cause it does not satisfy the uniqueness with the high probability. There are three
conditions for this category. However, an element in a xed sequence of elements in-
dicating a speci c meaning in a Java code, such as public static void main

and public void paint(Graphics g) , is excluded from this category, be-
cause they should be mastered by students.
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(2) Access modi er
The element representing an access modi er for an identi er is selected for this

category. If it is blanked, either public , protected , or private can
often be grammatically correct.
(3) Constant

The element representing a constant is selected for this category. If it is blanked,
a student cannot answer the original constant.

3.3 Compatibility Graph Generation

By taking the complement of the constraint graph, the compatibility graph is gener-
ated to symbolize the pairs of elements that can be blanked simultaneously.

3.4 Maximal Clique Extraction of Compatibility Graph

Finally, a maximal clique of the compatibility graph is extracted by a simple greedy
algorithm to nd the maximal number of blank elements with unique answers from
the given Java code. A clique of a graph represents its subgraph where any pair of
two vertices is connected by an edge. It is emphasized that as more blanked ele-
ments continue in a problem code, it becomes harder. To control the number of con-
tinuously blanked elements, the continuous blank number CB has been introduced,
where the maximum of CB elements can be blanked continuously in a statement.
We note that whenCB is 2 or larger, BG must be 0.

The procedure for our algorithm is described as follows:

1) Calculate the degree (= number of incident edges) for each vertex in the compat-
ibility graph.

2) Select one vertex among the vertices whose degree is the maximum. If two or
more vertices have the same maximum degree, select one randomly.

3) If the selected vertex is a control symbol and the number of selected control
symbols exceeds 1/3 of the total number of selected vertices, remove this vertex
from the compatibility graph and go to 5).

4) Add the selected vertex for blank if the number of continuously blanked elements
does not exceedCB, and remove this vertex from the compatibility graph. If it is
blanked, its non-adjacent vertices are also removed.

5) If the compatibility graph becomes null, terminate the procedure.

(1) Identi er appearing only once in code
The selected element representing the identi er in this category appears only

once in the code. If it is blanked, a student cannot answer the original identi er.

AWorkbook Design for Fill-in-Blank Problems in Java Programming … 337



3.5 Fill-in-blank Problem Generation

In the maximal clique procedure, 3) is used to sustain the total number of blank
control symbols, because a code is generally composed of plenty of control symbols.
Here, we examined the average number of blanks for control symbols and other
symbols by the algorithm. Then, we empirically selected 1/3 as an appropriate ratio
to generate the feasible ll-in-blank problems for novice students.

4 Workbook Design of Fill-in-blank Problems

In this section, we present a workbook design of ll-in-blank problems in JPLAS.

4.1 Contents of Workbook

In the workbook of ll-in-blank problems in JPLAS, we collected source codes
from textbooks for Java programming [15]-[17], and related Web sites [18]-[28].
By referring to the contents of the textbooks that have been used in the introductory
Java programming course in our department, we select 15 categories to classify
the Java codes as in Table 2. The rst 12 categories (ID: 1-12) are related to Java
grammar, and the remaining three categories (ID: 13-15) are for applications. The
data structure, sorting algorithms, and graph algorithms are selected since they have
been educated in our department in the corresponding courses. In future works, we
will increase the number of categories that are relevant to signi cant applications
of Java programming for novice students. Subsequently, to generate ll-in-blank
problems using the blank element selection algorithm, we adopt three combinations
of the two parameters (BG,CB), as well, to examine the numbers of selected blanks
by changing them.

Table 2 shows the code topic, the number of codes, the average number of state-
ments or lines (LOC) for one code, and the average number of blanks with (3, 1),
(1, 1) and (0, 3) for (BG, CB) in each category. The number of selected blanks is
smaller for the problems related to Java grammar (ID: 1-12) than those for applica-
tions (ID: 13-15). It could be caused by the fact that codes for grammar usually have
shorter statements than codes for applications. The former codes were rather arti -
cially made for grammar studies, whereas the latter codes were made for practical
use. The results prove that as the number of blanks increases, the problem becomes
more dif cult [6]. Thus, depending on performances of students in the course, the
teacher would be suggested to carefully select problems as assignments.
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Table 2 Workbook design of ll-in-blank problems.
category code # of ave. # of ave. # of blanks (BG,CB)

ID topic codes lines (LOC) (3, 1) (1, 1) (0, 3)
1 variable 5 9.6 8.6 9.4 13.2
2 operator 7 9.43 8.86 9.0 14.14
3 conditional statement 6 21.17 15.33 15.83 27.33
4 loop, break, continue 15 13.33 10.67 11.4 18.0
5 array 11 16.91 16.36 19.91 29.54
6 class: eld, method, member 4 16.5 10.25 13.25 20.75
7 class: overload, constructor, this 4 21.0 14.75 19.5 26.25
8 class: library, string, class method 6 17.17 16.0 17.83 26.83
9 class: inheritance, superclass, override 6 20.5 13.67 15.5 23.33
10 interface 5 24.0 16.0 18.2 26.8
11 package, le 3 27.0 16.0 20.0 31.0
12 exception 8 21.0 16.75 17.5 25.0
13 data structure 2 30.5 19.5 28.0 39.5
14 sorting algorithms 4 26.75 22.0 39.0 51.0
15 graph algorithms 7 51.0 42.71 76.14 102.0

Table 3 Trial application results for four students.
problem category LOC BG CB ave. # of ave # of ave. correct

ID ID blanks corrects rate (%)
Q1 6 32 1 1 22 20.75 94.31
Q2 9 28 3 1 21 18.75 89.29
Q3 4 26 1 1 17 16 94.12
Q4 3 19 0 3 24 23.75 98.96
Q5 5 18 1 1 19 18 94.74
Q6 7 18 1 1 23 22 95.65
Q7 3 12 0 3 20 19.5 97.5
Q8 4 11 0 3 18 16 88.89

4.2 Trial Application Results to Novice Students

Next, we selected eight problems related to Java grammar in this workbook de-
sign and asked four novice students from Indonesia to solve them. These students,
with complete knowledge in C programming, have studied Java programming for
merely 10 days. Table 3 re ects the category ID, the number of statements (LOC),
the adopted values of (BG, CB) for the problem generation, the average number of
selected blanks, and the average correct answer rate for each problem. Here, we note
that the original source codes for these problems come from [15] or [16].

Table 3 indicates that the two problems Q2 and Q8 had lower correct answer
rates than the others. The following Problem Q2 and Problem Q8 illustrate their
problem codes respectively. As shown there, the problem code for Q2 includes the
object array at lines 19-22, and the code for Q8 includes double loops at lines 3
and 5. It can be considered that they are dif cult for the novice students. On the
other hand, LOC and the values of (BG, CB) are not sensitive in solving perfor-
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mances of students, because these codes for Java grammar have a considerable sum
of simple short statements. It is necessary to investigate their performance progress
when students solve ll-in-blank problems using application codes such as sorting
algorithms and graph algorithms, which will be in our future studies.

Problem Q2
1: class _1_ {
2: protected int num;
3: protected double gas;
4: public Car() {
5: _2_ = 0;
6: _3_ = 0.0;
7: System.out.println("generate a car");
8: }
9: }
10: _4_ RacingCar extends Car {
11: private int course;
12: public _5_ () {
13: _6_ = 0;
14: System.out.println("generate a racing car");
15: }
16: }
17: _7_ CodeQ2 {
18: public _8_ void main( _9_ [] args) {
19: _10_ [] cars;
20: cars = _11_ Car[2];
21: _12_ [0] = _13_ Car();
22: _14_ [1] = _15_ RacingCar();
23: _16_ (int i=0; i<cars.length; i++){
24: Class clsName = _17_ [i] _18_ getClass();
25: _19_ .out. _20_ (class of (i+1) +

"th object is" + _21_ );
26: }
27: }
28: }

Problem Q8
1: public _1_ CodeQ8 {
2: public _2_ _3_ main( _4_ [] args) {
3: _5_ ( _6_ i = 0; _7_ _8_ 10; _9_ ++) {
4: _10_ .out.print _11_ i + ":");
5: _12_ (int j = 0; j _13_ _14_ ; _15_ ++) {
6: System.out. _16_ ("*");
7: }
8: _17_ .out. _18_ ("");
9: }
10: }
11: }
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For reference, the problem code for Q4 is revealed as follows. With a simple
structure of if else , the average correct rate for Q4 is the highest among
the eight problems.

Problem Q4
1: _1_ java.io.*;
2: _2_ CodeQ4{
3: public _3_ _4_ main( _5_ [] args) _6_

IOException{
4: System. _7_ .println("Please enter an integer");
5: BufferedReader br = _8_ _9_ ( _10_

InputStreamReader( _11_ .in));
6: _12_ str = _13_ .readLine( _14_ ;
7: int res = Integer.parseInt( _15_ );
8: _16_ ( _17_ == 1) {
9: System.out. _18_ ("the input is 1");
10: }
10: else _19_ ( _20_ == 2) {
11: _21_ .out.println("the input is 2");
12: }
13: _22_ {
14: _23_ .out. _24_ ("Please enter 1 or 2");
15: }
16: }
17: }

5 Conclusion

In this paper, we presented a workbook design of ll-in-blank problems in JPLAS
by collecting a set of Java codes from textbooks and Web sites, and applying the
extended blank element selection algorithm. This workbook design consists of 15
categories that are arranged in the conventional learning order of Java programming.
We showed trail application results of eight problems with four novice students.
In the coming semester, we will assign problems in the workbook to students in
the Java programming course, evaluate the effects of LOC and the two parameter
values in their solving performances, and verify the adequacy of this workbook in
Java programming educations for novice students.
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Abstract. For studying the consistent detection problem of software code 
deployed on the server, analysing the existing domestic and foreign consistency 
detection technology, based on the Netty framework and consistent hash 
comparison, achieved a software consistency detecting system for remote 
server. The system can effectively detect software’s consistency information 
which deployed on the server, and realize communication between server and 
client by Netty, including comparing task management, comparing information 
interaction, and through with traditional IO, asynchronous NIO of comparative 
tests proved the effectiveness and efficiency of the system. 

1   Introduction 

Computer as an important tool to improve productivity, occupies a very important 
position in the development of modern production, with the development of computer 
science, the scope of application of computer software more and more, software 
structure is becoming more and more complex, once the structure or content is 
changed, to those of widely used software, the problems brought by the loss is huge, 
software consistency detection technology arises at the historic moment. 

Software consistency detection is mainly used to detect whether the software being 
used is consistent with the initial installed software, to detect whether the software 
being used is malicious tampering or not. This technology can be applied in many 
fields such as digital library, intellectual property protection and software version 
consistency checking.  
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2   Related work 

The current domestic and international mainstream software consistency detection 
technology are the following. 

2.1   Software digital watermarking technology 

Software digital watermarking [1] is one of the many branches of information 
hiding, and its mainly protection object is computer code, including source code and 
machine code, to avoid or reduce the risk of copying and tampering. Because 
computer code can't tolerate any mistakes, some traditional methods of using a 
computer program that can be used to modify the computer program in the allowable 
error range will not be applied to computer software. For example, the modified LSB 
(Lease-Significant-Bits) bit method for digital images. The software protection 
method based on digital watermarking is an ex post method. It can not prevent the 
occurrence of tampering, but it can be used to prove the ownership of intellectual 
property. 

Using digital watermarking can effectively detect whether the software is modified 
or not. Firstly, use the digital watermarking technology to generate the only digital 
watermark, hidden in the software executable program code. When the program 
software is modified, then the software executable program code generated digital 
watermark, compared with the previous digital watermark, the results are not 
consistent with the results obtained. 

Advantages: software digital watermark with high accuracy, does not produce 
significant impact on efficiency of program execution, and has strong resistance to 
attack. 

Disadvantages: the need to insert additional code, need to be carefully prepared 
mute function and its call method, otherwise easy to be experienced by decompile 
wised, erasing the watermark.  

2.2   Consistency detection technology based on the License 

The consistency detection technology based on License [2] is the signature of some 
important program segments in the software by using the technology of cryptography. 
Then randomly verify the signature in the process of the execution of the program, if 
the signature verification fails, the program has been tampered with, can interrupt 
program execution or other measures. It can also encrypt program segmentation, 
runtime decryption step by step, step by step to clear, so that only run a major 
program segments can change the next layer of the program code from password into 
a clear text, ensuring important procedures section cannot be skipped. 

Inspection agencies according to the testing software, provided by the customer, 
with the private key d of the RAS encrypt software features, and in some transform 
algorithm to generate software check code (should be one to identify whether formal 
registration code) and key IDEA related to the software source code. The key IDEA 
with the private key of the RAS d keys encrypted stored in the beginning of the 
License file. Then software registration code encrypted with a key IDEA in the 
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License file. In order to further enhance security, in the generated License file can be 
inserted into a number of redundant information. 

Advantages: ensure the integrity and software version, only version match the 
License can ensure the software properly install for use 

Disadvantages: License in the process of use may be forged and tampered with, 
resulting in software information not consistent, cannot achieve the effect of check.  

2.3   Consistency detection technology based on the USB can 

USB encryption lock identity authentication [3,4] is a kind of convenient and 
secure authentication technology developed in recent years. It uses a combination of 
software / hardware methods, has been widely used in various fields, such as log on 
the local computer for identity authentication, for all kinds of application software 
system authentication, etc. For the software deployment version and safety testing 
version inconsistency problem, using a USB encryption lock identity authentication 
technology increase the authentication mechanism in the application software can 
well solve the security problems existing in the process of software version is not 
consistent. 

Advantages: completely avoid the problem of software version inconsistencies, at 
the same time, due to the complex encryption algorithm of software certificate 
encrypted, making software in the use of the process of security risks resolved. 

Disadvantages: increase the complexity of software use and hardware costs. 
Based on the research and analysis of the existing software consistency detecting 

method, this paper designs and implements a dynamic real-time software consistency 
detecting system. This system can detect the software version information running on 
the server regularly, and compare with the version information in the remote system. 
Finally, design experiment to verify the function and performance of the software 
consistency detecting system, at the same time, compared with the existing software 
consistency checking tools, and the results show that the system has good 
performance. The main characteristic of the system is can real-time detect the 
software version information running on the remote host, and does not require modify 
the software program source code, the function of the management system powerful 
and easy to use.  

3   Design and implementation  

3.1   Design Principle 

In order to make the system more acceptable and practical, the paper fully 
considers the functional requirements of the existing software conformance testing 
technology in the system design stage. Its main functional requirements are: 

Accuracy 
An important configuration file for the software, possible minimal changes will 

cause the entire software at run time a serious problem. Therefore, software 
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consistency detection technology need more fine-grained, the software structure and 
the content of small changes can be detected, nip in the bud. [5] 

Efficiency and concurrency 
With rapid the development of the Internet, the use of software increased 

dramatically. When a large number of software needs to be consistent, in order to 
ensure the user experience, it is necessary to complete a large number of software 
hash generation and comparison in the acceptable time range. A large number of 
consistency testing equipment (client) at the same time connected to the consistency 
of the detection system (server), need for network concurrency, and require the 
system to deal with high efficiency and concurrency. 

Real time interactive capability 
To monitor the real-time data of the consistency detection equipment (client), so 

the consistency detection system (server side) must receive the data of the remote data 
transmission in real time. And taking into account the future and existing consistency 
detection system for interactive control, so the system needs a good scalability and 
good system interface. 

3.2   The Framework 

The software consistency detection system is divided into data acquisition layer, 
communication network layer, data layer, core business layer and access layer. Client 
monitoring module can provide online monitoring information, including software 
configuration file, the core code files; Communication network  based on the Netty 
framework [6] to achieve the information transmission between client and server, to 
meet the requirements of system communication, high concurrency, real-time 
interaction and other requirements. To the client to collect information through the 
communication network, pass to the server, compare to sample library information, 
and do the core business operations, contains detection client online, consistent 
detection, send timed tasks, compare for the sample library management operation. 
Finally, the results are displayed to the user in the access layer. The overall structure 
of the system as shown below in Fig. 1: 
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Fig. 1. The software consistency detection system Frame 

The implementation of the whole consistency detection technology includes two 
parts: the consistency checking client and the consistency checking system. 

The consistency checking client is used for real-time monitoring of the client, 
when the system request is received, the request data is sent through the network to 
the consistency checking system, which is used to complete the consistency checking. 

The consistency checking system is based on B/S architecture, which is divided 
into presentation layer, core business layer and data layer: 

The data layer of the system uses the MySQL database to store the sample library 
and the comparison result. The Hibernate framework is used to complete the 
connection of the application and the database. 

The core business layer of the system includes the detection of the client's online 
state, consistency checking, sending the timing task, comparing the sample library 
management and other operations. Detection of online state can detect all the client is 
online detection. Consistency testing using the client sent the hash file with the server 
to save the sample library file for comparison, if the results are consistent, that the 
software is consistent, has not been modified. Sample library management includes 
the registration documents of the increase, delete, change, search and other operations 
and sample library of the pretreatment operation. System core module relations as 
shown below in Fig. 2: 
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Fig. 2. System core module 

3.3  Design And Implementation Of Consistency Detecting 

In this paper, we use the communication network layer design based on Netty and 
the consistency comparison principle based on hash to solve the problem of the 
network communication processing efficiency and the interaction ability of the 
system. 

Netty is based on NIO, which provides users with asynchronous, event driven 
development mode, through which developers can quickly and simply develop high-
performance, reliable network applications. Netty technology has greatly optimized 
the process of the development of network application. Not only to ensure the 
development of convenient and fast, but also to ensure that the performance of the 
application by the development of its stability and high scalability. 

Netty in accordance with the Reactor mode design and implementation, its server 
communication sequence as shown below in Fig. 3:[9] 

NIOServer Reactor Thread IOHandler

1 open ServerSocketChannel

2 Binding listening address 
InetSocketAddress

4 ServerSocketChannel registered to 
the Selector listening 

SelectionKey.OP_ACCEPT

3 create Selector start the thread

5 Selector polling ready Key

7 set up new client 
connection Socket

10 decode request

6 HandleAccpet() 
handles new client 

access

8 Register listener read operation to 
Selector Selector.OP_READ

9 HandleRead() 
asynchronous read request 

message to ByteBuffer
11 Asynchronous write 

ByteBuffer to 
SocketChannel  

Fig. 3. Server communication sequence
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Netty IO threads NioEventLoop due to aggregation of the multiplexer selector can 
be concurrent treatment of hundreds or thousands of client channel. As the read and 
write operations are non blocking, which can fully improve the efficiency of the IO 
thread, to avoid the frequent IO blocking caused by the thread hanging. In addition, 
due to the Netty using asynchronous communication mode and an IO thread can 
concurrent processing N client connections for read or write operations, which 
fundamentally solves the traditional synchronous blocking IO connecting thread 
model, structure properties, elastic scalability and reliability have been greatly 
improved. 

Network application layer protocol format is mainly the following: [7] 

1) message length, packet size of fixed length, enough space complement, the 
transmitter and receiver follow the same conventions. 

2) packet tail add special delimiter, such as each message end add CRLF character 
(for example FTP protocol) or designated special character as the message separator, 
the receiver through a special separate character segmentation message distinguish. 

3) divide the message into a message header and a message body, the message 
header contains a field that represents the total length of the message (or message 
body length). 

4) more complex custom application layer protocol. 

This paper mainly in the third way to customize the application layer protocol as 
an example, to achieve the consistency of the detection system based on Netty 
framework. [8] Use Netty framework for the preparation of the general process: 

1. Creates an object for the ServerBootstrap helper class of a NIO server; 

2. To create a ServerBootstrap object, to pass the two NioEventLoopGroup 
thread pool, one called bossGroup, one called workGroup; 

3. Call ServerBootstrap class childHandler (childHandler ChannelHandler) 
method, incoming specific business processing interface implementation 
class; 

4. Using the created ServerBootstrap object to bind a port, the server starts 
listening. 

Through the above operations, system program start, waiting for client connection 
requests, when the service receives the request data from the client, data from the data 
decoding module began the transmission and processing between service system 
modules. 

4   Experimental verification 

Using the open source server stress testing tool Jmeter, respectively to the 
traditional multi-threaded non-blocking implementation method, the implementation of 
the Java NIO and the implementation of Netty framework to carry out the pressure test 
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of the system. From the server CPU occupancy rate, server I/O throughput, system 
response time 3 aspects for compare and analysis, through the comparison results show 
that the Netty framework of the system CPU occupancy rate is lowest. 

 

Fig. 4. CPU utilization percentage 

In terms of throughput of the I/O system, the experimental results show that, every 
time each client requests to the server to send 100 bytes of data, not Netty framework 
for the realization of the consistency detecting system, when the number of clients in 
about 2000, the client and the server socket connection throw exception; in the Netty 
framework based on design consistency detecting system, server per second can 
request processing around 4000 concurrent users of the data. Experimental results 
show that when 20000 users connect to the server at the same time, the server can still 
be reliable and stable operation. 

 

Fig. 5. System response time 
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5   Conclusion 

The paper through the study of software consistency detecting mechanism, based 
on Netty network communication framework and consistency hash comparison, 
design and implement a high performance, support high concurrency and real-time 
monitoring software conformance testing system platform. The system can monitor 
the consistency of software distributed on several servers in real time, and detect 
whether the software is tampered with, so as to ensure the safety performance of the 
software. Compared with other consistency checking tools, the scheme proposed in 
this paper can not only support for multiple remote server software consistent 
condition monitoring, but also can give more rich and accurate information than that 
in fact a very effective distributed consistency detection scheme. 
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The generation of XSS attacks developing 
in the detect detection 

Abstract. In recent years, the web security events emerge in endlessly, web 
security has been widely concerned. Cross-site scripting (XSS) attack is one of 
the most foremost threats which using malicious scripts injected into Web 
applications and executing the scripts in the client browsers. Moreover, attacker 
could also combine other means of attack with XSS vulnerabilities to do further 
attacks, which would lead to disclosure of user privacy and even property 
damage.  

Common detect detection methods include black-box testing and white-
box testing. Black-box testing scans faster while it can not locate the specific 
codes which cause the vulnerabilities. White-box audit tools can locate the 
specific codes while it spends lots of time to analyze all codes. We propose a 
novel approach to locate the vulnerabilities which combines Fuzzing test and 
dynamic taint analysis, and design system prototype, then verification and 
testing. 

1   Introduction 

With Web application security events happened frequently, domestic and foreign 
research organizations and institutions of Web application vulnerabilities do lots of 
researches which focus on the vulnerability detection and defensing exploits. There 
are two ways to detect detection which are Black box testing and the white-box 
testing [1]. 

  White-box testing methods detect detection by analyzing the Web application’s 
code, and due to the complexity of the program, it can not find all vulnerabilities. In 
this situation, it can run black-box testing which does not need to know the internal 
structure of the program. Black-box testing input s series of test data to the program, 
judging the existence of vulnerabilities by the response of the program [2].  

  Because white-box testing has a high rate of false positives and spends a long 
time to test, and because the weaknesses of black-box testing in coverage and process 
of development, it is best to combine these two techniques to detect Web security 
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vulnerabilities. Therefore, we propose a method to locate the vulnerabilities which 
combine Fuzzing test and dynamic taint analysis [3]. 

Our study focuses on the generation of attack vector library, because attack vector 
library is a key part of Fuzzing test, which is directly related to the accuracy and 
coverage of Fuzzing test. Based on the characteristics and attack patterns of XSS, we 
design XSS attack vector library. In Fuzzing test, using test string from the library to 
construct malformed URL or form, sending an HTTP request to Web application, 
judging the existence of vulnerabilities by the consistence of the response of server 
and vulnerabilities [4][5]. The method of generating test data determines the 
efficiency of testing process and the capacity of mining vulnerability. 

The rest of this paper is organized as follows. In section 2, we introduce our Web 
application vulnerabilities positioning frames, and explain the whole process of our 
system. In section 3, some crucial technical method used to generate test data are 
given. Section 4 presents our empirical evaluation. Finally, we conclude and outline 
future work in Section 5. 

2   Web Application Vulnerabilities Positioning Frames 

Our technique consists of spider module, Fuzzing test module and dynamic taint 
analysis module. Wherein the dynamic taint analysis module comprises taint seed, taint 
tracker, and exploit analyzer.  

Spider module analyzes the Web page content, gets XSS injection points’ 
information, generates test files of sources, and prepares for Fuzzing test. Fuzzing test 
module determines Web application loopholes’ injection points which are dynamic 
taint analysis’s inputs. Dynamic taint analysis module marks taint seeds based on the 
results of Fuzzing test, traces taint propagations and records the propagation paths by 
taint propagation rules, ultimately confirms the existence of the vulnerability based on 
the detection algorithm, and if there are loopholes, it throws taint sources and taint 
propagation paths in the program. 

Vulnerabilities derived from the test results Fuzzing Web application system is not 
completely accurate, there will be false positives. With the accuracy of dynamic taint 
analysis, we can verify the candidate vulnerabilities of the Fuzzing test reports, to get 
the report of real vulnerabilities in Web application. Therefore, the dynamic taint 
analysis’s input will be the candidate vulnerabilities of Fuzzing test, and ultimately the 
number of vulnerabilities of security report will be the same or less. 
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Fig. 1. Web Application Vulnerabilities Positioning Frames 

3   Generating the Test Data 

Our technique using web server to be the target of Fuzzing test, constantly sending 
test data to web server, judging the exceptional situation, and ultimately achieving the 
function that mining potential XSS vulnerabilities. 

In the process of the Fuzzing test, the main work processes are repeated to generate 
data and monitoring software’s exceptions. Because the Web server’s Fuzzer is 
different from the other traditional network protocol tester when using test data, in the 
subsequent sections, we use attack vector instead of the test data in Fuzzing test. This 
paper presents a technique and an automated tool for finding XSS vulnerabilities in 
Web applications, and a variety of script codes are generating the attack vectors which 
we need. 

According to the classifications of Fuzzers, this paper respectively adopts two ways 
to generate attack vector which are Pre-generated attack vectors and Agreement 
generated automatically attack vectors [6]. 
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3.1 Pre-generated attack vectors 

We should focus on interactive data where it is most prone to have XSS 
vulnerability. The fundamental reason of causing XSS is that there is not deal with 
input data well, and it generates JavaScript code which should not be executed and 
makes the browser successfully execute the code, so the input, URL parameters are 
suspicious of XSS injection point [7]. There are some common injection points as the 
following tips. 

 (1) URL. Extracting tags in the page which with parameters in the URL, then 
replace its parameters by XSS attack code, next constructs the URL that uses HTTP 
requests’ ways. Like: www.xss.com?Param URL = value. We need to find the tags like 
< a >, < iframe >, < img >, etc. 

 (2) Form. Table will be submitted what user input to the Web server, and 
Submission methods are divided into the get and post, and it is commonly used post 
method. The types of input tag are "text", "password", "submit", etc. We need to 
extract contents of its name and value through regular expression and add attack code 
in to the content, then re-send the request. 

 (3) HTML tag attributes. Most HTML tags support the pseudo-protocol form such 
as javascript: [code]. And the protocol represents the body of the attributes can be any 
JavaScript code that invokes its JavaScript interpreter to run. So users can use the 
feature to implant XSS attack code [8]. 

(4) HTML tag event. Interaction between JavaScript and HTML is achieved by the 
event, and the event that is a browser’s or a user’s own operation, like onclick, 
onmouseover, onload, onerror, etc. and the response function called an event handler, 
which executes the JavaScript code. So, since the event itself can execute JavaScript 
code, then the attacker also can use the feature to execute XSS attacks. 

(5) SRCIPT tag. If SCRIPT tag involved in DOM, the parser will perform and 
modify the HTML page, which may lead to XSS vulnerabilities.  

(6) The CSS cascading style form. The function of CSS is used to format the style 
of HTML tags, like color, position, size, etc. Some properties can be customized to 
specify, for example: background-image is usually used to change the address of the 
image, and attacker can also use this feature to insert XSS attack code [9]. 

In fact, lots of websites often use a variety of filtering mechanisms for processing 
the input data [10]. In order to ensure the effective operation of the injection of code, 
our attack vectors need to be deformed to escaping the filtering mechanism. Some 
common variants like encoding, mixed case, insert a blank string, etc. Using these 
methods to transform the initial attack vectors, is an important step in the pre-generated 
attack vectors, and this is an ongoing and continuous improvement process. 

3.2 Agreement generated automatically attack vectors 

That uses pre-generated attack vectors, through the analysis of the known 
loopholes, to identify the rules and its using patterns, thereby generating basic attack 
vector samples; and on this basis, that uses different derivative methods to transform 
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samples; as a result, there is a massive attack vector set for detection. This approach 
can effectively detect known vulnerabilities, but it has low detection efficiency, and it 
can not find unknown vulnerabilities. Thus, this paper that uses the way which is 
Agreement generated automatically attack vectors to generate attack vectors at the 
same time.  

Agreement generated automatically attack vectors requires previous study, 
understanding and interpretation of the protocol of the sites inputs’ filtering 
mechanism. First according to the priori information to produce a set of data to 
interacts with web sites, then get the corresponding data filtering mechanism from the 
feedback information, and analyze and identify different filtering mechanisms of web 
servers, generate new attack vectors in a heuristic way. Agreement generated 
automatically attack vectors are divided into two sections which are protocol analysis 
and data generation. 

3.2.1 Protocol analysis 

In the production of a variety of attack vectors, there are some important characters 
has an important role for attack vectors. US-CERT considers that special characters are 
<>()" '&;{}% etc. If sites do not handle the special characters input, it will bring 
security problems, but only <>()" '&% of them will lead to XSS vulnerabilities, for the 
following reasons: 

 Symbol < can introduce a new label, such as <img>, <script> and so on. 

 Symbol > can end a HTML’s label, such as injection scripts in <HL>, <tr> 
and so on. 

 Symbols "and ' can end a tag’s attribute, then added an event handler, which 
insert scripts to attack. 

 Symbol % can introduce the form of a hexadecimal encoding of attack scripts. 

 Symbol & may introduce javascipt code. 

In addition to these special characters, there are some important keywords in the 
XSS attack. If we don’t deal with these keywords will also course potential security 
problems. For example: script, javascript, document, cookie etc. 

 Script and javascript can introduce script code. 

 Document can lead script to operate the current document object. 

 Cookie can lead script to access cookie information about the current page. 

Because of the special role of the above special characters and keywords, common 
filtering mechanism deal with the special characters like characters encoded, 
substitutions, deletions and so on. So the website's inputs do not include these special 
characters. In order to detect whether these sites filtering mechanism is perfect, we 
need to experiment and test its filtering mechanism, and select the appropriate attack 
vector for its filtering mechanism or deformed attack vectors for further testing. 

This paper uses the following test data to detect site’s filtering mechanism. 
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Table 1. Analyze filtering mechanism’s test data 

Test data Special 
characters 

wouldbe < > wouldbe < > 
wouldbe ( ) wouldbe ( ) 
wouldbe ’ ” wouldbe ’ ” 
wouldbe & wouldbe ’ ” 

wouldbe % script javascript wouldbe % script javascript 
wouldbe document wouldbe document 

wouldbe Cookie wouldbe Cookie 

In order to facilitate searching input characters which we entered from site’s 
feedback, we use wouldbe as the beginning and end tags.  

When get the content of the feedback from the site, compare with the original data, 
thereby obtaining a filtering mechanism. 

Currently filtering mechanisms are mainly deletion, encoding and transformation 
three ways, the following table is an instance of filtering characters.  

Table 2. Filtering characters 

Filtering method Original data Feedback data 
Deletion xDocument x 
Encoding < &lt 

Transformation iframe yiframe 

3.2.2 Data generation 

Agreement generated automatically attack vectors is analyzing servers’ different 
filtering mechanisms, generate new attack vectors in a heuristic way. This paper 
mainly searches for delete filtering mechanism, dynamic generated test data by attack 
vector sample. 

Server that uses deletion to deal with key string is a common security measure. For 
deletion, we designed a context-free grammar to generate suitable attack vectors, and 
the following is its formal definition. 

Grammer G=({O},{x, y, z, D}, R, O), rule R is O->xyz|DO|OD  x->xD|Dx   

y->yD|Dy  z->zD|Dz                             (1)    

In this grammar O is original attack vector, x y z is a part of O, D is the deleted key 
characters. Each member of the grammar is use to dynamically generate fuzzing attack 
vectors. 

When analyze site’s filter mechanism is deleting string which is document, get a 
part of attack vector document. Cookie as O, x is doc, y is cument.co, z is okie, then D 
is document. One of the generating string is docdocumentument.codocumentokie. It’s 
parse tree shown in the figure 2. 
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Fig. 2. Parse Tree 

According to string which generated by this grammar, it can use the mechanism of 
deletion to test the server. The above sentence is filtered through the server, eventually 
converting to the original attack vectors which can be run. 

 
Fig. 3. Attack Vector’s Transformation when It though Server 

4  Evaluation 

To demonstrate the supposed effectiveness of this method, we scan a site to find 
out its vulnerabilities, select two other mainstream XSS vulnerability detection tools to 
scan the same site, compare their scan results.  

Cross Site "Scripter"(XSSer) is an automatic framework to detect, exploit and 
report XSS vulnerabilities in web-based applications [11]. It contains several options to 
try to bypass certain filters, and various special techniques of code injection. Burp 
Suite is an integrated platform for performing security testing of web applications. Its 
various tools work seamlessly together to support the entire testing process, from initial 
mapping and analysis of an application's attack surface, through to finding and 
exploiting security vulnerabilities [12].  

  As the results present in Table 3, our method totally detect 6998 urls, and find 
out 7 vulnerabilities. According to Table 3’s data, our method is obviously faster than 
Burp Suite. We manually test the detected vulnerabilities, and found that XSSer gets a 
false alarm and two false negatives. Our technique and Burp Suite got no false positive 
and both got one false negative. 
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Table 3. Experimental Results 

Tool Time-
consuming 

The number  
of detected 

vulnerabilities 

The actual 
number of 

vulnerabilities 

The 
number 
of false 

positives 

The 
number
of false

negative
Our 

technique 
1035s 7 8 0 1 

XSSer 998s 7 1 2 
Burp 
Suite 

1264s 7 0 1 

5  Conclusion 

In this paper, we demonstrate a novel approach to detect XSS vulnerabilities 
combine Fuzzing with dynamic taint analysis technique. In Fuzzing test, that uses 
attack Strings from the attack vectors’ library to do Fuzzing test, that can get XSS 
vulnerabilities’ injection points quickly. In dynamic taint analysis, by tracking these 
injection points’ propagations, recording the whole process of XSS vulnerabilities in 
the program from source to sink, thus completing the vulnerability detection. This 
paper describes the generation of attack vectors for the vulnerability, in order to solve 
the problems about detect unknown vulnerabilities, that uses pre-generated and 
agreement generated automatically attack vectors to generate test data and designing a 
context-free dynamically generated test data grammar based on server deletion filtering 
mechanism. 

Experimental results show that the method can effectively mining sites’ 
vulnerabilities, and it also can effectively reduce the workload of the site safety audit. 
In our future work, we will analyze the sites’ filtering mechanism, and improve the 
efficiency of generating attack vector algorithm. 
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Abstract. Searchable public key encryption allows data owners to store the 
encrypted data in the cloud server and the users can directly search over the 
encrypted data in the cloud server to obtain the desired data. However, in such 
situation, for example, in the process of network transmission, the data can be 
damaged due to the incorrect operation caused by the data owner or other 
unexpected circumstances, leading to serious consequences that the transmitted 
data is not consistent with the original data. Thus, the searchable public key 
encryption scheme with data integrity checking is necessary. In this paper, we 
implement the data integrity checking and further improve the security and 
integrity of the scheme. We first propose the concrete scheme and then analyze 
the security and the performance of the scheme. 

1   Introduction 

With the development of cloud technology, users can use the services provided by the 
cloud server more conveniently. Through these existing tools in the cloud server, such 
as Dropbox, Google Drive and iCloud, users can not only easily store their data in the 
cloud server, but also can share their data with other users quickly. 

Although there are many advantages storing the data in the cloud server, there are 
still many problems for the development of cloud computing. The problem of data 
security [1] is the first problem that we should consider, and even to a certain extent, 
it has become an important factor that restricts its development. To solve the problem 
mentioned above, the direct idea is to store the data after being encrypted in the cloud 
server, so that we can ensure the privacy of the plaintext. This, however, raises 
another question; when the client needs to find the relevant documents containing a 
keyword, searching the encrypted data in the cloud server becomes a problem. In 
order to solve this problem, the general method is to use the searchable encryption 
scheme [3]. In this scheme, the data owner uploads the encrypted documents and the 
encrypted keywords to the cloud server, and the user submits the trapdoor to the cloud 
server to search over the encrypted documents. 
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In the searchable encryption [2] scheme, data can be stored in the cloud server in 
the form of the ciphertext, and the user can directly search over the encrypted data [5] 
instead of decrypting the encrypted data at first. With this method, the cloud manager 
and the malicious users cannot get any information of the plaintext from the encrypted 
document and the encrypted keyword, and thus this scheme guarantees the privacy 
and the security of the data. However, in the cloud environment, due to the hardware, 
software or human factors, the cloud server sometimes incorrectly modified, or even 
deleted the users’ data. And the users themselves do not store data locally, so users 
cannot check directly the integrity of the received data. In such a situation, the design 
and implementation of the searchable public key encryption scheme with data 
integrity checking becomes necessary. The user check the integrity [7] of the received 
data to determine whether the received data is consistent with the original data the 
data owner possesses. 

For the above questions, in this paper, on the basis of the original structure of the 
searchable public key encryption scheme, we realize the function of data integrity 
checking [4]. We first propose the concrete scheme; and then we analyze the security 
and the performance of the scheme. 

The remainder of the paper is organized as follows. Section 2 presents some related 
work. And we propose the concrete scheme in Section 3 and analyze the security and 
the performance of the scheme. Finally, we conclude the paper in Section 4. 

2   Related Work 

In this section, before we introduce our scheme, we first review the related knowledge 
used in this paper, including the foundation of mathematics and cryptology concepts.  

2.1   Complexity Assumption 

2.1.1   Bilinear Map 

We assume that G1 and G2 are two groups of prime order p and g is a generator of G1. 
A bilinear map with cryptography is a map e: G1 * G1  G2 with the following 
properties: 

Bilinearity:  g, h  G1, 
*

p, e(ga, hb) = e(g, h)ab. 
Non-Degeneracy: 1, g  0  (e(g, g)) = G2 (e(g, g) generates G2), in 

other words: g  0  e(g, g)  1 
Computability: there is an effective algorithm for computing e(g, h)  G2 for all 

the g, h  G1. 

2.1.2   Bilinear Diffie-Hellman 

We assume that G1 and G2 are two groups of prime order p and g is a generator of G1. 
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Bilinear Diffie-Hellman Problem(BDH): Fix a generator g of G1. The BDH 
problem is as follows: given g, ga, gb  G1 as input, compute e(g, g)ab  G2. We say 
that BDH is intractable if all polynomial time algorithms have a negligible advantage 
in solving BDH. 

An algorithm A has advantage  in solving BDH in G if Pr[A(G, p, g, ga, gb, g
c) = 1 ] 

- Pr[A(G, p, g, ga, gb, gab) = 1 ]  , where the probability is over the random choice 
of generator g in G, and the random choice of a, b, c in Zp

*. 
Definition 1: The BDH assumption holds in G if no algorithm has advantage more 

than  in solving the BDH problem in G. 

2.2   Searchable Encryption 

As shown in Figure 1, a searchable encryption scheme [6] contains four processes: 

Step 1

Step 2

Step 4

Step 3

Client
The cloud
serverEncrypted data

Keyword
trapdoors

Encrypted data

 
Figure 1: Steps in searchable encryption 

Step1: Encryption process. The data owners use the key to encrypt the 
document on the local devices, and upload it to the cloud server. 
Step2: Trapdoor generation process. The authorized clients use the key to 
generate the trapdoor for a keyword, and the trapdoor cannot reveal any 
information of the plain text. 
Step3: Retrieval process. The cloud server takes as input trapdoor to search [10] 
over the encrypted data, to return all of the documents containing the specified 
keyword. The cloud server cannot get more information except for the 
knowledge if the cipher text contains a specific keyword. 
Step 4: Decryption process. The clients use the key to decrypt the encrypted 
data returned by the cloud server to obtain the query results. 

3   The Proposed Scheme 

3.1   Description of the Scheme 

We propose a concrete scheme that contains the following algorithms. And we use the 
graphic to describe the algorithm in a simple manner, as shown in Figure 2. 
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Figure 2: The concrete searchable public key encryption scheme with data checking 

1) KeyGen(k): the data owner uses this algorithm to generate the public/private 
key pair pk/sk. The specific process is as follows: 
Generate a bilinear map group system  = (G1, G2, q, g, e(·, ·)), where q is the 
order of G1 and G2, g is the generator of G1; 
Select hash functions: H1: G1  {0, 1}l1, H2: {0, 1}*  G1; H3: G2  {0, 1}l3; 
H4: {0, 1}*  {0, 1}l4

. 
Pick a random x  Zq, and computes y = gx; 

Finally, the algorithm outputs: Pk = (q, g, e, G1, Ge, y), sk = (pk, x). 
2) ENC(pk, w, m): the data owner uses this algorithm to encrypt data and 

generate its keyword ciphertexts and the tag . The algorithm takes as input the 
public key pk, and: 
randomly picks a r  Zq, and computes c1 = gr,  = yr, K = H1( ); 
for the plaintext m generates its ciphertext c2 = K  m, and generates the 
encrypted keyword cw for a keyword w by computing: h = H2(w),  = e(h, y)r, 
cw = H3( ). 
for the plaintext generates its tag used to check the integrity of this file by 
computing:  = H4(m, c2, cw),  =   K. 

Finally, the data owner uploads (c1, c2, cw, ) to the cloud server. 
3) Trapdoor(sk, w): the client uses this algorithm to generate a trapdoor for a 

keyword to perform a keyword search. It takes as input the private key sk and a 
keyword w and outputs the trapdoor tr for the keyword by computing tr = 
H2(w)x. Finally, the client uploads tr to the cloud server. 

4) Search(tr, c1, c2, cw, ): the cloud server uses this algorithm to perform a 
keyword search over the encrypted data to justify whether the encrypted 
document contains the specific keyword. This algorithm takes as input the 
trapdoor tr, the encrypted data c2, the encrypted keyword c2 and the tag  and 
then it judges H3(e(tr, c1)) =?= cw. If it is true, the cloud server would send (c1, 
c2, cw, ) to the client; otherwise, the cloud server would output “reject”. 

5) Check(sk, c1, c2, cw, ): the client uses this algorithm to check [8] whether the 
received data is consistent with the original data provided by the data owner. 
This algorithm takes as input the private key sk, the encrypted data c2, the 
encrypted keyword cw and the tag  and  
generates the plaintext m by computing:  = c1

x, K = H1( ), m = K  c2; 
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judges H4(m, c2, cw) =?=   K. If it is true, the received data is consistent 
with the original data and the client can accept the plaintext m. Otherwise, this 
algorithm simply outputs “false”. 

3.2   Security Analysis 

In order to analyze the security of the scheme, we assume that the cloud server is 
“curious and honest”, and we assume that the users try to access data within or out of 
the scopes of their privileges. Moreover, we assume that the communication channel 
is not safe, that is, an attacker can obtain information from the communication 
channel. 

Theorem 1: The proposed scheme realizes the function of controlled searching. 
Proof: The theorem requires that users who have the searchable encryption key sk 

can search over the specific document, but the users are unable to search over 
documents out of the scopes of their privileges. Similarly, the user cannot generate 
other private keys to search for other files based on the known private key. Theorem 1 
can deduced from the following lemmas: 

Lemma 1: Every authorized user can perform a keyword search successfully. 
Proof: Lemma 1 shows the correctness of the proposed scheme. After the data 

owner has generated the searchable encryption key sk, the key should sent to the 
authorized user. The authorized user uses the private key sk to generate the trapdoor, 
and the trapdoor would be submitted to the cloud server. The cloud server would run 
the search algorithm after receiving the trapdoor. We can see that the authorized user 
can search successfully based on the known key sk by computing H3(e(tr, c1)) =?= cw. 

Lemma 2: When a user tries to search for a document out of the scopes of his 
privilege, or when the cloud server colludes with the user, they are unable to search 
for documents that they are allowed to search.  

Proof: In this case, the malicious user has not only his own private key but also 
information on the cloud server: trapdoor tr, the ciphertext c2, the keyword cw and the 
tag . However, the user cannot search for documents out of the scope of his or her 
privileges. The malicious user has an arbitrary amount of information: H2(w)x, g, gx 
and (gx)r. According to the discrete logarithm problem, the user cannot guess the value 
of r and x. A malicious user generates the error sk, and computes the value tr which 
would be uploaded to the cloud server. The cloud server runs the search algorithm. 
We can see that there is no cw to make the formula H3(e(tr, c1)) == cw compute 
successfully, and the search algorithm would return a “reject” value. 

Theorem 2: The scheme realizes the function of query privacy. 
Proof: The malicious user knows the private key sk corresponding to the specific 

document and can search for the documents within the scope of his key. The cloud 
server also knows the information on the data stored in it: the keyword ciphertext cw, 
the trapdoor tr and the pk. However, we can still prove that our scheme achieves the 
function of query privacy. Theorem 2 can be deduced from the following lemma. 

Lemma 3: An attacker cannot obtain the information of the keyword according to 
the known trapdoor. 

Proof: We assume that an attacker A has an arbitrary number of trapdoors, and the 
attacker tries to obtain the information on the keyword based on this. In this case, the 
attacker has the information: H2(w1)

x, H2(w2)
x, …, H2(wn)

x. The attacker can obtain the 
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information of the keyword only when he can guess the private key x. According to 
the information that the attacker has known: g and gx, we can know that the attacker 
cannot get the value of x based on the Lemma 2. 

Lemma 4: An attacker cannot get the information on the keyword when the attacker 
knows the keyword ciphertext and other related public information. 

Proof: The attacker attempts to obtain the information on the keyword from the 
keyword ciphertext stored in the cloud server. The attacker knows the following 
information: the keyword ciphertext cw = H3(e(H2(w), gx)r) and the public key pk = (g, 
gx, e, G1, G2). According to the BDH problem stated in the section 2.1.3, the attacker 
cannot know the sk x based on the ciphertext cw and the public key pk. And thus the 
attacker cannot get the information of the keyword. 

3.3   Efficiency 

According to the searchable public key encryption scheme [9] with data integrity 
checking described above, we can see that the algorithms in the scheme mainly 
involve the pairing computation and the operation of exclusive or. The scheme we 
proposed is based on the searchable public key encryption scheme which is based on 
the bilinear pairing. And on the basis of not destroying the original asymmetric nature, 
we mainly use the operation of the exclusive or to check the integrity of the data. We 
then discuss the performance of the two operations separately. 

In our experiment, we use the language java to implement the operation of the 
exclusive or. The length of data is 80, and the data type used in byte. We tested the 
operation on a Lenovo computer with an Intel(R) Core(TM) i5-4590 CPU at 
3.30GHZ and 8 GB of RAM running Windows7. We test that when the number of 
data increases to 1million, the time cost is 27ms as shown in the Figure 3. For the 
pairing computation, according to the pairing-based cryptography library, the time 
cost of a pairing computation using the pretreatment for the parings of type ‘a’ is 
11ms. According to the java pairing-based cryptography library, the time cost is 
7.234ms. Thus, from the point of view of the performance evaluation, the cost time of 
the operation of the exclusive or is almost negligible compared with the cost time of 
the pairing computation. So efficiency of the proposed scheme is almost same as the 
scheme that our scheme is based on. 

 
Figure 3: Time cost of the operation of the exclusive or 
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4   Conclusion 

Research on searchable encryption is becoming popular, and the technology 
guarantees the security of the owners’ data in the search process. Based on this 
concept, for the first time, we construct the searchable public key encryption scheme 
model with data integrity checking and realize a concrete scheme on the basis of 
ensuring security. Moreover, we analyzed the performance and security of the 
concrete scheme in detail. The analysis results show that our work can provide an 
effective and secure solution to searching data stored in the cloud based on the 
searchable asymmetric encryption scheme. 

In the concrete scheme we constructed, the data owner uploads the encrypted 
keyword, the ciphertext and the tag  to the cloud server. And if the user searches 
successfully, the cloud server sends the ciphertext and the tag  to the user. The user 
can use the tag  to check if the received data is consistent with the original data. Thus 
the security of the scheme has been further improved. However, in the scheme 
proposed in this paper, a different key is used for a different document, and if the data 
owner possesses a large number of documents, a large number of keys are needed, 
and the data owner needs to send the keys to the authorized users. Moreover, a large 
number of trapdoors must be generated by users and submitted to the cloud in order to 
perform a keyword search over many documents. How to reduce the number of 
encryption keys [11] and the number of trapdoors is the follow-up work we have to 
consider. Moreover, this scheme provides us a direction to solve the problem of 
searchable asymmetric encryption, and we can continue to study more problems to be 
solved in this field. 
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Abstract. Considering the protection requirements of large organizations for 
multiple web applications, we design and implement an attack detection system. 
The system is built on the big data platform, which is highly scalable. It adopts 
the network-traffic-based detection, capturing, parsing and analyzing the HTTP 
packets passing by in real time. By analyzing historical data, we are able to get 
application-specific access patterns, which can help domain experts find out 
anomalies efficiently. Besides, based on the labels given by domain experts, 
semi-supervised learning is applied to build attack detection classifier. The 
system is deployed in the real network of our university and has detected 
dozens of attacks. 

1   Introduction 

Large organizations, such as enterprises, colleges and governments, usually have to 
maintain multiple web applications. The traditional firewall and intrusion detection 
systems work at network layer, while web application firewall (WAF) just provides 
rule-based filtering, which cannot fulfill the security protection requirements of 
various web applications. 

The development of big data technology makes it possible to gain massive storage 
and powerful computing ability at a relatively low cost. It is regarded as an ideal 
solution for coping with unknown attacks. By combining big data technology and 
machine learning algorithms in the field of intrusion detection, the protection ability 
of web applications can be effectively improved. 

We design and implement an attack detection system based on big data platform, 
which can provide attack detection service for multiple web applications. The system 
is consisted of six subsystems, which are data collection, protocol parsing, big data 
storage, offline learning, online detection and visualization respectively. The system 
is deployed in the real network of our university——Beijing University of Posts and 
Communications (BUPT), providing attack detection service for multiple web 
applications maintained by the university. The statistic data shows that the system 
works stably and is able to detect dozens of attacks targeting at web applications. 
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The following chapters are organized as follows: Chapter 2 introduces the related 
work, mainly focusing on the application of machine learning in the field of intrusion 
detection. Chapter 3 describes the system's overall architecture, and explains the 
functionality and implementation of each subsystem in detail. The conclusion and 
future work is in Chapter 4. 

2   Related Work 

The system described in this paper belongs to the category of intrusion detection 
system. As an important member of the security appliances, intrusion detection 
system [1] has a long history. It protects computer systems and networks from abuse, 
and is another generation of security technology following up the firewall. Intrusion 
detection is usually regarded as a classification issue since its main objective is to 
distinguish malicious access behavior. Machine learning is an effective way to solve 
such problems, and has been applied in the field of intrusion detection for a long 
period [2]. Supervised and unsupervised learning are two commonly used methods. 
Supervised learning is introduced in [3][4][5], and maximum entropy, support vector 
machine (SVM) and random forest algorithms are adopted respectively. In general, 
supervised learning requires a great deal of labeled training samples. Some 
researchers label the training sets manually, while a large number of other researchers 
tend to use some publicly available labeled sets, such as the famous KDD CUP ’99 
data set. An unsupervised learning method is proposed in [6], while [7] makes attempt 
to combine the two learning methods. Overall, unsupervised learning is easily 
affected by the data distribution, whose effect is inferior to supervised learning. 

With the development of the Internet, it is now quite easy to collect a large number 
of unlabeled samples. However, the number of labeled samples is relatively small, 
and the cost of manual annotation is very expensive. For those reasons, many 
researchers are turning to semi-supervised learning and active learning. The whole 
iterative process of semi-supervised learning needs no manual intervention. It is based 
on a small number of labeled samples and tries to make use of unlabeled data [8][9]. 
On the other hand, the general idea of active learning is to imitate the learning process 
of human. It extracts a small number of most uncertain samples, and asks domain 
experts for a correct label. Active learning classifier is established based on these 
samples, and is used to classify other unlabeled samples [10]. The system designed in 
this paper adopts semi-supervised learning. Meanwhile, we also draw lessons from 
the idea of active learning, and ask domain experts to judge normal access patterns 
and abnormal access behavior right before the semi-supervised learning starts. 

From another point of view, the changing focus of machine learning research 
reflects the fact that the amount of available data is increasing dramatically. Big data 
era comes. It can provide adequate fuel for machine learning, so the combination of 
big data technology and machine learning can effectively improve the ability of 
existing intrusion detection system. Therefore, we argue that it is quite necessary to 
design and implement an attack detection system for a variety of web applications 
based on big data platform. 
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3   The Proposed System 

By utilizing big data and machine learning technologies, we design and implement a 
system which can provide attack detection service for many kinds of web applications 
simultaneously. The system’s overall architecture is shown in Figure 1. We will 
introduce the six subsystems respectively. 
 

 
 

Fig. 1. The system’s overall architecture 

3.1   Data Collection Subsystem 

The data collection subsystem adopts the client/server architecture. A high-
performance distributed message queues named Kafka [11] is used in server side. 
Kafka is intended to cache text log messages originally. However, we make some 
extension in our system and use it to cache the high-speed network traffic. 

The client monitors network traffic on the bypath. It consists of high-performance 
network traffic capture procedures and the producer client of Kafka. In practice, the 
server side is usually deployed close to the data source. Because of the client does not 
do any parsing, and its memory usage is optimized in the code level, the system can 
collect data at the rate of several gigabit per second. 

3.2   Protocol Parsing Subsystem 

The protocol parsing subsystem is used to transform the captured network traffic data 
to an object type, so that the following subsystem can read and process it. We define 
the HTTPSession class, its members cover all information of a HTTP session, 
including source IP, source port, destination IP, destination port, protocol type, as 
well as the main fields in request headers, request body, the main fields in response 
header, response body and response time. The object of HTTPSession class is the 
basic processing unit in the whole system. 

The protocol parsing subsystem is based on the Spark Streaming [12]. First of all, it 
reads traffic packets cached in data collection subsystem using Kafka consumer client 
written in Scala, and uses the 5-Tuple (source IP, source port, destination IP, 
destination port, protocol type) as the key, packing and restoring the complete HTTP 
session data with join and reduce operations. Then HTTP protocol analysis module is 
called by the map operation to map network traffic data to HTTPSession object. To 
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improve performance, we implement HTTP protocol parsing module in C language, 
and use JNI to interact with Scala. 

3.3   Big Data Storage Subsystem 

The big data storage subsystem contains two storage platforms——HDFS and HBase. 
HDFS is the open source implementation of Google File System (GFS) [13], and is 

suitable for storing large volume of unstructured data. HDFS is used for storing the 
original traffic data. The specific implementation is using Spark Streaming tasks to 
call Kafka consumer client and save the received data to HDFS. 

Based on the design principle of Google Bigtable [14], HBase is a column-oriented 
distributed database. The subsystem uses HBase to storage HTTPSession object sent 
from protocol parsing subsystem. We build index for key fields, so that the offline 
learning subsystem can perform effective queries. 

3.4   Offline Learning Subsystem 

Offline learning subsystem is a machine learning platform based on the Spark MLlib 
[15], as is shown in Figure 2. By analyzing the historical web access data, we 
discover following rules: 

(1) Normal access takes more than 90% of total access, and they are the high 
similar to each other. 

(2) The access to specific domain and URI shows certain statistical characteristics 
in several dimensions, including depth, width, number of visits, duration, response 
status code and response time. The object that deviates from statistical center is more 
likely to be an attack. 
 

 
 

Fig. 2. The Offline Learning subsystem 

For (1), we extract the URI and parameters from URL, and generalize it to some 
normal access patterns. Domain experts make judgment to the extracted normal 
access patterns to form the database of normal access rules. 

The subsystem discovers anomalies according to (2), and submits the HTTPSession 
object to domain experts for further judgment. The objects marked as attack by 
domain experts will be added into the attack sample set. The subsystem extracts 
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features from attack sample set and use semi-supervised learning algorithm to train 
intrusion detection classifier. 

3.5   Online Detection Subsystem 

The online detection subsystem uses misuse-based and anomaly-based detection 
methods jointly. Figure 3 shows the work flow. 
 

 
 

Fig. 3. The Online detection subsystem 

Newly-received HTTPSession objects first go through the attack detection classifier. 
The subsystem informs network administrators if any known attack is detected. Other 
normal HTTPSession objects will be passed to the database of normal access rules. If 
an object fails matching the rules, the object will be treated as an abnormal access and 
submitted to domain experts for further judgment. If domain experts mark it as an 
attack, then the object will be added to the attack sample set. 

3.6   Visualization Subsystem 

The main purpose of visualization subsystem is to provide a convenient operation 
interface to network administrators and domain experts. We will neglect the details 
here. 

4   Conclusion and Future Work 

Generally speaking, the system mainly has three advantages. First of all, being built 
on big data platform, the system can effectively parse web application protocols and 
extract access patterns leveraging massive storage and powerful processing ability. 
Secondly, the results of big data analysis make the labeling work of domain experts 
more specific and efficient. Besides, semi-supervised learning method is very suitable 
for such application scenarios. Finally, the system uses the misuse-based and 
anomaly-based detection jointly, which reduces false alarms and improves the recall 
rate at the same time. 

Our statistic data shows that the system processes about 1.8 million web requests 
per day, and the proportion of detected web attacks in all requests is about 1%. SQL 
injection, directory traversal and cross site scripting (XSS) are the most common 
attacks. 
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Moreover, a lot of work can be done to improve the system. The future work will 
be carried out in the following two aspects. First, web protocol should be parsed in 
depth. Currently, the offline learning subsystem can only extract simple request 
parameters. The parameters coded in JSON or XML format cannot be parsed yet. 
Besides, IPv6 and HTTPS support should also be involved. Second, the feature 
selection strategy needs to be optimized. In order to obtain a better performance of 
classifiers, it is indispensable to do in-depth research jobs on the theoretical 
knowledge involved in this field. 
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Abstract. Recently, a novel attack technique called BAD USB emerged. This 
attack injects and executes malicious codes in the firmware that is stored in 
USB controllers. A serious problem regarding BAD USB, which also 
manipulates the firmware maliciously, is that the existing anti-virus programs 
cannot detect it, so the seriousness of this kind of attack is increasing. To solve 
this problem several countermeasures have been researched, but these are not 
effective enough. Therefore, in this paper, we propose a way to verify the 
integrity of the driver or the firmware that is installed by BAD USB proposed. 
Through the use of this method, solutions for the prevention of the malicious 
BAD USB behaviors can be formulated. 

1   Introduction 

One of the interfaces for the connection of the peripheral devices of a computer is the 
USB (Universal Serial Bus) interface, and the corresponding advantages are faster 
speed than the other existing interfaces and the possibility of installing it without 
additional devices through the use of the PnP (Plug and Play) feature. Due to these 
advantages, it is easy to connect various peripheral devices such as the keyboard, 
mouse, printer, and storage devices to the computer, and this kind of function is 
supported by a mounted chipset in the motherboard. 

Despite these advantages, however, the security of the USB interface was not 
considered when it was initially designed, and the interface does not ensure safety for 
this reason [1]. For instance, the data of USB keyboards are exposed, and the plaintext 
of encrypted data is exposed by the bypassing of the authentication mechanism in 
secure USB products [1, 2, 3, 4, 5]. One of the other common interfaces besides the 
USB interface is the PS/2 interface, and this interface uses the specifically assigned 
ports 0x60 and 0x64 to communicate with peripheral devices such as the keyboard 
and the mouse. The security of the PS/2 interface is dependent on the access control 
of the assigned ports because data such as the status information and the scan code are 
only transferred through specific ports. As a way to monitor specific ports, when a 
defender wants to set up specific ports to monitor according to the debug ports, the 
defender is able to ensure an access advantage by calling the registered protection 
handler if anyone accesses the ports [6]. 
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Nevertheless, in the case of the USB interface, and in contrast to the PS/2 interface, 
the interface does not utilize specific ports, and instead is structures maps to the 
memory. Due to the feature that is shared memory, the problem here is that the 
transferred data are exposed; for this reason, the USB interface does not ensure the 
security of the data that are transmitted from/to USB devices. Some researchers have 
studied the access-control memory technique, but its effectiveness is insufficient [6, 7, 
8]. 

Secure USB memories are classified according to either the hardware approach or 
the software approach [1, 2]. The hardware approach provides authentication, 
encryption/decryption, and access control by adding an exclusive security chip inside 
a USB device. The software approach supports security on the host side by using 
software without the additional chip. Like the problem of the USB keyboard, secure 
USB memories do not provide security in the USB protocol; for example, when the 
memories are authenticated by users, the exposure vulnerability regarding transferred 
information such as IDs and passwords is intact. Due to this vulnerability, if attackers 
steal user-authentication information, they can bypass the authentication mechanism 
to access data that were originally stored in USB memories safely [1, 2]. To 
counteract this vulnerability, a novel access-control technique is proposed in this 
paper whereby the exclusive security chip is utilized. Nonetheless, the problem 
regarding the exposure of the commands for the access control still remained, and this 
represented the emergence of a new problem [3, 4]. Attackers analyze commands to 
access secure areas, and they then bypass authentication mechanisms by replaying 
authentication-related commands; as a result, they are able to access the data that are 
stored in the secure area. This security problem of both the USB keyboard and secure 
USB memories also threatens a variety of devices for which the USB is used.  

As described above, the problems regarding the variety of devices for which the 
USB interface is used have increasingly emerged. Of especial concern is a new attack 
technique called BAD USB, which only emerged recently. BAD USB first appeared 
at the 2014 Black Hat Security conference, and this technique injects malicious code 
into the firmware area of the USB controller; actually, this kind of attack is widely 
known of, but it is difficult to inject manipulated firmware into this particular area [9]. 
Generally, the firmware of the device is updated for additional functionality, but an 
attacker abuses this feature to inject an attacker code into the blank area that does not 
store the firmware, and the code is then executed by the hooking of the specific 
routine of the firmware. After the manipulation of the firmware has been completed, 
if the USB device is inserted into the user’s computer, attackers can perform 
malicious behaviors by executing the malicious code in the firmware. In this way, 
attackers are able to implement attacks such as keyboard emulation and network-card 
spoofing [9, 10, 11]. 

The firmware area that is utilized for the implementation of BAD USB is in the 
area that is invisible to the user, so it is difficult to detect and prevent this kind of the 
attack. A prevention technique that accepts or rejects the installation of a device and 
data communication between the host and USB devices based on a black list and a 
white list has therefore been proposed, but it is not effective enough [10].  

In this paper, novel BAD USB-prevention methods are therefore proposed, 
whereby an access control for which the information and the driver of the actual 
installing device are used is applied for the verification of the firmware. For this 
method, the access control that is merely based on a list of devices is used. 
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2   Related Works 

2.1   Overview of BAD USB  

The vulnerabilities of the USB interface have been discussed previously, but the 
discussion has been limited to only the host side until now, and USB-firmware 
vulnerability was not mentioned. Nevertheless, a new vulnerability emerged at the 
2014 Black Hat, and it means that an attacker can manipulate the firmware that is 
stored in the controller that supports the USB interface. The device that accomplishes 
malicious behaviors using the above feature is called BAD USB, and it can 
manipulate the firmware during malicious activities after the BAD USB is inserted [9]. 
A more-serious problem is that the existing anti-virus software does not detect BAD 
USB because most of the anti-virus programs detect malicious actions based on the 
information of the operating system, so detection method that is based on the 
firmware information of the USB controller is nonexistent. Because of this, when a 
manipulated USB storage device is deceived, and when other peripheral devices such 
as the HID (Human Interface Device), the keyboard, and the mouse are also 
connected, the device can enact malicious behaviors such as the stealing of keyboard 
information including the inputted password from a user and the manipulation of the 
information that is transferred from or to the NIC (Network Interface Controller); 
furthermore, this malicious code is stored in the firmware of the USB device, so if the 
code is not removed and the USB device is then consistently inserted into other 
computers, the attacker would be able to steal the sensitive information of many users. 

2.2   Attack Scenarios of BAD USB  

The attack scenarios of BAD USB are classified into three categories [9, 10]. First, as 
described above, if a victim acquires a general USB device wherein the firmware in 
the USB controller has been manipulated and he/she inserts it into his/her computer, 
the device recognizes a keyboard device through the running of the malicious code. 
After that, the keyboard information that is inputted by the victim, including 
authentication information such as IDs and passwords, and financial information such 
as banking accounts and passwords, can be exposed; furthermore, the malicious 
attacker can completely fabricate the inputted keyboard information. 

Second, BAD USB can cause a critical problem by penetrating private systems 
such as stuxnet [12]. In terms of the attacker perspective, they can access public 
systems to prepare an attack, but they are unable to access private systems; for this 
reason, private systems are generally safe from security threats. In the private system, 
however, attackers can attack using the peripheral devices that are used by insiders 
such as stuxnet, and the authors have considered that this kind of attack could also be 
enacted with the use of BAD USB. This kind of attack has occurred through the 
stealing of authentication information for the serious infection of private systems 
subsequently, it could be propagated to an electric-power system or a nuclear-energy 
system, where it can cause critical damage such as a malicious operation. 
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Lastly, BAD USB is able to manipulate the transferred data through a network for 
the preparation of additional attacks. The data that are to be transmitted to the network 
include actual information as well as the source-IP address and port, the destination-
IP address and port, and so on. Attackers can therefore manipulate the transferred 
information by spoofing the transmitting data from the NIC; for example, one of these 
attacks is the inducement of a malicious attacker’s server through the falsification of 
the destination-IP address. Through this inducement, the attackers can download an 
additional malicious code from the server to a victim’s PC, and this action causes 
damages that leads to second and third attacks. 

In addition, besides the injection of malicious code into the firmware, attackers are 
able to access the bootloader in the controller for the execution of malicious codes 
during the start-up process of a device, and this is one of the most-powerful attacks. 

2.3   Existing Countermeasures of BAD USB  

As described above, the number of research studies on the countermeasures against 
BAD USB is increasing because BAD USB can cause serious damage. Three kinds of 
countermeasures were introduced in recent studies. The first countermeasure is the 
making of lists by defenders of the trusted and mistrusted USB devices according to 
the user; then, the user accepts or rejects devices by comparing the new devices that 
are inserted into the user’s computer. The devices that are inserted into the computer 
send PIDs (Product ID) and VIDs (Vendor ID) to provide information regarding their 
identities, and the operating system of the computer loads the existing installed device 
drivers or installs new device drivers based on the received information. For this 
reason, defenders make white lists based on the PIDs and VIDs of devices, and then 
they allow new devices when the PIDs and VIDs of the devices are included in the list. 
If the PIDs and VIDs of devices are not included in the white list, defenders block the 
device because it is an unreliable device. Alternatively, the defenders also make black 
lists based on the PIDs and VIDs of devices, and then they block new devices when 
the PIDs and VIDs of devices are contained in the list. If the PIDs and VIDs of 
devices are not included in the list, the defenders ask whether or not the device is a 
trusted device; as a result, when the device is an unreliable device, the defenders add 
the device to the black list. Accordingly, when the device is trusted, the defenders add 
the device to the white list. Representative examples of this kind of countermeasure 
are the access-control methods that are based on white lists and black lists [10]. But 
for an analysis of actual malicious code, these solutions are determined by the user’s 
choice rather than an access-control method, and a number of problems are therefore 
apparent. First, the user does not need to use a trusted device, and second, a malicious 
device is allowed due to the user’s mistakes. 

A second countermeasure is the prevention of the modification of the firmware by 
defenders. This solution is supported by the design of the disable-update feature of the 
firmware, and also by the addition of a new hardware-security module. The 
implementation of this countermeasure is possible because the design of the current 
USB controllers provide update functions for the additional features. But an 
additional cost is incurred for this solution, and the addition of the new hardware 
module and the produced controllers will not make up for the drawbacks. 

A third countermeasure is the prevention of the modification of the boot loader by 
defenders. The boot loader loads and runs the firmware so that defenders can prevent 

380 Y. Lee et al.



the forgery and alteration of the firmware by immobilizing the loaded address and the 
firmware size. But if the boot loader is not modified by the third party, an attacker can 
produce BAD USB using the firmware, and in this respect, this countermeasure is 
insufficient. 

3   BAD USB Countermeasures for the Detection of the 
Manipulated Firmware 

As described above, the existing BAD USB countermeasures are not effective 
enough; for this reason, two countermeasures are proposed in this paper. First, one of 
the countermeasures uses an access-control method that is based on the actual 
installed information of the devices and the device drivers. The second 
countermeasure verifies the firmware by comparing the firmware codes between the 
original firmware and the installing firmware. 

For an understanding of the proposed approach, the installation process of the 
device driver that is based on the Microsoft Windows platform is subsequently 
described. 

3.1   Driver-installation Process on Microsoft Windows Platform 

Fig. 1 shows the device-driver installation process on the Microsoft Windows 
platform [13]. 

 
Fig. 1. Installation process of the device driver on Microsoft Windows Platform 

Step 1. Users insert USB devices into their computers. If the bus and device of the 
computer support hot-plug notifications, the users can insert new devices even if the 
system is running. 
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Step 2. When devices are inserted successfully into the system, the devices are 
enumerated and the bus driver receives the hot-plug notifications of the new devices. 
The bus driver then informs the PnP manager of the kernel mode of the notifications, 
and the list of bus devices is changed by the calling of the 
IoInvalidateDeviceRelations function. In this case, the change is a new device on the 
bus. The PnP manager of the kernel mode queries the list of devices to the bus driver 
by sending IRP_MJ_PNP with IRP_MN_QUERY_DEVICE_RELATIONS for the 
BusRelations of the device. The bus driver replies to the IRP with a list of current 
devices, and the PnP manager recognizes new devices by comparing the lists between 
the previous devices and the new devices. Hereafter, the PnP manager of the kernel 
mode collects the information that is related to new devices such as hardware IDs and 
compatible IDs by sending IRP like IRP_MN_QUERY_ID and 
IRP_MN_QUERY_CAPABILITIES to the bus driver. 

Step 3. The PnP manager of the kernel mode sends a message that the device will 
be installed by the PnP manager of the user mode. The PnP manager of the user mode 
attempts the trusted installation process; if it is difficult for the manager to install the 
trusted installation process, the manager requests the direct usage of the installation 
drivers. 

Step 4. The PnP manager of the user mode creates a new process for the 
installation using rundll32.exe and starts newdev.dll to install the devices. 

Step 5. The newdev.dll (new device dll) calls the Setup API among the device- 
installation functions and the CfgMgr API from among the PnP-configuration- 
manager functions to start the installation process. Afterward, the newdev.dll calls the 
SetupDiBuildDriverInfoList function to generate a possible driver list; in this case, if 
the operating system does not have an INF file, the function returns an empty driver 
list. After that, the newdev.dll displays the Found New Device wizard, and the user 
chooses the location of the device driver such as the floppy disk, the CD, or Microsoft 
Windows Update. Hereafter, if the location of device driver is inputted, the 
newdev.dll calls the SetupDiBuildDriverInfoList function again and receives a list 
that includes the selected device driver. 

Step 6. If there are a class installation and co-installations, these can participate in 
the installation process by handling the DIF request; for example, the newdev.dll calls 
the SetupDiCallClassInstaller function by sending the installation request of the 
SELECTBESTCOMPATDRV. Hereafter, the setup process uses both the ClassGuid 
and the Class of the INF-version section of the devices to determine the device-setup 
class.  

Step 7. The setup process loads the device driver and passes control to the kernel 
mode to start the device. In this step, the control is delivered to the PnP manager of 
the kernel mode by a request that is sent to the PnP manager of the user mode in the 
proper CfgMgr function. 

Step 8. The PnP manager loads the selective filter driver and the appropriate 
functional driver for the devices. Afterward, the PnP manager calls the DriverEntry 
routine for the necessary drivers that are not loaded. Hereafter, the manager calls the 
AddDevice routine for each driver, the lower-filter drivers, the function driver, and 
any upper filter drivers. During this process, the PnP manager assigns resources to the 
devices, and if necessary, the manager transfers IRP_MN_START_DEVICE to the 
device driver of the related proper device. 

Step 9. The installer can provide the finish-install Wizard page for the installation 
of an application program and to change the device configuration. After that, the setup 
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transfers the DIF_NEWDEVICEWIZARD_FINISHINSTALL request before the 
display of the standard complete page. 

Step 10. The installer from Windows Vista can support the finish-install actions 
instead of the finish-install Wizard page for the installation of the application 
program; to do this, the setup transfers the DIF_FINISHINSTALL_ACTION request 
after all of the other installation works are complete. 

3.2   BAD USB-prevention Method for which the driver integrity is verified 

In the case of BAD USB, malicious behaviors are not only enacted in the firmware 
itself through the manipulation of the firmware, but it is also possible to lead the 
driver installation that is the inserted malicious code. In this paper, a prevention 
method for the malicious device driver for which the integrity of the installing device 
driver is verified is therefore proposed.  

 
Fig. 2. Proposed prevention method for which the integrity of the installing device driver is 

verified 

First of all, it is assumed that a prevention system consists of a database that stores 
the original device driver’s information for the verification of the integrity of the 
device driver, and that the database can be in a local host or a remote server. The 
information of the device driver can comprise the binary form, and it is possible to 
store hashed values or cipher text to prevent the exposure of the original data.  

The proposed prevention method must complete the entire process before the 
installation and starting of the device driver because the driver could contain 
malicious code; therefore, the proposed method must verify the integrity of the device 
driver in the state where the driver is not installed. When the device is inserted into a 
user’s computer, the bus driver detects the inserted device and notifies it to the PnP 
manager of the kernel mode by calling the IoInvalidateDeviceRelations function. The 
IoInvalidateDeviceRelations function that is called in this process is called with the 
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several parameters [14] that are the pointers of the DEVICE_OBJECT structure and 
the DEVICE_RELATION_TYPE; for this reason, when the operating system calls 
this function, the proposed prevention method extracts the information of a 
connecting device by using the hooking technique. In particular, the 
DEVICE_OBJECT structure includes the variety of device data, as well as the 
DRIVER_OBJECT structure that is one of these data [15]. The DRIVER_OBJECT 
structure [16] contains the address of the loaded device driver, the size of the driver, 
and the driver name, and the proposed method collects this information; then, the 
subsequent data that is for the installation of the device driver are extracted. 

When the collection of the information is complete, a prevention program 
continues the installation by passing the execution control to an original function that 
is not the hooked function. Next, if all of the installation steps in the user mode are 
complete, the execution control turns back to the installation of the kernel mode, and 
the PnP manager loads the installing device driver; therefore, the prevention program 
obtains the information of the loaded driver based on the collected information during 
the above steps, and the program therefore verifies the integrity of the device drivers 
by comparing the data of the extracted driver and the data of the original device driver 
that are stored in the database. If the installing device driver is manipulated by a third 
party, because the driver is different from the original driver, the manipulated driver is 
able to verify the integrity by using the hash operation, and so on. As a result of the 
verification process, the case of the installing device driver is different from the 
original driver, and this means that the driver does not ensure integrity. The 
prevention program quits the installation of the driver due to this lack of integrity; 
otherwise, the case of the installing device driver is the same as that of the original 
driver, whereby the driver is not manipulated by a third party. In this respect, the 
prevention program returns the installation routine ordinarily. 

The integrity-verification routine in the prevention program is capable of 
performing an inspection at the time when the driver is loaded, and the prevention 
program is also able to examine the data integrity of the other installed drivers when 
the driver data are extracted in all of the installation processes. 

3.3   BAD USB-prevention Method for which the Firmware Integrity is verified 

The proposed prevention method for which the verification of the driver integrity is 
used is capable of preventing the installation of a malicious device driver, but this 
method does not fundamentally verify the actual malicious code itself. To solve this 
problem, a prevention method for which the firmware integrity is verified can detect 
and neutralize BAD USB through the examination of the malicious code inside the 
firmware, and after the extraction of the malicious firmware that is stored in the 
controller. 

A manufacturer wants to update the firmware for maintenance and the adding or 
deleting of functions, and this proceeds with the sending of new written 
complemented firmware in accordance with the updating device, followed by the 
overwriting of the received firmware to the controller. Hereafter, the inspection step 
of the firmware is carried out for the normal detection of transferred-firmware errors. 
In this step, the manufacturer determines that there is no error in the transmission 
process if it is the same as that of the original firmware after the reading of the written 
firmware. In this process, specific commands such as a write command to the 
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firmware and a read command to the firmware are transferred between the controller 
and a host. For this reason, the prevention program is capable of analyzing malicious 
behaviors based on the received firmware that is sent from the controller after the read 
command is received. Research studies that analyze malicious behaviors have already 
been studied considerably, and for these kinds of analysis methods, integrity- 
verification methods such as the utilization of the signature, the static analysis, and 
the dynamic analysis are used. In this step, when the prevention program detects 
malicious code, the program is capable of neutralizing the threat through the rewriting 
of the original firmware that is stored in the database. 

4   Conclusions 

In this paper, the surveyed results of BAD USB, which has recently emerged, are 
described, and the proposed BAD USB-installation prevention methods are based on 
the surveyed results. The method for the prevention of the BAD USB installation is 
the prevention of forgery and the alteration of both the firmware and the device driver, 
and it is based on a verification of the integrity. The existing countermeasures prevent 
device installation with the use of the access control that is based on black and white 
lists. When the device and the device driver are not included in the lists, the users can 
approve or reject the installation of a device, while the device driver determines 
whether or not the device and the driver will be installed. This method does not 
analyze malicious behaviors practically, though, so the outcome is inadequate; 
therefore, in this paper, the forgery and alteration of both the firmware and the device 
driver are achieved through the verification of the subject that will perform malicious 
acts such as the installation of a malicious driver or malicious firmware. Through 
these countermeasures, the proposed methods can prevent the installation of BAD 
USB. In the future, the proposed prevention methods will be implemented, and the 
proposed concept will be proved through the implementation of a sample BAD USB. 
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Abstract. The mouse device, one of the computer peripherals, is an input 
device that recognizes mouse movements on the two-dimensional plane of a 
monitor, and it is possible to use it conveniently or inputting and editing during 
the running of application programs. The existing password-based 
authentication methods are vulnerable to keyboard-data exposure, so a new 
authentication method that is based on the mouse input has emerged. 
Nevertheless, a security assessment of the mouse-based authentication method 
has not been practically analyzed; for this reason, the exposure of mouse data is 
evaluated in this paper based on the mouse loggers that can be easily obtained 
from Web sites. It will be possible to utilize the analyzed result to formulate a 
security guideline to prevent the exposure of authentication information that is 
based on the image-based authentication. 

1   Introduction 

A mouse device is an input device that recognizes mouse movements on the two-
dimensional plane of a monitor, whereby it moves an arrow-shaped cursor that is 
displayed on the screen and transmits commands using buttons [1]. In addition, along 
with the other input device, the keyboard, it facilitates the control of application 
programs and enables a variety of editing commands. In the past, the mouse was 
connected universally via the PS/2 interface, but the current trend is the connection of 
the mouse via the USB interface. The PS/2 interface enables the infinite inputting of 
the keys, and it is advantageous for specific services because of the high maximum 
number of key inputs; alternatively, the USB interface enables the convenient use of 
the plug-in structure. 

The previous password-based authentication method that was often used involved 
the input of the password from the keyboard, but the exposure of the keyboard data 
created a problem [2]; for this reason, a more-secure authentication method is 
required. To counteract this problem, the image-based authentication emerged, and 
this method identifies users through a password that is the clicked information from 
the mouse on the displayed screen image. This method is mainly utilized for high-
priority services such as e-commerce and Internet-banking services; nevertheless, the 
mouse data that are used for the image-based authentication can now also be exposed. 
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Moreover, defense techniques have been researched for the protection of keyboard 
data [3], but the research for these kinds of protection techniques regarding the mouse 
device is insufficient. In this paper, the security of the mouse data for e-commerce 
and Internet-banking services is therefore investigated based on the mouse loggers 
that are easy to obtain from the Internet. 

2   Related Works 

2.1   Mouse Loggers  

The “mouse logger,” a new compound word of “mouse” and “logger,” displays 
mouse movements as coordinates, and it records the histories of specific functions 
such as the click information. In addition, loggers can monitor and record the 
movements of the mouse and the time of action by replaying the mouse information 
that is collected from the user with the use of the recording feature [4]. Some mouse 
loggers provide the recording function for the keyboard information, whereby all of 
the mouse and keyboard-input information can be recorded; these loggers are Mouse 
Recorder Pro 2[5], Axife Mouse Recorder [6], Automatic Mouse and Keyboard [7], 
and Ghost Mouse [8], and Table 1 shows their characteristics.  

Table 1. Characteristics of mouse loggers 

Logger name Record method Features 
Mouse Recorder Pro 2 Save inputted mouse 

information to file 
 Record coordinates 
 Record screen images 

Axife Mouse Recorder Save inputted mouse 
information to file 

 Record coordinates 
 Record keyboard information 

Automatic Mouse 
and Keyboard 

Save inputted mouse 
information to program 

 Record coordinates 
 Record screen images 
 Record keyboard information 

Ghost Mouse Save inputted mouse 
information to file 

 Record coordinates 

 
As described above, the main functions of the mouse loggers are the recording 

function for the recording of the coordinates and the production of the screen images 
for the visualization of the recorded coordinates; however, the features of each mouse 
logger are different. In the case of the recording-coordinates method, varying methods 
exist for the storage of a specific file and also for the internal storage of program; 
moreover, some loggers provide a keyboard-information recording feature. Mouse 
Recorder Pro 2 and Axife Mouse Recorder provide both the recording coordinates 
and the screen images, Automatic Mouse and Keyboard provides the recording 
coordinates, the keyboard information, and the screen images and Ghost Mouse only 
records the screen images.  

388 H. Lee et al.



2.2   Image-based Authentication 

For the image-based authentication, the click information on the displayed image is 
utilized as the password; that is, a specific image is displayed on the monitor, and the 
user then inputs the clicked information on the displayed image. When the clicked 
information is equal to the clicked information that is registered on the authentication 
server, the user is identified correctly. This method is mainly utilized for high-priority 
services such as e-commerce and Internet-banking services. Figure 1 shows examples 
of the application of the image-based authentication. 

 

 
Fig. 1. Examples of the application of the image-based authentication for e-commerce and 

Internet-banking services 

 
As shown in the figure, this method protects the inputted information that is 

utilized as the authentication information; nevertheless, the sensitive information can 
still be exposed to a malicious attacker. In this paper, the security of mouse data that 
is based on the surveyed mouse loggers that are described in Section 2.1 is therefore 
evaluated. 

3   Security Assessment on the Mouse Data 

In this paper, to assess the security of the mouse data, experiments wherein the mouse 
data of credit-card companies and Internet-banking sites of South Korea are exposed 
were conducted. The experimental environment consists of the Intel® Core  i5-
2410M CPU @ 2.30GHz with Microsoft Windows 7 installed, 32bit, and a 4 GB 
RAM. The Internet Explorer program was used to connect the web-sites, and a USB 
optical mouse was used to input the mouse data.  
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3.1   Security Assessment on the E-Commerce Services 

To derive the exposure of the mouse data for the e-commerce services, the web-sites 
were surveyed using the image-based authentication of a variety of e-commerce 
websites, and Table 2 shows the surveyed results. 

Table 2. Password-input methods of credit-card companies of South Korea 

Credit card company Payment method Input method 
Company A  ISP easy payment Keyboard 
Company B  General payment 

 Easy payment 
 One-click easy payment 

Keyboard 

Company C  ISP easy payment Keyboard 
Company D  One-click easy payment 

 App card 
 General payment 

Keyboard 

Company E  Smart payment 
 General payment 
 Password payment 

Keyboard, mouse 

Company F  Login easy payment 
 Company F pay 

Keyboard, mouse 

 
The six credit-card companies from Table 2 were surveyed, and two of the 

companies, company E and company F, utilized the image-based authentication. The 
exposure of the mouse data is therefore based on two companies for this paper, and 
the experiment results are shown Tables 3 and 4. 

Table 2. Experiment result of company E 

 Mouse Recorder Pro 
2 

Axife Mouse 
Recorder 

Ghost mouse Automatic Mouse 
and Keyboard 

Coordinate position O O X O 
Cursor record  O O O O 
Input window X O X O 

Exposure X O X O 

Table 3. Experiment result of company F 

 Mouse Recorder Pro 
2 

Axife Mouse 
Recorder 

Ghost mouse Automatic Mouse 
and Keyboard 

Coordinate position O O X O 
Cursor record  X O O O 
Input window O X O O 

Exposure X X O O 

 
In a detailed analysis of the results, the exposure information is classified 

according to the coordinate position, cursor record, input window, and exposure. The 
coordinate position denotes the position of the mouse coordinate, and the cursor 
record and input windows denote the outputs of the cursor and the input window, 
respectively, when the recording video is replayed. Exposure means that the attacker 
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directly distinguishes the mouse movement through the synthesis of the above-three 
criteria. 

In the case of company E, Mouse Recorder Pro 2 obtained the coordinate position 
and cursor information, but the input window was not shown. The input window 
displays each session randomly, so when the attacker does not get it, he or she does 
not know the password; for this reason, this company is safe from this mouse logger. 
Ghost Mouse was unable to steal the password because it only obtained the cursor 
information. Lastly, Axife Mouse Recorder and Automatic Mouse and Keyboard 
obtained the coordinate position, cursor record, and input window, so they were 
therefore able to steal the password information. 

In case of the company F, Mouse Recorder Pro 2 obtained the coordinate position 
and input window, but it did not obtain the cursor information. Axife Mouse Recorder 
also obtained the coordinate position and cursor information, but it did not obtain the 
input window; for this reason, this company is safe from these mouse loggers. Ghost 
Mouse did not obtain the coordinate position, but the cursor information and input 
window were obtained. Lastly, Automatic Mouse and Keyboard obtained all of the 
information; therefore, this company is not safe from the above-two mouse loggers. 

As a result of the security assessment that is based on the analyzed result, 
Automatic Mouse and Keyboard can steal the passwords of two companies, and 
Mouse Recorder Pro 2 is unable to steal the passwords of two companies. Moreover, 
in the case of keyboard input, websites require the installation of a secure keyboard 
program; however, in the case of mouse input, it is likely that a protection solution is 
not installed, so most websites do not prevent the exposure of the password by mouse 
loggers.  

3.2   Security Assessment on the Internet-banking Services 

To derive the exposure of mouse data for the Internet-banking services, websites with 
the image-based authentication were surveyed, and six banking sites were selected. 
Table 5 shows the surveyed results.  

Table 4. Experiment results of Internet-banking services 

 Company G Company H Company I Company J Company K Company L 
Mouse 

Recorder 
Pro2 

Coordinate position O O O X O O 
Cursor record O O O X O O 
Input window O O O X O O 

Exposure O O O X O O 
Axife 
Mouse 

Recorder 
Automatic 

Coordinate position O O O X O O 
Cursor record O O O X O O 
Input window O O O X O O 

Exposure O O O X O O 
Ghost 
mouse 

Coordinate position X X X X X X 
Cursor record O O O X O O 
Input window O O O X O O 

Exposure X X X X O O 
Automatic 
Mouse and 
Keyboard 

Coordinate position O O O O O O 
Cursor record O O O O O O 
Input window O O O O O O 

Exposure O O O O O O 
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In the cases of companies G, H, and I, Ghost Mouse did not obtain the coordinate 
position; for this reason, this company is safe from this mouse logger. Mouse 
Recorder Pro2, Axife Mouse Recorder Automatic, and Automatic Mouse and 
Keyboard obtained the coordinate position, cursor information, and input window; for 
this reason, this company is not safe from the above mouse loggers. In the case of 
company J, Mouse Recorder Pro2, Axife Mouse Recorder Automatic, and Ghost 
Mouse did not extract any information; for this reason, this company is safe from 
these mouse loggers. Automatic Mouse and Keyboard obtained all of the information, 
and the mouse movement during the replaying of the recorded video was confirmed; 
for this reason, this company is not safe from this mouse logger. Lastly, in the cases 
of companies E and F, all of the mouse loggers obtained all of the information; 
therefore, this company is not safe from all of the mouse loggers. 

As a result of a security assessment that is based on the analyzed results, most of 
the Internet-banking websites did not protect mouse data; in particular, Automatic 
Mouse and Keyboard logger stole all of the mouse-related information from all of the 
websites. Internet-banking websites do not apply secure solutions to protect mouse 
data, so this vulnerability can lead to the enactment of financial crimes through the 
abuse of stolen passwords; therefore, a security solution for the prevention of the 
exposure of mouse data is urgently required. 

4   Conclusions 

To counteract the vulnerability of the password-based authentication that is due to the 
exposure of keyboard data, the image-based authentication emerged; this newer 
method is utilized for high-priority services such as e-commerce and Internet-banking 
services. The most-important factor, however, is the mouse data because this method 
uses authentication information that is a combination of a displayed image and the 
clicked information from the mouse. Nevertheless, when mouse data is exposed in the 
same manner as the exposure of keyboard data, the image-based authentication does 
not ensure security; therefore, in this paper, the security of the image-based 
authentication that is based on the exposure of mouse data through the use of mouse 
loggers, which are easy to obtain from the Internet, was assessed. According to the 
experiment results, most of the e-commerce and Internet-baking websites did not 
protect mouse data; accordingly, protection solutions regarding mouse data will be 
studied in the future because the image-based authentication does not ensure the 
security of mouse data.  

 
Acknowledgments. This research was supported by Basic Science Research Program 
through the National Research Foundation of Korea (NRF) funded by the Ministry of 
Education (NRF-2015R1D1A1A01057300) and the MSIP(Ministry of Science, ICT 
and Future Planning), Korea, under the ITRC(Information Technology Research 
Center) support program (IITP-2016-R0992-16-1006) supervised by the IITP 
(Institute for Information & communications Technology Promotion). 

392 H. Lee et al.



References 

1. Wikipedia, Computer_mouse, https://en.wikipedia.org/wiki/Computer_mouse 
2. Kyungroul Lee, Youngtae Choi, Hyeungjun Yeuk, and Kangbin Yim, Password Sniff by 

Forcing the Keyboard to Replay Scan Codes, Proceedings of the JWIS (Joint Workshop on 
Information Security), pp.9, Aug. 2010. 

3. Kyungroul Lee and Kangbin Yim, Keyboard Security: A Technological Review, Proceeding 
of the IMIS (Innovative Mobile and Internet Services in Ubiquitous Computing), pp.9-15, 
Jun. 2011. 

4. Z Minchev, G Dukov, and S Georgiev, EEG spectral analysis in serious gaming: An ad hoc 
experimental application, BIO Automation, 13(4), pp.79-88, 2009. 

5. LO4D.com, Mouse Recorder Pro 2, http://mouse-recorder-pro-2.en.lo4d.com 
6. softonic, Axife Mouse Recorder, http://axife-mouse-recorder.en.softonic.com 
7. Download.com, Automatic Mouse and Keyboard, http://download.cnet.com/Automatic-

Mouse-and-Keyboard/3000-2084_4-75324350.html 
8. Ghost Mouse, Ghost mouse, http://www.ghost-mouse.com 

Security Assessment on the Mouse Data using Mouse Loggers 393



Security Assessment of Keyboard Data Based on 
Kaspersky Product 

Seungho Lee1, Kyungroul Lee 2, Kangbin Yim1 
1 Dept. of Information Security Engineering, Soonchunhyang University 

Asan, South Korea 
{pods0912, yim}@sch.ac.kr 

2 R&BD Center for Security and Safety Industries(SSI), Soonchunhyang University 
Asan, South Korea 
carpedm@sch.ac.kr 

Abstract. To protect keyboard data that includes sensitive information such as 
authentication data, secure keyboard programs preempt the extraction of the 
keyboard data before they are stolen by an attacker. Although these programs 
are operated at a variety of defense levels, some secure keyboard programs are 
still vulnerable to hardware-level attacks; therefore, in this paper, the security of 
keyboard data is evaluated according to the functionality of the Kaspersky 
"Internet Security" product, whereby secure information is inputted into a 
variety of websites that comprises SNSs, an email account, and a banking 
service. 

1   Introduction 

During the development of modern society into an information-oriented society, the 
user of a variety of Internet services, such as the SNS (social-network service), the 
banking service, and email, must input confidential information such as authentication 
information and personal information via the keyboard; however, the information that 
is distributed via the keyboard creates a problem whereby the user is exposed to the 
variety of existing attack techniques. To solve this problem, keyboard-security 
solutions have appeared whereby the purpose is the prevention of the exposure of 
confidential user information to third parties [1] so that the user can safely use the 
variety of Web services. 

An introduced keyboard-security solution appears to protect the transmitted 
keyboard data based on a variety of the technologies from different companies. These 
techniques involve the encryption of the information of the keyboard that is delivered 
on the basis of an encryption key, known as the “replace” method, and after the 
transmitted information of the keyboard is stored in the memory, its value and the 
knowledge of its removal are acquired [2]. 

Despite these advantages, the vulnerability of this keyboard-security solution is 
that it cannot correspond to low-level attack techniques. The existing attack 
techniques are based on techniques such as procedure-hooking and the DLL injection 
in the user mode, whereby an attempt is made to hijack the keyboard data; however, 
with the advances of the attack techniques, the attacks of low-level attack techniques 
are apparently based on the operating system and the hardware. These techniques are 
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a substitution for the interrupt handler [3], but direct polling means that it is possible 
to preoccupy the keyboard data that are to be transmitted by a specific command 
transmission that overrides the keyboard-security solution. 

Likewise, while the exposure of keyboard data occurs, to complement these 
problems, authentication technologies such as image-based passwords [4], rather than 
the keyboard data, which can be implemented to take advantage of the information 
from the mouse, have been studied; however, these authentication techniques are 
affected by the same vulnerabilities due to the use of the same interface such as the 
PS/2 interface and the USB interface. A more-serious keyboard-security problem that 
does not apply to the variety of services from Korea and most other countries affects 
SNS services like Facebook and Twitter, the Chase Bank banking service, and the 
Outlook.com mail service. 

For this reason, to protect the keyboard data that are input for a variety of services, 
the internationally renowned security company Kaspersky developed the “Internet 
Security” product. For these products, the security of the keyboard is ensured with the 
application of a password-input window for the websites that provide services like 
those that are mentioned above; however, a safety assessment of the security 
technology has not yet been performed. In this paper, an assessment of the safety of 
the keyboard information that is transmitted for a variety of Web services is 
performed. 

2   Related Research 

2.1   Keyboard-data Transmission Process 

If keyboard data is entered via the keyboard by the user, the keyboard interprets the 
information of the pressed keyboard keys, and this is then transferred to the controller 
that processes interrupts such as the PIC and the APIC. The controller interprets the 
interrupt, and causes the keyboard interrupt in the host processor, and through the 
generated interrupt, the interrupt handler that is prepared by the operating system 
(OS) is called. The called interrupt handler is transferred in the application program to 
the keyboard data through the driver layer that is associated with a hierarchically 
structured keyboard for the provision of the keyboard information to the application, 
and the application receives the keyboard data that are transmitted according to the 
message [5]. This keyboard-data transfer process is shown in Fig. 1. 

2.2   Keyboard-security Program (Kaspersky) 

The “Internet Security” products that are developed in the Kaspersy lab are for the 
protection of personal user information, and the advantage of the Kaspersky lab, 
worldwide high-level security company, is a high diagnostic rate and a low 
misdiagnosis rate. These products provide security such as the protection of personal 
information and Internet banking, the media-control function for the prevention of 
security threats through removable media, the heuristic-detection (artificial-

396 S. Lee et al.



intelligence detection) technology that makes step-by-step configuration possible, the 
interface that makes it possible to check the interlocking state of the central 
management server, and the emergency-repair disk that is based on Linux to provide 
more-effective security [6]. 

 

Fig. 1. Process of keyboard-data transmission 

2.3   Existing Keyboard-attack Technique 

For the extraction of keyboard data, the attack techniques such as direct polling, C/D-
bit utilization [7], and RESEND-command utilization [8] are diverse. Direct polling, a 
technique for the extortion of the keyboard data that is based on the provided 
information of the keyboard controller, is the attack technique that is used in this 
paper. The keyboard controller performs a role for the running and transfer of a 
variety of commands like the information that is inputted into the keyboard, or the 
information that is outputted from the keyboard. For this reason, once the information 
from the keyboard is inputted, the status information for the notifying of it will be 
updated in the OS that checks the status information, and it acquires the keyboard data 
that are transmitted to the keyboard controller from the keyboard. If the malicious 
code of the attacker affects the keyboard data before the OS acquires the keyboard 
data, the safety of the keyboard data cannot be ensured by the OS; therefore, in this 
paper, the direct-polling attack technique is used to evaluate the ability of the 
Kaspersky Internet Security product to ensure the safety of the information that is 
entered for the variety of services. 

3   Keyboard-data Safety Rating 

As mentioned above, this paper presents an evaluation of the safety that is provided 
by the Kaspersky Internet Security product regarding the keyboard data for the SNS 
service, mail service, and banking service. The exposure of the experimental subjects, 
the Facebook and Twitter SNS services, the Outlook.com mail service, and the Chase 
Bank banking service was verified. The experimental environment consists of the 
Intel(R)Core(TM) i5-5200U CPU @ 2.2 GHz processor, the 32-bit Windows 7 OS, 
and the PS/2 keyboard, and the Internet Explorer Web-browsing application was used. 
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3.1   Safety Assessment of Keyboard Data for SNS 

Based on the Facebook and Twitter SNS services, for which the Kaspersky product 
was driven and a sample of the direct-polling attack program was applied, the safety 
of the keyboard data was evaluated. The results are shown in Figs. 2 and 3. 

 

Fig. 2. Keyboard-data export in Facebook 

 

Fig. 3. Keyboard-data export in Twitter 

 
As is shown, for these SNS products, the Internet Security product did not secure 

the keyboard data. 

3.2   Safety Assessment of Keyboard Data for Mail Service 

The safety assessment for the Outlook.com service was carried out in the same 
manner as the SNS-service experiments. Based on the Web site for which the 
Kaspersky product was driven, the safety of the keyboard data after a sample of the 
attack program was applied was evaluated. The results are shown in Fig. 4. 
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Fig. 4. Keyboard-data export in Outlook.com 

 
As is shown, although the Kaspersky product was operational, the Outlook.com ID 

and password were exposed; therefore, keyboard-data security had not been provided. 

3.3   Security Assessment of Keyboard Data for Banking Service 

Lastly, based on the Chase Bank banking-service website for which the Kaspersky 
product was driven, the safety of the keyboard data was evaluated. The result is 
shown in Fig. 5. 

 

Fig. 5. Keyboard-data export for Chase Bank 

 
As is shown, although the Kaspersky product was operational, the bank ID and 

password were exposed; therefore, keyboard-data security had not been provided. The 
results of the experiment are regarding a variety of service websites for which the 
Kaspersky keyboard-security technology was operational, whereby it was verified 
that sensitive user information such as IDs and passwords, which were input via the 
keyboard, was exposed. The results are shown in Table 1. 
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4   Conclusions 

For the safe protection of the information that is distributed from the keyboard, the 
Internet Security product of Kaspersky can be used; however, the absence of the 
safety assessments of keyboard-security solutions is reality. For this paper, we 
therefore evaluated the safety of keyboard data based on a sample attack program for 
SNS, mail, and banking Web services that had the Kaspersky product driven into 
them. The evaluation results confirmed the exposure of the IDs and passwords that 
are required for all of the websites. Based on the results of the experiment, the 
Kaspersky product does not ensure the safety of keyboard data. In a future research 
study, the security of keyboard-security technology will be evaluated using a variety 
of keyboard-attack technologies.  
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Abstract—Fuzz test usually used in detecting network protocol vulnerabilities, 
Though that common fuzz test can cover as many as testing cases, its efficiency is 
relatively low. It may be spend many time to detect an aspect of a protocol. For 
this problem the paper put forward a more efficient method based on common 
fuzzing test. This method is applied for LTE protocol because it is raised against 
the features of LTE protocol. The paper in-depth studied the structure and 
process of GTP protocol, and designed stratified Fuzz testing process for the 
detection of GTP protocol to prove that the detection technology of LTE based 
stratified Fuzz is feasible and more efficient compared to common Fuzzing. 

11 Introduction 

In recent years, 4G network has fully penetrated into all aspects of people’s life. 
At the same time, the army also starting their dedicated LTE network. If the security 
of 4G network can’t be guaranteed[1], it will cause a serious threat to the people’s 
life and national security. Excavating exploitable security vulnerabilities of 4G 
protocol can deter hostile in military, at the same time, make our network more 
safely. 

There are usually two vulnerability mining technology. One is analysis by 
researchers completely, and the other one is using formal tools. The most common 
formal tools is fuzzing[3][4]. Li Weiming, Huazhong University of Science and 
Technology, realized automated detection of fuzz test, and successfully detected 
many vulnerabilities of EM protocol and ISQLPlus protocol and so on, some of which 
has been published, but the other haven’t been detected before[5]. Zhang yajun and 
Li zhoujun, Beijing University of Aeronautics and Astronautics, have brought forward 
a distributed model for automated white-box fuzzing[6]. Feng shengbo, Beijing 
University of Posts and Telecommunications, posed an improved fuzzing test 
methods, and successfully detected the unknown RLC protocol loopholes. Though 
there are many example of fuzzing, many application of fuzz test are focused on 
Internet Protocol, particularly in authentication protocol, and research of fuzz in LTE 
network protocol is still relatively small[7]. 

On the other hand, traditional fuzzing input random case to test, which 
improves the comprehensiveness of testing. It is beneficial to detect somewhere 
researcher difficult to detect by themselves[8][9]. But this is why fuzzing has low 
efficiency. The improved fuzz test method present are not fully applicable for LTE 
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communication protocols, so this paper raise a fuzzing test method for LTE protocol 
from the hierarchy and priority assignment, based on characteristics of LTE protocol. 
It can improve the efficiency of fuzzing in mining LTE protocol vulnerability.  

22 LTE Protocol Layer Architecture 

There are three part will in this paragraph. The first part is the architecture of 
LTE protocol layer, which will introduce stratified LTE protocol in user plane. The 
second part will describe GTP protocol which is High-level protocol above TCP/IP. The 
last part will give an account of the characteristics of LTE protocol. 

2.1 Architecture of LTE Protocol Layer  

LTE network protocol stack is same to Internet protocol stack that they all adopt 
the thinking of hierarchical. LTE network protocol stack in user plane is structured as 
figure 1: 

Figure 1. The architecture of LTE network protocol stack in user plane 

LTE network protocols can be divided into several layers above. High-level 
protocols including RLC, PDCP, GTP protocols in LTE network achieve routing through 
IP address[2]. When transmitting data, the upper layer packets, encapsulated by 
lower layer protocol and marked the underlying protocol’s header, pass down to the 
physical layer. When receiving data, the upper layer protocol receive lower layer 
packets to deal and remove the lower layer protocol’s header, then transfer them to 
the upper until they arrive the destination node[10]. 

The above description outline the overall architecture of the LTE network 
protocol. For each protocol, they all has a fixed format and field. This paper will bring 
a brief analysis LTE protocol by an example of high-level protocol GTP. 
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22.2 GTP Protocol 

GTP protocol is the abbreviation of GPRS tunneling protocol. As same as most 
tunnel technologies, GTP is a high-level protocol above TCP/IP or UDP/IP. And it is 
transparent for the router when providing the end to end communication between 
hosts. In TCP / IP protocol stack, GTP can even be understood as an application layer 
protocol. GTP protocol use tunnel identified TEID multiplex on the network path [11]. 
GTP protocol can be divided to GTP-U  GTP-C and GTP` protocols according to 
different functions. GTP-U is a user-level protocol used to transmit user data, GTP-C 
is a control plane protocol for the management of GTP tunnel, and GTP’ is for 
charging.The fellowing picture is GTP protocol format. 

 version number protocol type (*) E S PN 

 Message Type 

 length (1st Octet) 

 length (2nd Octet) 

 TEID(1st Octet) 

 TEID(2nd Octet) 

 TEID(3rd Octet) 

 TEID(4th Octet) 

 sequence number(1st Octet)1) 4)  

  sequence number(2nd Octet)1) 4) 

 N-PDU number 2) 4) 

 Next Extension Header Type 3) 4) 

Figure 2. GTP head thumbnail 

 The version number field is used to determine the GTP protocol version. In 
GTP-C protocol, P-GW will throw away the message when the version number isn’t 
supposed by GTP-C protocol. 

 Protocol type field is used to distinguish the GTP protocol and the GTP` 
protocol. 

 Message type defines a number of message in GTP-C and GTP-U protocol to 
manage the path. 

 TEID field clearly identifies the endpoint of the GTP-U or GTP-C protocol in the 
other side of the tunnel. It is used to transfer GTP packet multiplex on the tunnel 
between S-GW and P-GW. 
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have correlation, such as field E which defining whether the packet has extension 
header. If the value of field E is 0 then the following field Next Extension Header Type 
will not make sense. Field S defines that whether the packet use sequence and if this 
bit is set as zero, as the same, the following field sequence number will lose 
significance. 

In summary, the characteristics of 4G protocol is: 
 It’s format is fixed, divided into different fields; 
 It’s fields can be relevant. Through there are also independent fields. 

33 The Algorithm of Stratified Fuzzing 

According to analysis for the characteristics of LTE protocol, the paper put 
forward a new fuzzing algorithm which use thinking of stratification and setting 
prioritization in the light of LTE protocol’s characteristics. 

3.1 Policy of Stratification 

Depending on the function of each protocol field value, we can put those fields 
to different levels to test anew. 

Specific hierarchical rules: 
1) Unrelated fields, which have separate functions, not associated with other 

fields, can be divided into single layer; 
2) Relevant fields, which values may affect whether the value of the second field 

is valid, are divided into a layer. 
The following picture describe in detail the layering strategy of GTP protocol as 

example. 

2.3 The Characteristics of LTE Protocol 

Based on the above analysis we can see that each protocol has its fixed protocol 
format, specifically in 3GPP protocol specification[2]. The different functions of each 
field are defined in the agreement. For example, GTP protocol version number field 
defines the GTP protocol version, and message category (GTP protocol or GTP 
'protocol) are defined by the protocol type field and so on, but there are some fields 
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Figure 3. The layering strategy of GTP protocol 
As shown as figure 2, in GTP header, version number, TEID can be divided into 

different independent level. Related Fields include protocol type and message type, 
field E and the next extension header type, field S and the sequence number, field PN 
and N-PDU number. The field length is related with all the field of GTP header, so we 
put it in a single level. 

3.2 Policy of Priority  

Protocol field values generally have specified range, and the protocol decode 
data in this range. There are may be many methods to dispose the message when it’s 
value beyond the range. The most method used is discarding. The method of 
handling error message is usually to be attacked by hackers. According to the 
specified range of values, we can construct the abnormal data to avoid more data 
made by fuzz to be abandoned. So we use a more efficient way of setting priorities to 
detect every layer divided in previous section.  

Specific strategies are as follows: 
1) For reasonable data, we mainly test the value of the data within the range, 

especially values in the boundary of range. For example, if the rang is 1-100, we set 
the value 1 or 100 to test. Many protocol have a relatively safe method in dealing 
with the issue of the value of the edge value, and this is easily to lead to issue of 
pointers cross-border and make system collapse. 

2) For unreasonable data, firstly, we detect whether those data can be accepted 
by protocol. If not, it is unnecessary to test other values beyond the range. If the 
abnormal data can be accepted, we can continue our test by exhausting random.  
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We design the processes of fuzz test aimed to GTP protocol :  

 

Figure 4. Flow diagram of fuzz test to GTP 

4 Experiment 

4.1 Experimental Platform 

In this paper, we use NS-3 simulation environment to experiment for fuzzing 
method putted in the third paragraph. We will give a brief introduction of NS-3 
simulation environment at first. 

NS-3 is network simulator driven by discrete event, mainly used in research and 
education, which is designed to meet the needs of the academic and teaching. NS-3 
project is a fully open source development project. 
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The development of the LTE module for ns-3 was carried out during the Google 
Summer of Code 2010. The module is built completely in C++. It comprises 89 classes 
and approximately 9000 lines of code. The module has been merged into 
ns-3.10.NS-3 including some modules, for example, network mudule WiFi module
wimax module, LTE module and so on. 

We build a custom LTE environment to test the GTP protocol based the LTE 
template in NS-3. Specific custom protocol stacks as follows: 

 
Figure 5. Custom stack of GTP 

Construction of custom small-scale LTE network as follows: 

 
Figure 6. Custom small LTE network 

As shown above, in order to simplify the network structure and avoid 
unnecessary costs, we combine SGW and PGW together using one node. GTP tunnels 
is implemented in application class nodes. 

4.2 Result of Experiment 
When data in custom scene is normal, the result is as follows: 

 
When we alter the data randomly of GTP message made by the new method of 

fuzzing, and then re-compile and run the virtual environment, the result is as 
following: 
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After successful compiling environment, the custom environment failed to link. 

As unreasonable value set in the fields, the virtual environment can’t continue to go 
smoothly after starting up normal. 

44.3 Vulnerability Analysis 

In the above case, the altered value is field protocol type whose value is 1. In 
3GPP protocol specification, value 1 of protocol type mean the message is echo 
message. GTP protocol use echo message to maintain connectivity of the GTP tunnel, 
at the same time, the echo message has the effect of resetting the tunnel connection. 
IE (information element) of echo message can carry  normal node information, as 
well as, can take along information of reset connection between two nodes. P-GW in 
the other hand of tunnel will reset the count value of GTP tunnel connection 
according the message and delete local content relevant context after receiving echo 
request with the recovery information element. 

Therefore, in the echo message of GTP protocol, setting the IE as recovery 
information can make the GTP session flow cut off. 

5 Conclusion 

In this paper, we put forward a new method of fuzz test anti LTE protocol based 
on the LTE protocol layering strategy. This method improve fuzzing in blindness and 
randomness. And we test this method in NS-3 simulation environment by detecting 
the GTP protocol of LTE. It proved the method is feasible and efficient relatively in 
detecting LTE protocol’s vulnerabilities. 
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Abstract. Increasing connectivity, integration with legacy power systems, the 
proliferation of access points, escalating system complexity and wider use of 
common operating systems and platforms may contribute to increased risks for 
the Smart Grid. In this paper, we tried to implement the secure multi-protocol 
mapping gateway between digital substation IED using the MMS protocol and 
the SCADA using the DNP protocol. 

1   Introduction 

Legacy power systems were designed and installed decades ago with limited 
cybersecurity consideration. Increasing connectivity, integration with legacy power 
systems, the proliferation of access points, escalating system complexity and wider 
use of common operating systems and platforms may contribute to increased risks for 
the Smart Grid. 
NERC CIP 002-009 has developed security standards for all utilities with Critical 
Assets, currently just for transmission, but likely to apply more broadly.[2] IEC 62351 
series for utility communications include security for utility-specific protocols (IEC 
61850, DNP3), role-based access control, and network and system management.[3] 
AMI-SEC under the UCA Users Group is addressing security issues for Advanced 
Metering Infrastructure.[4] IEC TC65C(in conjunction with ISA SP99) is developing 
security standards for industrial automation. [1] 
SEL has developed two types of BITW device SEL 3021-1 and SEL 3021-2 in order 
to protect the serial communication data between SCADA equipment. In addition, 
SEL has developed 3025 as a security solution for SSCP (Secure SCADA 
Communication Protocol) standards in the Hallmark project. SEL 3021-1 provides 
only confidentiality, but, SEL 3021-2 and SEL 3025 can basically provide data 
integrity, and optionally provide data confidentiality. 
The American Gas Association (AGA) Task Group12 designed the SCADA 
Cryptographic Module (SCM) as a BITW solution that retrofits data authenticity to 
SCADA communications while maintaining the performance requirements. AGA’s 
SCM provides several cipher-suites to choose from. The most secure ones use AES-
CTR for data privacy and HMAC-SHA-1/-256 for data authenticity. Unfortunately, 
messages must be held back by the receiving SCM using these cipher-suites. [2]  
As the connection to the grid system of various shareholders such as DERs 
(Distributed Energy Resource), EV (Electrical Vehicle) charging stations and digital 
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substations, DNP used in legacy power system is mapped to the other protocols such 
as IEC 61850 protocols and ICCP (Inter-control Center Communication Protocol). In 
particular, new digital substations are support IEC 61850 protocols, IEEE specifies 
the standard approach for mapping between IEEE Std 1815 (DNP3) and IEC 61850. 
In this paper, we tried to implement the secure multi-protocol mapping gateway 
between digital substation IEDs (Intelligent Electronic Device) using the MMS 
protocol and the SCADA using the DNP protocol. We propose our DNP-MMS 
protocol mapping procedure and implement DNP-MMS protocol mapping procedure. 
We use the mapping rules based new IEEE 1815.1 standard. 

2   Relevant Standardization Activities 

2.1   IEC 62351 Security Standards 

IEC 62351-1 to 9 is being standardized by the ISO/IEC TC 57 WG15 and defines data 
and communications security for power systems management and associated 
information exchange. It comprises security definitions for communication protocols, 
network and system management as well as role-based access control. Consequently 
IEC 62351 is constantly improved and enhanced to cope with new upcoming 
requirements. The current coverage of protocols is shown Fig. 1. [3] 

 

 
Fig. 1. IEC 62351 Series 
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2.2   IEEE 1815.1 Standard 

IEEE 1815.1 specifies the standard approach for mapping between IEEE Std 1815 
(DNP3) and IEC 61850. The objective of IEEE 1815.1 standard is to document and 
make available requirements for exchanging data between IEEE Std 1815 and IEC 
61850 protocols using a gateway. Mapping aspects included in the standard are: 
conceptual architecture; general mapping requirements; the mapping of Common 
Data Classes, Constructed Attribute Classes and Abstract Communication Service 
Interface (ASCI); cyber security requirements, the architecture of a gateway used for 
translation and requirements for embedding mapping configuration information into 
IEC 61850 System Configuration Language (SCL) and DNP3 Device Profile. This 
specification addresses a selection of features, data classes and services of the two 
standards. [4] 

 

 

Fig. 2. IEEE 1815.1 Use case 
 

 

3   Implementation of Secure Multi-Protocol Mapping Gateway 

In this paper, we tried to implement the secure multi-protocol mapping gateway 
between digital substation IEDs (Intelligent Electronic Device) using the MMS 
protocol and the SCADA using the DNP protocol. We implemented a hardware 
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security module, MCP (Many Core Platform) and secure mapping procedures in order 
to develop the available secure mapping gateway operating in the control network. 
The configuration of our secure mapping gateways that we have implemented is 
shown in Fig 3(a) and (b). 

 

 

Fig. 3(a). Configuration of Secure Mapping G/W 
 

 

Fig. 3(b). Data flow of Secure Mapping G/W 
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3.1   Hardware Security Module 

In this paper, we implemented a hardware security module to perform a fast 
encryption/decryption in the control network. The specifications of the hardware 
security module are shown in Table 1. 

 

Table 1.  Specification of Hardware Security Module 

Type Protection 
function Remarks 

Symmetric ARIA Mode : ECB, CBC, CFB(128), OFB(128), CTR 
Key Size: 128, 192, 256 bit 

MAC HMAC Hash : SHA-256 
Hash SHA SHA-256 

Random Number 
Generator CTR-DRBG ARIA based 

Digital Signature RSA, ECDSA ECC, RSA 
Key Agreement ECDH ECC 
 

The hardware security module performs a fast encryption and decryption using the 
‘OPERA’ encryption chip. In addition, we make a temper resistance switch to 
perform the tempering resistance function and it may be convenient to analyze the 
status of the security module using the LED. The hardware security module is shown 
in Figure 4. 

 

Fig. 4. Hardware Security Module 
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3.2   Many Core Platform (MCP) 

Our security gateway uses the Many Core Platform (MCP). The MCP is a hardware 
platform with a 32-core CPU and the hardware cryptographic module is linked with 
MCP via a PCI slot. The MCP performs DNP-MMS protocol mapping process, DNP 
secure process and secure MMS process in control networks efficiently. The MCP is 
shown in Figure 5. 
 

 

Fig. 5. Hardware Security Module 

3.3   Mapping Procedure and Implementation 

In this section, we propose DNP-MMS protocol mapping procedure and implement 
DNP-MMS protocol mapping procedure. Our DNP-MMS mapping procedure is 
shown in Fig 6. We use the mapping rules based new IEEE 1815.1 standard.  

 

Fig. 6. DNP-MMS Mapping Process 
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To map DNP-MMS protocol, we first must be able to create and validate DNP XML 
profiles. We use the DNP3 Forge S/W to create and validate DNP XML profiles.  
DNP XML profile creating process is shown in Figure 7. 

 

 

Fig. 7. DNP-XML profile creating process 
 

The implemented DNP-MMS mapping procedure is shown in Fig 8. We use the 
mapping rules based IEEE 1815.1 standard.  

 

Fig. 8. DNP-MMS Mapping 
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4   Conclusions 

New capabilities for Smart Grid systems and networks, such as distributed 
intelligence and broadband capabilities can greatly enhance efficiency and reliability, 
but they may also create much new vulnerability if not deployed with the appropriate 
security controls. Providing security for such a large system may seem an 
unfathomable task, and if done incorrectly, can leave utilities open to cyber-attacks. 
As the connection to the grid system of various shareholders such as DERs 
(Distributed Energy Resource), EV (Electrical Vehicle) charging stations and digital 
substations, DNP used in legacy power system is mapped to the other protocols such 
as IEC 61850 protocols and ICCP (Inter-control Center Communication Protocol). In 
particular, new digital substations are support IEC 61850 protocols, IEEE specifies 
the standard approach for mapping between IEEE Std 1815 (DNP3) and IEC 61850. 
In this paper, we tried to implement the secure multi-protocol mapping gateway 
between digital substation IEDs (Intelligent Electronic Device) using the MMS 
protocol and the SCADA using the DNP protocol. We implemented a hardware 
security module, MCP (Many Core Platform) and secure mapping procedures in order 
to develop the available secure mapping gateway operating in the control network. 
We propose our DNP-MMS protocol mapping procedure and implement DNP-MMS 
protocol mapping procedure. We use the mapping rules based new IEEE 1815.1 
standard. 
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An Adaptive DoS Attack Mitigation Measure for

Field Networks in Smart Grids

Gunee Lee, Yun-Sam Kim and Jungmin Kang

Abstract The wireless mesh networks is one of the key technologies for field device
networks to maximize the effect of smart grid. However, the wireless mesh networks
is exposed to DoS attack based on routing misbehavior that cause the network does
not work properly. If sensed data cannot be transferred from field network to server
side system, we could not get the benefits of smart grid successfully. For protecting
the field networks in smart grids from DoS attack based on routing misbehavior,
we propose a revised monitoring method that improve the level of security of the
wireless mesh networks for smart grid’s field device. We also provide the result of
experiments.

1 Introduction

Smart grid is an intelligent power grid equipped with information communication
technologies. With smart grid, electricity utilities could estimate electricity demand
based on customer electricity usage information collected from smart meters, and
then they might control peak load situation based on the estimation. Before an elec-
tricity peak load occurs, electricity utility has customer reduce electricity usage or
makes customer use electricity generated by distributed electricity resource (DER)
in the customer premises, which are polar voltaic over the roof, electricity storage
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and electricity vehicle. Moreover, customer could delay or bringing forward elec-
tricity usage based on the information about the peak load time came from the utility.

Moreover, for maintaining the reliability of power grids, smart grids may have a
capability of situation-awareness. With the capability, smart grids could determine
the current status of the power grid. It can detect a failure point in power grid near
real-time, so the power company can respond to the failure in time. In order to do
that, the sensors and the actuators should be deployed over the whole smart grids.

Since the smart grid deployed over the wide and open area, wireless mesh net-
work is one of the highlighted technologies for the field network of smart grids.
For example, smart meters form a wireless mesh network in order to transfer their
measured value to a utility. A data concentrator connected to a smart meter mesh
network collects the measured values and sends the bunch of data to a AMI head-
end in a utility.

To achieve the purpose of the smart grids, collecting information from sensors
(i.e. smart meters and phasor measurement units) and issuing a command to actu-
ator (i.e. controllers of DER, controllers of the electricity loads and IEDs on pro-
tection relays) are the most important tasks. Blocking, intercepting, and dropping
the transmission of information and command would be one of the most serious
threats against the smart grids. Unfortunately the wireless mesh networks, which is
the most spotlighted technology, has high possibility to occur those kinds of threats
by intentionally launching the routing misbehaviour attacks against the sensors and
the actuators.

One or more compromised node could drop entire or some packets from other
smart meters, and then the smart meter network could not provide the functionality
of information delivery. The loss of the energy information delivery capability could
be expected to have adverse effect on various applications in smart grid, such as
demand response, load control, distribution management, and so on.

To mitigate the DoS (Denial of Service) attack based on routing misbehavior,
we had introduced a effective method that monitors routing behaviour of neighbour
nodes in a wireless mesh network[1]. The previous method, however, has limitations
in efficiency and it could not handle a gray hole attack properly. Thus, in this paper,
we propose a revised method in order to improve the efficiency of the method and
mitigate a gray hole attack properly. To do so, we design a method for building
neighbour list and propose an algorithm that adaptively determine a threshold of
packet drop ratio. The threshold is the criteria that determine whether a node is
compromised by attacker or not.

The rest part of this paper is organized as follows. Section 2 presents the overview
of the previous method we introduced and explains its limitations. Section 3 de-
scribes a revised and proposed method and algorithm in detail. Section 4 provides
the experimental results, and Section 5 draws conclusion.
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Fig. 1 Network traffic information monitoring method using cooperating nodes

2 The Previous Measure and its Limitations

Fig. 1 shows the schematic diagram of the previous method to monitor the wireless
ad hoc networks and detect routing misbehavior. In this example, nodes in a wire-
less ad hoc network form a detection cluster. In order to monitor node A, neighbor
nodes around node A collect necessary information continuously. That is, two nodes
B and C, which have node A between them, count the number of packets that they
have forwarded to node A and the number of packets that they have received from
node A. Any node except node A in a cluster could be a watchdog node that mon-
itors behavior of node A, and the watchdog node collects and analyzes the counter
data from the other nodes in order to determine whether node A performs routing
misbehavior.

In the previous method, since the watchdog node in the cluster should know its
one-hop neighbors and two-hop neighbors, where the two-hop neighbor is all the
nodes that could reach in two-hop routing via the monitored node. From the previ-
ous example, if the node B is a watchdog node, the node C is a two-hop neighbor of
the node B. In the previous method, each node performs authentication process be-
tween its one-hop neighbors and two-hop neighbors in order to identify its two-hop
neighbors. This process considers not only secure session key exchange between
nodes but also mutual authentication between them. Thus when a new node is in-
stalled, there would be massive flood of message exchange between the new node
and existing node.

In addition, it the previous method, the watchdog node calculate drop ratio of the
monitored node, and it checks if the ratio is higher than a threshold. If so, the mon-
itored node could be a attacker node. Thus the determining threshold is a key issue
of the method. Higher threshold might increase false-negative ratio of the method
and lower threshold might increase false-positive ratio of the method. Moreover, the
threshold would be affected by the network performance as well. For example, in
rainy day, the packet drop ratio could be increased, so a probability that the normal
node would be identified as a attacker could be increased.
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Fig. 2 The schematic view of
the neighbor list distribution

3 The Proposed Method

3.1 Building a neighbor list

Fig. 2 shows the schematic view of the neighbor list distribution in the proposed
method. When a new node joins a network, it should perform joining process with
the representative node, and they should agree with a session key between them. The
representative node is the only manager of a wireless mesh network. For example, in
the advanced metering infrastructure, a data concentrator, which connects the smart
meter networks and the AMI headend, can be a representative node for a smart
meter network. After that, the new node should notice its transmission range and its
location that is attained through the GPS or the location discovery algorithms [2, 3,
4, 5, 6]. The location is presented with a pair of X-coordination and Y-coordination.
It should be encrypted with a session key, and it should be sent to the representative
node.

As a new node is registered, the representative node should maintain the nodes
information and the location information of the wireless mesh networks. The pro-
cedure is defined in the Algorithm 1. When the representative node receives the
location information of a new node, it inserts the information of the new node into
the node information table. The node information table is a list of nodes in a wire-
less mesh network. Each item in the list consists of 4-tuple including node’s id,
X-coordination of node’s location, Y-coordination of node’s location and transmis-
sion range. Then, it should modify the location map according to the information.
The location map is a adjacency matrix for the wireless mesh networks. After that,
with the location of the new node and the transmission range, the representative
node looks up the node information table to find every one-hop neighbors of the
new node. Based on the well known circle equation, the representative node is able
to select every one-hop neighbor of the new node.
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Algorithm 1 Modifying the location map of the representative node
1: N: a node information table
2: n: number of nodes
3: M: a location map
4: L: a list for the one-hop neighbors of the new node
5: Ad j: an adjacency list for two-hop neighbors of the new node
6: r: transmission range of the new node
7: (a,b): location information on the new node

8: procedure ModifyLocationMap(a, b, r)
9: N[n]← (id,a,b,r)

10: n ← n+1
11: SelectOneHopNeighbors(a, b, r, L)
12: for k = 0 → n do

13: M[n][k]← L[k]
14: M[k][n]← L[k]

15: procedure SelectOneHopNeighbors(a, b, r, L)
16: for i = 0 → n−1 do

17: if a− r < N[i].x < a+ r then

18: if b− r < N[i].y < b+ r then

19: L[i]← 1

The algorithm that builds a neighbor list for the new node is given in Algorithm 2.
The neighbor list is a adjacency list that includes every one-hop neighbors and two-
hop neighbors of the new node. Each head node of the list is a one-hop node of the
new node and the other nodes of the list are the two-hop nodes of the new node. The
algorithm is easy to understand. For each one-hop neighbor of the new node, it is
added as a header item of the list and the one-hop neighbors of the header are added
at the next of the header. The neighbor list, which is encrypted with the session key,
is delivered to the new node.

Algorithm 2 Building a neighbor list for a new node
1: N: a node information table
2: n: number of nodes
3: M: a location map
4: Ad j: an adjacency list for two-hop neighbors of the new node
5: r: transmission range of the new node
6: (a,b): location information on the new node

7: procedure BuildNeighborList(id, a, b, r)
8: l,k ← 0
9: for i = 0 → n do

10: if M[n][i] == 1 then

11: Ad j[l][0]← N[i].id
12: for j = 1 → n do

13: if M[i][ j] == 1 then

14: Ad j[ j][k]← N[ j].id
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Algorithm 3 Sending a new node information to neighbors of the new node
1: N: a node information table
2: n: number of nodes
3: M: a location map
4: Ad j: an adjacency list for two-hop neighbors of the new node
5: L1: a list for the one-hop neighbors of the new node
6: L2: a list for the two-hop neighbors of the new node

7: procedure SendToOneHopNeigbors

8: for i = 0 → n−1 do

9: if M[n−1][i] == 1 then

10: k ← 1
11: for j = 0 → n−1 do

12: if M[n−1][ j] == 1∧ j �= i then

13: L1[k]← N[ j].id
14: k ← k+1
15: L1[0]← N[n−1].id
16: Send L1 to N[i].id

17: procedure SendToTwoHopNeigbors

18: for i = 0 → n−1 do

19: if M[n−1][i] == 1 then

20: for j = 0 → n−1 do

21: if M[i][ j] == 1 then

22: L2[0]← N[i].id
23: L2[1]← N[n−1].id
24: Send L2 to N[j].id

The Algorithm 3 provides the procedure that sends the partial neighbor list
adding to the neighbor list of the new node’s neighbors. According to the Algo-
rithm 3, the representative nodes sends the new item of the adjacency list for one-
hop neighbor of the new node, and it also sends the information of the relay nodes
inbetween the two-hop nodes of the new node and the new node.

3.2 Monitoring and Detection of Routing Misbehavior

For detecting the misbehavior of compromised nodes, in the proposed method, we
have two steps such as monitoring step and detection step as provided in the previous
method[1]. In the monitoring step, each node continuously monitors their neighbors
by counting the number of incoming/outgoing messages from/to monitoring node.
For the detection step, any watchdog node selected as a detector should collect the
counter from two-hop neighbors, which are one-hop neighbor of the monitoring
node. Then the detector checks whether the ratio of the incoming and the outgoing
packets is in a predefined threshold. If it is in the threshold, the monitoring node
behaves normally. Otherwise, it might be compromised node.
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The only difference between the previous method and the proposed method in
this paer is the detector. As mentioned above, in the previous method, any watchdog
node can be a detector. In the proposed method here, however, the only node that
can be a detector is the representative node.

3.3 Adjustment of threshold for the packet drop ratio

The attackers can learn or estimate the threshold with his/her knowledge and prac-
tices. He/she could achieve the average drop ratio of nodes in the network, and it
can select the threshold according to the average value. With the estimated thresh-
old, the attacker can perform gray-hole attack or selective forwarding attack to the
networks. Although the attack is launched, the representative node cannot notice
that since the value of forwarding ratio does not exceed the threshold.

Thus, in the proposed method, we would employ an automatic threshold revi-
sion process. This process would revise the threshold Hrate after a pre-defined time
duration. In a normal situation, as the number of revision would be increased, the
new threshold value would be stable, so after some time the threshold value is stays
at the same value. However, in a abnormal situation, the trend of threshold value’s
variation would be drifted from time to time. The abnormal situation includes not
only attack situation but also accidental events that result in increasing the packet
loss ratio.

Fig. 3 shows the schematic view of the revision algorithm. In the figure, there are
two groups of forwarding ratio such as group Y and group X . Forwarding ratios of
nodes in a local area are categorized into those two groups through any clustering
algorithm such as K-means, Fuzzy C-means, Hierarchical clustering, and Mixture
of Gaussians [7]. The proposed method will calculate a new threshold H ′

rate in order
to increase the accuracy of the proposed framework. For generating a new threshold,
the representative node first calculates the median value of two values such as old
threshold Hrate and the mean value of group Y as given in equation (1) and (2). Then,
it calculates average of deviations that are differences between each value of group
X and the median value M according to the equation (3). Finally the new threshold
is the sum of the median value M and the average of deviations that are average of
differences between each value of group X and M as shown in equation (4).

M = Median[Hrate,Y ] (1)

Y = {rd(y)|y ∈ Y},where rd(y) =
Mf (y)
Mr(y)

(2)

V = {rd(x)−M|x ∈ X ,rd(x)> M},where rd(x) =
Mf (x)
Mr(x)

(3)

H ′
rate = M+V (4)
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group X

group Y

Hrate

New Hrate = M + �X

M = Median(Hrate, mY)

mY: mean of group Y

�X: average of 
deviations between 
each value and M

Fig. 3 Adjusting threshold value

4 Experiment results

In order to evaluate the proposed method, we conducted an experiment using net-
work simulator NS-2. In the experiment, an attack that paralyzes network service
by filtering out network packets at compromised nodes in the network was launched
against the network without any protection method. The same attack was launched
against the network employing the proposed method.

In the experiment, 50 smart meters were installed in an area of 1500m300m. Net-
work routing was performed by the DSR (dynamic source routing) method. Twenty
of the nodes were CBR sources sending 4 packets per second. In each session, 0 10
attackers were distributed in the network. When communication was active in the
network, each attacker dropped a certain percentage of network packets so that net-
work service would be discontinued. Details of the simulation parameters are given
in Table 1.

Table 1 Parameters for the experiments

Parameters Values

Number of nodes 50
Area size (m) 1500×300
Traffic model CBR
Transmission rate (packets/s) 4
Maximum number of connections 20
Packet size (byte) 512
Duration (s) 900

Fig. 4 shows the successful intrusion detection ratio and the false intrusion de-
tection ratio of the proposed system according to the number of attacker nodes. The
detection ratio increased slightly with the increase in the number of attacker nodes,
and was over 97% even when the number of attacker nodes was smallest. This also
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Fig. 4 Changes in the intrusion detection ratio
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Fig. 5 Change in the packet loss ratio according to the number of attackers

means that false-negative is less than 3%. In the Figure 15, the false detection ratio
means false positive ratio to total number of attack detection. When there was no
attacker node, false detection ratio was 0.3%. Regardless of the number of attacker
nodes, false detection ratio was less than 1%. This suggests that the possibility of
false-negative or false-positive is low enough to apply the proposed method to the
real environment.

Fig. 5 shows the packet loss ratio according to the change of the number of
attacker nodes. When the proposed approach was not employed, the packet loss
ratio went up to 73% with the increase in the number of attacker nodes. When the
proposed detection method was applied, however, the packet loss ratio was stable
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within 3%. This ratio includes packet loss caused by attackers and that caused by
processing delay resulting from the execution of the routing misbehavior detection
process.

5 Conclusion

In this paper, we proposed a revised monitoring method that can detect DoS attacks
based on routing misbehavior. In contrast with the previous method we published
before[1], the proposed method would remove a burden of authentication process.
In addition, the proposed method could detect more intelligent routing misbehav-
ior. The results of experiment in DSR-based network environment showed that the
proposed method could prove the efficiency and effectiveness.
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Abstract. Autonomous vehicles collect and process information required for 
driving autonomously and apply the processed result for vehicle driving thereby 
driving vehicles automatically by identifying road situations without additional 
control of brakes, handling, and acceleration pedal by drivers. Since self-
driving cars collect information from various sensors and communication is 
done between various sensors and devices over the infrastructure, they are 
vulnerable to unexpected accidents due to malicious hacking attacks if self-
driving cars are commercialized without ensuring security technologies and 
establishment of security systems. In particular, securing safety is highly 
emphasized due to automobile technology that is directly related to human lives 
and safety. In the present paper, security threats against self-driving cars and 
infrastructures are analyzed and possible attack scenarios are developed to 
predict the impact. Furthermore, the current status on research and development 
of security technology is analyzed and items of technology development to 
ensure cyber security of self-driving cars and infrastructures as well as R&D 
strategies are presented for future research. 

1   Introduction 

The automobile industry has been evolved rapidly into self-driving cars where the 
state of the art technologies are concentrated. According to Navigant Research, a 
market scale of self-driving car system in the world will reach $189 billion by 2020 
and $1,152 billion by 2035, which indicates that the era of self-driving car and 
technology are emerging [1]. To keep pace with the global interest, South Korea 
disclosed a goal of commercialization of self-driving cars at Level 3 by 2020 [2]. The 
number of deaths by vehicle accidents around the world amounts to 1,240,000 
annually and 90% of the deaths are due to driver's faults such as driving while drowsy 
or drinking driving, which emphasizes the importance of autonomous driving 
technology positively more and more [1]. However, much attention has also been paid 
to risk of accidents due to malicious hacking attacks in contrast with the positive 
prospect on self-driving cars. If autonomous driving technology is commercialized 
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without ensuring establishing security systems and techniques, unpredictable 
accidents due to malicious hacking attacks can occur and enormous disruption on the 
network can occur during cyber-attacks on V2X. Autonomous driving needs mutual 
information collection through sensors in order to support V2X (InV: In Vehicle, 
V2V: Vehicle to Vehicle, V2I: Vehicle to Infrastructure) communication and 
Advanced Driver Assistance Systems (ADAS). First, it is important to collect correct 
information through sensors and communicate collected information securely 
between Electronic Control Units (ECU) over the InV communication environment. If 
sensors that support the ADAS do not collect correct information or if fabrication and 
modification of collected information occurs during communication between ECUs to 
employ the collected information, normal operation of autonomous driving systems 
cannot be achieved [3]. Second, since V2V and V2I communication environments are 
Wireless Local Area Network (WLAN) environments that use Wireless Access in 
Vehicle Environments(WAVE), the communication environments are vulnerable to 
attacks such as spoofing, Denial of Services (DoS), and Man In The Middle Attack 
(MITM). Thus, it is essential to secure the security of communication in V2V and V2I, 
as well as a gateway to server. Accordingly, vulnerability of V2X and autonomous 
driving technologies and factors of security threat are needed to be analyzed clearly 
and it is necessary to ensure cyber security over the autonomous driving system in 
preparation of malicious hacking attacks against autonomous driving systems in the 
future [4]. To provide a countermeasure, it is essential to analyze possible attack 
scenarios and impact effect on autonomous driving technology. Thus, this paper 
investigates the current status of technological development on self-driving cars and 
infrastructure in Section 2 and presents security threats against autonomous driving 
technology in Section 3. In Section 4, development and analysis on the 
countermeasure technology are presented focusing on possible attack scenarios and 
impact. In Section 5, the current status of development on national and international 
countermeasure technologies against related attacks is discussed. In Section 6, items 
of technological development and R&D strategies are presented to secure self-driving 
cars and cyber security over the infrastructure of self-driving cars in the future and in 
Section 7, conclusions of the present paper including future research are presented.  

Fig. 1.  Conceptual diagram of the self-driving its Infrastrucrue 
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2   Current status of self-driving cars and infrastructure 

2.1   Current status of technological development in South Korea 

2.1.1   Current status of technological development in self-driving cars  
 
Hyundai and Kia Motors in South Korea demonstrated the first self-driving car called 
Tucson IX in 2010. Tucson IX demonstrated autonomous driving over nine 

missions consisting of paved and non-paved roads of 4 km including checkpoints, 
cross-road and accident-prone location successfully and Genesis Smart Sense 
(GSS) , which was a Highway Driving Assist (HDA) system, was launched in the 
name of Genesis EQ900 in December 2015. The GSS can detect accident occurrence 
in advance through driving assist technology to help drivers to drive safely and 
comfortably. Based on the above technologies, the GSS acquired license of 
autonomous driving in the highway in Nevada State in the USA and accelerated the 
commercialization of self-driving cars [5].  
 
2.1.2   Cooperative driving technology 
 
As Cooperative Adaptive Cruise Control (CACC) and Automated Queue Assistance 
(AQA) technologies are developed around the world, the standardization has been 
underway in South Korea as well. The Telecommunications Technology Association 
in Korea proposed TTAK.KO-06.0379, which was a message standard at the 
application level for formation and separation of vehicle platooning during automated 
queue assist driving. The message standard was made basically by referring the J2735 
BSM message proposed by the Federation Internationale de l'Automobile in the USA. 

2.2   Current status of technological development in the USA 

Vehicles of Ford Motor Company have been equipped with lane keeping system and 
active park assist in addition to semi-self-driving cars, which are currently 
commercialized by the CES and research is underway to provide traffic jam assist 
function for reduction in traffic jam by adjusting a distance between vehicles 
automatically. Furthermore, the company is now developing universal service 
including infotainment and vehicle theft prevention system in collaboration with Intel 
Company [7]. 

The USA has also started Intelligent Transport System (ITS) related projects as a 
measure to resolve traffic delay and congestion as well as traffic accidents such as 
deviation from the lane. Starting from Vehicle Infrastructure Integration (VII) in 2003, 
the USA changed the VII project into Connected Vehicle project in 2011 to achieve 
commercialization of Cooperative-ITS(C-ITS) and accelerated R&D on the effect and 
issue of the connected vehicle technology and commercialization. In the Safety 
Pilot among the project tasks, road tests about various C-ITS services were 
conducted including interconnection technology test between vehicles over the real 
driving environment [8]. 
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2.3   Current status of technological development in Europe 

The research in Europe has focused on core technology, road safety, and road 
operation. First, it developed Cooperative Vehicle-Infrastructure Systems (CVIS) 
from the management viewpoint such as traffic management in cities and open 
standard-based communication between V2V and V2I for the purpose of traffic 
stability and efficiency. Second, it developed the safety system (SAFESPOT) that can 
detect dangerous situations in the road in advance. Finally, it conducted a project for 
efficient road operation by providing real-time information of specific regions 
through implementation of two-way wireless communication environment [9].  

3   Security threats against self-driving cars and infrastructure 

3.1   Security threats against self-driving cars 

3.1.1   Physical vulnerability 
 
The Communication Control Unit (CCU) is a unit that can manage multimedia 
systems inside vehicles by enabling communication with external devices via cellular 
networks. Since the CCU is not directly connected to the Control Area Network 
(CAN) bus and an air gap is present between connection and physical parts, 
communication can be done with other connected components if V850 controller is 
used thereby being able to control the CAN bus by sending commands through 
reprogramming.  
 
3.1.2   Encryption and authentication 
 
Since the CAN protocol is suitable to networks for vehicles where real-time property 
is important, it has been used as a standard for most vehicles among various vehicle 
control protocols. It is implemented via internal network of various types of vehicles. 
It does not provide encryption and authentication features although it is a 
broadcasting communication protocol. In 2010, a research team led by K. Koscher 
attempted a hacking test using real vehicles and pointed out the problem of internal 
network in vehicles to show that vehicles can be controlled via replay attack of 
messages [10]. 
 
3.1.3   Access control 
 
The ODB-II port is used to diagnose failure of engines and maintenance of vehicles. 
Attackers can access the CAN bus by connecting to the ODB-II port and replay attack 
or DoS attack can be done through packet analysis. 
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3.2   Security threats against self-driving car infrastructure 

3.2.1   Network scale 
 
When vehicles with different specifications and vehicle purpose are driving in the 
same road in the same region, interference between sensors mounted at different 
vehicle models, electromagnetic interference occurred at vehicles, and disruption of 
networks for vehicles can occur. 

 
3.2.2   Operation of devices and systems 
 
A path where attackers can penetrate into infrastructures of self-driving cars can be 
found due to inappropriate security setup, use of unauthorized mobile storage media, 
and inappropriate security audit in terms of operation and management of devices and 
system. 
 
3.2.3   Denial of Service 
 
Attackers can execute an attack of DoS against networks such as the Road Side Unit 
(RSU) via generation of a large amount of traffic, attempts of multiple accesses, and 
vulnerabilities to paralyze the traffic control center. 

4   Possible attack scenarios and analysis on the impact 

4.1   Intrusion scenarios through networks 

 
Fig. 2.  Attacks on internal communication basis of vehicles 

*Precondition 1: Encryption communication is not done in the inside of the CAN bus. 
*Precondition 2: There is a vulnerability inside the CCU communication server. 
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Step 1. Attacker choose a target self-driving car and secures the IP information of the 
CCU system connected to the Internet through cellular networks.  
Step 2. Security vulnerabilities are identified through Internet scanning and remote 
executable code is developed. 
Step 3. The CAN bus communication is analyzed and then manipulation packets 
related to vehicle driving information is fabricated thereby sending the information 
through remote executable code. 
Step 4. The target self-driving car recognizes the current car speed and acceleration as 
modified values, and sends Vehicle Safety Communications (VSC) message 
Step 5. Another self-driving car that received the VSC message from the infected 
vehicle recognizes speed and acceleration of the infected self-driving car as modified 
values. 
Step 6. Car collision is induced through re-adjustment of vehicle distance based on 
the modified value. 
 
Attacker secures the IP address by which the CCU system is connected to the external 
cellular network and then security vulnerability is investigated through port scanning 
on the corresponding IP. Based on the identified vulnerability, attacker configures a 
backdoor to send remote executable command to the CAN bus and produce a 
manipulation packet related to vehicle driving information in order to send the 
modified packet through the backdoor. The modified packet is broadcasted through 
the CAN bus thereby letting the target vehicle recognize the modified driving 
information as normal value. Here, the modified driving information is included in the 
VSC that is sent between self-driving cars in real time prior to broadcasting and 
adjacent self-driving car receives the corresponding information. The adjacent self-
driving car performs re-adjustment of vehicle distance via the modified received 
information, which can be followed by collision or multiple car crashes. 
 

4.2   Intrusion scenarios through physical access 

 
Fig. 3.  Attack through firmware update 

 
*Precondition: Penetration process into local networks is not considered. 
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Step 1. Malicious code is infected through spear phishing or USB thereby inducing 
malicious behavior desired by attacker. 
Step 2. Firmware server manager opens emails or inserts infected USB thereby 
infecting the firmware server with malicious code.  
Step 3. Attacker overwrites the correct firmware with malicious firmware and 
vehicles updated with malicious firmware are all infected. 
Step 4. Vehicles can experience damage due to out-of-control and chain collision 
according to the command by attacker. 

 
Attacker performs Advanced Persistent Threat (APT) against firmware server in the 
infrastructure thereby overwriting the update server with malicious firmware. When 
vehicles update firmware from the update server, those vehicles are infected with 
malicious code thereby experiencing out of control or vehicle accidents resulting in a 
large scale of casualties.  

4.3   IoT control attack scenario in the home network using V2I 
communication spoofing 

 
Fig. 4.  IoT control in the home network using V2I communication spoofing 

 
*Precondition: Internal authentication and connection of Internet of Things (IoT) in 
the home network can be done through vehicle and gateway communication data. 

 
Step 1. Self-driving car is camouflaged as gateway through spoofing in the ad-hoc 
network. The ad-hoc network is characterized by no Access Point (AP) so if 
communication is needed externally inside the Network Address Translation (NAT), a 
single node is used as AP to communicate externally. 
Here, ARP spoofing is conducted by attacker to be disguised as if attacker were a 
gateway. 
Step 2. Attacker collects information about victim vehicle while being disguised as a 
gateway. Data by which home network can be connected are extracted from data 
transferred from victim vehicle to gateway. 
Step 3. Through the collected information, home network is connected. Through the 
collected information, home network is connected and electronic appliances such as 
gas range, lights, air-conditioning, and personal computer can be controlled.  
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Step 4. Through the control of electronic appliances, financial damage, privacy 
information leakage, excessive electric bill charge and fire due to overheating, privacy 
information leakage through remote connection to PC can occur.  
 
The communication between self-driving car and infrastructure can be done via the 
Vehicle Ad-hoc Network (VANET). If attacker is within the same network, he/she 
scans neighbor IPs and selects a victim vehicle thereby spoofing security message 
containing location, acceleration, and current speed that are transferred to the gateway 
by victim vehicle after sending its own MAC address. By ARP spoofing the gateway 
connected to the self-driving car, attacker becomes a gateway and extracts data by 
which home network can be connected through data sent by victim vehicle. Later, 
attacker is connected to home network through information extracted by connecting to 
the external Internet network and controls electronic appliances at home remotely. 
 

4.4   V2V communication paralysis through OCSP server attack at 
infrastructure data transmission and reception environments 

 
Fig. 5. OCSP server attack over infrastructure data transmission and 

reception environment 

*Precondition 1: Certificate-based authentication environment is already constructed. 
*Precondition 2: Attacker has information about Online Certificate Status Protocol 
(OCSP) server and access path was already acquired. 
 
Step 1. Attacker disables services of OCSP server via various attacks. 
Step 2. Self-driving car A signs in data that are transmitted to self-driving car B with 
private key included in the certificate embedded at the time of manufacture or issued 
via the Certificate Authority (CA) previously prior to transmission of data.  
Step 3. In order to verify data signature received from self-driving car A, a request of 
validity verification is sent to the OCSP server. 
Step 4. Since the OCSP server becomes disabled service status in Step 1, validity 
verification cannot be done. 

436 D. Lim et al.



Attacker attempts Distributed Denial of Service (D-DoS) attack through infection of 
OCSP client application services via malicious code or infection of USB of 
administrator through spear phishing against OCSP manager to infect OCSP server 
during maintenance resulting in making services disabled. Accordingly, it is 
impossible to verify signatures included in data such as accident information during 
driving and location information that are transferred via V2V communication. 
Furthermore, certificate is applied not only to self-driving car but also to the RSU 
thereby making authentication impossible at overall self-driving car environments. 
Since authentication is not possible, road traffic paralysis or human casualties upon 
attacking during driving could occur. 
 

4.5   Scenario of communication jamming attack inside V2V environments 

 
Fig. 6. OCSP server attack over infrastructure data transmission and 

reception environment 

*Precondition: Attacker acquires access right to the CAN network. 
 
Step 1. Attacker gains control of the CAN network inside the target vehicle thereby 
acquiring access right of the routing table. 
Step 2. Attacker changes the routing protocol intentionally. 
Step 3. Attacker drops safety message transmitted to surrounding vehicles thereby 
interrupting the movement to the destination node. 
 
Once attacker gains control of the CAN network inside the target vehicle and acquires 
access right of the routing table, he/she can control the routing protocol directly. A 
self-driving car needs control of parameters such as speed by determining situations 
of surrounding vehicles. Here, messages are exchanged between surrounding vehicles, 
which are safety messages. If safety message is dropped, it can affect Packet Delivery 
Rate (PDR) between V2V commun ications and surrounding vehicles can have 
communication jamming thereby unable to recognize a distance between vehicles at 
high speed driving situation, resulting in vulnerable human casualties.   
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4.6   Scenario of vehicle control attack using control App of self-driving car 

 
Fig. 7. Vehicle control using control App of self-driving car 

*Precondition: Nonce values between message transmission and reception are not 
applied. 
 
Step 1. A target smartphone is infected by malicious code through SMS phising 
letters sent by attacker thereby forcing rooting of the smartphone. 
Step 2. Attacker acquires root right of the smartphone infected by malicious code 
thereby installing a rootkit. 
Step 3. Attacker monitors control App packet of self-driving car using the rootkit. 
Step 4. Based on the acquired information, replay attack is done to steal the vehicle. 
 
A target smartphone is induced to be infected by malicious code through SMS 
phishing letters sent by attacker. Then, attacker acquires root right and installs a 
rootkit thereby monitoring control App packets using network packet monitoring tool. 
After this, attacker retransmits packets through replay attack to steal the vehicle.  
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5   Current status of countermeasure technology development  

5.1   Privacy protective authentication technology 

The Electronics and Telecommunications Research Institute in South Korea (ETRI) 
utilized zero-knowledge proof and encryption techniques for digital signature 
generation, validation, signature verification, and connection algorithm design. The 
privacy protective authentication technology can prevent possibility that can easily 
track driving information of specific vehicle by attacker if no privacy protective 
measure is provided in vehicle communication. The techniques can be utilized as 
advanced information exposure control method because it can prove knowledge, right, 
and qualification justification only without exposure of detailed identification 
information of users [11]. 
 

5.2   Security technology of V2X service integration for self-driving cars 

The government in South Korea started a project called security technology 
development for V2X service integration for self-driving cars , which was launched 
in early 2016. In the above vehicular project, Public Key Infrastructure (PKI) for 
vehicle privacy and information protection and reliability guarantee technology of 
V2V and V2I communication service for infrastructure technology and self-driving 
cars, V2N security technology for prevention of hacking remotely and introduction of 
malicious code against vehicles, and development of remote security update 
technology for vehicles are performed. Furthermore, it also performs international 
standardization of security technology for self-driving cars and applicability test and 
verification of security technology at self-driving environments [12]. 

 

5.3   ProtectivX technology 

ProtectivX which is a platform for self-driving cars and now under development by 
Intel and BMW is a platform technology to prevent unauthorized accesses to 
information systems and IoT networks. The development is now underway to monitor 
all ECUs that have suspicious activities while residing in the CAN bus inside vehicles. 
It aims to protect the CAN bus from scan and external threats continuously such as 
ECU infotainment system, vision safety device, cruise control, electronic key, and 
remote engine starter [13]. 

 
 

5.4   PRESERVE technology 

The PRESERVE technology was designed to prevent the abuse and infringement of 
privacy information during V2X communication as it summarized projects such as 
SEVECOM, EVITA, OVERSEE, and PRECISA as shown in Fig. 8 and included 
other security requirements to complete security and universal applicability tests. This 
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technology is now at the pre-distribution stage after strengthening scalability and 
reducing the cost more than the previous project [14]. 

 
Fig. 8.  Configuration of PRESERVE 

6   Direction and strategy of future technological development 

6.1   Implementation of certificate-based certification system  

Certification is essential between self-driving car and infrastructure system. For 
certification between self-driving car and infrastructure, certificate and digital 
signature issued from the CA can be used. However, identification information is 
contained in certificate so that moving trajectory and driving time of vehicle can be 
identified. That is, there is an infringement on privacy information about vehicle 
location. Thus, it is necessary to have a certification method to protect privacy 
information that employs anonymous certificates that can replace identification 
information included in the certificate with non-identifiable anonymous value. 
Furthermore, it is also necessary to consider a method that requires certification only 
for a specific section when a vehicle enters that section. 

 

6.2   IDS/IPS embedded with aulighthentication and lightweight encryption 
algorithm  

The CAN bus employs a broadcasting mode that supports data communication in real 
time inside vehicles but it does not design and implement certification and encryption 
functions with respect to transmission messages. Thus, it is necessary for the CAN 
bus to apply certification and lightweight encryption in order to prevent hacking 
attacks such as packet sniffing or command injection. It is also necessary to apply 
detection method of white-list mode against hacking attacks that can occur inside 
vehicles and develop and apply Intrusion Detection System (IDS) and Intrusion 
Prevention System (IPS) in order to provide real time detection and response by 
setting a threshold of data value. 
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6.3   Ultra-lightweight hardware security module for key management and 
internal encryption operation  

The Hardware Security Module (HSM) is not only used in integrity protection of 
ECU firmware but also in secure flashing, secure boot, run-time tuning detection, and 
secure debug. However, it requires encryption operation process mandatorily and 
includes data exchange in real time. Thus, it is necessary for the HSM to include 
ultra-lightweight and high performance module to provide required functions while 
maintaining real-time requirements. 
 

6.4   Detection and recovery against ECU security threat 

The CAN bus does not provide inter-certification between ECUs so it is vulnerable to 
spoofing attack. Attackers can broadcast forged or modified packets easily through 
spoofing attack. Therefore, it is necessary for the CAN controller to overwrite an error 
frame to the message to notice abnormal ECU to monitoring nodes when the CAN 
controller detects a spoofing message as a monitoring system to validate integrity of 
packets. In addition, when abnormal messages are detected through monitoring, it is 
necessary to perform detection and recovery in real time by combining recovery 
development technology that can restore information state of ECUs stored in the 
recovery partition back to the initial information state . 

 

6.5   Construction of security testbed 

It is necessary for self-driving cars to have an environment where real self-driving car 
and infrastructures are analyzed with respect to impact and effect scope during 
accident occurrence as well as security compliance verification and validation 
inspection, and develop tools that can discover vulnerabilities of components of self-
driving cars and environments that can verify vulnerability through simulation 
hacking and analysis on security vulnerability of service infrastructures and devices. 
Therefore, a testbed shall be constructed to test various security functions and 
diagnose possible hacking attacks in advance to complement the system.  
 

7   Conclusion and future research 

In recent years, technologies of autonomous driving systems have strived for 
perfection. Most automobile companies aim to commercialize and run self-driving 
cars on the road by 2020. For commercialization, sensor parts which play a role as 
eyes in humans have been advanced continuously. Nonetheless, much attention has 
been paid to hacking issues in self-driving cars so security has become the main 
subject. Compared to explosive growth in technologies and industries related to self-
driving cars, security system and security technology that support self-driving cars 
have been fallen behind. Accordingly, various technologies such as security 
technology development, security standardization, privacy protective certification 
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technology development, hardware-based high-speed encryption module development 
have been applied to V2X communication around the world.  

In the present paper, security threats against self-driving cars and infrastructures 
were analyzed and possible attack scenarios were developed to predict the impact. 
Furthermore, a method of R&D on security technology was also provided to ensure 
cyber security. 

For the future research, experiments will be conducted with regard to possible 
attack scenarios and required security technologies will be studied and developed. 
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Abstract.  Microgrid systems use distributed renewable energy resources to re-
duce dependency of traditional power systems. These energy devices are locat-
ed at various places because of their characteristic and communicate using 
Ethernet control protocol like IEC 61850. Because of performance requirement 
of IEC 61850 standard, most commercial IEC 61850 libraries do not apply se-
curity functions even though IEC 62351 standard series define security neces-
sary of IEC 61850. Naturally, IEC 62351 series are not mandatory but optional. 
However, absence of security functions means energy systems transfer raw data 
using Ethernet network and are vulnerable to known cyber-attacks like man-in-
the-middle attack. In this paper, we suggest IEC 61850 secure communication 
module to prevent cyber-attacks with satisfaction of IEC 61850 standard per-
formance requirements. Our module is lightweight to satisfy 5m sec reactivity 
and provides integrity and confidence using bi-directional authentication and 
X.509 certificates. 

1   Introduction 

Microgrid system is next-generation grid system using distributed renewable energy 
resources(DER) like solar energy, wind turban to reduce role of traditional grid sys-
tem for small area [1]. These energy resources are influenced by environments like 
weather, location and so on. Wind turban must be placed at slope and solar charger 
may be set in the roof of houses or buildings. These physical characteristic makes 
energy resources dispersed. Amount of energy generation of distributed energy re-
sources and energy consumption of microgrid energy consumers determines addi-
tional energy necessary. If generation is larger than consumption, microgrid save 
spare energy to energy saving system(ESS). On the other hand, microgrid get energy 
from energy plants. 

Data of distributed renewable resources is very important. When a hacker modifies 
control data to DER or information data of DER using cyber-attacks like man-in-the-
middle attack, it causes stopping DER or instability of demand and supply of power. 
At the worst social chaos like blackout may be happened. To prevent these cyber-
attacks, protection of data is important issue. 

However, most microgrid communication protocols do not supply security func-
tions. Because of physical characteristic of DER, it is impossible to isolate physically 
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DER and MG system. It means that communication protocol must supply security 
functions like bi-directional authentication and encryption. However, most protocols 
like IEC 61850 consider function and response time as important, they don’t have 
security definitions. Of cause, IEC 62351 standard series defines security necessaries 
of microgrid protocols, these standards are not mandatory but optional. Due to these 
reason, many microgrid protocol libraries do not concern security issues. 

In this paper, we suggest lightweight IEC 61850 secure module which satisfies 
both performance and IEC 61850 security requirements. IEC 61850 is most restrict 
and important protocol to microgrid. When security module satisfies requirements, 
porting security functions to other protocols is not difficult. Session 2 says that what 
is microgrid system briefly. And session 3 is our proposed lightweight IEC 61850 
module. Session 4 show that how much overhead is happened by our IEC 61850 
module. Session 5 is conclusion of this paper. 

2   Microgrids 

Microgrid system is new and smart bi-directional grid system using distributed re-
newable energy resources like solar energy, wind turban and electrical vehicle. By 
U.S. Department of Energy, microgrids is subset of smart grids [2]. Microgrids con-
trols or monitors energy generation and consumption in small area like cities, build-
ings and campuses. One important key issue of microgrids is generation and con-
sumption happens at the same place [3]. At the view of traditional grid systems, place 
of energy supplier and consumer is different. Energy is generated at power plants and 
delivered to houses, buildings and factories. However, at the view of microgrids, a 
house generates power energy using solar power system and spends energy within the 
house. 
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Fig. 1. Concept of Microgrids 



 
Fig. 2. Attack Using IEC 61850 

When generation of energy is larger than consumption, owner of the house can store 
spare energy to ESS or sell to other people. When generation is smaller than con-
sumption, microgrid may connect to traditional power grid and get lacked energy 
from power plants. Figure 1 shows this idea. To control generation and consumption 
of energy, microgrid system must monitor, control and balance power generation and 
consumption. It is more difficult and important than traditional grid system because 
energy generation system is spited at large area. Microgrids can be operated as both  
connected mode or isolated mode.
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Microgrids uses existing communication protocols like IEC 61850, DNP3 and 

Modbus [4]. These communications protocols are developed to be used by traditional 
power plants or power transmission and distribution systems. Because of characteris-
tic of traditional power system like response time requirement and enclosed environ-
ment, communication protocols focus to response performance and reliability. These 
protocols are lightweight and simple. Using these raw protocols are not enough be-
cause of characteristic of distributed energy resources. Many protocol libraries focus 
to traditional power grid and do not supply data encapsulation. This means that hack-
ers can see and handle raw data of renewable energy resources which is scattered to 
wide area easily. 

IEC makes security standards to solve this problem. IEC 62351 standard series [5] 
define security necessaries which are suitable to smartgrid and microgrid systems. 
However, these defines are not mandatory but recommended options. Applying these 
defines makes drop of response performance and many protocol libraries do not satis-
fy this option. 

3   Lightweight IEC 61850 Secure Module 

IEC 61850 is a communication standard for electrical substation automation sys-
tems and key protocol of microgrid [6]. In microgrid, IEC 61850 is used at not only 
renewable energy generation devices but also microgrid control systems. IEC 61850 
defines mandatory response time and IEC 61850 library developers must satisfy this 
performance requirement. Because of this requirement, many IEC 61850 protocol 
libraries don’t concern security issues and are weak to cyber-attacks like man-in-the-
middle(MITM) described at figure 2. When a MITM attack occurs successfully, an 



hacker can stop energy generators or give wrong information to microgrid control 
system. This means the hacker can make an electric power shortage of microgrid on 
purpose. This happens machine broken and blackout at last. To prevent MITM at-
tacks, it is necessary to apply TLS security standard. However, using pure TLS to 
IEC 61850 makes drop of performance and dissatisfaction of IEC 61850 require-
ments. We make secure lightweight IEC 61850 protocol using KEPCO IEC 61850 
library. Original KEPCO IEC 61850 library does not have any security functions. 
This library follows pure IEC 61850 standard. We insert security function to the 
library like figure 4. We use openssl codes [7] to insert security.

Our secure module is subset of KEPCO IEC 61850 library. However, our module 
provides secure communication interfaces to have generality. Secure module replaces 
TCP/IP socket functions of original KEPCO library and take charge of IEC 61850 
data transfer. Secure IEC 61850 module is separated as four layer like figure 3. Data 
transfer layer have a part of TCP/IP socket and TLS socket. TCP/IP socket does 
common TCP/IP handshake and TLS socket send and get real IEC 61850 data.
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Data transfer interface takes charge of making TLS header and transferring IEC 
61850 data using TLS socket of data transfer layer. Data transfer interface gets or 
sends encrypted data and message authenticate code from or to encryption and au-
thentication abstraction interface. This interface also takes charge of TLS handshake, 
renegotiation and resume protocols. These protocols satisfy IETF TLS standards. 
Negotiation part is used to make secure channel when two devices are connected. 
When two devices use negotiation, bi-directional authentication using each certificate. 
Figure 4 shows bi-directional authentication. When each device verifies received 
certificate, it uses OCSP protocol to check validity. OCSP information is saved in the  

 
Fig. 3. Overview of Secure IEC 61850 



 

 
Fig. 4. Certificate Verification 
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Fig. 5. Negotiation Result 

received certificate. When bi-directional authentication is successful, two devices 
determine encryption and crypto mode. And then same session key is generated at 
each device. Figure 5 is handshake result. 

Renegotiation module operates when session key needs to be changed. According 
to IEC 62351 standards, session key must be changed within one day or 10,000 times 
of communication. We make a configure file to manage renegotiation period. A user 
can deal renegotiation time and count. However, when the user sets larger value than 
IEC 62351 standards, renegotiation module ignores user setting and follows IEC 
62351 standard. Resume function is happened periodically to remain secure channel. 

Encryption and authentication abstraction interface provides common interface 
about encryption and authentication algorithm. Our module support AES and LEA as 
encryption algorithms and GCM/CBC as crypto modes basically. However, because 
of national necessary, additional multiple encryption methods and crypto modes may 
be supplied. So, secure module must be easy to insert new encryption methods. En-
cryption and authentication abstraction interface supports transparency in encryption 
algorithms. These interfaces give guides about adding encryption methods. Also, this  



 
Fig. 6. Encrypted data with LEA and GCM 
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abstraction interface also manages loading and verifying X.509v3 certificate and 
OCSP protocol. 

Encryption and authentication algorithm part is charge of real data encryption and 
message authentication. We support AES and LEA as encryption algorithms and 
GCM/CBC as crypto mode. Our mode support signature algorithm as ECDSA and 
RSA. Key generation algorithm is ECDHE. Because of security problem and perfor-
mance, we do not provide whole algorithms of TLS. Because of same reason, our 
module support only SHA 256 as hash algorithm. These algorithms are selected 
based on speed, safety and national requirements. For example, SHA 512 is powerful 
hash algorithm but is very slow. On the other way, SHA-1 is very fast but does not 
guarantee safety. Because to safety and performance, our module supports neither 
SHA 512 nor SHA-1 hash algorithms. Additional algorithms may be inserted to our 
module if necessary. Figure 6 is capture of encrypted data value ‘19’ using Wireshark 
TCP/IP packet capture program. Original value of this data is only known to two 
correct devices. Attackers cannot know original value. Encrypted application data 
includes encrypted data using LEA and authenticated tag using GCM. 

4   Performance Test 

Performance of data transfer is one of very important requirements of IEC 61850. 
IEC 61850 standard says that receiver of data must response within 5ms. To check 
out performance, we make simple test server and client programs. These programs 
increase 1-byte data size for every 5 second. Client program is set to send pre-defined 
static data and prints echo data. Server program echo client data. 

Table 1 is our test environments. Secure communication is effected to system 
hardware due to encryption, negotiation and so on. This means that some embedded 
device implement case may not satisfy IEC 61850 requirement.  

Unlikely to Internet environment, packet size of IEC 61850 and other communica-
tion protocol for microgrid is very small. Most of transferring data is sending status 
or numeric information and their ack messages. Sending large size data or bulk 
memory data is rarely existing except special cases. So, we limit data size as 20k 
bytes. Most data of IEC 61850 has less than 1k bytes and we determine that 20k bytes 
is enough large size in a microgrids. Like (a) of figure 7, applying security rarely 
influences to overhead to send small size data under 100 bytes. And overhead of 
encryption of larger data than 100 bytes also is durable. (b) of figure 7 is average of 
data encryption  
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Table 1. Test Environments 

 Type Value 
Client CPU Intel Core i-7 5500U 
 RAM 8GB 
 OS Ubuntu 14.04 
Server CPU Intel Core i-7 5500U 
 RAM 8GB 
 OS Ubuntu 14.04 
OCSP CPU Intel Core i-7 3517U 
 RAM 4GB 
 OS Ubuntu 14.04 

 
and decryption. This result calculates client’s data encryption and server’s data en-
cryption and verification by subtract average transfer time. Result says that encryp-
tion and decryption speed does not over 0.3 ms.  

Result of figure 7 does not include negotiation, renegotiation and resume time. 
Performance of these protocol does not increase by data size. Their time is static. We 
average these time like table 2. In our experiment, renegotiation time does not over 
3ms. Using result of figure 7 and table 2, performance of our worst case does not  

Table 2. Additional Execution Time 

Phase Operation Time 
Negotiation 2.53ms 
Renegotiation with Sending Certificate 
Renegotiation Without Sending Certificate 

2.61ms 
2.14ms 

Resume 0.73ms 

 

 
(a) Echo Test Performance                           (b) Encryption Performance 

Fig. 7. IEC 61850 Secure Module Echo Test Result 



450 Y.-S. Kim et al.

exceed 4 ms and satisfies 5ms IEC response requirement. However, our test is not 
field test. If internet protocol of microgrids goes bad, performance problem may be 
happened. 

5   Conclusion 

Microgrids are one of new and important technologies to manage energy generation 
and consumption. Widespread distributed energy resources and leak of security of 
IEC 61850 makes microgrids vulnerable. Moreover, because of performance re-
quirement of IEC 61850 makes insertion of security function to communication li-
braries harder. 

In this paper, we suggest secure communication module to protect microgrids from 
man-in-the-middle attacks. Our module provides encryption and bi-directional au-
thentication based on IEC 62351. At the same time our module minimizes perfor-
mance overhead to satisfy IEC 61850 requirement.  

However, security issuers of microgrids are not researched enough. Communica-
tion protocols of microgrids may have several leaks but researches are not enough 
also. This means that it is hard to say that our secure module has enough security 
ability in microgrid environments. It may be large a challenge to show that our mod-
ule provides enough security functions. 

Performance is also important issue. In this paper, we propose lightweight secure 
IEC 61850 module using KEPCO IEC 61850 library. Using our module, we encrypt 
IEC 61850 data and prevent man-in-the-middle attacks with IEC 61850 performance 
requirement. However, it may be hard that our secure module with low computation 
power embedded device because of renegotiation time. If renegotiation and data 
transfer is happened at the same time, it may be hard to satisfy IEC 61850 necessary. 
It is necessary to control renegotiation. 

We could prevent some attacks which was reveled at internet environment. How-
ever, attack and research using IEC 61850 is rarely existed. Moreover, microgrid 
system is not spread widely and this technique is now researching. It is very hard to 
get attack scenarios. We must simulate real attack using IEC 61850 in microgrid 
environment and check safety of our proposed secure library. 
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A new approach to building a disguised server

using the honey port against general scanning

attacks

Hyun Soo Park, Young Bae Jeon, Ji Won Yoon

Abstract The port scan is a well-known technique which malicious people often
use before attacking a server. The attackers obtain the fingerprint of the target server
by scanning ports and then make an attack scenario. Several approaches including
the ‘port knocking’ and ‘Single Packet Authorization’ (SPA) have been developed
to defense port scanning attack and allow only authenticated users to access ports.
However, the approaches have a disadvantage that the attacker can obtain the infor-
mation about the ports by applying inference techniques given observed patterns.
If a router, connecting the server to the outside, is cracked by the attacker, he or
she could infer particular ports which authenticated users consistently use to com-
municate with the server. In this paper, we propose a new defense method, Hon-
eyport, which can prevent the attackers from obtaining the information about ports
and make them demotivated by disguising the server as peripherals. Furthermore,
by adopting packet encryption as in IPSec, the attacker cannot obtain the critical
information via packet sniffing in our proposed model.

1 Introduction

Port scanning is one of the major and crucial functions to identify and connect
devices for adequate communication in a network. However, this function can be
abused by the malicious people, unlike the original purpose. Attackers obtain the
fingerprint of a victim server by scanning the server’s ports to find the vulnerability
and weakness of the victim server. With the scanned fingerprint, the attacker can
just check which ports are opened and which services are provided. Afterward, the
attacker explores the adequate attack scenario to give a damage the target server or
to compromise the victim server.
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That is, since the attacker can find the proper attack types using the port scan, we
need to develop a protection system which removes or avoids such unwanted port
scanning attack. Several defense approaches including the port knocking[3] and the
Single Packet Authorization(SPA)[4, 5] have been developed to hide the informa-
tion about the server’s ports. They are designed to hide the using port about when
the server transmits and receives packets over the communication by the authen-
tication. IPSec is an alternative approach which encrypts and encapsulates packets
given an IPSec protocol to communicate. Although packets are sniffed from outside,
the server can prevent the packet’s information from being exposed by the IPSec be-
cause it is encrypted. Also, a new scheme called honeypot has been introduced to
hide the server’s identity. This technique installs a trap server and leads the hacker
to attack the trap server, not a real server. The trap server collects and analyzes
attackers’ logs.

However, there are few techniques which fundamentally prevent hackers’ attack
trials. While ports are mainly focused in port knocking and the SPA, IPSec considers
not the port but data itself using encryption. And the honeypot’s point of view is the
defense about the only cheating attacker. In this paper, we propose a new technique
to integrate all of these conventional approaches and lead the attackers not to intrude
the server fundamentally.

This paper is organized as follows. In Section 2, we describe background knowl-
edge about the port scanning, the port knocking, and the SPA. We propose the algo-
rithm about honey port in Section 3 and show the results of the experiment related
to honeyport in Section 4. Finally, we evaluate our approach and conclude with an
overall summary of our approach.

2 Background

2.1 Port Scanning

It is known that the port scan is used to scan a target system in order for exploring
its potentially exploitable service. There are mainly two different ways in the port
scanning: User Datagram Protocol (UDP) scanning[1, 2] and Transmission Control
Protocol (TCP) scanning.

Fig. 1-(a) shows how UDP scanning works. In UDP protocal, ”ICMP Port Un-
reachable” message is generated by the server to inform the client that the destina-
tion is unreachable if the destination port is said to be closed. Otherwise, if the client
does not recieve any message from the server after sending the the UDP packet with
a destination port, we may infer that the destination port of the server is opened.
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(a) UDP Scanning

(b) TCP Scanning

Fig. 1: UDP Scanning and TCP Scanning

TCP is the other port scanning protocol to find the opened ports [1, 2]. Figure 1-
(b) shows how TCP Scanning works. When sending a SYN packet to a destination
port over TCP Communication, the client receives a SYN + ACK packet if the port
is opened. Otherwise, the client receives a RST + ACK packet. Thus, the attacker
obtains information about which ports are opened.

2.2 Port Knocking

To date, several approaches have been developed to prevent an attacker from the
unwanted port-scan.

One of the most well-known approaches is the port knocking[3] which opens
ports on a firewall by generating a connection attempt on a set of pre-specified closed
ports. When a sequence of connection attempt is correctly received, a server autho-
rizes a user as shown in Fig. 2-(a). Attackers can approach to the server through the

A new approach to building a disguised server using the honey port … 455

However, while the client certaintly knows the closeness of the port but cannot ex-
actly know the openness of the server’s port since the response packet has been lost
in UDP protocol.



(a) Port Knocking (b) Single Packet Authorization

Fig. 2: Two approaches to hide opened ports against port scanning attacks: (a) ‘Port
Knocking’ and (b) ‘Single Packet Authorization’ (SPA)

2.3 Single Packet Authorization

Single Packet Authorization(SPA)[4, 5] is a similar way to port knocking in that it
requires only a single ‘knock’ for the communication. SPA combines packet filter
via drop and packet sniffer. SPA uses packet’s payload to prove the ownership of
the information, not the packet’s header in Fig. 2-(b). Clients send only one packet
about own identity to the SPA server. This is possible because MTU’s size is hun-
dreds bytes unit in the common network. However, this approach has the same vul-
nerability with the port knocking.

3 Proposal Algorithm

The background section shows two main approaches to preventing port scan from
the attacker: ‘port knocking’ and ‘single packet authorization’ (SPA). However, their
effectiveness is rather limited, and the attacker can bypass the approaches using their
vulnerabilities. For instance, when ssh is not used in the approaches, the attacker
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firewall but they will fail to connect the server since they do not know the correct
sequence of the connection attempt. However, there is vulnerability in this protocol.
If the router which connects the server to the outside is compromised by an attacker,
the ports are exposed to the attacker.
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(a) Without the honeyport and the honeypot (b) With the honeyport and the honeypot

Fig. 3: Administrators can hide their property by opening fake ports and we call this
by honeyport. The important server can be disguised as an insignificant sever using
honeyport: we can see that the attacker regards the important server as the printer in
this figure.

Fig. 4: Flowchart about the disguised server: The server and client communicate
each other by the disguised server through Listener and Sender.
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From this point of view, we propose an algorithm which fixes these vulnerabil-
ities in the conventional approaches. Therefore, in order to remove the vulnerabil-
ities, we propose a scheme to disguise the victim system using fake ports. In this
paper, we are disguising the target server as a trivial terminal which looks ignorable
while an actual dummy terminal is also disguised as a significant server by honey-
port. In the proposed method, the server falsifies the response which is requested
from the port scanning by the attacker and sends it to the attacker. In Figure 3, we
can see that the attacker confuses the important server with the printer.

can infer which ports are used because they consistently use the identical ports. In
addition, if the routers linking to the victim server are compromised by the hackers,
the attacker can monitor the pattern and sequence of the ‘knock’s.



3.1 Listener

Listener catches two kinds of packets, which move from inside to outside and from
outside to inside.

3.1.1 Packets going from inside to outside

Listener sniffs packets going from inside to outside and sends the packets to Sender
after the series of following processes:

1. Listener firstly attaches a source IP address, a source port, a destination port, and
a timestamp to packet’s payload.

2. Listener encrypts it using Advanced Encryption Standard (AES) with a shared
key.

3. Listener attaches a hash value returned by a hash function, HMAC, which has a
parameter of packet’s encrypted payload.

4. Listener attaches ”Sniffer” to the payload to recognize when packets arrive.

After these processes, the structure of a packet’s payload is shown in Figure 5.
We can see the tag written as ”Sniffer” in the payload’s head and MAC value behind
it. Lastly, we can find out the encrypted information of IP address, Port, Timestamp
and Original payload in the tail of the packet’s payload. Listener sends these packets
to outside by Sender.

The reason for putting additional information into the existing payload is to pre-
pare defense against various attacks. By adding IP address, port, and timestamp into
the payload, we prevent replay attack and ARP Spoofing. Besides, by adding MAC
into the payload, we prevent that the attacker falsifies packets.
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3. Spoofer provides fake information to attacker during port scanning. However, be-
cause used ports are closed and hidden by the firewall, programs actually cannot
catch packets from outside; and

4. Sniffing packets, which is operated in the disguised server, collects all packets
blocked by the firewall blocks because the port is closed. The disguised server
brings all packets filtered by the firewall and delivers them to the listener.

For this, a system administrator can make the disguised server as plotted in Fig-
ure 4. The disguised server’s function consists of four parts : (a) listener, (b) sender,
(c) spoofer and (d) sniffing packets.

1. Listener catches packets from outside to inside and from inside to outside;
2. Sender forwards packets from outside to inside and sends packets from inside to

outside;
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3.1.2 Packets going from outside to inside

Packets going from outside to inside is processed with the inverse order of processes
for packets going from inside to outside. This process is called decapsulation. Be-
cause the port which should be used is closed, packets are passed only through the
disguised server. In the disguised server, there is much overhead to check every
packet. Therefore, we sniff only packets which are labeled as ”Sniffer” in front of
packet’s payload. This has the following steps:

1. Listener detaches ”Sniffer” in packet’s payload.
2. Listener compares MAC in packet’s payload and the value returned by a hash

function, HMAC, which has a parameter of the ciphertext in payload.
3. Listener decrypts the ciphertext in payload and compare source IP address and

own IP address in decrypted text.
4. Listener verifies timestamp.
5. Listener removes the additional information in the payload except for original

payload.

After these processes, the packets are forwarded to inside. Services or programs
which have received it from the disguised server can operate without changing the
existing protocol since packet recover by decapsulation. The details of the Listener
is demonstrated in Algorithm 1.
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Fig. 5: Payload encapsulation of packet

from outside. After making sure the ciphertext forgery by comparing MAC, we de-
crypt the payload’s ciphertext with a shared key. In this process, if the ciphertext

Firstly, the first if statement means that if destination IP address and server IP
address are equal, and payload includes “Sniffer”, the packets are entered to inside



is decrypted with wrong key, print ”Wrong key”. After decryption, we verify the
real sender by comparing IP addresses and validate the timestamp. If every pro-
cess is verified, the payload is decapsulated to original payload and port is changed
correctly. The packet is sent by Sender to inside after recalculating the checksum.
When the packet’s source IP address and server IP address are equal, the packets are
going to outside from inside. Therefore, we encapsulate packet’s payload and attach
ciphertext and MAC, and send the packet to outside by Sender.

3.2 Sender

Sender takes packets from Listener and send them to outside or inside. Follow-
ing subsections represent how to process the outgoing or incoming the packets in
Sender.

3.2.1 Packets going from inside to outside

After the series of processes of a packet from Listener, Sender sends the packet
to outside with a random port. Besides, while destination IP address is fixed, the
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Algorithm 1 Pseudocode for Listener
1: procedure LISTENER(pkt)
2: if pkt[IP].dst = my ip and pkt[Raw].load include ”Sniffer” then

3: if pkt[Raw].load.MAC = HMAC(pkt[Raw].load.data) then

4: Try :
5: PlainText ← AES Decrypt(pkt[Raw].load.data, key)
6: Except :
7: Print ”Wrong key”
8: return false
9: if PlainText.ip = pkt[IP].src and PlainText.timestamp is validate then

10: Forward pkt ← pkt
11: Forward pkt[Raw].load ← PlainText.payload
12: Forward pkt[Raw].dport ← PlainText.dport
13: Forward pkt[Raw].sport ← PlainText.sport
14: Calculate Checksum of Forward pkt

15: Sender( Forward pkt )
16: else if pkt[IP].src = my ip then

17: pkt[Raw].load ← pkt[Raw].load|my ip|pkt[TCP].dport|pkt[TCP].sport|timestamp
18: CipherText ← AES encrypt(pkt[Raw].load,key)
19: pkt[Raw].load ← ”Sni f f er”|HMAC(CipherText,key)|CipherText
20: Sender( pkt )

destination port and the source port are set randomly. Through this process, even if
the packet has been sniffed from midway, the attacker cannot infer the source port
and destination port.
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Algorithm 2 Pseudocode for Sender
1: procedure SENDER(pkt)
2: if pkt[IP].dst = my ip then

3: Send( pkt )
4: if pkt[IP].src = my ip then

5: pkt[TCP].d port ← Random(0,65535)
6: pkt[TCP].sport ← Random(0,65535)
7: Send( pkt )

Fig. 6: Port Scanning by an attacker in our approach: If the attacker sends Nmap
command to the server for obtaining the information of the server, the server re-
sponds to the attacker with ACK packet which makes the attacker regard this as the
printer by Spoofer.
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3.2.2 Packets going from outside to inside

Sender does not have to process the packet from outside to inside. It is because
Listener changes the port of the packet in payload to original port. Furthermore,
although the packet’s source IP address is same as a public IP address, the packet is
not blocked by the firewall because they are sent from an internal program, disguised
server. Moreover, the service and program can use original protocol since IP address
has not been changed and payload is original. For these reasons, we can simply send
the packet which is sent from Listener to Sender.

We can see the pseudocode for Sender in Algorithm 2. As the almost every task
has been performed in Listener, Sender simply changes the packet’s port to a ran-
dom port. If the destination IP address is same as the server IP, Sender sends it
to loopback or internal network from inside of the firewall as Listener has already
handled the whole work. In the other case, if the source IP address is same as the
server IP address then the packet is going from inside to outside. As the packet will
be delivered to outside, we should change the ports to random ports to conceal the
information about the port.



Algorithm 3 Pseudo-code for Spoofer
1: procedure SPOOFER(pkt)
2: if pkt[TCP].d port = 515 then

3: ACK pkt ← pkt
4: Swap( ACK pkt[TCP].sport,ACK pkt[TCP].d port )
5: Swap( ACK pkt[IP].src,ACK pkt[IP].dst )
6: ACK pkt[TCP].ack ← pkt[TCP].seq+1
7: ACK pkt[TCP]. f lags ← SYN/ACK

8: Calculate Checksum of ACK pkt

9: Send( ACK pkt )

Lastly, we recalculate the checksum and send it to the opponent who performed
port scanning with the port used the opponent.
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3.3 Spoofer

Spoofer is a fundamental module of this proposal. If the attackers perform the port
scanning to the server and discover that all ports are closed, they will think that the
server uses a security program, and then make the scenario to crack the security
program. However, as we can see in Fig 6., if the attacker performs port scanning
through Spoofer, we response with ACK packet for SYN request in 515 port which
is usually used in printer. Through this way, the attacker could be led to confuse this
server with the printer. As a result, the attacker do not feel the need to attack the
scanned sever. In this paper, we will call the port, which response with the falsified
information such as 515 port, as the honey port.

We can see the pseudo-code for Spoofer in Algorithm 3. The general way to find
the open ports in port scanning is to make the TCP 3-way handshake. By using this
fact, Spoofer performs the 3-way handshake to delude the attacker into believing
that the port is open when the attacker probes whether 515 port is opened or closed
by using command such as Nmap. By this method, we make the attacker assume that
the server is the printer. To do this, if the packet is received through 515 port, the
disguised server creates a new packet, and then set a property of the packet. First,
we set ACK value to SEQ value plus one. Second, we set the flag to SYN/ACK.

We proceed the experiment with Server(S), Authenticated Client(AC), Attacker(A)
to build and test our proposed algorithm. We first implement the disguised server,
and execute the web server in 80 port with Python, SimpleHTTPServer in Server.
For convenience sake, we will call S’s IP address to 1.2.3.4. In a normal condition,
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with the wrong key or execute the ‘curl’ command without the disguised server.
Nonetheless, A uses Nmap command to scan ports and find out the fingerprint. If S,
AC and A perform each command, the result is like Table 1.

Table 2: Nmap result of the actual printer

$>nmap 2.3.4.5 -Pn
Starting Nmap 7.01 ( https://nmap.org ) at
Nmap scan report for
Host is up (0.0062s latency).
PORT,STATE SERVICE
515/tcp open printer
631/tcp open ipp
9100/tcp open jetdirect
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4 Result

Table 1: Procedure of an experiment

Server> ./Disguised server
Server> python -m SimpleHTTPServer 80
Authenticated Client>./Disguised server
Authenticated Client>curl 1.2.3.4
<html>
<body>
Disguised Server Test
</body>
</html>
Attacker>curl 1.2.3.4
curl: (7) Failed to connect to 1.2.3.4 connection refused
Attacker>nmap 1.2.3.4 -Pn
Starting Nmap 7.01 ( https://nmap.org ) at
Nmap scan report for
Host is up (0.0062s latency).
PORT STATE SERVICE
515/tcp open printer

when we use Nmap command to the server which does not have the firewall and the
disguised server, the result shows that 80 port is open. Then, AC also executes the
disguised server and use the ‘curl’ command to access the web server in S. Since A
does not have any right key for the disguised server, A executes the disguised server

As we can see from the result, AC uses the right key to the disguised server and
accesses to the web page without any problem, while A cannot. And also, even if
A performs Nmap for port scanning to S, the result shows that only the SYN/ACK
packet is received from 515 port which is usually used in the printer. Moreover, we



5 Conclusion

In this paper, we propsed a new approach to disgusing hosts using honyport and
encryption against port-scanning attacks. In this proposed approach, the server uses
the fake ports against the unwanted port scan attack. The attacker who scanned ports
port scanning recognizes the device as a printer using honeyport. Furthermore, the
packet encryption is also embeded in the approach. Therefore, the user who does
not have the right key cannot get any information of the packet and is not permitted
to access.
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can see that the port scan result is similar to the results which is obtained when
the actual printer is scanned as shown in Table 2. For convenience sake, we set the
printer IP address to 2.3.4.5. In order to show not only 515 port but also other ports
such as 9100 port, we just need to modify the source code of Spoofer a little.

Table 3: Calculation of the packet size

Case Calculation Bytes Note

Sniffer Tag 1 byte * 7 7 bytes 7 letters ”Sniffer”

MAC (160bits/4bits) bytes 40 bytes
Using HMAC 160 bits.
Represent one letter instead of hexadecimal

CipherText �256bits/6� + 1 byte 44 bytes
Using AES 256 bits.
Dividng by 6 because of encoding Base64

Split Character 1 byte * 2 2 bytes Split letters for Sniffer, MAC, CipherText
Sum 93 bytes

Through this, Attacker cannot recognize the real web server so the attacker is
highly likely to change the target. However, the proposed method in this paper es-
sentially has overhead in encryption and decryption. In this experiment, while an
average time is 0.017 seconds in the case without the disguised server, an average
time is 0.0690 seconds in the case with the disguised server. The other matter is
packet size. The packet which passed the channel of the disguised server contains
”Sniffer”, MAC, encrypted values and split characters so that the size is bigger than
the origin. The amount of increased size is proportional to payload size, and the en-
capsulated packet is 93 bytes bigger than the general one without the payload. The
reason why 93Bytes has been increased is in Table 3.

There are issues which have to be improved in this paper. Not only simply send-
ing ACK packets of the printer’s port, but also the specification of the printer is
required so that the attacker can be perfectly confused of the target device with a
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required so that the attacker can be perfectly confused of the target device with a
printer. Also, we should confirm that program can protect the packet, and any of
information is not leaked by the program. If the router is cracked by the attacker,
in theory, our proposed algorithm is secure. Nevertheless, we should simulate that
our proposed algorithm is secure in the condition where the router has been com-
promized.
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Abstract. User authentication is a process for a system to verify the identity of 
a claimed user and to give access permission. Although there are many other 
authentication methods such as biometrics and physical tokens, passwords are 
still being used in many applications due to easy deployment. To enhance the 
security against possible attacks such as an off-line dictionary attack, passwords 
are usually stored in a hashed form using a random nonce called a salt. 
However, this does not completely solve the security issue. In this paper, we 
propose a new password-based authentication method using homomorphic 
encryption where a password is stored in a remote server in an encrypted form 
and an input password is compared with the stored one on the encrypted 
domain. For this purpose, we also propose a new cryptographic primitive called 
one-time private key-based digital signature. 

1   Introduction 

User authentication is a process for a system such as a computer, a web server and a 
smartphone to verify the identity of a claimed user and to authorize the user to access 
the system. Although there are many other authentication methods such as biometrics 
and physical tokens, passwords are still being used universally in various applications 
due to easy deployment. In password-based user authentication, the system compares 
the current input password in a hashed form with the stored password [1, 2]. This is to 
prevent password leakage even when the system is compromised. That is, an attacker 
obtains a hashed value of the original password, but does not know the original 
password. However, this protection may be defeated by a dictionary attack. When the 
attacker obtains the hashed value of password, s/he may try to find the original 
password, i.e., the preimage of the hash, by hashing all strings in a prearranged list, 
e.g., a list of frequently used passwords such as those in a dictionary and comparing 
the results with the value obtained from the system. Moreover, the list can be 
precomputed, which we call an off-line dictionary attack. Let us call the list of tuples 
(password candidate, its hash value) a dictionary. To enhance the security against an 
off-line dictionary attack, passwords are usually hashed together with a random nonce 
called a salt. Because the attacker does not know the salt, s/he has to construct 
multiple dictionaries each of which corresponds to a salt. However, this solution does 
not completely solve the security issue because the salt just increases the size of the 
dictionary for off-line dictionary attack. In addition, in an on-line dictionary attack, 
the salt does not even lower the attack complexity. 
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To solve this security issue, we propose a new password-based authentication 
method using homomorphic encryption [3-6]. Our proposed method stores password 
data in a remote server in an encrypted form and a data derived from the current input 
password is compared with the stored one on the encrypted domain. For our method, 
we also propose a new cryptographic primitive called one-time private key-based 
digital signature. 

2   Preliminaries 

2.1   Traditional Password-based Authentication 

Passwords are strings of characters used for user authentication [2, 7]. That is, it is 
used to verify the identity of a claimed user and to give an access permission. The 
first step in a password-based authentication is to perform a registration procedure 
which stores the pair of (user identity, password) for each user. On the other hand, in 
an authentication procedure, the user is asked to enter his/her password. The target 
system decides whether or not to allow the user’s access according to the comparison 
result of the stored password and the current input password. 

If the stored password file in the system is stolen, the passwords of all users may be 
leaked. Therefore, when storing a password, the system usually stores a transformed 
result using a cryptographic hash function. For authentication, the system compares 
the hash of input password with the stored hash value. The rationale for this is that 
even if an attacker obtains the hash of a password data, it is very hard to restore the 
original password. However, many users choose simple passwords such as ‘1234’ and 
‘password’. It enables several attacks such as dictionary attacks, because the 
distribution of those passwords is not statistically uniform. When the attacker obtains 
the hashed value of a password, s/he may try to find the original password, i.e., the 
preimage of the hash, by hashing all strings in a prearranged list, e.g., a list of 
frequently used passwords and comparing the results with the value obtained from the 
system. In contrast to a brute force attack where all random passwords are considered, 
a dictionary attack considers only frequently used passwords. 

Dictionary attacks may be classified into two types, off-line and on-line dictionary 
attacks. In the former, an attacker constructs a dictionary, i.e., a list of hashes of 
frequently used passwords, in advance to obtaining the actual hash value of a target 
password. To prevent this attack, passwords are usually hashed with an additional 
random nonce called a salt. The attacker then has to construct multiple dictionaries, 
that is, a distinct dictionary should be constructed for each salt because s/he does not 
know the salt before obtaining the target password file. This approach increases the 
attack complexity. Another way to increase the complexity is to increase the 
complexity of hash function [7]. However, this also degrades the performance of 
normal password hashing. 

In an on-line dictionary attack, an attacker constructs the dictionary after obtaining 
the target hash. Because a salt will be available to the attacker at this point, the 
attacker constructs a single dictionary relevant to the salt. Therefore, a salt is useless 
as a countermeasure to an on-line dictionary attack. 
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2.2   Homomorphic Encryption 

Homomorphic encryption is an encryption scheme which enables arithmetic 
operations on ciphertexts [3-6]. Let us denote an encryption operation for a plaintext 

 using key  as . If an encryption scheme satisfies  
 for some arithmetic operation  with any 

plaintext messages , it is called a homomorphic encryption scheme under 
operation . If the arithmetic operation is addition (multiplication), the encryption 
scheme is called an additive (multiplicative) homomorphic encryption scheme. A 
fully homomorphic encryption (FHE) scheme is an encryption scheme which enables 
an arbitrary number of homomorphic additions and homomorphic multiplications on 
ciphertexts [3]. A somewhat homomorphic encryption (SHE) is an encryption scheme 
which enables only a limited number of homomorphic operations on ciphertexts. 

Although FHE and SHE schemes are highly useful in various applications that 
compute on the encrypted domain, they are rather less efficient than additive 
homomorphic encryption (AHE) schemes such as the Paillier cryptosystem [6]. 
Recently, homomorphic encryption schemes have been used for various applications 
such as statistical operations [8, 9], biometric verification [10] and implicit 
authentication [11]. In this paper, we only need an additive homomorphic scheme. We 
denote a homomorphic addition by . That is, 

.  

3   Proposed Method 

3.1   System Model 

To help readers understand the proposed method, we only explain the authentication 
scenario for smart devices, although our proposal can be applied to any situation 
where passwords are used. In our password-based authentication system, the user’s 
password data are stored in a remote server instead of the target device. That is, there 
are three parties; user, device and remote server. To protect the user’s password, a 
combination of a password hash and an additional digital signature will be stored in 
an encrypted form in the remote server and arithmetic operations required to 
password-based authentication will be done homomorphically on an encrypted 
domain also in the remote server. To be precise, the role of each party is as follows: 
 A user is a party who remembers his/her password and wants to be authenticated 

by his/her device. 
  A device is a party which verifies the identity of claimed user using the user’s 

password. For this purpose, it stores cryptographic keys for homomorphic 
encryption and does all required encryption and decryption operations. In addition, 
it stores the public key for an additional digital signature used in authentication. 

  A remote server is a party which stores the encrypted data required for 
authentication. It also stores the public key for homomorphic encryption. It 
performs homomorphic operations on the user’s encrypted data. The server is 
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assumed to be honest but curious. Namely, it follows the protocol although it may 
try to learn information on the user’s original password from stored ciphertexts.  

3.2   Proposed Password-based Authentication Method 

Fig. 1 compares traditional password-based authentication methods using 
cryptographic hash function and our proposed method. Unlike the traditional 
methods, our method stores encrypted password data and performs operations to 
verify the identity of the claimed user on ciphertexts. 

 

Fig. 1. Comparison of traditional password-based authentication and the proposed method. 

The proposed method consists of two phases; registration and authentication, which 
are shown in Fig. 2 and Fig. 3, respectively. The details of these phases are as 
follows: 
Registration (Fig. 2). When the user starts a registration process, his/her device 
generates keys for homomorphic encryption, i.e., encryption key and decryption 
key . It also generates a key pair for digital signature, i.e., public key  and 
private key . When the user enters his/her identity  and the password  
into the device, the device performs a cryptographic hash function  using , and 
gets a -bit output . The device then performs a signing operation on 
authentication data  using the private key , and gets a -bit signature 

. The authentication data  is supplementary data that will be used in 
the authentication phase. Because a user’s password will be verified by comparing the 
stored value of , it should be sufficiently long, e.g., 128 bits. It may be device-
dependent, or many devices can share the same value. In any case,  should not 
change over time. 

After signature generation, the device removes the private key, which is different 
from a traditional digital signature. We will call this new type of signature a one-time 
private key-based signature. Removing the private key makes it impossible for the 
device to generate a signature any more. On the other hand, signature verification is 
still possible because the public key has not been removed. 
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The device combines  and  and produces , for . After 
encrypting each bit  with the homomorphic encryption key , the device sends 
the ciphertexts to the remote server as well as and the server stores them. If the 
Paillier cryptosystem is used as the underlying homomorphic encryption, the remote 
server should blind each ciphertext by adding a random even number for security. 
That is, the server updates  to using random 
integers . 

 

Fig. 2. Registration phase of our proposed method. 

 Authentication (Fig. 3). When the user starts a process of authentication, the device 
requests his/her identity and password from the user. When the user enters his/her 
identity  and password  into the device, the device computes a -bit hash 
value  from . The device encrypts each  using , and 
obtains ciphertexts of , . The device sends  to the remote 
server. After receiving those ciphertexts, the remote server searches its database for a 
record such that . If this record does not exist, the remote server terminates 
the authentication and notifies the device of authentication failure. Otherwise, the 
server calculates  on the encrypted domain, and sends the 
results to the device. 

After receiving , the device decrypts them using , and gets . 
If the Paillier cryptosystem is used as the underlying homomorphic encryption, each 

 is updated to . Then,  is a -bit string. If everything is 
normal,  should be the same as signature  in the registration phase. (The reason 
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for this will be explained in the next section.) Next, the device performs a verifying 
operation on the “signature”  and “message” using the signature verification key 

. If the verification is successful, the device permits the user’s access. 

 

Fig. 3. Authentication phase of our proposed method. 
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4   Soundness and Completeness of Proposed Method 

In this section, we show the correctness of the proposed method and analyze the 
security. First, we show that a legitimate user is always successfully authenticated. If 
a user enters a proper password, the equation  is satisfied. Then,  

 
for . Therefore, the signature  is verified successfully.  

Second, we see what happens if the device is compromised. Note that the device 
stores a homomorphic encryption key , a decryption key , authentication data 

, and a signature verification key . With this information, the attacker may try 
to either recover a password hash or pass the authentication test even without the 
exact information on the hash. First, we examine the first possibility. Note that what 
the remote server does in the authentication phase is to return , given 
some value . Because  contains the information on a password, an attacker may 
try to extract this information by generating  appropriately and decrypting . If 

 and , then . (For 
simplicity, we abused notations. The exact equation is .) 
Therefore, , i.e., , where  is one of the bits 
in . If the attacker knows , s/he can compute . Then,  is 
easily computed. However, because  and  are not stored in the registration 
phase, there is no way for the attacker to find . If s/he has no information on , 

 may be 0 or 1 with equal probability, 1/2. As a result, the 
attacker obtains no information on . We remark that the communication channel 
between the device and server should be protected. If not, the attacker may obtain  
by eavesdropping a normal authentication session. Then, by hacking into the device 
and obtaining , s/he can recover , and thus . Now we examine if it is possible 
for an attacker to pass the authentication test without the exact information on the 
password hash. Note that the only way for him/her to do this is to know . Because 
this is not possible according to the above assumption, an attacker cannot pass the test 
without a correct password hash.  

Finally, we see what happens if the server is compromised. Note that the only 
information the server has is  , i.e., homomorphic ciphertexts instead 
of passwords or their hashed values. Because the attacker does not know the 
decryption key, s/he cannot recover the content, . This also proves the fact that the 
honest-but-curious server does not learn any information on the password. 

If the attacker hacks into both of the device and the remote server, the attacker can 
easily recover the password hash. However, it is hardly possible in real world. 

5   Conclusion 

In this paper, we proposed a password-based authentication method using one-time 
key-based digital signature and homomorphic encryption. We showed that our 
method is secure unless a very unusual event such that both a device and a remote 
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server are compromised happens. It will be an interesting future work to implement 
our method for a real world application. 
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Abstract. A simple on-line voting protocol using homomorphic encryption is 
proposed. In addition to the basic properties required of a voting system, e. g., a 
voter’s privacy, the system has additional functionalities such as automatic 
filtering of illegal ballot. Moreover, it is also possible that a voter who 
inadvertently cast a spoilt vote may vote again without revealing its secret 
ballot. 

1   Introduction 

Electronic voting, or on-line voting is a voting method where a computer or 
automated voting equipment is used [1] instead of a paper ballot. It aims at providing 
faster, more cost-effective, and more accurate voting. There have been a number of 
voting systems and protocols in the literature [2-9], each of which defines and 
satisfies various security goals. In this paper, we propose a new protocol for on-line 
voting with the property that an illegal or faulty vote can be filtered in real time 
without revealing its content and the voter of this vote can have the second 
opportunity to cast a correct vote. The proposed protocol uses homomorphic 
encryption schemes where degree-2 equations can be evaluated on the ciphertext 
domain. 

2   Preliminaries 

2.1   On-line Voting 

A voting protocol is composed of voters, candidates, and the authority [1]. Voters are 
the participants that cast votes, candidates are the choices that voters can select, and 
the authority is an entity responsible for conducting the voting. There could be some 
adversary who attempts to manipulate the voting. An adversary may try to breach the 
privacy of voters or modify the result of voting. An adversary could be an internal 
one, or it could be an external one who cooperates with a voter. 
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There can be many different types of voting. For example, in a 1-out-of-2 (yes/no) 
voting, a voter chooses his/her answer from yes and no. In a 1-out-of-t voting, a voter 
chooses one of t candidates, while in a k-out-of-t voting, k candidates are chosen. In 
1-out-of-t and k-out-of-t voting types, the candidate(s) chosen by the voter obtains 1 
point, while other candidates obtain 0 point. The accumulated value over voters will 
be the final score for a specific candidate. Our proposal covers all the above types, but 
do not cover an ordered voting (multiple choices with preference) and a write-in 
voting where no candidates are given. 

There has been an extensive research on on-line voting [2-9], and various security 
requirements for voting systems have also been proposed in previous works. The 
details for these requirements may be found in e.g., [1]. However, here we summarize 
the common requirements as follows:  
  Completeness: the voting system should record and collect the votes correctly. 
  Soundness: no voter can vote more than what is allowed. That is, s/he can only 

give 1 or 0 to candidates. S/he cannot give a value > 1 to his/her favorite candidate, 
nor a value < 0 to competitors. 

  Privacy: no one, including even the authority, should be able to know any voter’s 
choice. 
The other important requirements contain authentication, integrity, non-reusability, 

auditability (accountability), etc. But we do not explicitly consider these properties in 
this paper because they can be achieved using legacy cryptographic techniques. 

2.2   Homomorphic Encryption 

Let  and  denote encryption and decryption operations over a 
plaintext message  and a ciphertext , respectively. That is, . 
A homomorphic encryption scheme is an encryption scheme where arithmetic 
operations can be properly done on its encrypted domain. For example, if an 
encryption scheme satisfies  for any pair of 
plaintexts , then we say that this scheme is additively homomorphic. 
Similarly, if , this scheme is multiplicatively 
homomorphic. If an encryption scheme is both additively and multiplicatively 
homomorphic for an arbitrary number of operations, it is called a fully homomorphic 
encryption scheme [10]. On the other hand, if it allows only a limited number of 
operations, we say it is somewhat homomorphic. 

The idea of homomorphic encryption was first proposed by Rivest et al. [11] in 
1978. Paillier proposed an additive homomorphic encryption scheme which provides 
homomorphic addition operations on an encrypted domain [12], and Boneh et al. 
proposed a homomorphic encryption which provides an arbitrary number of additions 
and depth-1 multiplications on ciphertexts, enabling evaluation of degree-2 equations 
[13]. In 2009, Gentry first proposed a fully homomorphic encryption scheme which 
provides an arbitrary number of additions and multiplications on an encrypted domain 
[10]. Since the fully homomorphic encryption scheme of Gentry, many works on fully 
homomorphic encryption schemes have appeared. While Gentry’s scheme is based on 
the sparse subset sum problem over lattices, homomorphic encryption schemes based 
on the approximate GCD (Greatest Common Divisor) problem over the integers [14-
16] and the (ring) learning with errors problem [17, 18] have been proposed. 
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Recently, Catalano and Fiore proposed a technique to transform an arbitrary additive 
homomorphic encryption scheme, e.g., the Paillier system, into a homomorphic 
encryption scheme which can evaluate degree-2 equations on ciphertexts [19].  

3   Proposed Voting Protocol 

The proposed voting protocol is composed of  voters ( ),  candidates (
), and the authority as the traditional voting systems. In addition, it requires  

intermediate collector(s) ( ). The protocol will be described for the 1-out-of-t 
voting, but it can be easily modified to the yes/no case, by regarding ‘yes’ and ‘no’ as 
the first and second candidates, respectively. It is also applicable to the k-out-of-t 
case, although we do not explain the detail in this paper. The voting protocol is 
composed of three stages; initialization, collection, and decision stages. 

3.1   Initialization Stage 

1. Let  be the authority.  generates a key pair composed of a private key  and 
a public key  for an underlying homomorphic encryption scheme, and sends 
them to voters as well as the information on t candidates. The homomorphic 
encryption we use is a somewhat homomorphic encryption with multiplication 
depth 1. That is, it should be able to deal with equations up to multiplicative degree 
2 on its encrypted domain, e.g., 

. However, it is not guaranteed that 
, because the degree of this equation is 3. For this 

purpose, we may use the BGN scheme [13]. We may also use the somewhat 
homomorphic version of recently developed fully homomorphic encryption 
schemes such as integer-based schemes [14-16], LWE-based schemes [17, 18], and 
lattice-based schemes [10]. However, the most efficient one is to combine an 
additive homomorphic scheme such as the Paillier system with the recent general 
transformation technique which transforms an additive homomorphic scheme to a 
somewhat homomorphic scheme with multiplication depth 1 [19]. 

2.  decides the mapping between voters and collectors, i.e., which voter to send the 
ballots to which collector, and informs the corresponding voter and collector of this 
information. 

3.2   Collection Stage 

1. Each voter  assigns 1 for his/her favorite candidate and 0 for all the 
other candidates. That is, if we denote voter ’s vote on candidate  as  and 
voter ’s choice is candidate ,  and  for all . If the voter 
does not want to choose anyone of the candidates, s/he may set  for all 

 The voter then encrypts each  using the authority’s public key 
. As a result, s/he obtains 
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                 ,                      (1) 
and sends them to the corresponding intermediate collector. 

2. The intermediate collector  assigned for voter  computes the 
verification vector for voter  as 

       (2) 
and sends it to the authority. 

3. The authority collects all for  and decrypts each element in 
 using its private key, producing 

                                                  (3) 

for . If there is any nonzero , this means that voter  cast an illegal 
vote. This could be a failed trial for breach, or it could be a just inadvertent one, 
which are indistinguishable. Anyway, the authority notifies the intermediate 
collector corresponding to voter  of this fact. 

4. The corresponding collector may inform voter  to vote again to prevent a spoilt 
vote, if it is the policy of the authority.  

5. Each intermediate collector  aggregates the encrypted votes 
(except the spoilt ones), and computes 
               , , , .           (4) 
The collector then sends theses values to the authority. 

3.3   Decision Stage 

1. Now the authority has  sets of encrypted aggregation,  
                . 

2. It computes 
                                 (5) 

for . 
3. It then decrypts each  using its private key  and obtains 

                            .                      (6) 
4. Finally, it finds the index  such that  is the maximum among . Candidate 

 is elected. 

3.4   Example 

Let us assume that there are  candidates,  voters, and  
intermediate collectors. Let’s say, voter 5 is assigned to collector 2, and he wants to 
vote for candidate 3. Then, he may set   and send its 
component-wise encryption to collector 2. (This choice will pass the filtering 
procedure in step 3 of the collection stage, because . For 
more details, see section 4.2.) Let’s assume that collector 2 has 20 voters assigned to 
it, including voter 5. Then it will receive 20 tuples of . If no illegal vote 
was found in steps 2 to 4 of the collection stage, it will compute ,  ,  and 
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 by accumulating those 20 tuples. In step 2 of the decision stage, the authority 
will compute  using the values from four collectors. It also computes 

 and  in a similar manner. Finally, it decides the winner by finding the  
decrypted to the maximum. 

4   Security Analysis 

In this section, we show that the proposed voting protocol satisfies the security 
requirements mentioned in section 2.1. 

4.1   Completeness 

According to the additive homomorphic property of the underlying encryption 
scheme, combining (1), (4), (5) and (6), we obtain 

 

           

for . Because  (for preference) or 1 (for non-preference),  
represents the exact number of voters who voted for candidate . It is easy to see that 

, where the inequality is for the case where (1) either some of the voters 
did not choose any candidate, i.e., gave 0 to all candidates, or (2) some of the votes 
were not counted because it was filtered in step 3 of the collection stage. The latter 
only happens if the authority’s policy does not give another chance for voting to a 
voter who cast a spoilt vote. 

4.2   Soundness 

It is sufficient to show that a voter cannot give a value > 1 to his/her favorite 
candidate, nor a value < 0 to competitors. We achieve this goal by establishing the 
following lemma. 
Lemma 1. If all  for , one of the following two cases holds: 

1) all  are 0 for , or 
2)  for some , and  for all . 

 
Proof. Because we assumed that the underlying encryption scheme provides a depth-
1 multiplication, (2) and (3) implies 

. Thus,  implies that  is either 0 or 1. Similarly, 
for ,  implies that  is either 0 or 1. Because  is either 0 or 1 
for all , we can enumerate all  combinations of . 
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Among these, any combination with more than two nonzero , i.e., more than two 
1’s, produces > 1, which contradicts the condition that . Then, 
the only remaining possibilities are the two cases mentioned in the lemma. Finally, it 
is easy to see that these two cases make  for . To be precise, the 
first case makes  and the second makes . This 
proves the lemma. 

The first case in lemma 1 is for the case that voter  did not choose any candidate, 
which is reasonable if s/he cannot make a decision. The second case stands for the 
normal situation where the voter selected only one candidate. If it is not guaranteed 
that a voter can only give 1 or 0 to candidates, the election may be corrupted. For 
example, s/he might try to give a huge score to let her favorite candidate elected 
irrespective of other voters’ choices, or s/he might give a negative score to let her 
enemy fail to be elected. In addition, it can also be detected if a voter tries to choose 
multiple candidates. However, by slightly modifying the equation for , we can 
also support the k-out-of-t voting where a voter can select up to  candidates. Finally, 
we remark that the detection of illegal votes based on the values of  only reveals 
that there is something wrong, but it does not discriminate which is the case among 
the above three possibilities; a huge score, a negative score, or multiple choices. 

4.3   Privacy 

The privacy of voters is guaranteed by aggregation. In step 5 of the collection stage, 
each intermediate collector sends the authority only the aggregated value of the votes 
that it collected. Even when the authority tries to separately decrypt 

 for  in step 3 of the decision stage instead of their 
aggregated values , the authority cannot know the choice of a specific 
voter. What the authority learns is the sum of votes for each candidate from all voters 
connected to a specific collector. For example, by decrypting , the authority will 
recover . That is, the collector finds out how many 
people in the community managed by collector  voted for candidate 1, but not who 
did. This situation is exactly the same as the way the secret ballot principle is 
observed in a local polling station for an off-line voting. We remark that, however, the 
privacy may not be protected if a collector and the authority colludes. 

4.4   Support for Second Voting 

If the authority adopts the policy that it allows for failed voters to vote again, it may 
raise the ratio of valid votes without harming the completeness and soundness. 
Moreover, the failed voter’s privacy is guaranteed even in the spoilt vote and the 
second vote. 
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4   Security Analysis 

We presented a new protocol for on-line voting with the property that an illegal or 
faulty vote can be filtered in real time without revealing its content. Then, the voter of 
this vote may have the second opportunity to cast a correct vote. Our protocol uses 
somewhat homomorphic encryption schemes where degree-2 equations may be 
evaluated on the ciphertext domain. The proposed protocol guarantees the voters’ 
privacy, and at the same time, it prevents voters from giving illegal scores to 
candidates. 
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Abstract. Due to the diversity of mobile devices, interests have been increased 
towards HTML5, the next generation’s web standard which pursues cross 
platform. To play media files or process 3D graphics in previous HTML 
environments, users had to install non-standard plug-ins such as Silverlight or 
Active X. On the other hand, HTML5 provides new tag functions of audio, 
video etc and new java script functions of Websocket, Geolocation API etc to 
substitute non-standard technologies such as Active X. To use such functions of 
HTML5, web browser developers are competitively applying HTML5 to their 
browsers, making the active conversion to HTML5 a global trend of today. 
Along with such trend, however, the risk of new cyber attacks taking advantage 
of java scripts, the key function of HTML5, is also increasing. Cyber attacks 
based on scripts can trigger vicious actions when the user just accesses web 
pages inserted with vicious scripts, and thus there are limits in detection using 
previous security technologies. This paper proposes a technology which collects 
and analyzes HTTP traffic generated through web browsers at host level to 
detect and block vicious scripts. 

1   Introduction 

Services provided through the online environment are growing more diversified due 
to the fast dissemination of the Internet. Traditional HTML could provide only static 
services, and non-standard plug-ins like Active X were required to provide dynamic 
service, which can cause security. The most powerful method to resolve the issue is 
the next-generation web standard HTML5, which was announced in October 2015. 
[1] Various functions were added to HTML5 that could replace non-standard plug-ins 
but retained compatibility with traditional HTML. For instance, HTML5 controls 
media using new tags: video, audio and Canvas that replace Adobe Flash. Moreover, 
it enables implementation of multi-thread (Web Worker), web socket communication 
and utilization of location information by using additional JavaScript APIs. In 
addition, HTML5 supports cross-platform, and Gartner has selected HTML5 as one of 
its top 10 mobile technologies. [2] In line with the trend, the world’s leading web 
browser developers are rushing to upgrade their browsers to support HTML5.  
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Google has set its policy to make mandatory use of an HTML5 player to play video 
on its browsers, Chrome and FireFox. In such an environment in which conversion to 
HTML 5 becomes mandatory, however, security threats to HTML5 are increasing. 
XSS (Cross Site Scripting) attack using new tag uses video and audio that can pass 
through XSS attack detection filter, which uses pattern matching. In particular, 
JavaScript, the core function of the new features, is facing more threats. The 
cyberattack on the Korean government and public institutions on June 25, 2013, was 
an example of a “script-based cyberattack” using JavaScript. Additionally, the script-
based attacks took place in the Chinese video sharing site SOHU TV in 2014 and the 
open source share site GitHub in 2015. In a traditional malicious code attack, the 
codes were required to be downloaded and installed on a user PC to perform 
malicious behavior and existing detection technologies could detect and block those 
malicious codes. For a script-based cyberattack, however, since JavaScript is running 
on web browsers only, once the browser is closed, no trace remains on a user PC, 
which makes difficult for existing security technologies to deal with it. And since 
most JavaScript is obfuscated to protect developers’ ideas or improve performance, 
attackers also obfuscate their malicious script, which can easily pass through 
traditional signature-based static detection technology. Thus this study describes 
technology to detect a script-based cyberattack at the host level. Chapter 2 describes 
earlier research on technologies to detect web attacks, Chapter 3 features technology 
to detect and block malicious script through local proxy, Chapter 4 analyzing the 
result of applying the processed technology, and Chapter 5 presents the conclusion 
and future direction of research. 
 

2   Paper Preparation 

Script-based cyberattack is web-based attach which is made through web. Responsive 
method to the web-based cyberattack can be mainly categorized into two; network 
level and client level method. The paper describes client level method which is related 
to this study, and JavaScript obfuscation technology which is one of the biggest issue 
in script-based cyberattack.  

 

Client level technology 
 
There are currently a number of on-going researches on client level technologies to 
respond to web-based cyberattack. The most responsive technology among those is 
one used in WebCheck[3], SiteAdvisor[4], etc that inspects URLs connected on 
browser. The technology blocks access to malicious web sites by matching URL to 
access and black list of URLs with history of malicious code distribution. However, 
there is still difficulty to deal with the attack through only this method as attackers 
frequently change their URLs. 
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Fig. 1. Configuration of Observer 

To come over with the limits, technology to monitor web browser has been developed 
as it is start-point of attack. [5] As show in [Fig 1] the technology suggested method 
using malicious behavior detection module called Observer. As show in [Fig 2] It 
applies process unit in browser via Observer module consisting of File Monitor, 
Network Monitor, Process & Thread Monitor, etc and collects events from the 
processes via API hooking to detect malicious behavior. As monitoring web browser 
itself, while the technology is useful to respond to web-based attack, it makes high 
loads as it creates Observer and monitors all processes in browser. On the other hands, 
the technology requires high specification client device which is major weak point in 
client level which should be operated in various environments. 
Therefore, the paper describes technology with light in accordance with client 
environment, but powerful detection function. 

 
Fig. 2. Observers attached to the each of the processes 

JavaScript obfuscation 
 
Along with diversification of web-based cyberattack, various technologies responding 
to the attack have been developed. The most frequently used technology is signature-
based static analysis technology which extracts pattern of malicious codes and 
analyzes them via pattern matching with analysis target. Attackers are trying to pass 
through the pattern matching based static analysis technology by generating new 
malicious codes via obfuscation. 
In script based attack, they evade signature-based method by obfuscating JavaScripts 
in various ways. The most common methods are string split which splits malicious 
code into a number of string variables and combines them when executing and 
method to convert character set to ASCII code by using JavaScripts’ own functions 
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(escape, and unescape). IN addition to those methods, attackers try to disarm the 
existing security technologies by using XOR encoding or applying their own 
encoding functions. Therefore, the study provides method to de-obfuscate the 
JavaScripts. 

 

3   Proposed Technology 

As show in [Fig 3], the technology proposed in this paper is composed by a collection 
module realized in the form of Local Proxy at host level, and an analysis agent 
module which decides viciousness and sets the processing policy afterwards. This 
technology is installed and operated in user PC to collect and analyze HTTP packets 
generated in web browsers. When decided to be vicious, the technology protects user 
PC from script-based attacks by deleting the vicious script or by using post-
processing methods such as redirecting to a safe page etc. 
 

Fig. 3. Propsed Technology architecture 

Packet collection module 
 

First, as the collection module for the subjects of analysis, Tinyproxy, a famous 
light-weight proxy daemon among open-source SWs, was used. [6] To collect HTTP 
packets using Local-Proxy, registry value related to the proxy setup of Windows was 
changed as [Table 1]. By doing so, all packets generated from web browsers were 
received and transmitted through the collection module. 
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Windows Registry Values 

HKEY_CURRENT_USER\Software\Microsoft\Windows\CurrentVersion\ProxyEnable 

HKEY_CURRENT_USER\Software\Microsoft\Windows\CurrentVersion\ProxyServer 

 
By collecting HTTP Request packets sent to external web server from the web 

browser of user, access URL information is extracted. Then, request is made to the 
analysis agent. If the analysis agent decides that the relevant URL is safe, the packets 
are sent to the web server. Afterwards, script codes are extracted in tag units from 
HTTP Response packets sent by the web server. Among the extracted scripts, external 
scripts where script codes are located outside using src property etc are sent to web 
browser, so that the browser can request again the relevant script. By doing so, 
external script codes are extracted from the Response packets. Script codes collected 
as above are requested to the analysis agent for analysis in tag units. Based on the 
result of analysis, packets which went through post-processing are sent from the 
analysis agent to the web browser to protect the web browser of user PC from vicious 
scripts. 

 
Analysis agent module 
 

As shown in [Fig 4], the analysis agent module mainly performs real-time analysis 
and precise analysis. Real-time analysis is divided into URL test and static analysis of 
scripts. Viciousness is decided based on the blacklist of access URL [5] extracted 
from HTTP Request packets generated in web browser. If decided as vicious URL, 
information on the access to vicious URL is noticed to user. If the user blocks the 
access, the module redirects to a safe page and finishes the analysis. If the URL is 
normal, HTTP Request packets are sent to the relevant web server, and scripts are 
extracted from HTTP Response packets received from the web server to conduct 
static analysis of scripts.  

 
Fig. 4. Analysis Agent Module 

 

Table 1. Proxy settings related Windows Registry values 
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Static analysis decides viciousness through signature pattern matching based on 
YARA[7]. YARA is a technology which searches and classifies vicious codes based 
on character strings or binary patterns. Its most significant characteristic is the ability 
to generate Rule Sets which can contain all kinds of expressions. Using YARA Rule, 
the pattern information of vicious scripts’ codes generated before is extracted and 
used as signature for static analysis. Script codes extracted from HTTP Request 
packets go through pattern matching based on YARA Rule to decide for the existence 
of vicious scripts. However, since obfuscated vicious scripts change the patterns 
themselves into other character strings, it is difficult to detect them using static 
analysis based on signature pattern matching. To detect such obfuscated vicious 
scripts which can detour static analysis, the technology of precise analysis has been 
additionally introduced. Precise analysis is divided into the first step of memory scan 
which extracts scripts where obfuscation is removed and the second step of 
obfuscation analysis where obfuscation is removed to extract the original. Memory 
scan extracts PID of web browser which is currently running, and scans the memory 
of the relevant browser process to extract scripts currently running in the browser. At 
this point, scripts where obfuscation is removed can be secured as the first step. 
Scripts where obfuscation is not removed from the first step are applied with V8 java 
script interpreter [8] used in Chrome Browser to remove such obfuscation. After 
running the obfuscated scripts on V8 interpreter, BreakPoint is set at a certain point to 
extract script codes. By doing so, script codes where obfuscation is removed can be 
secured. Through signature pattern matching used in static analysis, these script codes 
are analyzed to see if they are vicious. 

4   Analyzing the result of applying the proposed technology 

In order to check the real-time static analysis of script based on YARA Rule, a 
technology proposed in this paper, as well as the decryption function for obfuscated 
script using V8 java script interpreter, the detection in 128 samples was checked. 
These 128 samples were made by applying eight changes such as code division, 
change of function name, obfuscation etc to 16 types of vicious script attack samples. 

Real-time static analysis of script 

Static analysis of script determines viciousness by matching major keywords in 
vicious script code based on YARA Rule. Therefore, detection was checked in 16 
original attack samples and 112 samples where detours can be made by changing 
keywords based on the change of function/variable names. As shown in [Table 2], the 
detection rate in original samples was more than 95% since the major keywords in 
vicious scripts were all included in the scripts subjected for analysis. However, in 
samples which detoured pattern matching through the change of function/variable 
names, code division, obfuscation etc, the detection rate was less than 50%. In case of 
changing function/variable names, keywords themselves were changed to detour 
pattern matching, and in case of code division, detection was difficult since vicious 
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keywords were divided into two or more script tags while the technology of this paper 
performs analysis in the unit of script tag (<script>…</script>). In case of 
obfuscation, high detection rate was shown for Base62, Base10, Eval function 
encoding since there was no change on the keywords themselves. However, for 
obfuscation samples such as Hex or JSO where the keywords were changed, detection 
failed. 

Table 2. Result of Static Analysis 

 

Decryption of obfuscated script 

By decrypting obfuscated scripts using V8 java script interpreter, the extraction of 
original scripts was checked. Most of the original scripts were extracted for Base62, 
Base10, Eval function encoding samples which used exclusive tools for obfuscation. 
However, obfuscation methods such as Hex or JSO were impossible to decrypt. 
Different from previous methods, Hex or JSO has been confirmed to apply two or 
more obfuscation methods, making V8 java script interpreter proposed by this paper 
impossible to extract original codes at BreakPoint. 

5   CONCLUSION 

 
Due to the diversity of mobile devices such as laptop PCs, tablet PCs etc, interests 
have been increased towards HTML5 which pursues cross platform. Along with such 
increased interests, however, the risk of cyber attacks taking advantage of reinforced 
java scripts is also increasing. This paper proposed a technology that can deal with 
cyber attacks taking advantage of java scripts in user PC. The technology can detect 
cyber attacks based on scripts which are difficult to detect using previous security 
solutions. The paper also proposed detection methods for obfuscated scripts that 
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detour security technologies based on pattern matching. The technology proposed in 
this paper can be used to increase detection rate by linking with detection 
technologies for vicious codes proposed previously. Also, by combining the 
technology with AP equipments, AP with security functions can be created. Still, the 
environment of technology proposed in this paper is limited to user PC, and there are 
also improvements to be made on the analysis technology. First, to prepare for the era 
of HTML5 which pursues cross platform, technological researches on detecting 
vicious scripts in mobile environment should be conducted. Also, as the analysis of 
the result of applying the proposed technology suggests in Paragraph 4, researches 
should be conducted to use URL instead of script tag as analysis unit so that vicious 
scripts divided onto two or more tags can be detected. Finally, regarding the analysis 
of obfuscation, codes using well-known obfuscation tools were decrypted, while 
codes applied with two or more obfuscation methods were difficult to decrypt. In the 
future, we are planning to solve the issue of obfuscation by studying algorithms 
related to decryption. 
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A Probabilistic Encounter and Distance-based Routing Protocol

for Opportunistic Networks

Sanjay K. Dhurandher, Satya J. Borah, Isaac Woungang, Sahil Gupta, Pragya Kuchal,Makoto Takizawa,
Leonard Barolli

Abstract An Opportunistic Network (OppNet) is one of the latest domain of wireless communication where
information is transferred from the source to the destination without any infrastructure, internet connectivity
and any predefined network topology. The mobile nodes participating in the network contribute in establishing
a connectivity between the nodes to transmit the information from the source to the destination using a store-
carry and forward mechanism. The nodes store the information in their in-built buffer until a suitable forwarder
is available within their wi-fi/bluetooth transmission range. Designing a routing protocol in OppNet is thus a
challenging task. This paper proposes a Probabilistic Encounter and Distance-based Routing Protocol (P-EDR)
for Opportunistic Networks, which is designed as a combination the ProPHet and the Encounter and Distance-
based Routing (EDR) protocols. Simulation results are presented, showing that P-EDR outperforms the EDR,
History-based Prediction for Routing (HBPR) and ProPHet routing protocols in terms of message delivery
probability, messages overhead ratio and number of messages dropped.

1 Introduction

An Opportunistic Network (OppNet) [1] consists of wireless mobile devices where the probability of existence
of an end-to-end path from a source to a destination is almost zero. In OppNets, the initial seed OppNet grows
into an expanded OppNet by considering the foreign nodes and neighbouring seed nodes. Since most of the
nodes in OppNet are mobile, the connectivity of the network is maintained by nodes only when they come
within the transmission ranges of each other. In an OppNet, nodes communicate with each other with the help
of their built-in wi-fi/bluetooth and. If a node has a message copy to send but it is not connected to another
node, it stores the message in its buffer until an appropriate communication opportunity arises, i.e. it uses the
store-carry-forward paradigm to forward the message from the source to the destination. This is why OppNets
are often referred to as a subclass of Delay-Tolerant Networks [2].

The routing process in OppNet is completely different from that of traditional networks. In traditional rout-
ing protocols, there exists a path for the message from the source to the destination, that is, the communication
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end-points are always connected. In this case, if a destination is not found, a link failure or network failure will
occur. Further effort is also performed to guarantee a future delivery of the message. In OppNets, the message
could be transferred between the network devices using the connection opportunities among the nodes which
are within the radio range of each other. For efficient and guaranteed communication, the OppNets take into
account the contact duration and the inter-contact time between the nodes. In the absence of a transmission
opportunity, the data must be stored in the buffer of an intermediate node. If the inter-contact times increase,
the storage period of the message in the buffer will increase, which requires a careful buffer management,
especially, when the queues are full.

This paper proposes a routing technique called P-EDR that uses our recently proposed Encounter and
Distance-based Routing (EDR) [3] as underlying routing protocol. In this newer protocol, the probability of a
node to meet its destination is evaluated and then applied over the set of nodes obtained from the EDR protocol
in order to select the forwarding node. In a nutshell, the proposed P-EDR is a history-based multi-copy routing
protocol.

The rest of the paper is organized as follows. in Section II, representative routing protocols for OppNets
are overvieved. In Section III, the proposed P-EDR protocol is described. In Section IV, simulation results are
presented. Finally, Section V concludes the paper.

2 Related Work

Many routing algorithms for OppNets have been proposed in the literature. Representative ones are described
in [3-10]. In Epidemic [4], considered as a kind of dissemination based routing protocol, the messages are
flooded to the nodes that are in the range of the source or intermediate node. In [5], the spray-and-wait routing
protocol is introduced, which is divided into two phases: spray and wait. In the spray phase, instead of flooding
all the messages, the source node sprays or forwards the message copy to L relay nodes. If the destination is
not found during the spraying phase, then the relay nodes carrying the copy of the message perform the direct
transmission with the destination. In [7], a hybrid protocol called PRoWait is presented, which uses a simple
forwarding strategy. For selecting the neighbour node, the delivery predictability of a node is calculated from
ProPHet routing protocol and spraying of the packets to the neighboring nodes is done with the spray and
wait protocol. In History based routing protocol HiBOp [9] for opportunistic network utilizes a nodes present
context to find a better path for message delivery. The current context of a node is a snapshot of the environment
it currently resides in. HiBOp uses and stores all the possible context information available about a node that is
generally very hard to find. Similarly, in the genetic algorithm-based energy-efficient routing (GAER) protocol
[10] for OppNets, the genetic algorithm (GA) is used to route the message from the source to destination. In
this section the brief description of ProPHet, HBPR and EDR protocol have been presented.

2.1 ProPHet

In ProPHet [6], each node, before relaying a message, estimates a probability metric called delivery pre-
dictability for each known destination. The calculation is based on the history of encounters between nodes or
the history of visits to certain locations. This metric considered the following three factors:
(i) It is updated whenever a node is encountered, so that the nodes that are often encountered have a high
delivery predictability, given by;

PA(B)new = PA(B)old +(1−PA(B)old)∗Pinit (1)

where Pinit ∈ [0,1] is the scaling factor set at a rate at which the predictability increases upon the encounter. (ii)
If a pair of nodes do not find each other after a certain time period, they are less likely to be good forwarders
of the messages to each other, thus the delivery predictability values must age. This value is reduced according
to the following equation:

PA(B)new = PA(B)old × γK (2)

where γ ∈ [0,1] is the aging constant, K is the number of time units since the last decay.
(iii) The delivery predictability also has a transitive property, that is, based on the observation that if node A
frequently finds node B, and node B frequently encounters node C, then node C is probably a good node to
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forward the messages directed to node A, i.e.

PA(C)new = PA(C)old +(1−PA(C)old)×PA(B)×PB(C)×β (3)

where β ∈ [0,1] is a scaling constant that controls how large the impact the transitivity should have over
the delivery predictability. When two nodes meet, a message is forwarded to the node whose the delivery
predictability of the message to the destination is higher. The first node does not delete the message after
transmitting it as long as there is sufficient buffer space available with it. The reason for this being that it might
encounter a better node, or even the final destination of the message in the future. ProPHet does not consider
any other parameter such as encounter or distance of a node when calculating the delivery probability.

2.2 EDR

The EDR protocol for OppNet [3] has been designed based on the context information of nodes. The scheme
initially calculates the Encounter values of each pair of nodes in the network dynamically. Similarly the Eu-
clidean distance of each pair of nodes are calculated. For selecting the next hop node, EDR uses two forwarding
parameters namely Encounter forwarding parameter α and Distance forwarding parameter β . Where,
α = Node Encounter/ SumEncounter and β = Node Distance/ SumDistance.

The EDR protocol then tries to maximize the number of encounters with the destination, and minimize the
distance from the destination of a neighbouring node for every message. The protocol normalizes the mean of
the α and β values and then calculates the best forwarding parameter γ as the ratio of α and β . A threshold
value T is calculated as the average of the γ values of neighbouring nodes. The message is then forwarded to
all the neighbouring nodes having a γ value greater than or equal to this generated threshold value T. Since
EDR is a context based selected copy scheme, hence the protocol does not perform well in terms of message
delivery probability.

2.3 HBPR

The History Based Prediction for Routing (HBPR) protocol [8] uses the history of nodes movement to predict
their further locations. The forwarding of the messages is depended on the time taken by a node to meet
another node and the direction of the nodes movement taken from the history of nodes. The nodes move in
the network ares which is further divided into cells with a unique number to identify a particular cell. The cell
that a node visits frequently is called its home location. The HBPR protocol design mainly consists of: Home
location identification, where nodes are assumed to follow the Human Mobility Model [14]. They visit some
of the locations very frequently and some of them rarely. During the course of operation, if a node changes
its pattern and a different location has more frequency, it floods the network with this new information and a
time stamp to distinguish the new home location information from its old information. All the nodes initially
flood their home locations to inform all other nodes in the network. This paragraph provides the information
of a node’s movement which is used to predict the further locations. Message generation and home location
update consists of two parts. First, new messages are generated at some of the nodes, and the destination ID
is recorded from a newly generated message. Second, during message transmission, if any node changes its
location, this information is flooded immediately to the network so that every node can update the network
home locations. This helps for adjusting the changing relation and behavior of nodes. For next hop selection
the parameter used by the HBPR protocols are a) stability of node’s movement b) prediction of the direction of
future movement of node c) perpendicular distance of the neighbouring node from the line of sight of source
and destination nodes. A utility metric is calculated using these parameters in order to identify the next hop.
Any node that has the metric utility value greater than a prescribed threshold (T) is given the message copy. It
should be noted that the HBPR has been designed to perform better in human mobility scenarios compared to
other mobility models [15]. The HBPR protocol uses two tables (history table and home location table) in the
course of Utility Metric calculation. The performance of HBPR is best for Human Walk mobility model.
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3 Proposed Scheme: P-EDR

3.1 Motivation

The research literature on OppNets has brought forward a number of routing protocols that have been proposed
based on message dissemination in the network and the context-based information. It is also observed from the
literature that most of the dissemination based protocols like [4,5,7] do not perform well in terms of network
congestion due to message overheads, utilization of network resources due to the use of dissemination of
message for next hop selection. Similarly, most of the context-based routing techniques such as [3,7,8,9,10]
also reflect the drawback in the performance metrics like message delay and message delivery probability.
This concern has lead the researchers to consider the node’s context information for selecting the next hop
for efficient message transfer towards its destination. Based on this a protocol named EBR in [11] has been
proposed, which considers the context information of nodes like number of encounters of a node (i.e. how
many times a node encounter with its intermediate node) to select the next hop. Even then, there are some more
context information like distance of nodes with respect to corresponding destination (i.e. distance values of a
node with corresponding destination) that have not been considered for next hop selection. With this context
information (i.e. number of encounter and distance values of node with respect to corresponding destination), a
routing technique EDR has been designed. Further, it has been observed that the performance of EDR in terms
of message delivery probability, message overhead ratio etc. is very poor. In order to enhance the performance
of EDR, in this work a new routing protocol Probability based EDR (P-EDR) has been presented such that
it forwards the message to its destination with maximum delivery probability, minimum overhead ratio and
minimum number of message drops. In this work it has been assumed that the nodes are cooperative and
helpful and have sufficient energy level without presence of any malicious nodes. In P-EDR, the next best
forwarder of the message is obtained based on the values of four parameters, i.e. α , β , γ and Pλ . The scheme
initially calculates the Encounter values of each pair of nodes in the network dynamically, where encounter
value is the number of times they have encountered each other. Likewise, the Euclidean distance between every
two set of nodes in the network is dynamically calculated. Then the TotalEncounter value for each node in the
network is calculated as the total number of encounters with all the other nodes in the network. Similarly,
TotalDistance value for a node is calculated as the sum of the Euclidean distances of all the nodes in the
network with that node.

The source node that wishes to communicate a message towards the destination initially, identifies those
neighbour nodes which are within its range. Let us consider there are K number of neighbouring nodes avail-
able within the range of the source node. To select the next hop, the so-called forwarding parameter α and β
are calculated for each of the K nodes in the network, represented as;

α = node encounter/ TotalEncounter.
and
β = node distance/ TotalDistance.
Now, to identify the next best forwarding node from the set of K neighbouring nodes, the proposed P-

EDR tries to maximize the number of encounters with the destination, and minimize the distance from the
destination for each of the neighbouring nodes. To obtain this the P-EDR protocol calculates the forwarding
parameter γ , which is the ratio of α and β for each neighbouring node. Hence
γ = α / β .
A threshold value T is calculated as the average of the γ values of the K neighbouring nodes. Next, a set
referred as Hashmap is obtained that contains all the neighbouring nodes say N whose γ value is greater than
or equal to this generated threshold. In order to obtained the best hop from the Hashmap, the scheme computes
the delivery probability of the message for each node in the Hashmap using equation 4.

Pλ (N) = γ ×Pi( j)(S)× τ (4)

Where Pλ ∈ [0,1] represent the delivery probability of a node in Hashmap and Pi( j) represent the delivery
probability of node i from the network and j from the Hashmap as explained in equation 1,2 and 3. Here, the
value τ ∈ [0,1] is used as a scaling factor.

Finally the scheme P-EDR select the node as a final forwarder of the message from the source to the
destination whose delivery probability or parameter Pλ is maximum among the nodes store in the Hashmap.

The algorithm of P-EDR protocol is shown in Algorithm 1.
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Algorithm 1

//Encounter(source,dest.) returns the number of encounters of source w.r.t. destination.
//TotalEncounter() returns the sum of the encounters of all the neighbouring nodes with destination.
//Distance(source,dest.) returns the distance of source w.r.t. destination.
//ToatlDistance() returns the sum of the distance of all the neighbouring nodes with destination.
//Probability() returns the delivery probability of a node towards the destination.
//Pλ (N) is the delivery probability of nodes in Hashmap
//Pi( j)(S) is the the delivery probability of node i from the network and node j from the Hashmap
//P(S) is the delivery probability of the source node S

Begin

K = Set of neighbouring nodes of the source
for each message do

for each K do

α = Encounter(n,dest.) / TotalEncounter()
β = Distance(n,dest.) / TotalDistance()
γ = α / β

end for

end for

for each K do

if γ ≥ T then

Insert node in Hashmap
end if

end for

N = Set of nodes in Hashmap
S = Source node
for each N do

Pλ (N) = γ ×Pi( j)(S)× τ
if Pλ (N) > P(S) then

Transfer message from S to N
end if

end for

End

4 Simulation and Results

In this section, the performance of the proposed P-EDR scheme is compared against the EDR, HBPR and
ProPHet protocols using the ONE simulator [12]. To evaluate and analyze the performance of the proposed
protocol, six groups of mobile nodes have been considered in this simulation, where three groups are pedestrian
and three groups comprise of trams and buses. Each pedestrian group has 30 nodes with a walking speed of
0.5-1.5 m/s. The two groups of tram have 2 nodes of each with a speed of 7-10 m/s. A 50 MB buffer size is
assigned for each node in the group of trams and a buffer size of 15 MB is assigned for each node in the group of
pedestrians. Communication between the nodes is performed using a bluetooth interface that has a transmission
range of 20 meters with a transmission speed of 250 Kbps. The high-speed interface transmission speed is 10
Mbps, with a range of 1500 meters. For each message generated a 100 minutes Time-to-Live (TTL) is assigned.
A new message of the size of 500KB-1MB at a time interval of 25-35 seconds is generated. A 100000 seconds
time is assigned for every simulation. The size of simulation area or world size is considered to be 4500 x 3400
Sq.meters and the shortest path map based movement model [13] is used for nodes movement.

The results of P-EDR are observed and compared with the standard protocols like EDR, HBPR and ProPHet
by varying the number of nodes from 66 to 186, the TTL from 100 minutes to 300 minutes, and the message
generation interval from 25-35 seconds to 65-75 seconds. The results are shown in Fig.1 to Fig.9.

Fig.1 to Fig.3 depict the effect of the number of nodes, TTL, and message generation interval on the de-
livery probability of a message. Fig.1 shows that the message delivery probability of P-EDR outperformed
among the three protocols such as EDR and HBPR. This is due to fact that P-EDR selects the next hop based
on the delivery probability along with the number of encounters and distance of a node with respect to the
destination. Whereas in the other protocols delivery probability is not considered and in the ProPHet only
delivery probability is considered. In fig.1 it can be observed that the average value of delivery probability for
P-EDR is 0.61822, whereas for EDR it is 0.53359, for HBPR it is 0.56052, and for ProPHet it is 0.60262. Thus,
the performance of P-EDR is 15% better than EDR, 10% better than HBPR and 3% better than the ProPHet
routing protocol. In Fig.2 with the increase in message TTL, the message delivery probability decreases for all
the protocols. This is due to the availability of more number of messages in the network. The average value of
message delivery probability for P-EDR is 0.53827, which is more compared EDR, HBPR nad ProPHet that
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Fig. 1: Delivery Probability vs. No. of Nodes

Fig. 2: Delivery Probability vs. TTL

Fig. 3: Delivery Probability vs. Message Interval

have values of 0.51812, 0.4729 and 0.5179 respectively. Further the performance of P-EDR is 3.8% better than
EDR, 13.8% better than HBPR and 3.9% better than ProPHet. Similarly, Fig.3 is plotted between message
generation interval and message delivery probability for the four protocols. It can be seen that the message
delivery probability increases for all the protocol as the message generation interval increases. This is because
of the lesser number of messages is being generated in the network and hence their is a decrease in the message
dropping rate. It has been observed that the average message delivery probability of P-EDR is 0.72618, which
is greater than EDR that has the value of 0.69494, HBPR which has the value of 0.66708 and ProPHet which
has value 0.71096 leading to an improved performance of P-EDR. by 4.4%, 8.8% and 2% over the EDR,
HBPR and ProPHet routing respectively.

Fig.4 to Fig.6 shows the effect of the number of nodes, TTL, and message generation interval on number
of message dropped. Fig.4 shows the effects of the number of nodes versus the messages dropped for the
four protocols. It is clear from the graph that the average messages dropped in case of all the four protocols
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Fig. 4: Message Dropped vs No. of Nodes

Fig. 5: Message Dropped vs TTL

Fig. 6: Message Dropped vs. Message Interval

increases as increased in the number of nodes. The average messages dropped in P-EDR is 140575, which
is quite less than EDR, HBPR and ProPHet that have the values 152661, 189743 and 156082 respectively.
Further, the P-EDR’s performance is 7.9% better than EDR, 25.9% better than HBPR and 9.9% better than
ProPHet in terms of average number of messages dropped when the number of nodes is varied. Fig.5 is plotted
between TTL and message dropped for the four protocols. It can be seen that the average messages dropped
for P-P-EDR is 93025 whereas for EDR, HBPR and ProPHet it is 96241, 111440 and 104470 respectively.
Further, the P-EDR’s performance is 13%, 34% and 17% better than EDR, HBPR and ProPHet respectively
in terms of the number of messages dropped with varying TTL. Fig.6 is drawn between message generation
interval and number of messages dropped. It has been observed from this figure that the average messages
dropped in P-EDR is 64778, which is less than EDR, HBPR and ProPHet that have the values 74540, 99091
and 78584 respectively. Further, P-EDR’s performance is 3% better than EDR, 16% better than HBPR and
10% better than ProPHet.
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Fig. 7: Overhead Ratio vs. No. of nodes

Fig. 8: Overhead Ratio vs. TTL

Fig. 9: Overhead Ratio vs. Message Interval

Fig.7 to Fig.9 show the effect of the number of nodes, TTL, and message generation interval on message
overhead ratio. Fig.7 is plotted between the number of nodes and message overhead ratio. It is found that
the average messages overhead ratio in P-EDR is 66.6635, whereas for EDR it is 88.8751, for HBPR it is
105.5214 and for ProPHet it is 75.5691, which is quite higher than P-EDR. This is due to the increase number
of messages as number of node increases in the network. Hence, P-EDR’s performance is 25% better than
EDR, 36% better than HBPR and 11% better than ProPHet in terms of message overhead ratio. Similarly,
Fig.8 is drawn between TTL and messages overhead ratio. It has been observed that the average message
overhead ratio of P-EDR is 50.0275 which is quite low as compared to EDR which has the value of 55.8715,
HBPR has the value of 71.9420 and the overhead ratio is 63.8078 for ProPHet. Since P-EDR select the next
best hop using the context information and delivery probability of nodes for the message, which results a
minimum message overhead is generated during message delivery to the destination. Further the performance
of P-EDR is 3% better than EDR, 24% better than HBPR and 15% better than ProPHet. Finally, Fig.9 plots
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the message generation interval versus the messages overhead ratio for the four protocols. From the figure it
is inferred that the average messages overhead ratio of P-EDR is 41.9631, for EDR it is 51.58876, for HBPR
it is 71.4459 and for ProPHet it is 52.0530. Here P-EDR’s performance is 18% better than EDR, 41% better
than HBPR and 19% better than ProPHet in terms of messages overhead ratio.

5 Conclusion

This paper proposes a routing protocol called P-EDR, which is based on the delivery probability of the neigh-
bouring node in addition to the number its encounter and its distance with the destination node. The work
focusses in the direction of enhancing the performance of EDR by applying probability (delivery predictabil-
ity of a node) to identify the nodes among the neighbouring nodes that are selected as good forwarders from the
EDR protocol. Simulation results have shown that the proposed P-EDR outperforms EDR, HBPR and ProPHet
that have been chosen as standard protocol, in terms of average message delivery probability, average number
of messages dropped and average message overhead ratio. In future, the energy and security issues with this
proposed scheme can be addressed. Further the proposed method can also be explored with different mobility
models and scenarios.
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Abstract. In this paper will be presented comparison and security features of 
biometric and linguistic threshold schemes. Additionally efficiency evaluation 
for such protocols will be done. Possible application of presented algorithms 
will be described with future directions in the area of strategic information 
management, and security for cloud applications.  

1   Introduction 

For division of strategic data cryptographic threshold protocols were proposed. The 
first sharing methods were proposed in late seventies, but till now it have been 
proposed many complex, efficient, and secure algorithm. All such techniques define 
two different classes i.e. secret sharing techniques and secret splitting. Data sharing 
algorithms were presented manly in [1], [2], [3], and the main idea of such methods is 
to secure information by split them between particular groups of participants. All 
secret splitting methods allow to generate a particular number of secret parts (called 
shadows), than distribute them among participant of protocol. But to restore the 
original information it is necessary to compile all the secret parts. In secret sharing 
approaches shadow generation is very similar, but to restore the original information 
it is enough to compile a less number of secret parts. Secret sharing is more universal 
and allows to restore the previous information also in case of losing any secret parts. 

For similar tasks we propose two new types of threshold procedures called 
biometric threshold schemes and linguistic threshold schemes. These algorithms 
allow involving some personal information into the encryption process [4], [5], [6], 
[7]. In following section will be presented these procedures with theirs features 
evaluation and comparison. 
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2   An Idea of Linguistic Threshold Schemes 

The first proposed technique for information sharing is linguistic threshold procedure 
[1]. The main idea of such methods lays in using mathematical linguistic formalisms 
for representation of shared data and encoding procedure. In this technique it is 
necessary to define special type of formal grammars which enable encoding bit 
sequences with different length. It only depends on the defined formal grammar as 
well as some features, which may be additionally encoded in one of generated secret 
parts. The way of information encoding using linguistic procedures is more general 
encoding scheme use in DNA cryptography [8], [9]. However in classic DNA 
cryptography can use only four nitrogen bases, to encode particular bits of 
information or two bits block in particular nitrogen bonds. 

In linguistic threshold schemes it is possible to create more general encoding 
structure, which allows encoding in one step, more than two bits of information e.g. 5, 
6 or more.  

3   Information Division Using Biometric Threshold Schemes 

Second approach is connected with using some personal features in sharing protocol. 
Such technique is called biometric threshold schemes and was proposed by authors in 
[9]. In biometric threshold schemes each shadow is generated using biometric 
features. In biometric threshold schemes is possible to use the single biometric feature 
or several different patterns [10], [11]. The most popular biometric patterns 
appropriate for this purpose are: 
 fingerprint patterns, 
 handwriting features, 
 retina patterns, 
 facial features, 
 hand vein layouts, 
 voice parameters. 

Sometimes we can also consider different non-standard personal features obtained 
from different sources like medical records, personal habits or behavioral feature [12], 
[13]. 

The biometric data encryption is realized in two separated steps. The first one, is 
after splitting the information, and contains indexing procedure for each shadow by 
biometric features. The second one, is realized while combining the strategic 
information.  

Such techniques allow to perform secure data sharing processes, because each 
participant gives only shadow marked by his or her personal features. It isn’t possible 
to give shadow to non-trusted participants. 
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4   Comparison of Linguistic and Biometric Sharing Protocols 

Both described classes of proposed threshold procedures i.e. linguistic threshold 
procedures and biometric threshold protocols are not only very interesting from 
scientific point of view, but also extend features of classic threshold procedure. 
Biometric and linguistic threshold procedures are extensions for classic threshold 
procedure, and remain all security features, which characterize classic protocols. Both 
of them have also some important additional features, which are not present in classic 
threshold algorithms. Among such additional features in linguistic threshold 
procedures we can find: 
1. Application of formal grammars and languages to split strategic information. 
2. Possibility to encode block of information with different bit length.  
3. Polynomial complexity which depends on applied formal grammar. 
4. Possible application for strategic data sharing in different management structures 

like layered as well as hierarchical structure [14], [15]. 
5. Possibility to generate personalized shadows, which determine the way of 

information encoding. 
6. Application in secure information management tasks for different structures. 
7. Possibility to generate different number of secret parts considering personal 

accessing grant to original information. 
 

Most important additional features in biometric threshold procedures are 
following: 
 
1 Possibilities of creating personalized shadows. Such shadows allow not only 

restoring original information but also determining the owner of secret part [16]. 
2 Applicability with cognitive information systems at the stage of personal feature 

extraction [17], [18]. 
3 Standard and non-standard biometrics may be use in shadow generation. 
4 Unlimited number of shadows can be generated. 

 
Mentioned features, make these systems very universal with many possibilities of 

different application.  

5   Conclusions 

Described in this paper sharing protocols have many important features, which make 
them applicable in personalized cryptography or secure information management 
tasks. These protocols seem to be very efficient and secure because security features 
are guaranteed by basic threshold procedure, which may be use in the whole sharing 
protocol. Additionally both of these procedures have some special properties, which 
extend its functionality.  

In biometric threshold procedures it is possible to use some personal 
characteristics, which finally allow creating personalizes parts of divided information. 
Such feature allows determining who is the owner of secret part, what also prevent the 
information leakage, when such protocol may be violated.  
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In linguistic threshold schemes it is possible to divide information in different 
manners considering the numbers of trusted persons and also theirs accessing grants 
to restore original information. Both of these protocols may be applied in general 
secret sharing application, but also in professional strategic data sharing and 
management, and trusted communication infrastructures [19]. They may also be 
applied in secured data distribution in the cloud environment, and information or 
services management in ubiquitous computing or ambient world. 
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Abstract. This paper describes a method of concealing additional secret data in 
fuzzy vault cryptosystem. The hidden information is placed on the second level 
of the system, what means that it is impossible to reveal higher level secret 
before decoding all related data from lower level. This property gives an 
opportunity of using presented technique as a secret sharing system in which 
information from previous step is used in the next part of the algorithm (no 
additional keys are required). As the existence of second-level secrets is not 
obvious for external observer, this idea may be applied for steganography 
purposes. The format of concealed secret is two-dimensional point (x, y), thus 
the method presented in this paper is suitable for protecting all data that can be 
presented as a pair of numbers. 

1   Introduction 

Secret sharing techniques allow to divide some data into pieces that can be joined 
later when participants agree to cooperate with each other. In many cases it ought to 
be done confidentially to prevent unauthorized people from discovering the existence 
of the secret information, as it could create diverse threats to users being in 
conspiracy. Sometimes even the mere fact of storing keys or shares may be dangerous 
and contributes to compromise oneself. Therefore for really important data it is worth 
to look for solutions based on steganography, which do not require storing any key 
related to shared secret. 

In modern world to conceal the message from malicious third parties one can use 
various information systems. But the problem is that such non-standard functionalities 
are very rarely implemented out-of-box. On the other way, creating a new system 
from scratch is not always an option. So we need to either find a way of using some 
parts of existing system for our own purposes or modify the system to support our 
new, hidden function. It is difficult especially in multi-user systems, in which every 
modification should be transparent and not affecting to participants.
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This paper is a continuation of previous work [1] that describes a method of 
concealing many independent secrets in a fuzzy vault scheme (which can serve as 
multi-user system). Current idea is an extension of that concept giving some 
participants the possibility of sharing additional secrets with assumption that other 
functions remain intact for rest of users. Therefore it refers to multi-level 
steganography [2] as second secret is hidden in such a way that lower-level 
information is used to reconstruct higher-level data. 

2   Multi-secret Fuzzy Vault 

This section describes multi-secret fuzzy vault, which is a basis for the presented idea. 
At the beginning the underlying conception of fuzzy vault scheme is discussed. 

Fuzzy vault [3] is a cryptosystem that relies on polynomial reconstruction. It uses 
a key in form of unordered set for locking and retrieving a secret. The entire vault is 
consisted of a great number of points, some of which are significant and remaining 
are chaff. The creation process begins with choosing a polynomial that encodes the 
secret (e.g. as a free term). Then this formula is evaluated on all elements of the key. 
As a result, genuine points are obtained. To hide the secret, we need also a number of 
false points which are placed more or less randomly, but with two constraints. Firstly, 
they cannot lie on polynomial and secondly, their x coordinates may not be members 
of the key. After producing both groups of points, the vault is ready and the 
polynomial can be erased. The recovering stage requires a key that should be identical 
or very similar to the key used in encoding process. With this set, the user can 
properly identify genuine points and reconstruct the polynomial. If the discrepancies 
between these keys are too big, some chaff points will be selected, what cases 
obtaining a wrong formula and an incorrect secret. Two important properties of fuzzy 
vault scheme are error tolerance (provided by error correction) and order invariance 
(provided by the form of the key). As a consequence, this cryptosystem is used 
willingly in biometrics systems with particular focus on fingerprint-based, like [4]. 

It turns out that fuzzy vault scheme is suitable for locking many secrets at the same 
time, as described in [1]. To do this, we need more keys, which are still in form of 
unordered sets, but all of them have to be disjunctive. Each secret information is 
encoded in individual polynomial, which is then used together with related key to 
obtain genuine points. After that chaff points are generated. This time we have two 
requirements: x coordinate of every false point cannot be a member of any key and 
also every that point may not be placed on any polynomial. There are many examples 
of such algorithms that can be easily modified to meet these conditions, for instance 
[5][6]. Thereafter, the multi-secret fuzzy vault is formed of chaff points and all groups 
of genuine points. Each secret may be reconstructed with use of the corresponding 
key or with not exactly the same, but very similar one. The recovering process is 
identical as in original scheme. It should be noted that important properties of fuzzy 
vault mentioned earlier – error tolerance and order invariance – are also preserved in 
multi-secret version of this cryptosystem. What is more, above solution can serve 
either for single user with many secrets or as multi-user system in which each 
participant has own secret and key. 
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3   Concealing Additional Shared Secrets 

The construction of multi-secret fuzzy vault gives an opportunity of hiding additional, 
shared secrets. The idea is based on the fact that one vault can have inside many 
secrets encoded in various polynomials. The points in which the polynomials intersect 
are places where additional information can possibly be concealed. So the format of 
shared data is a pair (x, y). The number of secrets we can embed is dependent on 
degree of polynomials in the vault. To be more precise, for degree n we can hide up to 
n secrets (the assumption is that n is equal for all formulas). Because second level 
secrets are embedded in intersection points, the polynomials used in this process 
should not be selected totally randomly, but with specific algorithm. Such method not 
only has to generate formulas encoding lower level secrets, but also requires that 
selected points belong to both polynomials. Algorithm 1 depicts it in more detailed 
way. 

 
Algorithm 1. Polynomial generation. 
Input: n – degree of polynomials (a number), (xs1, ys1), (xs2, ys2), …, (xsn, ysn) – second 
level secrets (2D points), S – first level secret (a number) 
Output: (an, an-1, …, a1, a0) – coefficients of polynomial 

1. Create general formula with unknown coefficients 
w(x) = anx

n + an-1x
n-1 + … + a1x + S 

2. Make a system of equations (n equations of degree n) 
anxs1

n + an-1xs1
n-1 + … + a1xs1 + S = ys1 

anxs2
n + an-1xs2

n-1 + … + a1xs2 + S = ys2 

… 

anxsn
n + an-1xsn

n-1 + … + a1xsn + S = ysn 
3. Solve the system from point 2. 
4. return (an, an-1, …, a1, S) 

 
The explanation of Algorithm 1 is as follows.  
First we create a general formula which encode first level secret. Then we have to 

fit its remaining coefficients to conceal shared information from second level. To do 
this we create the system of n equations to find missing n unknowns. After solving 
this system we obtain all coefficients needed to form a polynomial of degree n that 
embeds both secrets.  

Next stages of hiding phase (genuine and chaff points generation) are the same as 
described in [1]. Later in this paper is presented an example showing how to conceal 
and reveal secrets for Alice and Bob. 

Below is explained how to restore a secret shared between two users. It requires 
reconstruction of both polynomials first. During this operation two first level secrets 
are also decoded as they are stored in one of the coefficients. The whole process is 
shown in Algorithm 2. 

 
Algorithm 2. Recovering 2nd level secret. 
Input: wA, wB – polynomials 
Output: (xs1, ys1), (xs2, ys2), …, (xsn, ysn) – shared secrets (2D points) 
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1. Create an equation 
wA(x) = wB(x) 
anx

n + an-1x
n-1 + … + a1x + a0 = bnx

n + bn-1x
n-1 + … + b1x + b0 

2. Solve the equation from point 1. 
3. return (xs1, ys1), (xs2, ys2), …, (xsn, ysn) 

 
It should be underlined that reconstruction of shared secret requires cooperation 

between participants. With only one polynomial it is impossible to compute points of 
intersection. The users have to decode their first level secrets first, as they take part in 
higher level information reconstruction. It means that revealing process does not need 
any additional key as it uses only data from lower level. This is an important aspect in 
security and will be discussed wider in Conclusions section. 

4   Example 

This section depicts an easy example which shows how presented idea can works in 
practice. Suppose that we use multi-secret fuzzy vault cryptosystem with all 
polynomials of degree 2. It means that it is possible to hide two additional shared 
secrets in form of 2D points. So we select them as follows: (1, 8) and (-1, 4). These 
will be shared between Alice and Bob on 2nd level. The participants have also their 1st 
level secrets, which are: 5 for Alice and 10 for Bob. 

 
Hiding phase. This stage starts from choosing the polynomials for users. Because 

degree is equal to two, the formula is: 

w(x) = ax2 + bx + c (1) 

 
Now it is time to find a, b and c from formula (1) in such a way that the 

polynomial encodes 1st level secret and also can be considered as a share (used for 
recovering 2nd level secrets) at the same time. For Alice we can write: 

a + b + 5 = 8 
a - b + 5 = 4 

(2) 

 
The solution is a = 1 and b = 2. Thus we receive Alice's polynomial 

wA(x) = x2 + 2x + 5 (3) 

 
For Bob we have: 

a + b + 10 = 8 
a - b + 10 = 4 

(4) 

 
The solution is a = -4 and b = 2. Therefore Bob's polynomial is 

wB(x) = -4x2 + 2x + 10 (5) 
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Next steps (like evaluating the formula on key elements) are identical as in [1] and 

are not presented here. 
 
Recovering phase. The strategy for decoding 1st level secret is identical as 

described in [3] and for this reason is omitted in our example. Below we present how 
to reveal information from 2nd level. If Alice and Bob want to recover their shared 
secret, they should reconstruct their polynomials first. Then they have to cooperate 
and find all points of interception, as shown below in (6). 

wA(x) = wB(x) 
x2 + 2x + 5 = -4x2 + 2x + 10 

(6) 

 
The solution is x = 1 or x = -1. To find y values, we have to evaluate any of the 

polynomials (wA or wB) on computed x values. So y = 8 or y = 4. Finally our points are 
(1, 8) and (-1, 4). 

In order to demonstrate the situation visually, we provide a graph containing all 
elements from above example (Fig. 1). 

 
Fig. 1. Generated polynomials with marked 1st and 2nd level secrets. 

5   Conclusions 

This paper extends the concept of multi-secret fuzzy vault by adding the possibility of 
concealing additional shared secrets. To recover this data, the participants have to 
cooperate and reconstruct their polynomials to find points of intersections. In 
extended method the polynomial generation algorithm is different – the coefficients 
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are not random, but are selected on the basis of both secrets. Due to this fact all 
information needed for recovering shared secrets are obtained from reconstructed 
polynomials. If we consider security, it is an important feature, because no additional 
keys are required and the users do not have to store suspicious data which may 
compromise them. In fact, only the key for 1st level secret is necessary, what can be 
considered as normal situation in multi-secret fuzzy vault cryptosystem. 

It should be noted that in presented technique it is impossible to reveal shared 
information with only one formula. This fact has two consequences. If a participant is 
not able to reconstruct the polynomial, there is no way to recover the secret. However, 
it is also true in case of leakage. When an enemy intercepts one formula, he will not 
be able to reveal shared secret without the second polynomial (guessing identity of the 
other conspirator and stealing the key). Of course, in general, the existence of second 
level secret is unknown for unintended third parties and with honest users there is no 
trace of shared data. First level secrets may serve to deceive an adversary as they are 
not important for participants (they are visible during joining shares). 

Finally, the shared secret is in form of 2D points. It gives an opportunity of hiding 
specific types of data which are presented as a pair of numbers, like day and month, 
hour and minutes or geographic coordinates (latitude and longitude). For every pair is 
known that these two values are related, what cannot be done in systems in which 
a set of one-dimensional numbers is stored. Therefore the secret may contain, for 
example, a place where something is hidden for both users and time when they can 
start. 

To sum up, presented construction is able to conceal shared information for two 
participants in situations in which high level of conspiracy is required. 
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Abstract. Usage of intelligence in the interactions between human and robot is 

one of the significant topics in research. As an added assistance to human, robots 

are used to facilitate and assist human in many ways. Robots could be made to 

understand and recognize human gestures. Therefore, robots should be pro-

grammed to deal with certain gestures, that, the robots can identify and act ac-

cordingly. Our research aims to enhance the robot gesture recognition ability by 

using supported hand gesture detection device known as Leap Motion Controller 

(LMC). This research aims to expose the accuracy of hand gesture recognition 

using Leap Motion depth sensor to enhance intelligent system where human hand 

gestures are used to interact with robot in learning or gaming system. 

1 Introduction 

Gesturing is one of the natural forms of communication. Human always use gestures 

throughout the day and sometimes they use it instead of words as a common way of 

communication. Meanwhile, intelligent machines are manufactured and continuously 
developed to assist the human life in several areas. Robots, as intelligent machines, 

have significant economic and scientific importance in various walks of human life. 

These two aspects along with some significant research on human-machine-interaction 

motivated us two think how to enhance the relationship between human and machine 

using gestures. 

Human–Robot Interaction (HRI), a robot research area, focuses on the interaction be-

tween human and robot and studying related aspects [1]. Development of HRI method-

ologies and systems is a successive and continuous process, since this interaction does 

not depend on any specific method.  

The interaction between human and robot takes numerous forms, which can be divided 

into two categories: (i) direct interaction with a robot through speech recognition or 
body gestures (ii) indirect interaction through intermediate devices such as sensors, 

touch screens and sensing gloves. 

As an added assistance to human, robots have started to facilitate and assist human in 

many ways, thus, the need for enhancing the interaction with robot is significant.  
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The gestures recognition involves using one camera or more or using sensor that cap-

tures the exact gestures. The presence of low resolution pictures hinders the effective-

ness of image processing. Zhou et al. [2] proposed Finger-Earth Mover’s Distance 

(FEMD) to increase the accuracy of recognizing the gestures taken using Kinect sensor. 

The purpose of this research is to develop a gesture recognition system that enables 

human robot interaction in an enhanced manner. The concept of this research is in-

tended to enhance any robotic system where human use gestures to as a mean of inter-

action, while researcher will conduct their experiment on NAO (which is a humanoid 
robot manufactured for research and education purposes). It aims to improve the hu-

man-robot relation and assist in children education process, such that children will com-

municate with NAO via our system to get knowledge about the environment or learn 

new things. Our assistive system aims to make machine (Nao robot) accommodate with 

human environment and be able to recognize the human gestures then perform the in-

tended action that is equivalent to the detected instruction with satisfactory performance 

and speed. Nao is a personal friendly robotic with humanoid appearance that takes great 

interest among researchers [3]. 

To test and evaluate our hand gesture recognition system, we prepare a real home en-

vironment to conduct the experiments of performing the programmed instructions that 

are given to the robot in form of hand gestures and measure the robot ability to under-

stand these gestures and act appropriately. 
We organize this proposal as follows:  in the next section we identify the objectives of 

our research. After that, we will discuss some state-of-the-art gesture recognition tech-

niques. Then, a summarized methodology section shows the proposed procedure in-

volved achieving our objectives.  Finally, the plan of our work is discussed. 

2 Problem Statement 

The evolution in the field of human interaction with the computer resulted in the use of 
robots, as in most aspects of life and educational entertainment for all age groups. The 

employment of the machine in some respects require greater accuracy in the results, 

and this requires the use of additional tools and software to overcome the weaknesses 

of the robot and improve its capabilities even further. 

It is also known that the camera attached to the robot NAO head color camera is usually 

normal and that its proportion of accuracy in distinguishing human hand gestures is 

much lower than the validity of the results obtained using depth cameras or special hand 

gesture sensors, as studies have shown. 

3 Objectives 

The objectives of this research are: 

1. To build a robust gesture–based recognition system to assist in children educational 

through enhanced human-robot interaction. 

2. To develop multiple systems interaction interfaces that satisfies different user needs 

through providing more accessibility options. 
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3. To test the applicability of recognition system in a real HRI environment in different 

scenarios and applications 

4 Related Work 

The main goal for using the proposed system is to enrich intelligent learning system for 

children. Due to this purpose this section will be arranged as following, first, the im-

portance of using hand gesture in children educational aspects will be reviewed. Then, 

some of intelligent learning system for children will be discussed. Finally, authors will 

describe Leap Motion device as sensitive sensor for recognizing hand gesture and show 

some researches that using it for learning purposes. 

4.1 Hand gestures recognition and robotic 

Firstly, in this section we are going to review some surveys that discuss hand recogni-

tion technologies and a number of works in this field. Then we will identify the im-

portance of educational robotics and the significant role that gesture plays in the learn-

ing process. Finally, due to limited the number of gesture-based educational robotic 

works in the literature, we will represent similar works that focus on children education, 

entertainment or edutainment systems that use robotic. 

Two surveys [4, 5] discuss hand gesture recognition techniques and review several 

gesture recognition systems. Authors have mentioned how interaction with machines 

through gesture recognition is an important field of study and they argue the gesture 

recognition adequately. There are a large number of applications that rely on the 

recognition of gesture, where they are used in many areas to serve different purposes; 
examples of these uses are sign language recognition, entertainment applications and 

children learning etc. 

Gesture recognition involves using some tracking devices like gloves and various types 

of camera. Mitra and Acharya survey [1] generally discusses two main things; first it 

discusses some gesture recognition techniques. Secondly, under each discussed tool, 

authors review and discuss some examples of gesture recognition applications. By iden-

tifying disadvantages and limitations of these applications, this survey addressed the 

existing challenges that guide the researcher for the future needs. 

Technologies of hand gestures recognition are divided into three categories as shown 

in Figure 1, they are instrumented (data) glove, vision based, and colored marker 

approaches [2].  
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Fig.1 Categories of hand gestures recognition technologies [2] 

 

To be specific, in our research, we are looking for using vision-based approach in our 

research. Vision-based approaches only require a camera to capture the images and 
there is no need to use additional devices. Actually, the types of camera are disparate 

in some metrics such as cost, range of view, accuracy, ease of use, and latency, 

standalone or equipped in a machine such as computer or robots.   

As one of the significant studies about gesture, Ruth Breckinridge and et al. conducted 

a study about the importance in education through gesture and shows how it can 

enhance learning[6]. The children were the focus of this study while it discusses 

different roles of gesture in education. The gesture plays significant role in nonverbal 

communication, and used to convey educational concepts such as in [7] that will be 

discussed in details next. In addition, it was used as redundant with speech as it provides 

information not found in speech. Their experiment was conducted on group of children 

in bilingual classroom. The children speaking English or Spanish were divided into 
groups: first is exposed to instruction with gesture and the second group was exposed 

to instruction without gesture. The result showed that 92% of English-speaking and 

50% of Spanish-speaking of children who were exposed to instruction with gestures 

benefited significantly more than the other children are, and they improved in their 

understanding of the conservation concept. 

Actually not all of gesture roles identified previously were conducted or implemented 

on robots. However, still there are some countable systems in assistive educational op-

eration field that using gesture. One of these system built by Akihiro Yorita et al. [7] 

developed an interactive Human-friendly assistive Partner robot with two main objec-

tives, first objective is to discuss the applicability of robots in the remote education. 

While the second one is to enhance children education using partner robotic by assisting 

teacher in education and students monitoring. They developed three MOBiMac robots, 
which is a mobile PC robot that consists of two CPUs, camera, microphone, and ultra-

sonic sensors. The three robots have to be with students in the classroom while the 

teacher is in a remote controlling room. Each one of the three MOBiMac robots has a 

specific mode and role to do: the first one speaks according to the content of a lecture,  

second plays the role of a teacher (Dynamic expressions) such as moving head and 

hand, and the last one performs conversation and interaction with students. All of MO-

BiMac robots are connected with SAYA through wireless connection. SAYA is robot 

teacher (face robot) that can express the basic emotions but not replace the teacher. 

They also can control it according to teacher request from the remote room. In addition, 
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they can understand the facial expressions of students and send them remotely as a 

feedback to the teacher. This kind of system is actually called edutainment, which 

means education plus entertainment.  

As one of the new significant contributions in mutual learning using Nao, Pierre 

Rouanet and Pierre-Yves Oudeyer designed an interaction system between user and 

robot. This system allows human to teach the robot new elements that makes the robot 

interact with the surrounding environment [3]. The system supporta four different 

interfaces; one of them is based on natural human gestures while the other three are 
based on using mediator artifacts such as Wiimote and Laser. All of them have two 

main objectives, first to train and make the robot learn new objects in the surrounding 

environment as mentioned before while the second objective is to have an efficient 

interaction system between human and robot. Through gesture-based interface user can 

guide the robot by making hand or arm gestures. User is not restricted about the kinds 

of gestures that he/she chooses to make. 

Then, Nao should recognize and identify that object. The gesture capturing depends on 

using NAO camera, which has a limited range of view. This makes the possibility of 

seeing the objects more restricted. Also this system may not work efficiently with non-

trained user, it should be used by professional users who can identify the scope and full 

range of the camera view, and therefore they ensure that Nao vision of the object is 

clear and complete. 

Kose H. et al [8] exploit the communication between hearing impaired children and a 

humanoid robot to assist teaching Sign Language (SL). The communication depends 

on hand movement, body, and face gestures. Authors conducted their study on NAO 

H25 humanoid robot with 106 preschool children to teach Turkish Sign Language. The 

main purpose of the study is to evaluate the efficiency of using the robots in the sign 

language learning abilities of the children. In this study, the robot tells a story that 

includes chosen sign language words and performs the signs of the words. Then, the 

children fill the color flashcards that match the signs based on what they have seen from 

the robot. These cards are used to evaluate the learning abilities of the children of the 

sign language words.  

Henrik Hautop et al. present another project considered as an edutainment system [9]. 
It assists children with dyslexia who have difficulty in the scholastic learning, in learn-

ing linguistic structures and supports them in the performance of logic and grammatical 

abstraction tasks using I-BLOCKS. It is a special kind of device (Intelligent Blocks) 

developed by authors for ambient intelligence solutions in edutainment environments. 

It consists of a number of ‘intelligent’ building blocks where block contains the follow-

ing: microprocessor, communication channels, sensors and two microphones. These 

blocks can be manipulated to create both physical functional and conceptual structures. 

There are 15 different sentences to learn each can be constructed with blocks in the 

following steps:  

1. Child has to read the sentence from a card. 

2. Choose blocks that indicate the verbs and subjects in the sentence. 
3. Construct the sentences using the intelligent blocks. 
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As aforementioned, most of the existing robotic gesture based systems provided to chil-

dren are targeted to the children with disabilities. All these works are not feasible to 

normal children and cannot be applicable for them, because it is more specialized and 

focus on enhancing children disabilities to make them act as normal children, thus nor-

mal children cannot get substantial benefits from these systems. In our proposed edu-

cational system, we would like to take advantage of the audio and visual senses in ad-

dition to children gestures to mutual interaction with robot, which is not suitable for 

children with disabilities. The rarity of this kind of systems encourages us to provide a 
robust gesture-based system for children using educational robotics. Our system aims 

to improve the learning abilities of children, such that the child will communicate with 

NAO via our system to get knowledge about the environment or learn letters, numbers, 

or words.  We also aim to increase the knowledge base and gesture types that the robot 

can handle. 

 

All system and researches above indicate the importance of using hand gestures in chil-

dren learning and education which supports authors aim to go further in this research. 

While researchers are intended to enhance these system by using third party device that 

enhance the operation of gesture recognition and increase its accuracy and reliability. 

The next section describes Leap Motion Device.  

4.2 Leap Motion Controller 

Nowadays, two famous device come into researchers’ minds when they start their pro-

jects about hand gesture recognition learning systems, Microsoft's Kinect and Leap 

Motion Controller. The major factor between the both is availability and ease of use. In 

this study, researchers decide to use Leap Motion Controller due to two main reasons, 

first of them Leap Motion is specialized for hand and identify every single bone in 
human hands. Second, the small size of it and the single USB wire plug where there is 

no need to connect an electrical jack facilitate the movement of the devise from one 

place to another. Table 1 shows a brief comparison between the two devices. 

 

Table 1. Hand and fingers information extracted by Leap Motion 

 Microsoft's Kinect sensor Leap Motion Controller 

Picture 

 
 

Depth sensor  yes yes 

Interaction Area 
Range between 1.2–3.5 m from the 

front side 

2 feet (60 cm) above the device 

(150°) 

Wires 
HD plug 

Electrical plug 
USB plug only 
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Price  $149.99 - $199.99  Around $20 

Features 
RGB camera, depth sen-

sor and multi-array microphone 

two monochromatic IR cameras and 

three infrared LEDs 

Detection Full body recognition Special for hand recognition 

Data  
All tips and hand bones position in 

3 dimension and more in Table 2. 

Full body bones position in 3 di-

mension 

 

Many studies and experiment was conduct on robotic environment to test the abilities 

of LMC. In [10] Frank Weichert  et al. analyze its accuracy and robustness of the data 

provided by the LMC with industrial robot using a reference pen.  While Jože Guna et 

al. intend in their study to analyze precision and reliability of Leap Motion sensor [11] 

by using Industrial hand on the shape of the human hand. Nowadays, many LMP system 

were developed to control different things such as TV [12], motors [13], robots [14, 15] 

etc. 

5 Methodology 

This research aims to expose the accuracy of hand gesture recognition using Leap Mo-

tion depth sensor to enhance intelligent system where human use hand gestures to in-

teract with robots in learning or gaming system. The complete proposed methodology 

is shown in Figure 2. 

 

Fig. 2. Complete proposed Methodology  
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5.1 Gesture recognition Methodology 

Hand gestures are detected using Leap motion sensor. Then, researchers used Java pro-

graming language to extract the features of gestures that they captured using Leap mo-

tion device. The extracted features include general numerical data that represent the 

hand such as (palm width, basis, hand direction and palm position) and details of fingers 

and joint position. Table 2. Shows the extracted feature from hand gesture capture by 
Leap motion. 

Table 2. Hand and fingers information extracted by Leap Motion 

Hand Information 

Frame ID Timestamp Hand (R or L) Hand ID No. of fingers Palm width 

Palm posi-

tion 

(x, y, z) 

Wrist position 

(x, y, z) 

Hand Direction 

(x, y, z) 
Pitch Roll Yaw  

Fingers Information 

Finger 
Bones 

Metacarpal Proximal Intermediate Distal 

Thumb 

Start 

(x, y, z) 

Always equal to Proximal Start 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

End 

(x, y, z) 

Always equal to Proximal Start 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Index 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Middle 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Ring 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 
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Pinky 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

Start 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

End 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

Direction 

(x, y, z) 

 

Figure 3. As shown in the table above the values of start and end metacarpal bone of 

thumb are always equal to proximal bone starting point as it does not exist.  

 

Fig. 3. Fingers bones positions  

 
The extracted data are saved as integer values in an excel sheet file arranged as follow-

ing. 

1. All data collected for the training set gestures are saved in one excel sheet file. 

2. It is divided into 290 labeled columns with unlimited rows. 

3. Each column represent one feature and each row represent all features of one gesture 
frame. 

4. The first column show what that gesture means (number, math sign, letter, action, 

word et. all). 

5. The number of rows represent the number of gestures (one gesture may have mul-

tiple captured frames, one raw for each frame). 

5.2 Testing Methodology  

The extracted data should be trained by means of Matlab using three well known clas-

sifier (SVM, KNN, and HMM). Each gesture are trained by at least 1000 frames taken 

from 5-7 children. Then, new entries of frame were inserted to test the accuracy of 

gesture classification using the three previously mentioned classifier. Hand gesture 
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recognition test should be conducted on 20 child who are normal or with special needs 

(Deaf) their ages around (4-12). 

Initially, researches prepared an interface for children to teach them simple mathemat-

ical operations such as addition and subtraction. Therefore, at least 13 gestures should 

be recognized, 10 Gestures represent numbers from 0 to 9 and three gesture represent 

math signs (-, +, =).  

Recognized Gestures which collected using Leap Motion and recognized correctly are  

send to Nao server in order manipulate them and present the result through by one of 
the following means or all of them: 

1. Voice note (Robot should say if the answer is true or false ) 

2. Hand gesture that represent if the answer is right or wrong. 

3. Send the result to window or mobile application. 

6 Conclusion 

In this paper, research aims to enhance intelligent system where human hand gestures 

are used to interact with robot. Improving the way of gestures recognition to be more 
valid and accurate needs to use sensitive hand sensor which provide depth data such as 

Leap Motion. Using this device beside to the robot increase the validity of hand gesture 

recognition where it provides detailed data about hand position and orientation in three 

dimensions which is not provided by embedded camera with android itself. Researchers 

are working now in testing stage where new children hand gestures are collected to be 

trained and recognized. It is highly recommended to go further in this research which 

enriches the intelligent computing environment and the way of HRI. 
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Abstract. Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) 
communications are considered as building blocks in many promising 
applications related to traffic safety and management. However, network 
security issues related to V2V and V2I communications should be considered 
together for more robust service. For example, message recipients (vehicles or 
road side units) should be able to verify the origin and integrity of a message by 
verifying the signature corresponding to the message. Because in some cases a 
recipient has to verify a large number of signatures in a short time period, faster 
signature verification is required. In this paper, we show that the signature 
verification process can be accelerated by sharing public key extraction 
processes between messages and we propose an efficient algorithm for fast 
signature verification. Our proposal can be applied to both separate verification 
and batch verification scenarios. 

1   Introduction 

Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications 
enable vehicles to communicate with each other and road side units (RSUs) to 
enhance traffic safety and traffic management. Since a message may be forged by 
malicious adversaries in a vehicular communications environment, the integrity and 
authenticity of a message should be guaranteed in communication protocols. To 
achieve this goal, in many communication protocols, a message sender sends the 
message with its own digital signature and a message recipient (a vehicle or road side 
unit) should be able to verify whether the signature from the sender is valid or not. 
For example, the IEEE 1609.2 standard for Wireless Access in Vehicular 
Environments (WAVE) [2] uses ECDSA [3] as the underlying signature scheme. For 
signature verification, the recipient should know the sender’s public key. In general a 
public key (or a chain of public keys) is provided using public key certificates. In [2], 
both explicit and implicit certificates are supported and an Elliptic Curve Qu-
Vanstone (ECQV) certificate [1] is considered as an implicit certificate. 

Because in some cases, a recipient has only limited time to verify a large number 
of signatures, fast signature verification is required. In our previous research [9], we 
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showed that by batch-processing multiple signatures, signature verification time can 
be shortened compared to separate verification of each signature. In this paper, we 
propose an efficient method to extract a public key corresponding to each signature by 
sharing the computation results of duplicated implicit certificates. We show that by 
applying the proposed method, signature verification can be significantly accelerated 
in both separate verification and batch verification scenarios. 

2   Preliminaries 

2.1   Notations 

Notations used throughout this paper are summarized as follows:  
: Security parameter 
: Elliptic curve 
: Group order of elliptic curve  
: Generator of an elliptic curve group 
: Batch size 
: U’s private key 
: U’s public key 

: U’s certificate 
: Length of implicit certificate chain 

: U’s reconstruction value 
: -th CA’s reconstruction value 

2.2   Implicit Certificate 

A traditional (explicit) public key certificate contains its owner’s public key as well as 
an issuer’s signature to guarantee the validity of this public key. On the other hand, an 
implicit certificate is a digital certificate which does not have an explicit signature or 
a public key. Instead, the owner’s public key is reconstructed, i.e., extracted, by 
processing the certificate itself. Because an implicit certificate includes neither a 
signature nor a public key, the size of a certificate is smaller than that of an explicit 
certificate. Therefore, implicit certificates are particularly well suited for application 
environments where resources such as bandwidth, computing power and storage are 
limited, providing a more efficient alternative to traditional certificates [1].  

In this paper, we consider the ECQV implicit certificate which is included in 
representative standards on vehicular communication such as [2]. To issue an ECQV 
certificate to a user , a CA performs a protocol presented in Figure 1 with  [1]. 
Receiving an ephemeral key pair , the CA generates a certificate  
using reconstruction value  and user’s identity . It then sends the user a 
certificate as well as an additional value  which will be used for private key 
generation. Finally, the user generates its key pair  using its ephemeral key 
and certificate. 
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Fig. 1. ECQV certificate issuance protocol 

It should be noted that the final step where the user extracts its public key  can 
be done by anyone who possesses the certificate  and the CA’s public key 

, because  is the hash of  and  is encoded in . If s/he does not 
have  , but has the CA’s implicit certificate , then the above public key 
extraction procedure can be applied recursively. Let us assume that the length of an 
implicit certificate chain is  and we have ,   as well 
as the public key of a CA. Then, the user’s public key can be extracted as 
follows:  

 . (1) 

2.3   Modified ECDSA 

A signature in standard ECDSA [3] is a pair of  where  is the x-coordinate of 
some point  which is temporarily generated through a signature generation 
procedure. To verify a signature, one reconstructs  which should be the same as  
in a legitimate signature and compares  with the x-coordinate of  instead of 
directly comparing  and  [3]. In this paper, however, we consider a slightly 
modified version of ECDSA to apply batch verification according to the convention 
in the literature [4-6]. The security level of the modified ECDSA is equivalent to that 
of the standard ECDSA [4-6]. A signature generated by the modified ECDSA is 

instead of . In signature verification,  and  are directly compared. 
To be precise, , where  is the x-coordinate of , 

 is the hash of message ,  is the generator of the elliptic curve group, and 
 is ’s public key.  
Then, the signature verification can be actually done by verifying if 

  (2) 

holds, given a message , a signature  for , and a public key . 
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2.4   Batch Verification 

Batch verification is a method to verify a number of signatures at once instead of 
verifying each signature separately. In [7], Bellare et al. proposed three batch 
verification methods called Random Subset Test, Small Exponents Test, and Bucket 
Test. In this paper, we adopt the Small Exponents Test (SET) [7] which is the most 
frequently used in the literature. In [7], SET to verify multiple exponentiations over a 
multiplicative group is given as a building block for SET for signature verification. 
Algorithm 1 below describes it in our context of elliptic curve group. 

 
Algorithm 1. Small Exponents Test (SET) to verify multiple point multiplications 

(modified version of Fig. 2 in [7]) 
Input:  (security parameter),  (generator point), and  with  

 and   
Check: That  

1. Pick . 
2. Compute , and . 
3. If  then accept, else reject. 

 
It is obvious that  if  for all . However, there could 

be the case that  even though  for some . It is proved that this 
probability is very small, i.e., it is at most  [7]. 

A batch verification equation for modified ECDSA is derived as  

  (3) 

by applying SET to (2). This equation can be easily transformed to a more efficiently 
computable form, i.e., to verify if 

  (4) 

is 0. Let  be the computed result in (4). If all of input signatures are valid,  will 
always be zero. On the other hand,  guarantees that all signatures are valid 
with probability  [7]. If  is not zero, it means that there is at least one 
invalid signature among input signatures. 

3   Proposed Method 

To verify a signature, a user’s public key should be extracted from an implicit 
certificate, which is shown in (1). Our proposal is based on the observation that some 
part in (1) can be shared and reused between different users. To explain this, we 
consider an example scenario for vehicular communication, where a vehicle can be 
regarded as a user . That is, a vehicle has its own public key. When this vehicle 
sends a message and the corresponding signature to another vehicle or RSU, the 
verification of this signature will be possible after extracting the public key of this 
vehicle. The key extraction procedure may involve a chain of certificates. For 
example, we may consider a certification hierarchy depicted in Figure 2. In this 
figure, the root CA certifies the identity of Korean root CA by issuing a certificate, 
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the Korean root CA certifies Hyundai CA, and Hyundai CA issues certificates for 
vehicles it manufactures. A vehicle should have all certificates on this certification 
chain from the root CA to itself. In this case, it is expected that there should be an 
internal node in this tree which has many branches, which implies that many vehicles 
may share certificates, e.g., they may have identical manufacturer or country 
certificates. For example, in Figure 2, vehicles manufactured by Hyundai share a 
significant part of the certificate chain, that is, all certificates from Hyundai to root 
CA are identical. If many Hyundai vehicles are sending messages with signatures to 
an identical recipient, this recipient can do an operation to extract the public key of 
Hyundai only once and reuse the result for the other Hyundai vehicles. 

 
Fig. 2. Example tree of implicit certificate chains 

3.1   Sharing Public Key Extraction Processes 

In this subsection, we present a novel method to speed up the key extraction process 
by sharing some part of a certificate chain. First, we see that (1) is represented by a 
multi-scalar multiplication 

 , (1)’ 

and a point addition by . The most well-known algorithm for efficient multi-
scalar multiplication is a variant of Straus’s algorithm [8]. In a multi-scalar 
multiplication, this algorithm computes  by 
initializing an intermediate result  and repeating 

1)  doublings on , and 
2) accumulation of each -bit portion  to for , 

from MSB to LSB, where  is a window size. For example, in the last step in the 
computation of (1)’, the accumulated value to  is 
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 . 

The actual computation of  is done in the order of 
  

   

  
 

  
 . 

Note that some of these results can be stored in memory if required and reused to 
extract another public key. In the example in Figure 2,  is 3 for vehicle , and the 
last step of public key extraction for  will be the accumulation of 

,  
and that for vehicle  will be the accumulation of 

.  
Because  and  share the following part, 

,   
it can be computed only once when  is computed and reused for computation of 

. Even though we explained the last iteration of the computation of (1)’ for 
notational simplicity, the above idea can be applied to every iteration. Let  be the 
number of identical implicit certificates between two public key extraction processes. 
Then, the cost for each iteration drops down from  (  doublings and  
additions) to  for the second public key. In other words, the cost for 

 terms is decreased to that of a single term. 

3.2   Performance Analysis for Public Key Extraction 

We analyze how much speed-up we can get when the proposed idea is applied to 
public key extraction. We assume that we use the NAF method to construct 

bit windows. According to [9], the cost for extracting a single public key is 

 , (5) 

and the cost for  public keys is  times (5), where  is a point addition, and  
is a point doubling. 

If we apply the proposed method, the saved cost for extracting a public key is 
, where  is the number of shared 

certificates. As a result, the cost for extracting  public keys is reduced to 
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 . 

(6) 

Figure 3 presents the worst and best cases when there are 10 signatures. The worst 
case is when there is no shared implicit certificate between signatures. The total cost 
for this case is 10 times (5). In the best case, all messages share the implicit 
certificates from first to last CAs. But because the root CA certificate is an explicit 
certificate, we cannot apply the above saving technique to the root CA. Consequently, 
the total public key extraction costs for 10 signatures are  and 

, respectively, for the best and worst cases, when . 
 

 
Fig. 3. The worst and best cases of sharing implicit certificates when the implicit certificate 

chain length is 4 (The certificate of root CA is an explicit certificate. We do not count this for 
chain length.). 

4   Performance Analysis for Signature Verification 

In this section, we analyze the cost of signature verification, considering two factors. 
The first factor is whether signatures are verified separately or as a batch. The second 
factor is whether the intermediate results in public key extraction processes are shared 
or not. As a result, we consider the following four combinations: 

a) Separate verification, no sharing (basic method) 
b) Batch verification, no sharing [9] 
c) Separate verification, with sharing 
d) Batch verification, with sharing 

4.1   Cost Analysis 

The overall cost is composed of the two costs; public key extraction cost and 
signature verification cost. We examine the latter. According to [9], the verification 
costs for separate and batch verification are 
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 , (7) 

and 

 , (8) 

respectively. The costs for public key extraction were already analyzed in (5) and (6). 
Then, the overall costs for the above four combinations are as follows: 

a) (  times (5)) + (7) [9] 
b) (  times (5)) + (8) [9] 
c) (6) + (7) 
d) (6) + (8) 

4.2   Comparison using practical values 

Table 1.  Comparison of Four Combinations (Number of Point Additions and Doublings) 

  16 32 64 

  Sep Batch Sep Batch Sep Batch 

2 
No Sharing 11,323 7,312 22,645 14,325 45,291 28,352 

Sharing 11,203 7,192 22,397 14,077 44,787 27,848 

Saving 1.06% 1.64% 1.10% 1.73% 1.11% 1.78% 

4 
No Sharing 12,944 8,933 25,888 17,568 51,776 34,837 

Sharing 11,304 7,293 22,499 14,179 44,888 27,949 

Saving 12.67% 18.36% 13.09% 19.29% 13.30% 19.77% 

6 
No Sharing 14,565 10,555 29,131 20,811 58,261 41,323 

Sharing 11,405 7,395 22,600 14,280 44,989 28,051 

Saving 21.70% 29.94% 22.42% 31.38% 22.78% 32.12% 

 
Let window size  be 5 and security parameter  be 128. The costs of four 
algorithms with different number of signatures ( ) and length of implicit certificate 
chains ( ) are presented in Table 1. Even though the complexities of a point addition 
and a point doubling are slightly different, we assume that their complexities are the 
same, which is a frequently used assumption in the literature for simpler analysis. In 
Table 1, there are three rows for each , which represent the two options whether to 
share intermediate results or not, and the savings by sharing. The values in the 
“Sharing” row present the best cases. On the other hand, as explained in section III, 
the worst case in Figure 3 consumes essentially the same cost as that of an algorithm 
which does not consider sharing intermediate results, i.e., the values in the “No 
Sharing” rows. Therefore, the actual number of point operations when intermediate 
results are shared may fall somewhere between the two extreme cases. The values in 
the “Saving” rows are the maximum improvement corresponding to the best cases. In 
the table, there are two columns for each  to represent separate and batch 
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verifications. For example, for , the costs of combination a), b), c), and 
d) are 11,323, 7,312, 11,203, and 7,192 point operations, respectively. According to 
the table, by sharing intermediate results in public key extraction, we can save up to 
32.12% of the computational costs. We also see that a) is the worst combination and d) 
is the best combination. On average, the cost of d) is about 55.58% of that of a). It 
means that we can accelerate signature verification by about 1.82 times if both batch 
verification technique and sharing technique are applied. 

5   Conclusion 

We showed that if we share intermediate results in public key extraction, we can save 
up to 32.12% of the computational costs in the best case. By combining this technique 
with the batch verification technique in the previous work, about 44.42% of the costs 
can be saved. It would be an interesting future work to verify our theoretical analysis 
result by implementing the proposed method. 
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Design of an Adhoc Testbed for IoT and WSAN

Applications using Raspberry Pi

Hiroya Oda, Elis Kulla, Ryo Ozaki, Noritaka Nishihara

Abstract With recent advancement in wireless sensor technologies, IoT and WSAN

applications have emerged and new algorithms and protocols have been proposed.

Many simulations have been conducted to test these new protocols and algorithms.

However in order to verify the new protocols and algorithms in real experiments,

we designed an adhoc testbed, where we plan to conduct experiments for IoT and

WSAN applications. In this paper we describe our testbed and show some results,

while investigating the performance of the network for different packet sizes.

1 Introduction

In the next generation of wireless communication systems, such as 5G [1, 2], the

need for rapid deployment of independent mobile users will increase [3]. Significant

examples include establishing networks which are survivable, efficient and able to

communicate dynamically for emergency/rescue operations, sensing in Smart Cities

[4], Internet of Things (IoT) [5] and so on. Such networks cannot rely on centralized

management, but rather distributed and autonomous operation. In general they can

be considered as applications of Adhoc Networks, or if nodes are mobile, known as

Mobile Adhoc Networks (MANETs).

A MANET is a collection of wireless mobile hosts that can dynamically establish

a temporary network without any aid from fixed infrastructure. The mobile hosts act
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as routers for each other and they are connected via wireless links. Mobility and

the absence of any fixed infrastructure make MANET very attractive for rescue op-

erations and time-critical applications. Wireless Sensor Networks (WSN), Wireless

Sensor Actor Networks (WSAN), Vehicular Ad-hoc Networks (VANET) and other

new and existing network technologies are based on MANETs. Thus, in order to

expand the usage of MANET, extensive research and verification are required.

A lot of research for MANETs is going on, usually in simulations, because in

general, a simulator can give a quick and inexpensive evaluation of protocols and

algorithms. However, experimentations in the real world are very important to verify

the simulation results and to revise the models implemented in the simulator.

In our paper, we show the design and implementation of a testbed for MANET,

where we can test and verify different algorithms. By adding Raspberry Pi devices

to the testbed, the network becomes heterogeneous. Raspberry Pi can be converted

in a sensor node by connecting sensors to its 40-pin GPIO. On the other hand, it can

be used to control different robots (we have implemented for RAPIRO [6]), and be-

cause Raspberry Pi is portable, our testbed network has mobile sensors and mobile

actors, which makes it suitable to implement WSN, IoT and WSAN applications in

it.

Moreover, we conduct some experiments in order to analyze the performance of

BATMAN routing protocol in a mixed outdoor and indoor environment. We imple-

ment simple scenarios in our adhoc testbed, which consists of 10 mobile machines

(Note PCs and Raspberry Pi). We investigate the network performance considering

throughput and delay, by sending data in different format.

The structure of the paper is as follows. In Section 2, some related works are

discussed. An overview of BATMAN routing protocol is given in Section 3. In Sec-

tion 4, we describe the design and implementation of our adhoc testbed. We discuss

the experimental results and evaluate the performance of the testbed, in Section 5.

Finally, we draw conclusions in Section 6.

2 Related Work

The authors in [7, 8, 9, 10] conducted many experiments with their MANET testbed.

They carried out the experiments with different routing protocols such as OLSR

and Better Approach to Mobile Ad-hoc Networks (BATMAN) [11] and found that

throughput of TCP was improved by reducing Link Quality Window Size (LQWS),

but there were packet loss because of experimental environment and traffic interfer-

ence. Moreover, they found that the node join and leave operations affect more the

TCP throughput and Round Trip Time (RTT) than UDP [9]. In [10], they showed

that BATMAN buffering feature showed a better performance than Ad-hoc On-

demand Distance Vector (AODV), by handling the communication better when

routes changed dynamically.

In [12], the authors implemented multi-hop mesh network called Massachusetts

Institute of Technology (MIT) Roofnet, which consists of about 50 nodes. They
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consider the impact of node density and connectivity in the network performance.

The authors show that the multi-hop link is better than single-hop link in terms of

throughput and connectivity. In [13], the authors analyze the performance of an out-

door ad-hoc network, but their study is limited to reactive protocols such as AODV

[14] and Dynamic Source Routing (DSR) [15].

The authors of [16] compare the performance of two typical routing protocols,

AODV and DSR, in real multi-hop environment. Apart from testing the end-to-end

packet loss, delay and routing path parameters, they also assess the performance

of AODV and DSR in terms of some applications based on IOT, such as Radio

Frequency Identification (RFID) service, voice service and temperature monitoring

service.

The paper in [17] proposes an original solution to integrate and exploit MANET

overlays, collaboratively formed over WSNs, to boost urban data harvesting in IoT.

3 Overview of BATMAN Routing Protocol

In the well-known OLSR, there was a serious synchronization problem between the

topology messages and the routing information stored inside every node. In other

words, a mismatch between what is currently stored in the routing tables and the

actual topology of the network may arise. This is due to the propagation time of

the topology messages. Routing loops are the main effect of such problem. To solve

this problem, BATMAN has been introduced. In BATMAN, there is no topology

message dissemination. Every node executes the following operations.

1. Sending of periodic advertisement messages, called OriGinator Message (OGM).

The size of these messages is just 52 bytes, containing: the IP address of the

originator, the IP address of the forwarding node, a Time To Live (TTL) value

and an increasing Sequence Number (SQ).

2. Checking of the best one-hop neighbor for every destination in the network by

means of a ranking procedure.

3. Re-broadcasting of OGMs received via best one-hop neighbor.

The BATMAN uses a timer for sending OGMs, which are used by BATMAN nodes

to create routes for all the nodes in the network. In few words, every node ranks

its neighboring nodes by means of a simple counting of total received OGMs from

them. The ranking procedure is performed on OriGinator (OG) basis, i.e. for ev-

ery originator. Initially, for every OG, every node stores a variable called Neighbor

Ranking Sequence Frame (NBRF), which is upper bounded by a particular value

called ranking sequence number range. We suppose that there is a rank table in ev-

ery node which stores all the information contained in the OGMs. Whenever a new

OGM is being received, the receiving node executes the following steps.

1. If the sequence number of the OGM (SQ(OGM)) is less than the corresponding

NBRF, then drop the packet.

2. Otherwise, update the NBRF=SQ (OGM) in the ranking table.
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Fig. 1 Experimental environment.

3. If SQ (OGM) is received for the first time, store OGM in a new row of the rank

table.

4. Otherwise, increment by one the OGM count or make ranking for this OGM.

Finally, the ranking procedures select the best one-hop neighbor, the neighbor

which has the highest rank in the ranking table. Let us note that the same OGM

packet is used for: link sensing, neighbor discovery, bi-directional link validation

and flooding mechanism. Other details on BATMAN can be found in [11].

4 Design and Implementation of MANET Testbed

4.1 Testbed Description

We implemented our testbed in our academic environment around our five-floor aca-

demic building, as shown in Fig. 1. The experiments were conducted in a mixed

environment, where nodes are put inside rooms or in the outside compartments

(stairs etc.) of Building 18 of Okayama University of Science campus. We used

six Note PCs (Panasonic CF-T7 Let’s Note model) equipped with external USB

wireless cards (BUFFALO WLI-UC-GNM LAN Adapter) [18] and two Raspberry

Pi 2 model B devices equipped with the same wireless cards.

The Note PC machines operate on UBUNTU 14.04 LTS OS [19], with kernel

3.16.0-30, while Raspbery Pi machines operate on the native Raspbian Jessie OS

[20]. We set up their wireless cards to operate with transmitting power of 16+/-

1dBm and receiving sensitivity of -80dBm.
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(a) Static (b) Mobile

Fig. 2 Static and Mobile Scenarios.

The traffic in the network is sent by Distributed Internet Traffic Generator (D-

ITG) software, version 2.7.0 Beta2, which is an Open Source Traffic Generator [21].

With D-ITG, we can inject different type of data flows in the network. After finishing

the transmission, D-ITG offers decoding tools to get information about different

metrics along the whole transmission duration.

Our testbed provides an experimental platform for evaluating protocols and algo-

rithms using realistic parameters. In this testbed, we can implement different topol-

ogy scenarios and analyze different routing protocols considering different metrics.

4.2 Experimental Scenario Settings

In order to evaluate our testbed, we implemented two physical scenarios, based on

node position and movement, and different cases, based on the type of data sent in

the network.

Two scenarios can be seen in Fig. 2. In Static scenario, all nodes are static. S

and D are Raspberry Pi devices, and we think of them as sensor and actor nodes,

respectively. When testing the settings of the testbed, we noticed that some packets

were sent directly from S to D or by using only two hops. But we wanted our net-

work to use multihop routes. Therefore, we setup MAC filtering in order to limit the

connectivity distance, as shown in Fig. 2(a). The results of Static scenario will be

used as basis when compared to Mobile scenario. In Mobile scenario, we introduce

a mobile node M, which does not use filtering (it can connect to every node in the

network) and moves from the location of node S to location of node D and back

to node S in 3 minutes, as shown in Table 1. Mobility of node M, brings topology

changes during movement, so it makes the network more dynamic.
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Table 1 Node M Mobility pattern

Time Action Description

0s−30s Warm-Up Node M needs some time to enter the network by

sending and receiving OGMs.

30s−90s Move1 Moving from node S to D.

90s Turn Turn at the location of node D.

90s−150s Move2 Moving from node D to node S.

150s−180s Cool-Down In order to match the Warm-up period.

4.3 Considerations

An experimental environment gives us realistic results and can be used to test and

verify real aspects of MANETs and its applications. However, our experiments are

based on some simple considerations, in order to make the results consistent and

usable by other researchers.

• We analyze the data based on two metrics: Throughput and Round-trip delay.

• Moving nodes are moved by human force. We carry laptops, while walking in the

experimental area. When reaching turning points, we stop for about 3 seconds

before resuming movement.

• We run the experiments 10 times for every setting. This is important, so we can

get an average measure of network performance.

• We analyze the effect of multihop communication and mobility in real networks,

and we try to implement scenarios with a high degree of similarity with realistic

applications.

In our testbed, we have a systematic traffic sources we could not eliminate. There

are other wireless Access Points (APs) interspersed within the campus. This brings

interferences occupying the available bandwidth, which is typical in an academic

scenario.

Table 2 Data Types

Parameter Case1 Case2 Case3 Case4

Packet Size (Bytes) 600 900 1200 1500

Packet Rate (pps) 104 69 52 42

Sent Throughput (kbps) 500 500 500 500
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5 Experimental Results

We sent data through the network, from node S to node D, in four different patterns

and evaluated the performance of the transmission based on two metrics: Through-

put and Delay. We wanted to investigate the effect of packetsize in multihop com-

munications, so we differ the packetsize and packetrate of the data, and keep the

throughput constant at 500kbps ((See Table. 2)). The results are shown in average

values, in Fig. 3 and in time-domain representation in Figs. 4 and 5.

We can see from the average values of throughput (Fig. 3(a)), that for Static

scenario, throughput is more than 60% and similar in all cases, which is an accept-

able value for wireless multihop communication. However, in Mobile scenario, the

throughput rate drops to less than 40%. In this scenario, we also notice the effect

of packetsize in the performace. Greater packetsizes have smaller packetrate, so the

network is not congested and vice-versa. In cases with frequent route changes, con-

gestion lowers the performance, because it means more possible lost packets. But

in Case4, where packetsize is 1500Bytes (MTU value), the throughput rate drops,

because a big packet means a lot of operation time before forwarding. Big pack-

ets keep the nodes busy for longer periods of time. The same applies for the delay

metric.

We also investigate the performance of the network in different times during the

experiment. In all the cases, throughput and delay are almost constant in the Static

scenario. The interesting part is the Mobile scenario. In general, As node M moves

from node S to node D, we notice a drop in performance (decreased throughput and

increased delay). At the beginning, the routes are stabilized (Warm-up period), so

the packets arrive correctly at node D. While node M starts to move, the topology

becomes dynamic, and because the routes change, there are more lost packets, due

to occurring of unavailable links and routes. Throughput becomes 0% in most cases,

at the period of time 130−150, when node M is almost back to node S.

We would like to investigate on that more, in out future works, but it seems that

routes are disturbed by the moving node, and there might be a false-positive effect

because of mobility. Node D is the destination, so node S and other relay nodes

are interested in OGM packets coming from node D. Those packets transverse the

network from node D to node S, the same direction node M is moving. In this period

of time, it might happen that OGM packets are stored inside node M’s memory and

forwarded at a later time (remember that BATMAN creates a buffer in each node

for this purpose). When forwarded they may create the idea that node M is the best

ranked neighbour, but that may be a false positive, because node M may not even

have a valid route to node D anymore.

6 Conclusions and Future Works

In this paper, we showed the design and implementation of a testbed for MANET,

where we can test and verify different algorithms. It is suitable to implement WSN,
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(a) Throughput

(b) Delay

Fig. 3 Average Results for Throughput and Delay.
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IoT and WSAN applications in it. We conducted some experiments in order to ana-

lyze the performance of BATMAN routing protocol based on throughput and delay.

From simulation results we concluded the following.

• For small packet sizes and very big packet sizes, the performance drops, due to

congestion of network and nodes, respectively.

• Mobility of nodes, brings topology changes, route changes and decreased perfor-

mance.



(a) 600 Bytes

(b) 900 Bytes

(c) 1200 Bytes

(d) 1500 Bytes
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Fig. 4 Time-Domain Results for Throughput.

• Mobility of nodes, brings topology changes, route changes and decreased perfor-

mance.

• The direction of movement may have an effect on Ranking Procedure of BAT-

MAN.

In out future works, we would like to continue our implementations of sensor

node and actor node in the network. We would also like to develop new algorithms



(a) 600 Bytes

(b) 900 Bytes

(c) 1200 Bytes

(d) 1500 Bytes

Fig. 5 Time-Domain Results for Delay.
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that will be suitable for WSAN applications. Moreover, we plan to implement a

smart Laboratory, where home automation and IoT will be researched and improved.
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Performance Evaluation of an IoT-Based

E-Learning Testbed Using Mean Shift

Clustering Approach Considering

Electroencephalogram Data

Masafumi Yamada, Tetsuya Oda, Yi Liu, Keita Matsuo and Leonard Barolli

Abstract Due to the opportunities provided by the Internet, people are taking advan-
tage of e-learning courses and enormous research efforts have been dedicated to the
development of e-learning systems. So far, many e-learning systems are proposed
and used practically. However, in these systems the e-learning completion rate is
low. One of the reasons is the low study desire and motivation. In this work, we de-
sign and implement an IoT-Based E-Learning testbed using Raspberry Pi mounted
on Raspbian. We analyze the performance of mean shift clustering algorithm con-
sidering electroencephalogram data. For evaluation we considered attention value.
The evaluation results show that by the mean shift clustering algorithm the learner
concentation is increased.

1 Introduction

The Internet is growing every day and the performance of computers is significantly
increased [1]. Also, with appearance of new technologies such as ad-hoc networks,
sensor networks, body networks, home networking, new network devices and ap-
plication are appearing. Therefore, it is very important to monitor and control the
network devices via communication channels and exploit their capabilities for the
everyday real life activities. However, in large scale networks such as Internet, it is
very difficult to control the network devices.
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So for many e-learning systems are proposed and used practically. In [2], the au-
thors presents a work-in-progress intending to enhance the learning experience for
distance university students enrolled at the Open University of Catalonia (UOC).
The UOC virtual campus has an integrated e-learning environment that allows stu-
dents to pursue their studies completely online with the exception of taking final
exams. By integrating the technologies of the IoT, they want to expand the learn-
ing environment and add a new learning place to the one existing on the computer.
The authors hope to combine both the virtual and the physical environments in or-
der to provide a better learning experience to their students. The authors consider
two applications types: one related to the learning process and learning materials,
the other related to creating a university community as well as fighting dropout and
loneliness.

In [3], the authors present the context-aware and culture-oriented aspects of
an adaptability approach called Adapt-SUR. Adapt-SUR is an international joint
project between Argentina and Brazil. The approach is designed to be integrated
into two distinct E-learning environments (ELEs): the AdaptWeb (Adaptive Web
based learning Environment) system [4] and the eTeacher+SAVER (Software de
Asistencia Virtual para Educacion Remota) environment [5]. This study describes
the main features of the context-aware and culture-oriented aspects of a student pro-
file and shows how to organize this contextual information in a multidimensional
space where each dimension is represented by a different ontology, which may be
handled separately or jointly. Finally the authors use some examples to discuss and
illustrate how to use cultural information to provide context-based e-learning per-
sonalization.

In this work, we implement an IoT-based e-learning testbed using Raspberry Pi
and investigate the performance of mean shift clustering apploach for electroen-
cephalogram data. For evaluation, we considered the attention value.

The structure of the paper is as follows. In Section 2, we explain the overview of
IoT and ULE. In Section 3, we present an overview of mean shift clustering algo-
rithm. In Section 4, we show the description and design of the testbed. In Section 5,
we discuss the simulation results. Finally, conclusions and future work are given in
Section 6.

2 Overview of IoT and ULE

2.1 Internet of Things (IoT)

The Internet of Things (IoT) is a recent communication paradigm that envisions
a near future, in which the objects of everyday life will be equipped with micro-
controllers, transceivers for digital communication, and suitable protocol stacks that
will make them able to communicate with one another and with the users, becoming
an integral part of the Internet [6, 7]. The IoT concept aims at making the Internet

M. Yamada et al.550



even more immersive and pervasive. Furthermore, by enabling easy access and in-
teraction with a wide variety of devices such as, for instance, home appliances,
surveillance cameras, monitoring sensors, actuators, displays, vehicles, and so on,
the IoT will foster the development of a number of applications that make use of the
potentially enormous amount and variety of data generated by such objects to pro-
vide new services to citizens, companies, and public administrations. This paradigm
indeed finds application in many different domains, such as home automation, in-
dustrial automation, medical aids, mobile healthcare, elderly assistance, intelligent
energy management and smart grids, automotive, traffic management, and many
others [8].

2.2 Ubiquitous Learning Environment (ULE)

Ubiquitous learning is a seamless learning whenever it is in information space or in
physics space, through ubiquitous computing information space and physics space
are converged. In ULE Learning, learning demands and learning resources are ev-
erywhere; study, life and work are connected each other. When learners meet any
practice problem ubiquitous computing help them to resolve it at anytime, any-
where. In the future, school, library, classroom, meeting room, museum, and the
circulation fields send their information and knowledge to the learner through all
kinds of technology, every learner immerse into information ecology surroundings
that the real world and digital world intermingle. The learners can easily perception
and obtaining learning objects detailed information and content through situational
perception of mobile devices. Using dialogue, living community, cooperation stud-
ies, social process of internalization, participate in joint activity to realize social
learning. An effective ubiquitous learning depends on founding of learning environ-
ment.

2.3 Role of IoT in ULE

According to learning environment classification, ubiquitous learning environment
belong to a kind of learning environment that are deeper, and the highest flexibility.
While the basic elements of constructing the learning environment mainly include
three parts: ubiquitous communication network, learning terminal device, learning
resources. The traditional single point centralized resource storage mode is unable
to meet with the ubiquitous learning requirements whether the resource storage or
the promptness of obtaining resources. IoT make not only real world are connected,
but also the real world (physical narrow room) and virtual worlds (digital infor-
mation space) are all interconnected, and it support effectively M2M interaction.
IoT make every things of learning environment digital, intelligence and network-
ing, make learning seamless integration, learner study what they need at any time,
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Fig. 1 Structure of IoT-Based E-Learning testbed.

at anyplace, and adjust corresponding learning content, and make learning environ-
ment intelligence. For example, monitor and control light brightness by sensor; learn
outdoor things by RFID, and so on.

3 The Mean-shift Clustering Algorithm

Mean shift represents a general non-parametric mode finding/clustering proce-
dure [9, 10]. In contrast to the classic K-means clustering approach, there are
no embedded assumptions on the shape of the distribution nor the number of
modes/clusters. Mean shift was first proposed by Fukunaga and Hostetler, later
adapted by Cheng for the purpose of image analysis and more recently extended
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by Comaniciu, Meer and Ramesh to low level vision problems, including, segmen-
tation adaptive smoothing and tracking.

The main idea behind mean shift is to treat the points in the d-dimensional feature
space as an empirical probability density function where dense regions in the feature
space correspond to the local maxima or modes of the underlying distribution. For
each data point in the feature space, one performs a gradient ascent procedure on
the local estimated density until convergence. The stationary points of this procedure
represent the modes of the distribution. Furthermore, the data points associated (at
least approximately) with the same stationary point are considered members of the
same cluster.

Here is briefly described the variable bandwidth mean shift procedure [11, 12].
Given n data points xi on a d-dimensional space Rd and the associated bandwidths
hi = h(xi), i = 1, . . ., n, the sample point density estimator obtained with profile k(x)
is given by:

f (x) =
1
n

n

∑
i=1

1
hd

i
k
(
‖ x− xi

hi
‖2
)
. (1)

It is utilized multivariate normal profile:

k(x) = e−
1
2 x,x ≥ 0. (2)

Taking the gradient of Eq. (1), the stationary points of the density function sat-
isfy:

2
n

n

∑
i=1

1
hd+2

i
(xi − x)g

(
‖ x− xi

hi
‖2
)
= 0, (3)

where g(x) =−k′(x). The solution can be found iteratively via the fixed point algo-
rithm

x =
∑n

i=1
xi

hd+2
i

g
(
‖ x−xi

hi
‖2
)

∑n
i=1

1
hd+2

i
g
(
‖ x−xi

hi
‖2
) , (4)

which is called mean shift procedure. Comaniciu and Meer [13] show that the con-
vergence to a local mode of the distribution is guaranteed when the mean shift iter-
ations are started at a data point. The mean shift procedure for a given point xi is as
follows.

Algorithm 1 The process of mean shift algorithm.
1: Compute the mean shift vector m(xt

i).
2: Translate density estimation window: xt+1

i = xt
i +m(xt

i).
3: Iterate steps 1. and 2. until convergence, i.e., ∇ f (xi) = 0.
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Fig. 2 A snapshot of MindWave Mobile.

Table 1 Descriptions of eSense meter values.

Values Description
1-20 Strongly lowered levels
20-40 Reduced levels
40-60 Neutral / Baseline levels
60-80 Slightly elevated / higher than normal levels
80-100 Elevated / heightened levels

4 Testbed Description

In Fig. 1 is shown the structure of IoT-based e-learning testbed [14]. Our testbed
is composed of five Raspberry Pi B+ [15, 16]. The Raspberry Pi is a credit card-
sized single-board computer developed by the Raspberry Pi Foundation. We use
MindWave Mobile (MWM) to get the human brain waves.

4.1 MindWave Mobile

A snapshot of the MWM is shown in Fig. 2. MWM is a device capable of acquiring
the human brain waves [17]. The device measures the raw signal, power spectrum
(alpha, beta, delta, gamma, theta), attention level, mediation level and blink detec-
tion. The raw EEG data are received at a rate of 512 Hz. Other measured values
are made every second. Therefore, raw EEG data is a main source of information
on EEG signals using MWM [18]. By MWM can be determined how effectively
the user is engaging Atteention (similar to concentration) by decoding the electrical
signals and applying algorithms to provide readings on a scale of 0 to 100. These
values are described in Table 1.
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Fig. 3 A snapshot of SmartBox.

4.2 SmartBox Description

We implemented a SmartBox device [1, 19]. The size of the SmartBox is 35×7×12
[cm]. The SmartBox is equipped with different sensors (for sensing learner situa-
tion) and devices (used for stimulating learner’s motivation). The SmartBox has the
following sensors and functions.

• Body Sensor: for detecting the learner’s body movement.
• Chair Vibrator Control: for vibrating the learner’s chair.
• Light Control: for adjusting the room light for study.
• Smell Control: for controlling the room smell.
• Sound Control: to emit relaxing sounds.
• Remote Control Socket: for controlling AC 100 [V ] socket (on-off control).

A snapshot of the SmartBox is shown in Fig. 3.

5 Simulation Results

The simulation parameters are shown in Table 2. We have collected the attention
value data by MWM. These data are collected by using the scikit-learn, which is a
general purpose machine learning library for the Python. The scikit-learn provides
efficient implementations of state-of-the-art algorithms, accessible to non-machine
learning experts, and reusable across scientific disciplines and application fields.
The scikit-learn also takes advantage of Python interactivity and modularity to sup-
ply fast and easy prototyping.

In Fig. 4, we present the result by mean-shift clustering algorithm. Since the first
100 seconds is the time until the values should be stabilized, we collected the data
after 100 seconds. We can see 3 regions of clustering. Based on this data, the system
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Fig. 4 Mean-Shift clustering algorithm results.

Table 2 Simulation parameters.

Parameters Values
Number of clusters 3

Initial centroids designation
Precompute distance true

is able to judge concentration of learner. The + mark represents the center of gravity
of each color. The center of gravity values are: red = 55.7927, blue = 49.3902 and
green = 42.5305, respectively. All these values are classified as Neutral / Baseline
levels.

6 Conclusions

In this paper, we presented the an IoT-based e-learning testbed and evaluation re-
sults of mean-shift clustering algorithm. We clustered sensed data by mean-shift
clustering algorithm. From evaluation results, we conclude as following.

• The mean shift clustering algorithm can cluster sensed data.
• Using our testbed, the concentration of learner can be improved.

In the future, we will carry out many experiments using the implemented testbed.
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A Testbed for Admission Control in WLAN: A

Fuzzy Approach and Its Performance

Evaluation

Takaaki Inaba, Shinji Sakamoto, Tetsuya Oda, Makoto Ikeda, Leonard Barolli

Abstract With the popularization of mobile devices such as smart phones, many
device communicate over Wireless Local Area Networks (WLANs). The IEEE
802.11e standard is an important extension of the IEEE 802.11 standard focusing
on QoS that works with any PHY implementation. The IEEE 802.11e standard in-
troduces EDCF and HCCA. Both these schemes are useful for QoS provisioning
to support delay-sensitive voice and video applications. EDCF uses the contention
window to differentiate between high priority and low priority services. However,
it does not consider the priority of users. In this paper, in order to deal with this
problem, we propose and implement a testbed for Admission Control in WLANs
based on Fuzzy Logic. We evaluate by experiment the performance of implemented
testbed. The experimental results show that the time for connection swap becomes
longer, if the user priority is higher. Also, the user request succsess ratio and con-
nected time ratio is increased when the user priority is higher.

1 Introduction

With the development of wireless technology and Internet, there is an increasing
need towards portable and mobile computers such as smart phones. The wireless
networks need to provide communications between mobile terminals. The Wire-
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less Local Area Networks (WLANs) provide high bandwidth access for users in
a limited geographical area. With the popularization of mobile devices, many de-
vice communicate together over WLANs [24]. WLANs have a lot of restriction on
communication resources comparing wired LANs. Therefore, it is more difficult to
guarantee the Quality of Service (QoS).

The IEEE 802.11 standard [24] defines the Distributed Coordination Function
(DCF) which provides best-effort service at the Medium Access Control (MAC)
layer of the WLANs. The IEEE 802.11e standard [29] specifies the Hybrid Coordi-
nation Function (HCF) which enables prioritized Quality-of-Service (QoS) services
at the MAC layer, on top of DCF. The HCF combines a distributed contention-based
channel access mechanism called Enhanced Distributed Channel Access (EDCA),
and a centralized polling-based channel access mechanism called HCF Controlled
Channel Access (HCCA) [29].

The EDCA scheme uses Carrier Sense Multiple Access with Collision Avoid-
ance (CSMA/CA) and slotted Binary Exponential Backoff (BEB) mechanism as
the basic access method. The EDCA defines multiple Access Categories (AC) with
AC-specific Contention Window (CW) sizes, Arbitration Interframe Space (AIFS)
values, and Transmit Opportunity (TXOP) limits to support MAC-level QoS and
prioritization [29].

In this paper, we present the implementation of a testbed for admission control
in WLANs. The admission decision is done by a Fuzzy-based Admission Control
System (FACS) [9].

The paper is organized as follows. In Section 2, we introduce IEEE 802.11,
EDCA and HCCA. In Section 3, we give some related works. In Section 4, we
discuss the application of Fuzzy Logic (FL) for control. In Section 5, we present
the implemented testbed. In Section 6, we show the experimental results. Finally, in
Section 7, we conclude the paper.

2 IEEE 802.11

IEEE802.11 uses CSMA/CA as shown is Fig. 1. The nodes check whether others
device are communicating or not before starting communication [7]. If other nodes
are communicating with the AP, the node waits for a period of time, called Dis-
tributed Inter Frame Space (DIFS). After that, it waits an additionally random time
called back-off time. After the back-off time, if other devices are not communicat-
ing, the node starts to send data [23]. AP which received the data waits a constant
time, called Short Inter Frame Space (SIFS) and send ACK to the node which sent
the data. Because ACK frame should be sent soon, it is shorter than DIFS.

The IEEE 802.11e standard is an important extension of the IEEE 802.11 stan-
dard focusing on QoS [16] that works with any PHY implementation. Wireless
nodes equipped with IEEE 802.11e features are now known as QoS stations (QS-
TAs) and they are associated with a QoS access point (QAP) to form a QoS basic
service set (QBSS). The main feature of the IEEE 802.11e standard is that it im-
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Fig. 1 CSMA/CA.

Fig. 2 EDCA.

proves the MAC layer for QoS provisioning by providing support for: segregation of
data packets based on priority requirements; negotiation of QoS parameters through
a central coordinator or AP; and admission control.

The IEEE 802.11e standard introduces EDCF and HCCA. Both these schemes
are useful for QoS provisioning to support delay-sensitive voice and video applica-
tions [6].

2.1 EDCF

In the DCF configuration, a contention window is set after a frame is transmitted.
This is done to avoid any collisions. The window defines the contention time of
various stations who contend with each other for access to channel. However, each
of the stations cannot seize the channel immediately, rather the MAC protocol uses
a randomly chosen time period for each station after that channel has undergone
transmission [27]. As shown in Fig. 2, the EDCF uses this contention window to
differentiate between high priority and low priority services [22]. The central co-
ordinator assigns a contention window of shorter length to the stations with higher
priority that helps them to transmit before the lower priority ones [13, 21]. To dif-
ferentiate further, Inter Frame Spacing (IFS) can be varied according to different
traffic categories. Instead of using a DIFS as for the DCF traffic, a new inter-frame
spacing called Arbitration Inter Frame Spacing (AIFS) is used. The AIFS used for
traffic has a duration of a few time slots longer than the DIFS duration. Therefore, a
traffic category having smaller AIFS gets higher priority.
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2.2 HCCA

The HCF controlled channel access (HCCA) is IEEE802.11e specific, and it makes
use of a Hybrid Coordinator (HC) to manage the bandwidth allocation of wireless
medium [11]. The HC can obtain a transmission opportunity (TXOP) and initiate
data deliveries to provide transmission opportunities to a station with a higher prior-
ity without any backoff; that is to say, the HC can access the channels after a PIFS
amount of time rather than a DIFS amount of time as for the other stations [16]. As
PIFS is smaller than DIFS and AIFS, the HC has a priority over the DCF traffic, and
also over the ECF traffic that uses AIFS.

IEEE802.11e provides EDCA and Hybrid coordination function controlled chan-
nel access (HCCA) as a priority control method [6, 15, 29]. Mainly, EDCA is used
because of easy implementation and compatibility of CSMA/CA.

3 Related Work

The enhancements at the MAC layer provides service differentiation among differ-
ent traffic flows, but it can ensure QoS only when network load is reasonable. If the
load increases beyond a certain limit, the QoS guarantees are not ensured even to
high priority traffic [15, 26]. This is where the admission control mechanism helps
in preventing the network from becoming congested, by allowing or disallowing
flows depending on whether the conditions are favorable to meet QoS requirements.
More specifically, the purpose of admission control is to limit the amount of newly
admitted traffic such that the QoS performance of existing flows is not degraded [7].
Admission control is a key component to adapt to the traffic variations according to
the changing environment of IEEE 802.11-based wireless networks [1, 8]. Admis-
sion control can be categorized into three different methodologies [3].

3.1 Measurement-based Admission Control

In this scheme, the decisions are made through continuous monitoring of network
status, such as throughput and delay. A certain threshold is maintained according to
the network status for admission of new traffic flows. Nor et al. in [19] proposed a
metric called network utilization characteristic (NUC) as a means for admission of
traffic flows into network. NUC defines the amount of channel utilized to transmit
the flow over the network. This scheme guarantees QoS to high priority flows under
loaded channel environments. Another scheme presented by Wu et al. in [25] is
that each traffic class is assigned a certain portion of available resources, and these
resources are then remaining reserved for that particular class. In this regard, only
the traffic with higher priority compared to the existing traffic is admitted.
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3.2 Model-based Admission Control

In model-based schemes, the network status is measured based on some models.
The Markov chain models are quite popular in attempts at modeling IEEE 802.11 al-
though other approaches are also being explored due to some limitations of Marko-
vian models [5]. In [4], an analytical model is used to estimate the minimum band-
width requirement of all flows. When a newly admitted flow need to be activated,
the algorithm checks if it is going to result in preservation of QoS requirements of
existing flows.

3.3 Measurement-aided, Model-based Admission Control

It is a hybrid of measurement-based and model-based schemes. The algorithm
in [14] takes network measurements in a loaded environment and also the data rate
requirements of the flow that is requesting for admission. Furthermore, a channel
model is applied to predict the network conditions and provides QoS enhancements
accordingly. Another solution is the threshold-based approach proposed in [2] in
which the channel conditions are continuously monitored and the contention proba-
bility is measured. When any new flows request for admission, the admission control
checks for the competing flows. The absolute bandwidth and the expected delay of
the new flow are measured. If this satisfies the threshold conditions, then this flow
is admitted.

4 Application of Fuzzy Logic for Control

The ability of fuzzy sets and possibility theory to model gradual properties or soft
constraints whose satisfaction is matter of degree, as well as information pervaded
with imprecision and uncertainty, makes them useful in a great variety of applica-
tions.

The most popular area of application is Fuzzy Control (FC), since the appear-
ance, especially in Japan, of industrial applications in domestic appliances, process
control, and automotive systems, among many other fields.

4.1 FC

In the FC systems, expert knowledge is encoded in the form of fuzzy rules, which
describe recommended actions for different classes of situations represented by
fuzzy sets.
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In fact, any kind of control law can be modeled by the FC methodology, provided
that this law is expressible in terms of “if ... then ...” rules, just like in the case of
expert systems. However, FL diverges from the standard expert system approach by
providing an interpolation mechanism from several rules. In the contents of complex
processes, it may turn out to be more practical to get knowledge from an expert
operator than to calculate an optimal control, due to modeling costs or because a
model is out of reach.

4.2 Linguistic Variables

A concept that plays a central role in the application of FL is that of a linguistic
variable. The linguistic variables may be viewed as a form of data compression.
One linguistic variable may represent many numerical variables. It is suggestive to
refer to this form of data compression as granulation [10].

The same effect can be achieved by conventional quantization, but in the case of
quantization, the values are intervals, whereas in the case of granulation the values
are overlapping fuzzy sets. The advantages of granulation over quantization are as
follows:

• it is more general;
• it mimics the way in which humans interpret linguistic values;
• the transition from one linguistic value to a contiguous linguistic value is gradual

rather than abrupt, resulting in continuity and robustness.

4.3 FC Rules

FC describes the algorithm for process control as a fuzzy relation between informa-
tion about the conditions of the process to be controlled, x and y, and the output for
the process z. The control algorithm is given in “if ... then ...” expression, such as:

If x is small and y is big, then z is medium;
If x is big and y is medium, then z is big.

These rules are called FC rules. The “if” clause of the rules is called the an-
tecedent and the “then” clause is called consequent. In general, variables x and y are
called the input and z the output. The “small” and “big” are fuzzy values for x and
y, and they are expressed by fuzzy sets.

Fuzzy controllers are constructed of groups of these FC rules, and when an actual
input is given, the output is calculated by means of fuzzy inference.
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4.4 Control Knowledge Base

There are two main tasks in designing the control knowledge base. First, a set of
linguistic variables must be selected which describe the values of the main control
parameters of the process. Both the input and output parameters must be linguis-
tically defined in this stage using proper term sets. The selection of the level of
granularity of a term set for an input variable or an output variable plays an im-
portant role in the smoothness of control. Second, a control knowledge base must
be developed which uses the above linguistic description of the input and output
parameters. Four methods [17, 20, 28, 30] have been suggested for doing this:

• expert’s experience and knowledge;
• modelling the operator’s control action;
• modelling a process;
• self organization.

Among the above methods, the first one is the most widely used. In the modeling
of the human expert operator’s knowledge, fuzzy rules of the form “If Error is small
and Change-in-error is small then the Force is small” have been used in several
studies [12, 18]. This method is effective when expert human operators can express
the heuristics or the knowledge that they use in controlling a process in terms of
rules of the above form.

4.5 Defuzzification Methods

The defuzzification operation produces a non-FC action that best represent the mem-
bership function of an inferred FC action. Several defuzzification methods have been
suggested in literature. Among them, four methods which have been applied most
often are:

• Tsukamoto’s Defuzzification Method;
• The Center of Area (COA) Method;
• The Mean of Maximum (MOM) Method;
• Defuzzification when Output of Rules are Function of Their Inputs.

5 Implemented Testbed

We show the testbed structure in Fig. 3. The testbed is constructed by one AP and 11
users. The admission decision is done by FACS [9]. Fuzzy Logic Controller (FLC)
is a main part of FACS and its components are shown in Fig. 4. The Fuzzy Rule
Base (FRB) and the membership functions are shown in Table 1 and in Fig. 5, re-
spectively. In FACS, we consider 3 input parameters: User Priority (UP), Received
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Fig. 3 Proposed system.
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Signal Strength Indication (RSSI) and User Using Time (UUT). The output is Con-
nection Priority (CP). The term sets of UP, RSSI and UUT are defined respectively
as:

UP =

⎛
⎝ Low priority

Middle priority
High priority

⎞
⎠=

⎛
⎝ Lp

Mp
H p

⎞
⎠ ;
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Table 1 Fuzzy Rule Base

Rule UP RSSI UUT CP Rule UP RSSI UUT CP Rule UP RSSI UUT CP
1 LP VL VVSH L4 36 MP VL VVSH L5 71 HP VL VVSH L5
2 LP VL VSH L3 37 MP VL VSH L4 72 HP VL VSH L4
3 LP VL SH L2 38 MP VL SH L3 73 HP VL SH L3
4 LP VL MI L1 39 MP VL MI L3 74 HP VL MI L3
5 LP VL LO L1 40 MP VL LO L2 75 HP VL LO L2
6 LP VL VLO L1 41 MP VL VLO L1 76 HP VL VLO L4
7 LP VL VVLO L1 42 MP VL VVLO L1 77 HP VL VVLO L4
8 LP L VVSH L4 43 MP L VVSH L6 78 HP L VVSH L8
9 LP L VSH L3 44 MP L VSH L5 79 HP L VSH L7
10 LP L SH L2 45 MP L SH L4 80 HP L SH L7
11 LP L MI L2 46 MP L MI L3 81 HP L MI L6
12 LP L LO L1 47 MP L LO L3 82 HP L LO L6
13 LP L VLO L1 48 MP L VLO L2 83 HP L VLO L5
14 LP L VVLO L1 49 MP L VVLO L1 84 HP L VVLO L4
15 LP M VVSH L5 50 MP M VVSH L7 85 HP M VVSH L8
16 LP M VSH L4 51 MP M VSH L6 86 HP M VSH L8
17 LP M SH L3 52 MP M SH L5 87 HP M SH L7
18 LP M MI L3 53 MP M MI L4 88 HP M MI L7
19 LP M LO L2 54 MP M LO L4 89 HP M LO L7
20 LP M VLO L1 55 MP M VLO L3 90 HP M VLO L6
21 LP M VVLO L1 56 MP M VVLO L2 91 HP M VVLO L5
22 LP H VVSH L7 57 MP H VVSH L8 92 HP H VVSH L9
23 LP H VSH L6 58 MP H VSH L7 93 HP H VSH L9
24 LP H SH L5 59 MP H SH L6 94 HP H SH L8
25 LP H MI L4 60 MP H MI L6 95 HP H MI L8
26 LP H LO L4 61 MP H LO L5 96 HP H LO L8
27 LP H VLO L3 62 MP H VLO L4 97 HP H VLO L7
28 LP H VVLO L2 63 MP H VVLO L4 98 HP H VVLO L7
29 LP VH VVSH L8 64 MP VH VVSH L9 99 HP VH VVSH L9
30 LP VH VSH L7 65 MP VH VSH L8 100 HP VH VSH L9
31 LP VH SH L7 66 MP VH SH L8 101 HP VH SH L9
32 LP VH MI L6 67 MP VH MI L7 102 HP VH MI L9
33 LP VH LO L6 68 MP VH LO L7 103 HP VH LO L9
34 LP VH VLO L5 69 MP VH VLO L6 104 HP VH VLO L8
35 LP VH VVLO L4 70 MP VH VVLO L6 105 HP VH VVLO L8

RSSI =

⎛
⎜⎜⎜⎜⎝

Very Low
Low

Middle
High

Very High

⎞
⎟⎟⎟⎟⎠=

⎛
⎜⎜⎜⎜⎝

V L
L
M
H

V H

⎞
⎟⎟⎟⎟⎠ ;
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Fig. 6 Experimental results
for connection swap time vs.
user priority.
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Fig. 7 Experimental results
for request success ratio and
connected time ratio vs. user
priority.
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Table 2 Experimental Setting and Environment.

Parameters Values
Total number of user devices 11

Maximum number of connected users 7
Size of download file [MB] 1, 5, 10, 20, 50, 100, 200, 300, 500, 1000

Clients period for reconnecting to AP 5 seconds

Our testbed works as follows (see Fig. 3). An user sends a connection request to
AP. At this moment, the UUT for this user is zero. Then, input UUT, RSSI and UP
to FLC in order to get CP. The user will be accepted if congestion does not occur in
AP. When the AP is congested, the output CP value of FLC is compared with the
minimum value of CP in Connection DataBase (CDB). A request will be rejected
if the user’s CP is lower than the minimum value of CP in CDB. The CDB updates
frequently each UUT of connected users.

6 Experimental Results

We show the parameter settings for the experiment in Table 2. We prepared 11 user
devices and 1 AP. The AP can accept 7 users, simultaneously. Every 5 seconds, each
user device tries to connect to AP. We conducted the experiment for 2 hours. The
user device download a file when it is connected to AP. The download file size is
decided randomly from 1MB to 1000MB.

The experimental results are shown in Fig. 6 and Fig. 7. In Fig. 6, we see that the
time for connection swap becomes longer, if the user priority is higher. Fig. 7 shows
that the user request succsess ratio and connected time ratio is increased when the
user priority is higher.

7 Conclusions

In this paper, we proposed and implemented a testbed for Admission Control in
WLANs based on Fuzzy Logic. We evaluated by experiment the implemented per-
formance of the testbed. The experimental results show that the time for connection
swap becomes longer, if the user priority is higher. Also, the user request succsess
ratio and connected time ratio is increased when the user priority is higher.

In our future work, we would like to evaluate the performance by considering
not only user priority but also RSSI. Moreover, we would like to compare the im-
plemented testbed with other systems.
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Simple Energy-efficient Server Selection

Algorithm in a Scalable Cluster

Hiroki Kataoka, Atsuhiro Sawada, Dilawaer Duolikun, Tomoya Enokido, and
Makoto Takizawa

Abstract It is critical to reduce the electric energy consumed in server clusters. In
our previous studies, the MLPCM and MLCM models are proposed with LEA and
MEA server selection algorithms. Here, a server is selected to perform a process by
estimating the termination time of every current process. However, it takes time to
collect the state of each process and estimate the termination time of each process.
In this paper, we propose a simple energy-aware (PEA) algorithm to select a server
where only state information on number of processes on each server is used. In
the evaluation, we show the computation complexity of the PEA algorithm is O(1),
smaller than the other algorithms while the total electric energy consumption of
the servers of the PEA algorithm is almost the same as the MEA algorithm and is
smaller than the others.

1 Introduction

In information systems, it is now critical to reduce electric energy consumed by
servers [12], [24]. There are many hardware-oriented approaches to developing
energy-efficient hardware devices like CPU [14]. On the other hand, in our macro-
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level approach [5], [7], [8] to reducing the electric energy consumption of servers,
we consider the total electric power [W] consumed by a whole server to perform
application processes. In this paper, a term process means an application process to
be performed on a server.

Types of electric power consumption models are proposed to perform computa-
tion [5], [8], communication [7], storage [13], and general [7], [9] [26] types of ap-
plication processes. In this paper, we consider computation processes which mainly
use CPU [5], [7], [8]. The multi-level power consumption (MLPC) and computa-
tion (MLC) models of a server with a multi-thread CPU [14] are proposed [16],
[17], [18]. Here, the electric power consumption of a server depends on the num-
ber of active CPUs, cores, and threads. The MLPCM (MLPC with multiple CPUs)
model is also proposed [20], [21].

Based on the MLPCM model, the locally energy-aware (LEA) [17], globally
energy-aware (GEA) [18], scalably energy-aware (SEA) [19], and modified GEA
(MEA) [20] [21] algorithms are proposed to select a server for a request process in
a cluster. In the algorithms, we have to estimate the termination time of each process
on each server and electric energy to be consumed by each server to perform all the
current processes. Here, the state information like laxity of each process on each
server has to be collected. Furthermore, it takes time to estimate the termination
time of each current process and electric energy consumption of each server. In
this paper, we newly propose a simple energy-aware (PEA) algorithm to select an
energy-efficient server in a cluster by getting only the number of current processes
on each server.

We evaluate the PEA algorithm compared with other algorithms in terms of the
total electric energy and total active time of servers and the average execution time
of processes. In our previous studies, the performance and energy consumption pa-
rameters of each server are randomly decided. In the evaluation, the parameters of
real servers are used. We show the total electric energy consumption of a cluster of
the PEA algorithm is almost the same as the MEA algorithm and smaller than the
other algorithms while the computation complexity of the PEA algorithm is O(1),
smaller than the other algorithm.

In section 2, we briefly present the MLPCM and MLCM models of a server. In
section 3, we discuss the PEA algorithm to select a server for each process in a
cluster of servers. In section 4, we evaluate the PEA algorithm.

2 Power Consumption and Computation Models

2.1 MLPCM Model

In this paper, a process means a computation type of application process which uses
CPU resource. A server st is composed of npt (≥ 1) homogeneous CPUs cpt0, . . . ,
cpt,npt−1. Each CPU cptk [14] is composed of nct (≥ 1) homogeneous cores ctk0, . . . ,
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ctk,nct−1 and supports processes with ntt threads trtk0, . . . , trtk,ntt−1. Each core ctkh
supports the same number ctt of threads. A server st supports totally ntt (= npt · nct
· ctt ) threads. An active thread is a thread where at least one process is performed.
An active server is a server where at least one thread is active. Let CPt(τ) be a set of
processes performed on a server st at time τ . The electric power consumption Et (τ)
[W] of a server st to perform processes at time τ is given as follows [17]:

[Multi-level power consumption with multiple CPUs (MLPCM) model]

Et(τ) = minEt +∑npt−1
k=0 {γtk(τ) [bEt +

nct−1

∑
i=0

αtki(τ) · (cEt +βtki(τ) tEt)]}. (1)

Here, γtk(τ) = 1 if at least one core is active on a CPU cptk at time τ . Otherwise,
γtk(τ) = 0. αtki(τ) = 1 if a core ctki is active on a CPU cptk at time τ . Otherwise,
αtki(τ) = 0. βtki(τ) (≤ ctt) is the number of active threads on a core ctki. If αtki(τ) =
0, βtki(τ) = 0. If αtki(τ) = 1, 1 ≤ βtki(τ) ≤ ctt . As shown in formula (1), the electric
power consumption Et(τ) [W] depends on the numbers of active CPUs, cores, and
threads.

In Linux operating systems [15], processes are allocated to threads in the round-
robin (RR) algorithm. Here, the electric power consumption CEt(n) [W] consumed
by a server st to concurrently perform n processes at time τ is given as follows [19],
[20]:

[MLPCM model for n processes]

CEt(n) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minEt i f n = 0.
minEt +n · (bEt + cEt + tEt) i f 1 ≤ n ≤ npt .
minEt +npt ·bEt +n · (cEt + tEt) i f npt < n ≤ nct ·npt .
minEt +npt · (bEt +nct · cEt)+ntt · tEt i f nct ·npt < n < ntt .
maxEt i f n ≥ ntt .

(2)

The electric power consumption Et(τ) [W] of a server st at time τ is assumed to
be CEt(| CPt(τ) |) in this paper. The total electric energy T Et(st,et) [J] consumed
by a server st from time st to time et is T Et(st,et) = ∑et

τ=st Et(τ).

2.2 MLCM Model

A cluster S is composed of servers s1, . . . , sm (m ≥ 1). Processes are performed
on the servers. It takes Tti [sec] to perform a process pi on a thread of a server
st . If only a process pi is performed on a server st without any other process, the
execution time Tti of the process pi is minimum, i.e. Tti = minTti. minTi shows a
minimum one minT1i, . . . , minTmi, i.e. minTi = minTf i on the fastest thread which is
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on a server s f . Here, the server s f is referred to as f astest in a cluster S. We assume
one virtual computation step [vs] is performed on a fastest thread for one time unit
[sec]. The maximum computation rate maxCRTf of a fastest server s f is assumed to
be one [vs/sec]. The total number V Si of virtual computation steps of a process pi
is minTi [sec] · maxCRTf [vs/sec] = minTi [vs] for a fastest server st . The maximum
computation rate maxCRt (≤ ntt ) of a server st is npt · nct · ctt · maxCRTt = ntt ·
maxCRTt . The maximum computation rate maxCRti of a process pi on a server st is
V Si / minTti = minTi / minTti (≤ 1). For every pair of processes pi and p j on a server
st , maxCRti = maxCRt j = maxCRTt . CRti(τ) (≤ maxCRt ) indicates the computation
rate [vs/sec] of a process pi on a server st at time τ is defined as follows:

[Multi-level computation with multiple CPUs (MLCM) model] The computation
rate CRti(τ) [vs/sec] of a process pi on a server st at time τ is given as follows:

CRti(τ) =
{

ntt ·maxCRt / |CPt(τ)| i f |CPt(τ)|> ntt .
maxCRTt i f |CPt(τ)| ≤ ntt .

(3)

Figure 1 shows the computation rate CRti(τ) of a process pi on a server st with ntt
threads. CRti(τ) is constant (= maxCRTt ) if a fewer number n = |CPt(τ)| of processes
than ntt are performed. If n ≥ ntt , CRti(τ) = maxCRt (= ntt · maxCRTt ) / n. Suppose
a pair of servers su and sv are composed of ntu (= ntt / 2) and ntv (= ntt / 4) of
threads, where each thread is the same as the server st , i.e. maxCRTu = maxCRTv =
maxCRTt . The dotted lines show the computation rates CRui(τ) and CRvi(τ) of the
servers su and sv, respectively. The computation rate CRt(τ) of a server st at time τ
is ∑pi∈CPt (τ)CRti(τ). CRt(τ) = |CPt(τ)| · maxCRTt if |CPt(τ)| ≤ ntt , else maxCRt .

Fig. 1 Computation rate.
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Suppose a process pi on a server st starts at time st and ends at time et. Here,
∑et

τ=st CRti(τ) = V Si [vs] = minTi which shows the total amount of computation to
be performed by a process pi.

At time τ a process pi starts, the computation laxity lcti(τ) of a process pi at
time τ is V Si. Then, at each time τ , lcti(τ) is decremented by the computation rate
CRti(τ), i.e. lcti(τ + 1) = lcti(τ) − CRti(τ). If lcti(τ + 1) gets 0, the process pi
terminates at time τ .

2.3 Estimation Model

We first assume no process additionally starts on a server st after time τ . At each
time τ , we can get the expected termination time ETt and the total expected electric
energy EEt [J] of the server st to perform all the current processes in the process set
CPt(τ) by the following algorithm EST (st , τ , CPt(τ); EEt , ETt) [5] [7] [8]:

[Estimation algorithm]

EST (st , τ , CP; EE, ET ) {
input st , τ , CP;
output EE, ET ;

EE = 0; x = τ;
while (CP �= φ ) {
for each process pi in CP {

lcti(x+1) = lcti(x) - CRti(x);
EE = EE + CEt (|CP|); /* electric power */
if lcti(x+1) ≤ 0, { /* pti terminates*/

CP = CP - {pi}; ET = x; };
}; /* for end */
x = x + 1; /* time advances */

}; /* while end */
ET = x - τ;

};
Initially, CP is a set CPt(τ) of current processes and x is current time τ . At each

time x, the laxity lcti(x) is decremented by the computation rate CRti(x) for each
current process pi in CP, i.e. lcti(x+1) = lcti(x) - CRti(x). EE is incremented by the
power consumption Et(τ) = CEt (|CP|). If lcti(x+1) ≤ 0, the process pi terminates
at time x and is removed from the process set CP, i.e. CP = CP - {pi}. Here, x shows
the expected termination time of the process pi. If CP gets empty, every process in
CPt(τ) terminates at time x - 1. Here, ET = (x - τ) is the expected termination time
of the server st and EE is the expected electric energy consumption of the server st
obtained at time τ .
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3 Energy-aware Server Selection Algorithms

3.1 Locally Energy-aware (LEA) Algorithm

A client first issues a request process pi to a cluster S of m (≥ 1) servers s1, . . . , sm
at time τ . In the locally energy-aware (LEA) algorithm [17], the expected electric
energy consumption EEt of each server st to perform a new process pi and every
current process in CPt(τ) is obtained by the estimation procedure EST (st , τ , CPt(τ)
∪ {pi}; EEt , ETt ) [20], [21]. Then, one server s whose expected energy consumption
EE is minimum is selected as follows:

[LEA algorithm]

LEA (τ , pi; s, EE, ET )

input: τ , /* current time */ pi; /* process issued by a client */
output: s, /* server to perform pi */

EE, /* expected electric energy */ ET ; /* expected termination time */
{ EE = ∞;
for each server st {

CP = CPt(τ) ∪ {pi};
/* pi starts at time τ */
EST (st , τ , CP; EEt , ETt );
if EEt < EE, { s = st ; EE = EEt ; ET = ETt ; };

}; /* for end */
};

The process pi is performed on the selected server s. For each new process pi,
all the servers are checked in a cluster S. Hence, the computation complexity of the
LEA algorithm is O(m) for the number m of servers.

3.2 Modified Globally Energy-aware (MEA) Algorithm

In the globally energy-aware (GEA) algorithm [18], one server s is selected for a
new process pi at current time τ , where the expected total electric energy consump-
tion of all the servers is minimum in a cluster S. In the GEA algorithm, all the servers
are checked for each server st and the expected total electric energy GEt of all the
servers is obtained. Then, a server st whose GEt is minimum is selected. Hence,
the computation time of the GEA algorithm is O(m2). The modified GEA (MEA)
algorithm is proposed to reduce the computation time as follows [20], [21]:

[MEA algorithm]

MEA (τ , pi ; s, EE, ET )

input: τ , pi;
output: s, EE, ET ;
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{ for each server st , {
EST(st , τ , CPt(τ); EEt , ETt);
EST(st , τ , CPt(τ), ∪ {pi}; NEt , NETt );

}; /* for end */
XET = max({ET1, . . ., ETm}); GE = ∞;
for each server st ,

if ETt = 0 /* no process */, EEt = minEt · XET
else if ETt < XET , EEt = EEt + minEt · (XET - ETt );

select a server st such that GEt = NEt + ∑su∈S(t �=u) EEu is minimum;
s = st ;
EE = GEt ; ET = NETt ; };

};
In the MEA algorithm, the expected total electric energy consumption EEt and

expected termination time ETt of each server st are first calculated where only cur-
rent processes in the set CPt(τ) are assumed to be performed. Then, we obtain the
expected energy consumption NEt and expected termination time NETt of each
server st where not only all the current processes in CPt(τ) but also the new pro-
cess pi are to be performed. If the process pi is performed on a server st , EEt ≤
NEt and ETt ≤ NETt . Here, the total expected energy consumption GEt of all the
servers is EE1 + . . . + EEt−1 + NEt + EEt+1 + . . . + EEm. A server st where GEt is
minimum is selected to be a server where the process pi is to be performed. It takes
time O(m) to find a server st for a process pi.

3.3 Simple Energy-aware (PEA) Algorithm

In the LEA and MEA algorithms, the expected electric energy EEt and termination
time ETt of each server st have to be calculated. In order to reduce the computation
time of the algorithms, we define the energy-computation facter ECt of each server
st to be maxCRt [vs/sec] · maxEt [W]. We newly introduce a metric, the energy com-
putation factor ECt multiplied by the number n (= |CPt(τ)|) of processes performed
on a server st to show the expected electric energy EEt to perform the processes at
time τ , EEt = ECt · n. We propose a simple energy-aware (PEA) algorithm. Here,
a server st where ECt · (|CPt(τ)| + 1) is minimum is selected to perform a process
pi as follows:
[PEA algorithm]

1. select a server st where ECt · (|CPt(τ)| + 1) is minimum in a cluster S.

The process pi is then performed on the selected server st .
In the PEA algorithm, only the number |CPt(τ)| of current processes is required

to be collected from each server st to select a server for a process pi. Thus, the PEA
algorithm is simpler than the other algorithms, i.e. the computation time is O(1).
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4 Evaluation

4.1 Environment

We evaluate the PEA algorithm in terms of total electric energy consumption [J] of
a cluster S and average execution time of processes. In the evaluation, we consider
four real servers (m = 4), DSLab4, DSLab, Sunny, and Atria. The servers DSLab4
and DSLab are equipped with four and two Intel Xeon E5-2667 v2 CPUs, respec-
tively, Sunny with an Intel Xeon E5-2620 CPU, and Atria with an Intel Corei7-
6700K CPU. Every server st is characterized in terms of electric power consumption
parameters like minEt , CPU parameters like npt , and computation parameters like
maxCRTt as shown in Table 1. The servers DSLab4 and DSLab are fastest servers,
i.e. maxCRTDSLab4 = maxCRTDSLab = 1. The maximum computation rate maxCRt is
ntt · maxCRTt where ntt is the total number of threads supported by a server st .

Totally n (≥ 1) processes p1, . . ., pn are performed on the four servers. For each
process pi, the starting time sti is randomly taken from 0 to xtime - 1. One time unit
[tu] is assumed to be 100 [msec] since the power consumption of a server can be
measured every 100 [msec] [23]. The simulation time xtime is 2,500 [tu], i.e. 250
[sec]. The minimum computation time minTi of each process pi is randomly taken
out of 5 to 10 [tu], i.e. 0.5 to 1 [sec]. That is, the number V Si of virtual computation
steps of each process pi is 5 to 10 [vs]. eti is time when a process pi terminates.
The termination time eti of each process pi is obtained in the simulation. Here, the
execution time Ti of a process pi is (eti - sti) ≥ minTi. The simulation ends at time
etime when every process terminates on a server st . That is, etime is max ({et1, . . .,
etn}) which may be longer than xtime. The process parameters are summarized in
Table 2.

At each time τ , if there is a process pi whose starting time sti is τ , one server st
is selected in a selection algorithm. Then, the process pi is selected on the server
st . The computation laxity lcti(τ) of each current process pi on each server st is
decremented by the computation rate CRti(τ) at each time τ . The simulation pro-
gram is implemented in SQL of Sybase [28] and data like termination time eti of
each process pi and electric energy consumption EEt of each server st obtained in
the simulation are stored in tables of the database.

We evaluate the PEA algorithm compared with the round-robin (RR), random
(RD), LEA [17], and MEA [20] [21] algorithms to select a server for each process
pi. In the RR algorithm, a server st is selected for each process pi after a server st−1
is selected in the cluster S. Here, the servers in the cluster S are ordered as DSLab4,
DSLab, Sunny, and Atria. In the RD algorithm, one server is randomly selected for
each process pi in the cluster S.
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Table 1 Parameters of servers.
parameters DSLab4 DSLab Sunny Atria

npt 4 2 1 1
nct 8 8 6 4
ntt 64 32 12 8

maxCRTt [vs/tu] 1.0 1.0 0.5 0.7
maxCRt [vs/tu] 64 32 6 5.6

minEt [W] 126.1 126.1 87.2 41.3
maxEt [W] 454.1 301.1 131.2 89.5

bEt [W] 30 30 16.6 15.9
cEt [W] 5.6 5.6 3.6 4.7
tEt [W] 0.8 0.8 0.9 1.1

Table 2 Parameters of processes.

parameters values
n number of processes p1, . . . , pn (≥ 0)

minTi [tu] minimum computation time of a process pi
V Si [vs] 0.5 ∼ 1.0 (V Si = minTi)

sti starting time of pi (0 ≤ sti < xtime - 1)
xtime simulation time (= 2,500 [tu] (= 250 [sec]))

4.2 Evaluation Results

A process configuration PCn for n (≥ 1) processes p1, . . ., pn is a tuple 〈〈st1, V S1〉,
. . ., 〈stn, V Sn〉〉 where the starting time sti and amount of computation V Si of each
process pi are randomly taken. For n, ten processes configurations PCn are randomly
generated. In the RR, RD, LEA, MEA, and PEA algorithms, the n processes p1,
. . . , pn in each process configuration PCn are performed on the four servers (m =
4) shown in Table 2. Then, the total electric energy consumption EE and average
active time AT of the servers and the average execution time ET of the processes
are obtained

The ratio of the total electric energy (TER) is given as EE / (∑m
t=1 etime ·maxEt ).

Figure 2 shows the ratio of the total electric energy consumption EE of the cluster
S of four servers (m = 4) for the number n of processes in the algorithms. The TER
of the MEA algorithm is minimum but the computation complexity is O(m). The
TER of the PEA algorithm is almost the same as the MEA algorithm and is smaller
than the other algorithms and the computation complexity is O(1), smaller than the
MEA algorithm.

Figure 3 shows the ratio of the total active time of the servers (TAR) for the
number n of processes where there are four servers (m = 4). Let ATt be total active
time of a server st when at least one process is performed, i.e. ∑etime−1

τ=0 δt(τ) where
δt(τ) = 1 if | CPt(τ) | ≥ 1, otherwise 0. TAR is ∑m

t=1 ATt/(etime ·m). The TAR of
the MEA algorithm is minimum and the TAR of the PEA algorithm is almost the
same as the MEA algorithm.
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Fig. 2 Ratio of total electric energy consumption (m = 4).

Fig. 3 Ratio of total active time of servers (m = 4).

5 Concluding Remarks

We newly proposed the PEA algorithm to select a server in a cluster based on the
MLPCM and MLCM models. In the PEA algorithm, one server is selected for a
process issued by a client, where the energy-computation factor multiplied by the
number of current processes is minimum. We evaluated the PEA algorithm in terms
of the total electric energy consumption, total active time of the servers and the av-
erage execution time of the processes compared with the RR, RD, LEA [17], and
MEA [20] [21] algorithms. The total electric energy consumption and total active
time of servers in the PEA algorithm are almost the same as the MEA algorithm,
smaller than the other algorithms. The computation complexity of the PEA algo-
rithm is O(1) and simpler than the LEA and MEA algorithms. We conclude the
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PEA algorithm is practical to select a server for a request process in a scalable clus-
ter.
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An Energy-efficient and Reliable Protocol in

Wireless Networks

Emi Ogawa, Shigenari Nakamura, and Makoto Takizawa

Abstract In recent years, wireless ad-hoc networks which do not use network infras-
tructure are getting more important in various applications like vehicle-to-vehicle
(V2V) networks. Especially, it is easy for nodes to communicate with one another
without network infrastructure like access points and base stations. Here, ad-hoc
routing protocols are needed to deliver messages to destination nodes. In wireless
ad-hoc networks, neighbor nodes with which each node can directly communicate
may be changed, e.g due to movement of nodes and faults of nodes. Besides, since
nodes in ad-hoc networks work with their electric batteries, it is required to reduce
electric energy consumed by nodes to send and receive messages. It is difficult to
always find a best route to a destination node due to complex parameters like band-
width and message loss ratio. In this paper, we newly propose a reliable one-to-one
communication protocol named TBAH (Trustworthiness-Based Ad-Hoc communi-
cations) protocol where routes to the destination nodes are found by using the fuzzy
logic in wireless networks.

1 Introduction

We are able to take advantage of kinds of service supported by various types of
networks like wireless networks. Wireless ad-hoc networks [6] [9] [8] are getting
important in various types of applications, especially in disaster environments [10].
In wireless ad-hoc networks, nodes can communicate with other nodes in wire-
less networks without network infrastructure like access points. Nodes which are
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in wireless communication range of a node are first-neighbor nodes of the node. A
node can deliver messages to first-neighbor nodes in a wireless network. If a node
pi would like to send messages to another node p j which is out of communication
range of the node pi, some first-neighbor node pk of the node pi has to forward
the messages to the node p j. Thus, we have to discuss ad-hoc routing protocols to
deliver each message to a destination node in wireless ad-hoc networks.

Many routing protocols are so far discussed in wireless ad-hoc networks [6] [8]
[9] [11]. The routing protocols can be categorized into reactive and proactive types.
In reactive routing protocols like the AODV protocol [9], routes from a source node
to a destination node is not a priori fixed until the source node is required to send
messages. A route is tried to be found on-demand. Here, it takes time to start com-
munication between a pair of source and destination nodes because a source-to-
destination route has to be found. However, control messages are not transmitted to
maintain a route if the nodes are not communicating. On the other hand, in proac-
tive routing protocols like the DSDV protocol [8] and the OLSR protocol [6], routes
to all destination nodes are always kept in the network. Here, the network traffic
increases because nodes periodically send control messages to obtain the topology
information of network. The advantage of proactive protocols is that protocols can
immediately provide the required route when needed.

In this paper, we newly propose a reactive type of ad-hoc routing protocol named
trustworthiness-based ad-hoc communication (TBAH) protocol based on the trust-
worthiness concept [14]. In this paper, the trustworthiness of a neighbor node is
defined in the Fuzzy logic [7]. A more trustworthy first-neighbor node is selected to
be in a route in the TBAH protocol. We evaluate the TBAH protocol compared with
the AODV protocol in terms of energy consumption of nodes and show the total
electric energy of nodes can be reduced in the TBAH protocol.

In section 2, we present a system model. In section 3, we discuss the Fuzzy-
based Trustworthiness. In section 4, we present the TBAH protocol. In section 5,
we evaluated the TBAH protocol.

2 System Model

A group G of n (≥1) nodes p1, . . . , pn are cooperating with one another by ex-
changing messages in wireless networks like wireless sensor networks [3], [4], [?]
and wireless ad hoc networks [5]. Let di j be the distance between a pair of nodes pi
and p j. In this paper, we make the following assumptions on nodes:

1. The distance di j between every pair of nodes pi and p j are a priori known.
2. Each node does not move in networks.

A node pi sends a message m with electric energy SEi [J] in a wireless network.
Some node p j can receive the message m in the group G depending on the distance
di j and electric energy SEi. With the stronger electric energy SEi a node pi sends a
message, the farther node from the node pi can receive the message. Let wdi(SEi)
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show the maximum communication range in which every node can receive messages
which the node pi sends with electric energy SEi. That is, a node p j can receive a
message sent by a node pi if di j ≤ wdi(SEi). The electric energy SEi is proportional
to a square of the distance wdi(SEi) [15]. That is, SE1/SE2 = wdi(SE1)

2/wdi(SE2)
2

for a pair of electric energy SE1 and SE2 of each node pi. Let maxSEi be the maxi-
mum electric energy [J] of a node pi to send a message. Let maxdi show the maxi-
mum distance wdi(maxSEi). A first-neighbour node p j of a node pi is a node which
is in communication range maxdi of a node pi, i.e. di j ≤ maxdi (= wdi(maxSEi)).
In this paper, we make the following assumptions on the energy consumption of a
node pi:

1. The electric energy SEi to send a message to a node p j is d2
i j where di j =

wdi(SEi).
2. Each node pi can change the electric energy SEi (0 ≤ SEi ≤ maxSEi) to send a

message.
3. Each node pi does not consume electric energy to receive messages.

3 Fuzzy-based Trustworthiness

It is not easy to find an optimal route from a source node to a destination node
since there are many parameters like bandwidth and message loss ratio to obtain an
optimal solution. In this paper, we consider the trustworthiness of each node [1] [2]
[14]. A node sends a message to a more trustworthy first-neighbour node to deliver
to the destination node. We adopt the Fuzzy logic [7] to calculate the trustworthiness
of a node. Suppose a node p j is a first-neighbor node of a node pi. A peer pi obtains
the trustworthiness Twi j of a first-neighbor node p j by directly communicating with
the node p j. Through communication with a neighbor node p j, a node pi obtains
the following parameters:

1. Battery charge B j of a node p j.
2. Forwarding ratio Fi j for a nodepi to a neighbor node p j.
3. Availability ratio Ai j for a nodepi to a neighbor node p j.
4. Power consumption Pi j of a node pi to send a message to a node p j.

The trustworthiness [14] Twi j of a first-neighbor node p j for a node pi is calculated
by the Fuzzy logic. A Fuzzy set of each parameter is given as follows:

• H(High).
• M(Moderate).
• L(Low).

The membership functions for the parameters are shown in Figures 1, 2, 3, and 4.
A part of the Fuzzy inference rules to calculate the trustworthiness Twi j from the
Fuzzy sets are shown in Table 1.
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Fig. 1 Battery charge B j . Fig. 2 Forwarding ratio Fi j .

Fig. 3 Availability ratio Ai j .
Fig. 4 Power consumption
Pi j .

Table 1 Inference rules.
battery charge (B j) forwarding ratio (Fi j) availability ratio (Ai j) power consumption (Pi j) trustworthiness (Twi j)

1 H H H H CT
2 H H H M CT
3 H H H L CT
4 H H M H CT
5 H H M M ST
6 H H M L ST
7 H H L H CT
8 H H L M ST
9 H H L L M

10 H M H H CT
11 H M H M ST
12 H M H L ST
13 H M M H ST
14 H M M M M
15 H M M L M
16 H M L H M
17 H M L M M
18 H M L L DU
19 H L H H CT
. . . . . . . . . . . . . . . . . .
78 L L M L CU
79 L L L H CU
80 L L L M CU
81 L L L L CU

Suppose a node p j is a first-neighbor node of a node pi and a node pk is a first-
neighbor node of the node p j [Figure 5]. The transitive trustworthiness Twik of the
node pk for the node pi is a composition Twi j ◦ Tw jk.
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Fig. 5 Transitive Trustworthiness.

4 TBAH Protocol

Suppose a network N is composed of nodes p1, . . . , pn (n≥1) which are intercor-
related in wireless communication links. Each node pi manipulates variables pi.l
and pi.N. Initially, pi.l = 0 and pi.N = φ . First, a source node ps would like to de-
liver messages to a destination node pd in the network N. The source node ps first
sends an RQ message q to every first-neighbor node pi with the maximum electric
energy SEi = maxSE. Here, the RQ (request) message q brings a level parameter
q.l = pi.l = 0 and first-neighbor nodes q.N = ps.N = φ . If a node pi receives an RQ
message q from a node p j, the level parameter l is incremented by one in a node pi,
i.e. pi.l = q.l + 1. pi.N = pi.N ∪ {p j}, i.e. pi finds the node p j is a first-neighbor
node of pi. Thus, each node pi recognizes what nodes are first-neighbor nodes of
the node pi. Then, the node pi sends the RQ message q where q.l = pi.l and q.N =
pi.N. If the node pi already receives the RQ message q, the node pi neglects the RQ
message q. Here, the node pi just recognizes the node p j to be a first-neighbor node,
pi.N = pi.N ∪{p j}. In addition, the node pi keeps in record of q.N, i.e. a set p j.N
of first neighbor nodes.

Eventually, the destination node pd receives an RQ message q. A first-neighbor
node pi whose pi.l is minimum is selected similarly to the AODV protocol. If there
is another neighbor node pk where pk.l > p j.l and p j ∈ pk.N, i.e. p j is a first-
neighbor node of pk, the trustworthiness is checked. Here, if Twi j < Twik ◦ Twk j,
the node pk gets a node between pi and p j in a route. Otherwise, p j is a next node
to the node pi. Then, a node pk which is next to pi is taken. If there are multiple
next nodes, a node p j is selected in pi.N where Twi j is maximum. Here, suppose
a node p j is selected to be next to the node pi. The node pi sends an RC (request
confirmation) message C, whose destination c.dest is p j, with the electric energy
SEi = d2

i j. On receipt of an RC message C from a node pi, a node p j where c.dest
= p j recognizes that the node pi is next from the node p j. The node p j does the
same procedure. Then, the source node ps eventually receives an RC message C
from a node pi. Here, a route from the source node ps to the destination node pd is
established.
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5 Evaluation

We evaluate the TBAH protocol in terns of electric energy consumption of nodes
compared with the AODV protocol. In the evaluation, the trustworthiness Twi j of a
first-neighbor node p j for a node pi is assumed to show the electric energy d2

i j. That
is Twi j = d2

i j and Twik ◦ Tw jk = Twik + Tw jk. First, n nodes p1 . . . pn are deployed
on m ·m meshes. In the evaluation, m = 5. A network N is composed of seven nodes
p0, . . . , p6, which is shown in Figure 6. A link between a pair of nodes shows
a wireless link. Here, maxdi of each node pi is 2.0 and maxSEi = maxd2

i = 4.00.
The node p0 is the source node and the node p6 is the destination node. A route
from ps to pd is selected so that the number of hops is minimum in the AODV
protocol. Hence, the node p3 is chosen to be an intermediate node between the
source node p0 and the destination node p6. The number of hops is 2 in the route
p0 → p3 → p6. The electric energy SE0 is d2

03 = 2.002 and SE3 is d2
36 = 1.982.

The total electric energy consumption of the nodes p0 and p6 in the AODV protocol
is 2.002 + 1.982 = 7.94 as shown in Table 2. The node p2 is between the node p0
and the node p3. The electric energy consumption SE0 of the node p0 to deliver a
message to the node p2 is d02 = 1.432 and SE2 to deliver a message to the node
p3 d23 = 0.922. Here, d2

03 (= 2.002) > d2
02 (= 1.432) + d2

23 (= 0.922). Thus, a
message will not be directly transmitted to the node p3 from the node p0. The node
p2 is selected as an intermediate node between the node p0 and the node p3. In the
same way, the node p1 is selected as an intermediate node between the nodes p0
and p2. There are three routes from p3 to p6. Since d2

34(= 1.392) + d2
46(= 2.002)

> d2
36(= 1.982) > d2

35(= 1.802) + d2
56(= 0.302), nodes in the route p3 → p5 →

p6 to the node p3 from the node p6 via the node p5 totally consume the smallest
electric energy. Thus, the node p5 is selected as an intermediate node. The route
from the source node p0 to the destination node p6 is p0 → p1 → p2 → p3 → p5
→ p6 in the TBAH protocol. The number of hops is 5. The total electric energy
consumed by nodes in the TBAH protocol is d2

01(= 0.502) + d2
12(= 1.302) + d2

23(=
0.922) + d2

35(= 1.802) + d2
56(= 0.302) = 6.14 as shown in Table 2. Table 2 shows

the electric energy consumption and the number of hops of the AODV protocol
and the TBAH protocol. As the result, according to Table 2, the number of hops in
the TBAH protocol is larger than the AODV protocol. However, the electric energy
consumption of nodes in the TBAH protocol is smaller than the AODV protocol.

Table 2 TBAH and AODV protocols.

AODV TBAH
Electric energy [J] 7.94 6.14
Number of hops 2 5
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Fig. 6 Network N.

6 Concluding Remarks

In this paper, we proposed the trustworthiness-based ad-hoc routing (TBAH) pro-
tocol in wireless ad-hoc networks. The trustworthiness of first-neighbor nodes is
obtained in the Fuzzy logic. We showed nodes in a route obtained in the TBAH
protocol consume smaller electric energy than the AODV protocol.
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Abstract. Although there are rapid growth the drone's applications such as 
surveillance systems and delivery systems in recent years, the problems of the 
accidents are also increasing conversely. Therefore, this paper discusses the 
collaborative object tracking methods by multi-drones. The proposed methods 
consist of the function of the motion tracking and the WiFi detections for each 
drone, and choose a proper level of emergent procedures in order to avoid the 
drone’s accident in various circumstances.  Then, the prototype system of the 
proposed methods is introduced and discussed for the future works. 

1   Introduction 

Although there are rapid growth the drone's applications such as military uses, 
surveillance systems, and pesticide sprayings for harvests other than hobby usages in 
recent years, the problems of the accidents are also increasing conversely.  For 
instance, the drone flew into the White House in the U.S. and it crashed on the ground 
in January 2015 [1].  The accidents brought the strong shocks through the whole 
over the world and it influenced to the regulation of the drone in the U.S.  Also, in 
Japan, the crashed drone was found on the rooftop of the prime minister’s official 
residence in April 2015 [2], it became the significant issues in the country.  
Moreover, only in Japan, there have been many accidents that caused from the miss 
controls or malfunctions of drones like that the uncontrollable drone crashed in to the 
snow pavement in February 2014[3] and that the uncontrollable military drones 
moved away military zone in March 2016 [4].  

Therefore, this paper discusses the collaborative object tracking methods by multi-
drones.  The proposed methods mainly consist of the motion tracking and the WiFi 
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detections of each drone and the collaborative drone’s controls by multiple drones 
attempt to avoid the emergent uncontrollable situations.  The paper also introduces 
the prototype system and discussed for the future work. 

In the followings, the section II discuss about the related previous works of drone’s 
accidents and its researches, and the proposed systems are introduced in section III.  
Then, the prototype system is explained in section IV, and section V deals with the 
experimental reports, and the conclusion and future study is discussed in section VI. 

2   Related Works 

The merchant drones (Quad-copter, UAV) such as figure 1 [5] are rapidly spread over 
the whole world in the recent.  They usually consist of multi-propeller in order to 
easy control in the air. Also, the wireless IP network, GPS, and cameras are usually 
equipped for the hobby usages, and so the drones can be controlled by smartphones or 
programmed procedures.  Thus, these drones are recently used by the purpose of not 
only hobbies but also various researches such as surveillance system or ad-hoc 
network. 

 

Fig. 1. The picture of the merchant drone 

For example, there are some previous approaches [6] that drones are controlled by 
the pattern recognition with cameras. The paper introduced the implementations of 
the specific signs of the images and it discussed about the additional necessities for 
the drone controls. 

Besides, the papers such as [7] proposed the guidance control with collision 
avoidance for multiple drones under communication restricted.  In the paper, if 
drones are out of communication ranges, drones acquire GPS points and avoid other 
drones by using distributed nonlinear model predictive control. 
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Also, Bills and at el. [8] discussed the problem of autonomously flying drones in 
indoor environments such as home and office buildings. In the paper, the primary 
long range sensor in these drone is a miniature camera. The method neither attempts 
to build nor requires a 3D model. Instead, the method first classifies the type of indoor 
environment the drone is in, and then uses vision algorithms based on perspective 
cues to estimate the desired direction to fly. 

Then, Ito and at el. [9] introduced a highly efficient space searching method that is 
flexible to environment and independent of data-handling capacity. With onboard 
camera and image processing technique, Drones can locate its position. The method is 
applicable to multiple Drones and by deploying them. 

However, the accidents by the drones are increasing conversely with the 
expectation of these new kinds of application, and it is necessary to consider the 
function of safety managements for the usages.  

3   The Proposed Methods 

This paper proposes the collaborative safety flight control system for multiple drones.  
In the case of two drone operations, each drone observes another by the status of the 
pattern recognition of other drones and the wireless connections.  Fig. 2 shows the 
example operations for the surveillance systems by the two drones, and one is set as 
the host drone as the observing the status of the operation and another is set as the 
child drone to be observed.  
 

 

Fig. 2. The example of two drone operations 

First of all, the failure level is decided by the status of the pattern recognition of 
another drone and the wireless connections.  The following Table 1 is considerable 
three levels of the drones’ operations for the safety flight controls. 
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Table 1.  The considerable failure levels collaborative flight 

Levels Details 
High Both the camera and the wireless 

communication do not work 
Middle The camera doesn’t  work while the wireless 

communication works 
Out of battery 

Low Both the camera and the wireless 
communication work 

 
In Table 1, when the child drone is in the serious conditions that there is no 

wireless connection and the drone is out of the view, the proposed system becomes 
the high emergent operation.  In the emergent, the observed and malfunctioned 
drone beeps the alert sound in order to notify the emergency for the person where is 
near the drone.  Then, the drone automatically seeks safety landing spot if it is 
possible, and it confirms the emergent landing.  These functions are implemented in 
the separated circuit in the drones, and so the system reduces the risk of main circuit 
controls.  On the other hands, the host drone firstly moves to the GPS point where 
the target drone was disappeared.  Then, the host seeks the missing drone, and the 
emergent notification is also transmitted to the user.  Then, if the host drone can find 
the missing drone by the camera sensor, the GPS location and the camera image are 
transmitted to the user.  Thus, the user can notice the situation of the missing drone. 

Secondly, in the middle emergent level, if there is a wireless connection but out of 
camera’s view, the observed drone acquire the current GPS location and the data is 
transmitted to the host drone.  Then, the host drone receives the GPS point, and the 
received GPS point is used for the modification of the observed drone’s location.  
After the modification of the observed drone’s location, the operation becomes the 
emergent operation if the modification is unable. 

Thirdly, if one of drones is out of battery, both drones return to the charge station 
where the location is previously installed.  TABLE2 shows the summary of the 
middle emergent level controls. 

Table 2.  The summary of the middle emergent level controls 

Status Host drone Child drone 
When there is no 
wireless 
connections 

The drone move to the GPS 
point where the target drone was 
disappeared.  Then, the drone 
seeks the missing drone, and the 
alert is also transmitted to the 
user. 

The drone beeps an alert 
signal, and it confirms an 
emergent landing. 

When the target 
is the out of 
cam’s view 

The received GPS point is used 
for the modification of the 
observed drone’s location 

The GPS point is collected, 
and the data is transmitted to 
the host drone. 

When one or two 
drones are out of 
battery 

Both drones return to the charge 
station where the location is 
previously installed. 

Both drones return to the 
charge station where the 
location is previously installed. 
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Then, Figure 2 is about the flow chart of the modules of the proposed system in 
details.  Firstly, the drone recognition is worked for the collaborative flight, and then 
the emergent level is detected if the drone is out of camera view as the flow chart. 
 

 

Fig. 3. Flow chart of motion tracking 

These operational methods are basically applied to the three or more drones’ 
control system in the proposed system as the setting of the host drone and the child 
drones. 

4   The Prototype System 

For the effectiveness of the proposed methods, the implementations of the prototype 
system are under working.  Table 3 shows the specification of the drone.  In the 
system, the drones consisted of wireless interfaces such as IEEE802.11a/b/g/n/ac, and 
all drones are controlled from tablets or note PCs. 
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Table 3.  The specifications of the prototype system 

 Specification 
Wireless IEEE 802.11 a/b/g/n/ac 
Resolution 4096×3072 px 
Memory 8GB 
Battery Lithium Polymer1200mAh 
CPU Parrot P7 dual-core CPU Cortex9 
OS Linux 
Sensors 3-axes magnetometer, 3-axes gyroscope, 3-axes 

accelerometer 
Size 28×32×3.6 cm 
Weight 400g 

 
For the controls of the drones, the modules of Katarina Bebop Drone [17] and 

Selfie Dronie [18] are used for the implementations, and OpenCV [19] is introduced 
for the pattern recognition by drone’s cameras.  Those codes are mainly written by 
python. 

Although the implementations of the collaborative safety flight are under 
developing, the proposed tracking functions by two drones are experimented for the 
effectiveness of the proposed methods.  The experiment was held in the Fukuoka 
Institute of Technology, Japan as shown in Fig. 4. 

 

 

Fig. 4. The Experiments 

The results show that the drone tracking worked under the slow movements, but 
there were some problems under the rapid movements.  The considerable reason is 
firstly the resolution of the camera is smaller than the required functions.  In other 
words, because the drones are small to identify for the tracking, the application did 
not work when each drone separate at certain distances.  Probably, the larger objects 
will be needed for the future works. 
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Secondly, the drones usually move a specific direction because the balance of 
drones or adjustment of rotors, and the observed location is not so accurate.  
Therefore, the accurate controls toward the specific locations are difficult by the 
autonomous flights.  In the experiments, the child drone was tried to adjust within 
the range of the camera view by manual controls, the controls were not well 
functioned. 

5   The Conclusion and Future Study 

Although there are rapid growth the drone's applications such as military uses, 
surveillance systems, and pesticide sprayings for harvests other than hobby usages in 
recent years, the problems of the accidents are also increasing conversely. Therefore, 
this paper discusses the collaborative object tracking methods by multi-drones. The 
proposed methods consist of the function of the motion tracking and the WiFi 
detections for each drone, and choose a proper level of emergent procedures in order 
to avoid the drone’s accident in various circumstances. 

In details, the emergent level is decided by the observed conditions of the image 
recognition of the other drones and the WiFi detections, and the proper emergent 
procedures are confirmed by the emergent level. 

Then, the prototype of the proposed methods is introduced, and the experimental 
results are discussed for the subjects of the future works.  The subjects include the 
additional functions such as the camera resolutions or the balance adjustments for 
accurate location point controls.  Now we are planning for additional 
implementations and field experiments for the future works. 
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Abstract. In Recent, there have been serious larger disasters, such as 
earthquakes tsumami, typhoons have around the world. Once disaster occurred, 
communication network infrastructure is often seriously damaged and network 
traffic is heavily congested. Particularly since the communication network 
infrastructure of mountainous and coast areas are not well developed, it is 
difficult to normally use the communication means once the disaster happened. 
For those cases, Delay / Disruptions Tolerant Network (DTN) can realize mobile 
devices communication without constructing infrastructure. In this paper, we 
propose a DTN based Multi-hop network for temporal network in the case of 
disaster and considered transmission disruption and transmission delay. In order 
to evaluate the usefulness of our proposed, we constructed an experimental 
prototype to by smart devices and evaluate the performance. 

Keywords: Disaster Information; DTN; Multi-hop Network 

 1.   Introduction 

A large scale earthquakes have frequently occurred around the world. Once disaster 
occurred, communication network infrastructure is often seriously damaged and 
network traffic is heavily congested. Particularly since the communication network 
infrastructure of mountain areas are not well developed, it is difficult to normally use 
the communication means once the disaster happened. From the previous researches 
[1][2], it is clear that the wireless and mobile networks are very effective as disaster 
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information communication means. However, it is difficult to use cellular network in 
case of serious disasters because the cellular base stations are damaged by the 
secondary disaster such as tsunami and landslide. For this reason, the network traffic 
of cellular network which is concentrated to the base station is congested and cannot 
be transmitted to the destination.  

In this paper, in order to resolve those problems, we propose a Epidemic DTN [3] 
based Multi-hop network corresponding to challenge network environment. In our 
system, the message issued from the source mobile node can be finally reached to the 
destination node or the gateway to Internet by multi-hopping on the intermediate 
mobile nodes. At the same time, we suppose vehicle-to-vehicle (or walker) 
communication where vehicle speed is not constant, eventually the vehicle can move 
out of communication range while transmitting data. So we use acceleration sensors 
mounted smart devices. In our system, by reducing redundant message transmission, 
battery energy can be saved.  

2.   Rerated Works 

From the previous research [1][2], wireless cognitive networks, wireless adhoc 
networks, multi-hop networks are effective to realize robust and resilient network for 
disaster. In particular, multi-hop network can be deployed in the disaster areas 
without constructing network infrastructure. However, since the people move with 
mobile terminal in disaster area, it is difficult to constantly keep connection and 
transmission of information data. Delay / Disruptions Tolerant Network, simply DTN 
uses store and forward transport method. The mobile node stores the data to storage 
device if the link to the neighbor mobile node is not existed. If the link to the neighbor 
mobile node can be found, then the mobile node sends the stored data to the neighbor 
mobile nodes. There are many researches concerned with designing the functions of 
DTN protocol and running them on network simulators, but there is few researches 
concerned DTN protocol using actual network devices. 

DTN is a relay transmission technology to achieve end-to-end transmission under 
poor and unstable communication environment. By using store-and-forward 
transmission method, reliable end-to-end communications can be possible. There are 
several works using such as sensor data and metadata to achieve higher performance 
[4] [5] [6]. In those works, DTN Protocol is developed on the network simulator and 
demonstrate in variety of parameter environments. 

On designing DTN protocol, it is important to consider the following issues such as 
unstable data communication period between mobile nodes, amount of data 
transmission to send/receive and limited battery energy resource. In addition, the 
development of DTN protocol on the actual prototype system depends on network 
hardware and OS specification. Under those conditions, protocol overhead in limited 

S. Kitada et al.602



environment has to be reduced in the system design. There are only a few related 
works with DTN protocol using the actual prototype system.  

In the work [7], the proposed function of the system combining MANET and DTN 
can switch between MANET and DTN as necessary to avoid network resources 
consumption.  DTN MapEx [8] integrates a DTN protocol and distributed computing 
function and generates maps for disaster information to share data for decision- 
making.  
 

3.  The proposed system 

In this section, we propose an Epidemic DTN [3] based multi-hop network which 
can realize vehicle-to-walker communication using smart devices. On the occurrence 
of disasters, since many residents evacuate with smart devices, the limitation of 
battery energy resource should be considered. We manage the node list and 
acceleration sensor data to reduce the redundant transmission and communication. 

Figure 1 shows our proposed network system configuration at the time of disaster 
where inland, coastal and mountains areas are assumed in the following conditions; 1) 
cellular network is congested or cannot be functioned in the disaster areas, 2) most of 
the residents move carrying with smart devices move in disaster area, 3) the relay 
nodes are deployed each area just after occurrence of disaster. 

Fig. 1 System Configuration 
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On the above conditions, DTN based Multi-hop network is configured using 
the smart devices by residents. The data from a smart device as mobile node are 
transmitted to the neighbor nodes by DTN protocol. This transmission is repeated 
until arriving at the destination node or the relay node as a network gateway to 
Internet. The relay node is assumed the following conditions; 1) the relay node by 
wireless cognitive access network with long distance can connect to Internet, 2) 
the relay node has a mobile server that collects the received data from other 
mobile nodes. We regard the transmitted data as Message in our proposed 
network.  

A Message consists of sender address, destination address, message ID, 
disaster information, type of Message, Message priority, Date and Message 
Payload as shown in Figure 2. We use the specific device name as Sender 
Address and Destination Address. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Message Structure 
 
Disaster victims create Message and decide urgency using Message priority. 

And Message is transmitted based on this priority. The relay node can 
send/receive those messages to/from the disaster information center in the other 
areas through Internet. On the other hand, the disaster information center is 
assumed in the following conditions; 1) the disaster information center is 
allocated at the place where there is no damage of tsunami and landslide, 2) an 
access to Internet is always possible. Thus, in our proposed system, the 
communication between the mobile node and the relay node, and the mobile 
modes at the different areas can be performed in the same manner.  

Figure 3 shows our proposed conceptual network model. When the destination 
node exists in the same area as the source node, the source node spreads 
Messages to the neighbour nodes, n1, n2 and n3. The received neighbour nodes 
spread the received Messages to the other neighbour nodes. By repeating this 
process, the Messages eventually arrive at the destination node. 
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Fig. 3 Conceptual Network Model 
 

In the case that the source node, n1 and n3 are walkers, their moving speeds are 
slow. Thus the source node transmits the Message and can expect that all of the 
Messages in his device can arrive at those neighbour nodes. If the source node has 
many Messages, it transmits higher priority Message first. In the case that the 
node n2 is a vehicle and its moving speed is faster, the source node may not 
transmit all of the Messages in his device storage and may derive to link down. 
To prevent the link down while transmission of Messages, the source node selects 
proper Message and transmits based on the relative moving speed between the 
source node and n2, and Messages priority.  Thus proper Message can arrive at 
the destination node 1 through node n2.  

On the other hand, when we need to send Messages to the destination node 2 
across Internet, the relay node 1 performs the role of temporary destination as a 
gateway to Internet. The relay node 1, after receiving Message from node n5, 
transmits to relay node 2 through Internet. Then relay node 2 transmits to node n7. 
Thus the Message from the source node can be finally arrived at the destination 
node 2 across Internet. 

4. Network protocol  

The network routing protocol of our proposed system is based on flooding 
based DTN method such as Epidemic routing [3]. In our routing protocol, each 
node manages connection nodes using neighbour_list keeps neighbor nodes and 
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changing Listen mode and Search mode mutually. If the mode is Search, the node 
sends Probe Request. Also if the mode is Listen, the node waits for Probe 
Request and replies Probe Response. When the transmission node received Probe 
Response, then adds the responded node to neighbor_list. Next, the transmission 
node checks past_connection_list whether the list is empty or not. 

Figure 4 shows an example of past_connection and neighbor_list. In this 
example, the transmission node has Message1 (msg1) and msg2 to the neighbor 
n1. First, the transmission node checks the neighbor node1 (n1) which is the top 
of neighbor_list whether there is n1 in past_connection. In this example, since n1 
exists in past_connection, the transmission node passes n1 and goes to n2 which 
is the second of neighbor_list. In this case, since n2 exists in past_connection, but 
the transmission node had not transmitted all Message in the storage. So the 
transmission node decides to connect n2 and transmits msg2. If all of the nodes in 
neighbour_list exist in past_connection and the transmission node had transmitted 
all Message to all nodes in past_connection, then the transmission node continues 
to discover new neighbor node to update neighbour_list. This step is repeated for 
the all of the existing nodes.  

Algorithm Managing list to routing 
If past_connection is empty; 

The source node sends connection request to the first node in 
neighbor_list. 
Else; 

The source node compares neighbor_list with the 
past_connection and focuses on the i-th node in neighbor_list. 
 

If node i in neighbour_list  ∉ past_connection; 
The source node sends connection request to the node i 

Else if the source node had not  transmitted all Messages in 
the storage; 

The source node sends connection request to the node  
Else; 

When the node i is existed and the source node had transmitted 
all all of Messages,  
then tries the next node i+1. 

 
Fig. 4 Compare Lists Example 

 
Next, both nodes select their own acceleration data form acceleration and gyro 

sensors, and exchange those data. Both nodes determines the proper Message 
from the storage based on the relative speed and message propriety. Finally, the 

past_connection list which keeps past connection state. First, the transmission 
node and neighbour nodes exchange Probe Request and Probe Response while 
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transmission node transmits the selected Message. Then node n2 repeats the 
message transmission to other nodes in the same manner. 

Thus, our algorithm uses the neighbor list to manage the neighbor nodes, the 
past_connection to manage the messages whether those are transmitted or not, 
moreover exchanging acceleration and gyro sensor data before transmission data. 
They lead to save duplication of data and reduce battery energy consumption by 
the unnecessary communication. 

5.  Prototype system  

In order to verify the effect of our proposed system, we construct a prototype 
system using commercially available smart devices as shown in Figure 5 and 
evaluate its functional and performance. The prototype is consisted of multiple 
different devices including smart terminals for human carrying communication 
devices, relay node with smart device and Mobile server and a disaster server as a 
destination server.  

 
Fig. 5 Prototype System 

 
Table 1 shows the details of hardware system of our prototype system. We 

develop our DTN function module and routing function module for as an 
application of the Android OS based smart terminal using Android SDK. We 
construct Multi-hop network by those smart terminals using WLAN IEEE 
802.11n which is mounted as common wireless network devices. For Mobile 
server and Disaster server, mobile PCs operated by Ubuntu OS are introduced. 
JAVA and MySQL are used for software system development of our architecture. 
All of the Messages are managed by SQLite in the message storage. Figure 6 
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shows a test Graphical User Interface (GUI) of our application. This GUI shows a 
view at the time of the first login on the application of the smart device. 

 
 

Table 1 Hardware Specification of Prototype 
 

Smart Devices Nexus 7 (2013) 

OS: Android 5.0 

CPU:APQ8064 QuadCore1.5GHz 

MEM: RAM 2GB 

Develop. SDK. : Android SDK 

NIC: IEEE 802.11n 

Mobile Server OS: Ubuntu 14.04 

CPU: Core i3 4010U 

MEM: RAM 4GB 

Develop. SDK : JDK7 

Disaster Server OS: Ubuntu 14.04 

CPU: Core 2 Extreme 

MEM: RAM 4GB 

Develop. SDK: JDK7 

 

6. Performance Evaluation and Discussions  

The preliminary test is executed to evaluate the performance of the basic 
application system on the smart terminals. As performance index, the throughput 
and the packet loss rate are measured at the outdoor of our university by changing 
the transmission distance between the two smart terminals. As network parameter 
values, packet is 1KB, Message size is 1MB, Message transmission protocol is 
TCP/IP and DTN routing is Epidemic routing method. The performance test was 
executed 5 times by changing the transmission distance between smart devices 

Figure 6 shows the result of the performance of the throughput and the packet 
loss rate for the basic application system between the smart terminals. As can be 
seen, at the transmission distance from 0~40m, both the throughput and the 
packet loss rate are almost stable and constant, about 7 Mbits/sec and 10 %, 
respectively. At the transmission distance from 40~80m, the packet loss rate 
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gradually increases and throughput decreases, and finally all of the packets are 
almost lost and throughput reached to 0. From this result, it is founded that the 
possible transmission distance is within 80 m and the throughput is under 7 
Mbits/sec. Therefore, in the actual disaster situation, if the people are located 
outdoor with smart terminals within 0~80m area, the message transmission can be 
possible in the area without DTN function. If people are mutually far away, 
messages are temporally stored in his storage by DTN function. Those messages 
can be delivered to the neighbor smart terminal by mutually moving. 
 

Fig. 6 Throughput and Packet Loss Rate 
 
 

Next, we examined the performance evaluation of multi-hop network 
environment. Table 3 shows summery of the test network parameters and their 
values for the performance evaluation. The end-to-end transmission time form the 
source smart terminal to the destination disaster server was measured for three 
different message sizes when the number of the hops is increased. Each smart 
terminal node was placed every 3 m at distance. The test was repeated 5 times and 
the observed end-to-end transmission time were to derive the average values.  

Figure 7 shows the result of end-to-end transmission time form the source 
smart terminal to the destination disaster server for three different message sizes 
when the number of the hops is increased from 1 to 5 depending on the size of the 
messages. Therefore by considering this result, it is possible to estimate the end-
to-end transmission time even when the number of the hops increase more than 5.  
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On the other hand, the differences of the end-to-end transmission times for 
three message sizes are small. This reason is that the packet processing, such as 
packet connection establishment on TCP on the smart terminal node is dominant 
for the end-to-end transmission time compared with the number of the packet 
transmission. As result, the message transmission by TCP should be improved by 
using more simple reliable transmission protocol or introducing the larger packet 
size more than 1 Kbyte to relatively reduce the influence of the protocol 
processing time.  

 
Fig. 7 Result of Measure Test 

7. Conclusions  

In this paper, we proposed an effective message transmission method by DTN 
based Multi-hop network for the case of infrastructure failure at time of disaster. 
It is possible to consider the message transmission and communication 
interruption using DTN protocol function. Also we used the neighbor list and the 
past_connection_list to manage routing, and acceleration sensor data to reduce 
link down while transmitting data. Furthermore communication between disaster 
areas also becomes possible by using relay node capable of Internet access. In 
order to verify effect of the proposed system, we built a prototype system and 
experimented the performance evaluation. Through the measurement test with 
actual devices, we found that the current prototype provide reasonable 
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performance but need to improve message transmission time when the size of the 
multi-hop is larger.  

As our future works, we will examine the message transmission on vehicle-to-
vehicle communication. Then we will design more effective message 
transmission method using acceleration sensor data. Next, we plan to improve 
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DTN protocol which can ensure to reach to the relay node, and attempt the 
experimental test with various metrics (duplicated data ratio, delivery ratio etc.) 
while we compare existing protocols. Also since performance changes due to the 
mobility of nodes, we will work for an experimental test for dynamic change of 
the nodes.  
Acknowledgement The research was supported by SCOPE (Strategic Information 
and Communications R&D Promotion Program) Grant Number 142302010 by 
Ministry of Internal Affairs and Communications in Japan.  
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 Abstract. Renewable computing systems have recently become important. We 
propose a metabolic architecture that is suitable for renewable systems. Here, 
we consider a metabolic architecture based system that can exchange all of its 
elements dynamically like a multicellular organism. It can maintain 
homeostasis and adapt to environmental changes. However, there are many 
issues when realizing metabolic systems. In this paper, we propose an 
OpenFlow mesh based metabolic architecture and discuss its potential 
realization. An OpenFlow mesh is mesh network based on OpenFlow. In this 
paper, we realize an OpenFlow mesh using an ARM SBC (single board 
computer) and evaluate its renewability. Then, we show that an OpenFlow 
mesh can be used to realize metabolic systems. 

1   Introduction 

In the future, our society must be sustainable. To realize this sustainable society, all 
social systems related to social development, the economy, and the environment 
should be sustainable. Therefore, we believe that information systems should also be 
sustainable. 

Academics have recently started to focus on sustainable computing. Sustainable 
computing is defined as a computer science approach to realize a sustainable society. 
For example, it considers life-cycle management, total cost of ownership, and energy-
awareness. 

In previous work [1], we proposed renewable computing. Renewable computing is 
defined as recoverable and evolutionary sustainable computing. Even if a society is 
sustainable, if it is not developed is not optimal. Developments occur during 
revolutions. Throughout history, society has been developed by several industrial 
revolutions. Unfortunately, revolutions are destructive. Societies have recovered from 
several destructive periods such as economic crises, war, and natural disasters. The 
dynamic nature of renewable computing is essential to sustainable computing. 

We propose metabolic computing and its architecture for renewable computing [1]. 
In metabolic architecture, homeostasis is maintained by exchanging elements over a 
period. Generally, if there are no initial faults, new parts are very reliable. Reliability 
decreases over time and metabolic architecture helps to alleviate decreasing reliability. 
In metabolic architecture, parts are periodically checked and exchanged. They are 
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recycled if they fail, or are reused to reduce costs. Additionally, metabolic 
architecture has minimal requirements and is dependable. 

We are developing a renewable cloud based on metabolic architecture. In [1], we 
designed the first version of metabolic architecture. However, it contained many 
technical parts, so it was hard to implement. In [2], we simplified the design to make 
it easier to implement. However, the performance also drastically decreased. In this 
paper, we propose a practical metabolic architecture using an OpenFlow mesh with 
the objective of producing a reasonable performance and an easy implementation. 

An important issue in a cloud environment is power consumption. In the future, 
renewable clouds will only be run using renewable energy. Our objective is to 
construct a cloud environment using ARM processors to maximize energy efficiency. 
In this paper, we used a Raspberry Pi as an ARM SBC (single board computer), 
which is used as a node of the cloud. However, a Raspberry Pi is not sufficient 
powerful for use as a cloud node. Therefore, in the future we will develop an ARM 
SBC that is a suitable cloud node. 

Generally, we must virtualize the hardware and network to realize a cloud 
infrastructure. ARM lacks a hardware virtualization mechanism such as Intel VT 
(Virtualization Technology), so it is hard to virtualize hardware. However, we can use 
a LXC (Linux container) instead of hardware virtualization. Alternatively, the 
network can be virtualized as a SDN (software defined network) such as OpenFlow. 
In [3], we developed an OpenFlow mesh to realize the network infrastructure of an 
ARM Linux based cloud. In this paper, we discuss the metabolic architecture based 
on an OpenFlow mesh. 

The remainder of this paper is organized as follows. We introduce the metabolic 
computing model in Section 2, and propose a propose metabolic architecture based on 
the OpenFlow mesh in Section 3. Section 4 contains our conclusions. 

2   Metabolic Computing 

In previous work [1], we proposed the metabolic computing model as an architecture 
for renewable computing systems. The metabolic computing model is the basis of the 
metabolic ring. In that paper, we defined the concept of metabolic computing. Here, 
we describe the concept of the metabolic computing model illustrated in Fig. 1. This 
model contains five elements: metaboloid, slot, power queue, recycle unit, and 
delivery system. 

Metaboloid: A metaboloid is a small recyclable computer that is passive. For 
example, it cannot move by itself nor connect to another metaboloid by itself. The 
mechanism is simple and the metaboloid can be recycled easily. Metaboloids are 
passive, otherwise failed metaboloids would move and be hard to find. The shape of 
each metaboloid is a cube, and each surface has a communication terminal. When a 
metaboloid is moved its direction may change, so it must be able to recognize 
direction. Metaboloids communicate with each other through contact with 
neighboring communication terminals. A metaboloid has no power unit, and instead 
the power is provided by the power queue. 
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Slot: This is a fixture that holds a set of metaboloids. It also supports the 
movement and connection of metaboloids. A slot is not an essential part of the 
metabolic computing model, but it is useful. A slot can be easily recycled because it is 
simpler than a metaboloid. 

Power Queue (PQ): This is the computational environment where the metaboloids 
compute. It also supplies power to the metaboloids. The PQ is a queue of slots. A slot 
that has remained for a certain period is removed from the PQ, and a new slot is 
added. We call this action a “shift.” In this way, metabolism in this model is 
represented by the behavior of the PQ. The PQ may also be regarded as a 2D array of 
metaboloids. The position of a metaboloid in the PQ is determined by its row and 
column. This position changes due to metabolism. Furthermore, the PQ 
communicates with metaboloids to enable input and output processes. The PQ is a 
complex part of this model, so it is difficult to recycle. 

Recycle Unit (RU): RU reuses metaboloids and slots if possible, and recycles 
them otherwise. If the RU cannot recycle some resource then it will be rejected, 
because the resource cannot be used. There are two kinds of RU: slot RU and 
metaboloid RU. Slot RUs recycle slots and metaboloid RUs recycle metaboloids. An 
RU cannot recycle itself. 

Delivery System (DS): The DS connects all elements of the metabolic computing 
model to each other. It also delivers parts to the appropriate places. For example, the 
DS collects a number of metaboloids from the metaboloid RU and packs them into a 
slot. The DS adds a slot to the PQ if there is space. Additionally, the DS opens a slot 
that is removed from the PQ and then splits it into the slot and the metaboloids. 
Finally, a DS delivers slots and metaboloids to the appropriate RUs. It is difficult to 
recycle a DS. 

It is hard to realize RUs and DSs because they are not purely computer based 
systems. In [4], we mainly focused on metaboloids, slots, and PQs. In this paper, we 
also consider these elements. 

 

 

Fig. 1. Overview of the metabolic computing model  
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3   Design of OpenFlow Mesh based Metabolic Architecture 

3.1   Requirements  

The requirements of this research are as follows. 
Low power: The PQs and metaboloids consume the most power, except the RUs 

and DSs. We can reduce the power consumption of the metaboloid using an ARM 
SBC. The PQ consumes a lot of power because of its shifting mechanism, which 
moves many mechanical slots. Here, shifting means to individually move all of the 
PQ slots. This shifting behavior can be represented by the following pseudocode.  

Pull Slot[0]  
Slot[i] := Slot[i+1] (i=0..n-2)  
Push Slot[n-1] 

Here, if m is the weight of a slot and v is the shifting speed, the energy required to 
shift n slots is nmv2. If we have a shift-less PQ, the required energy is mv2, but we 
require random access to the slots, which is achieved using a robot arm. The energy 
required to move a robot arm is smaller than the energy required by an entire PQ with 
shifting.  

Efficiency: We must migrate tasks running on metaboloids to a slot that will be 
pulled in a shifting PQ. Additionally, we need the ability to migrate task to balance 
the load. Generally, task migration generates a heavy load. However, in a shift-less 
PQ, we do not need to migrate any tasks.  

Easy Implementation: A slot is a container that contains more than one 
metaboloid. If a unit of metaboloids in a PQ is a slot, we need packing/unpacking 
processes. Currently, these are manual processes, so, in this paper, we only consider 
slots that contain one metaboloid. This means that a slot is not used or it is equivalent 
to a metaboloid.  

3.2   OpenFlow 2+1D Mesh  

An OpenFlow mesh is a 2+1D mesh of an OpenFlow Switch (SW). Figure 2 
illustrates an OpenFlow mesh. There are two types of switches: SWxy and SWz. A 1D 
mesh consists of one or more of SWz. A 2D mesh consists of 1D meshes, and is 
organized with one or more SWxy. LXC containers run in SWz. The X, Y, and Z axes 
represent the width, depth, and height, respectively. Here, if the numbers of SWs in 
the X, Y, and Z directions are w, d, and h, respectively, there are wd SWxys and wd(h-
1) SWzs. The number of LXC containers is proportional to the number of SWzs. 
However, the number of SWzs is different for every 1D mesh. There are SWxy in the 
Z=0 plane. SWzs are only connected to each other in the Z-direction. SWz is 
connected to SWxy in Z=0 plane. Therefore, the maximum delay will be proportional 
to w+d+2h. 

Figure 2 also shows the structure of the OpenFlow mesh SW. The role of the SW is 
split into SWxy and SWz. However, the structures of the two types are the same. SW 
consists of an ARM SBC (Raspberry Pi) and 6 USB NICs. Each port is connected to a 
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USB NIC. Additionally, the SW is connected to the OpenFlow controller by a 
wireless network. In SWxy, 5 of 6 ports are connected to the N(orth), S(outh), W(est), 
E(ast), and U(p) ports. In Figure 3, if the coordinate of SWxy in the z=0 plane is (x, y, 
0), the coordinates of SWn, SWs, SWw, SWe, and SWu are (x, y-1, 0), (x, y+1, 0), (x-1, 
y, 0), (x+1, y, 0), and (x, y, 1), respectively. SWu is not shown in Figure 3, but it 
overlaps on SWxy. In SWz, 2 of 6 ports are connected to the U(p) and D(own) ports. 
Additionally, the local port is connected to the LXC Bridge. 

 

 

Fig. 2. OpenFlow 2+1D Mesh and Switch  

3.3   OpenFlow Mesh based PQ 

The OpenFlow 2+1D mesh is organized as a 2D mesh of 1D meshes. 
The 1D meshes are organized as stacked SWs. Figure 3 shows the stacking SWs. 

To ensure a fail-safe design, stacking is passive and mechanical. This means that a 
SW does not move by autonomously. Guide poles are used to fix the SWs so that they 
are robust during disasters such as Earthquakes. When a SW is stacked at the top, it is 
connected to the top SW by its own weight. There are no wires between SWs. They 
are directly connected to each other with connectors. Here, W, S, D, V, U, N, and E in 
Figure 4 represent connectors to the west port, south port, down port, V (Power 
supply), up port, north port, and east port, respectively. There is a base at the bottom 
of the stack. A base is directly connected to neighboring bases with wires. We assume 
that the failure rate of the wires is very small. 

In the 1D meshes, metabolism is achieved as follows. The elevator is set on the 
base of a stack. It lifts all the SWs in the stack. Old SWs are removed as follows. The 
elevator lifts an old SW up to the top of the guide pole. The robot arm removes the 
SW from the top of the stack and moves it to the DS. This is repeated until there are 
no SW in the stack. New SWs are installed in the following ways. The position (x, y) 
at which new SWs are installed is determined by the height of the elevator. After the 
DS moves a new SW, the robot arm installs it to the top of the stack. The elevator lifts 
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it down it after a SW is installed on the top of the stack. This process repeats until the 
stack is filled. 

A 2D mesh is a mesh network of 1D meshes. It is organized by all the SWxys at the 
bottom of the stacks. The metabolism of the 2D mesh is carried out in the following 
ways. The order is statically scheduled. For example, if SWxy is located at (x, y) in the 
2D mesh, its order is (wy+x)-th. Here, w is the width of the 2D mesh. 

 

 

Fig. 3. Stacking in 1D Mesh 

3.4   Routing 

The topology of the mesh network changes when an elemental SW fails, is removed, 
or is installed. The change in topology can be detected using LLDP (link layer 
discovery protocol). In an OpenFlow mesh, all LLDP packets are sent to the 
OpenFlow controller. So, the OpenFlow controller manages the neighbor matrix of 
the OpenFlow mesh and computes the network model. In this way, the OpenFlow 
mesh can be monitored during run time. 

OpenFlow virtualizes the connection between any two switches, SW1 and SW2.  
Here, assume that the coordinates of SW1 and SW2 are (x1, y1, z1) and (x2, y2, z2), 
respectively. If x1=x2=x and y1=y2=y then a virtual flow is created on the path (x, y, 
z1) - (x, y, z2) in the 1D mesh (x, y). Otherwise, a virtual flow is created on the path (x1, 
y1, z1) - (x1, y1, 0) - (x2, y2, 0) - (x2, y2, z2), which is connected between different 1D 
meshes (x1, y1) and (x2, y2). Here, there is more than one path connecting (x1, y1, 0) and 
(x2, y2, 0). 

There are many types of routing methods for a 2D mesh. For example, in 
surrounding XY DOR (dimension order routing)[4], the route between (x1, y1, 0) - (x2, 
y2, 0) is statically determined as the path (x1, y1, 0) - (x2, y1, 0) - (x2, y2, 0). XY DOR is 
not fault tolerant, but surrounding XY DOR is. These routing methods are used in 
NoC (Network on Chips), and only use local connection information. However, in an 
OpenFlow mesh, the OpenFlow controller has global connection information, so we 
can use Dijkstra’s shortest path algorithm.   
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3.5   Extending 

The advantage of using a cloud environment is its scalability. There are two types of 
scaling methods: scale-up and scale-out. In scale-up, we upgrade each element. In 
scale-out, we increase the number of elements. 

Scale-up methods for an OpenFlow mesh are (1) improving the SoC (system on 
chip) of the ARM SBC, (2) increasing the number of ARM SBC in a metaboloid, and 
(3) increasing the number of ARM SBC in a slot. However, (3) is not appropriate for 
the proposed architecture. 

In (2), additional ARM SBCs are connected to a SW. Local ports are assigned to 
all additional ARM SBCs in the SW. 

 

 

Fig. 4. Large-scale OpenFlow Mesh 

To scale-out an OpenFlow mesh, multiple OpenFlow meshes are arrayed. Small 
scale meshes are suited to robot arms and elevators, and wireless communication 
between SWs and the OpenFlow controller. A rack is the suitable scale. Figure 4 
shows the structure of a large-scale OpenFlow mesh. In this system, an OpenFlow 
mesh is organized in each rack. Each controller (Ctrl) is a bridge connected to the 
main controller via a wire. A mesh is connected its neighboring meshes through bases. 
The width of DS Lane X is equal to the width of a metaboloid. The width of DS Lane 
Y is equal to the width of a rack. 

Here, we assume that a metaboloid is the same size as an A4 file box (100 mm  
320 mm  250 mm). The size of 42U rack is approximately 600 mm  1000 mm 

 2088 mm. So, a rack can contain 5 3  8 = 120 metaboloids. A metaboloid 
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can contain 1  2  8 = 16 ARM SBCs (Raspberry Pi). At this time, the 
accommodation rate is 58%. This is sufficiently large to contain the other parts of a 
metaboloid. Therefore, a rack can theoretically contain 1920 ARM SBCs. 

A Raspberry Pi weighs 45 g, so 20 weigh less than 2 kg. Even if the weight of the 
other parts is estimated to be 3 kg, the total weight is less than 5 kg and it can be 
moved by the considered robot arm. A different robot arm can move a 40-kg object, 
so it can be used as the elevator that lifts an entire 1D mesh including 8 SWs. If we 
cannot prepare an elevator for each 1D mesh, the robot arm can individually move all 
the 1D meshes. However, this reduces availability because the unit of metabolism is a 
rack. 

4   Conclusions 

In this paper, we described a metabolic architecture based on an OpenFlow mesh. The 
proposed architecture requires less power, is very efficient, and is easily implemented. 
Furthermore, it can achieve a dense, autonomous, and maintenance free system. These 
features are important for cloud infrastructures, so this architecture is useful. 

In the future, we will: design an inter SWz wireless communication method such as 
short-range wireless and visible light communication; package metaboloids, develop a 
small elevator that can lift heavy weights; design a three-axis robot arm that can 
install and remove metaboloids; and propose a cart robot that acts as a DS. 
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Performance Evaluation of an AmI Testbed for

Improving QoL: Evaluation Using Clustering

Approach Considering Parallel Processing

Ryoichiro Obukata, Tetsuya Oda, Donald Elmazi, Makoto Ikeda and Leonard
Barolli

Abstract Ambient intelligence (AmI) deals with a new world of ubiquitous comput-
ing devices, where physical environments interact intelligently and unobtrusively
with people. AmI environments can be diverse, such as homes, offices, meeting
rooms, schools, hospitals, control centers, vehicles, tourist attractions, stores, sports
facilities, and music devices. In this paper, we present the design and implementa-
tion of a testbed for AmI using Raspberry Pi mounted on Raspbian OS. We ana-
lyze the performance of k-means clustering algorithm considering sensing data. For
evaluation we considered respiratory rate and heart rate metrics. We speeded up the
k-means clustering algorithm by using parallel processing.

1 Introduction

Ambient Intelligence (AmI) is the vision that technology will become invisible,
embedded in our natural surroundings, present whenever we need it, enabled by
simple and effortless interactions, attuned to all our senses, adaptive to users and
context and autonomously acting [1]. High quality information and content must be
available to any user, anywhere, at any time, and on any device.

In order that AmI becomes a reality, it should completely envelope humans, with-
out constraining them. Distributed embedded systems for AmI are going to change
the way we design embedded systems, in general, as well as the way we think about
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such systems. But, more importantly, they will have a great impact on the way we
live. Applications ranging from safe driving systems, smart buildings and home se-
curity, smart fabrics or e-textiles, to manufacturing systems and rescue and recovery
operations in hostile environments, are poised to become part of society and human
lives.

There are a lot of works done on testbed for AmI. In [2], the authors present a
simulation environment that offers a library of Networked Control Systems (NCS)
blocks. Thus, the constraints can be considered and integrated in the design process.
They describe a real process, an inverted pendulum, which is automated based on
Mica nodes. These nodes were designed especially for AmI purposes. This real NCS
serves as a challenging benchmark for proving the AmI suitability of the controllers.

In [3], the authors present the development of an adaptive embedded agent, based
on a hybrid PCA-NFS scheme, able to perform true real-time control of AmI en-
vironments in the long term. The proposed architecture is a single-chip HW/SW
architecture. It consists of a soft processor core (SW partition), a set of NFS cores
(HW partition), the HW/SW interface, and input/output (I/O) peripherals. An appli-
cation example based on data obtained in an ubiquitous computing environment has
been successfully implemented using an FPGA of Xilinx’s Virtex 5 family [4].

In [5], the authors describe a framework to Context Acquisition Services and
Reasoning Algorithms (CASanDRA) to be directly consumed by any type of appli-
cation needing to handle context information. CASanDRA decouples the acquisition
and inference tasks from the application development by offering a set of interfaces
for information retrieval. The framework design is based on a data fusion-oriented
architecture. CASanDRA has been designed to be easily scalable; it simplifies the
integration of both new sensor access interfaces and fusion algorithms deployment,
as it also aims at serving as a testbed for research.

In this work, we implement a AmI testbed and investigate the performance of
k-means clustering algorithm based on Python. For evaluation, we considered sens-
ing data. As evaluation metrics we considered respiratory rate and heart rate. We
speeded up the k-means clustering algorithm by using parallel processing.

The structure of the paper is as follows. In Section 2, we present a short de-
scription of AmI. In Section 3, we give a brief introduction of k-means clustering
algorithm. In Section 5, we show the description and design of the testbed. In Sec-
tion 6, we discuss the experimental results. Finally, conclusions and future work are
given in Section 7.

2 Ambient Intelligence (AmI)

In the future, small devices will monitor the health status in a continuous manner,
diagnose any possible health conditions, have conversation with people to persuade
them to change the lifestyle for maintaining better health, and communicates with
the doctor, if needed [6]. The device might even be embedded into the regular cloth-
ing fibers in the form of very tiny sensors and it might communicate with other
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Fig. 1 Structure of AmI testbed.

devices including the variety of sensors embedded into the home to monitor the
lifestyle. For example, people might be alarmed about the lack of a healthy diet
based on the items present in the fridge and based on what they are eating outside
regularly.

The AmI paradigm represents the future vision of intelligent computing where
environments support the people inhabiting them [7, 8, 9]. In this new computing
paradigm, the conventional input and output media no longer exist, rather the sen-
sors and processors will be integrated into everyday objects, working together in
harmony in order to support the inhabitants [10]. By relying on various artificial
intelligence techniques, AmI promises the successful interpretation of the wealth of
contextual information obtained from such embedded sensors, and will adapt the
environment to the user needs in a transparent and anticipatory manner.

3 The k-means Clustering Algorithm

Here, we briefly describes the standard k-means algorithm [11]. The k-means is a
typical clustering algorithm in data mining and which is widely used for clustering
large set of data. The k-means algorithm is one of the most simple, non-supervised
learning algorithms, which was applied to solve the problem of the well-known
cluster [12]. It is a partitioning clustering algorithm, this method is to classify the
given date objects into k different clusters through the iterative, converging to a local
minimum. So the results of generated clusters are compact and independent. The
algorithm consists of two separate phases. The first phase selects k centers randomly,
where the value k is fixed in advance. The next phase is to take each data object to
the nearest center [13]. Euclidean distance is generally considered to determine the
distance between each data object and the cluster centers. When all the data objects
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are included in some clusters, the first step is completed and an early grouping is
done. Recalculating the average of the early formed clusters. This iterative process
continues repeatedly until the criterion function becomes the minimum. Supposing
that the target object is x,xi indicates the average of cluster Ci, criterion function is
defined as follows:

E =
k

∑
i=1

∑
x∈Ci

|x− xi|2 . (1)

where E is the sum of the squared error of all objects in database. The distance
of criterion function is Euclidean distance, which is used for determining the near-
est distance between each data object and cluster center. The Euclidean distance
between one vector x = (x1,x2, . . . ,xn) and another vector y = (y1,y2, . . . ,yn), The
Euclidean distance d(xi,yi) can be obtained as follow:

d(xi,yi) =

[
n

∑
i=1

(xi − yi)
2

] 1
2

. (2)

The process of k-means algorithm in Algorithm 1. The k-means clustering algo-

Algorithm 1 The process of k-means algorithm.
1: Input: Number of desired clusters, k, and a database D = d1,d2, . . . ,dn containing n data ob-

jects;
2: Output: A set of k clusters;
3: Randomly select k data objects from dataset D as initial cluster centers;
4: Calculate the distance between each data object di (1 ≤ i ≤ n) and all k cluster centers c j

(1 ≤ j ≤ k) and assign data object di to the nearest cluster;
5: For each cluster j (1 ≤ j ≤ k), recalculate the cluster center;
6: Until no changing in the center of clusters;

rithm always converges to local minimum. Before the k-means algorithm converges,
calculations of distance and cluster centers are done while loops are executed a
number of times, where the positive integer t is known as the number of k-means
iterations. The precise value of t varies depending on the initial starting cluster cen-
ters [14]. The distribution of data points has a relationship with the new clustering
center, so the computational time complexity of the k-means algorithm is O(nkt). n
is the number of all data objects, k is the number of clusters, t is the iterations of
algorithm. Usually requiring k � n and t � n.

4 Parallel Processing

The parallel processing is the simultaneous use of multiple compute resources to
solve a computational problem [15]. A problem is broken into discrete parts that can
be solved concurrently. Each part execute simultaneously on different processors.
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Table 1 Simulation parameters.

Parameters Values
Number of clusters 3

Initial centroids random
Precompute distance true

Table 2 Simulation results of processing time.

Number of Cores Processing time [sec]
1 10.89
4 7.78

As a result, it is able to perform the calculation processing at a higher speed. The
compute resources is typically either a single computer with multiple processor/core
computer or, of the plurality of network-connected in any number of computers.

5 Testbed Description

In Fig. 1 is shown the structure of AmI testbed. Our testbed is composed of five
Raspberry Pi 3 Model B [16, 17, 18]. The Raspberry Pi is a credit card-sized
single-board computer developed by the Raspberry Pi Foundation. The operating
systems mounted on these machines are Raspbian version Debian 7.8 with kernel
3.18.11 [19].

We use Microwave Sensor Module (MSM) called DC6M4JN3000, which emits
microwaves in the direction of a human or animal subject [20]. These microwaves
reflect back off the surface of the subject and change slightly in accordance with
movements of the subject’s heart and lungs. From these changes, the DC6M4JN3000
measures biological information such as heart and respiratory rates.

The DC6M4JN3000 is capable of measuring heart rate within a margin of error
of ±10 [%] when placed roughly three meters away from the target subject. The
unit uses microwaves, so it can detect targets located behind obstacles such as mat-
tresses, doors, and walls. This makes it possible to measure biological information
even when the target is asleep or in situations where the targets privacy must be
maintained (such as in the washroom or bathroom), thereby enabling this sensor
module to boost the level of service given in elderly care or nursing care. In this
way, the Quality of Life (QoL) is improved.

6 Simulation Results

The simulation parameters are shown in Table 1. We collected data for respiratory
rate and heart rate.
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(b) Heart rate

Fig. 2 Respiratory rate and heart rate.

In Fig. 2, we show the respiratory rate and heart rate. In Fig. 3, we present the
result by sensing data and using k-means clustering algorithm. We can see 3 regions
of clustering. Based on this data, the system is able to judge human health condi-
tions. In Table 2, we show the processing time considering parallel processing. For
4 cores, the processing time is faster than 1 core.
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(a) Sensing data
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(b) Clustering

Fig. 3 Simulation results.

7 Conclusions

In this paper, we presented the simulation results of a AmI testbed considering k-
means clustering algorithm. We clustered sensed data by k-means clustering algo-
rithm considering parallel processing. From simulations, we found the following
results.

• The k-means clustering algorithm can cluster sensed data.
• Using our testbed, the QoL can be improved.
• Speed up the k-means clustering by parallel processing.
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In the future, we would like to make extensive simulations for different simula-
tion scenarios and carry out experiments using the implemented testbed.
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Variable Neighborhood Search Algorithms for

the Node Placement Problem in Multihop

Networks

Kengo Katayama, Yusuke Okamoto, Elis Kulla, Noritaka Nishihara

Abstract We consider a problem of finding an optimal node placement that min-
imizes the amount of traffic by reducing the weighted hop distances in multihop
networks. The problem is called Node Placement Problem (NPP) and is known to
be NP-hard. Therefore, several heuristic and metaheuristic algorithms have been
proposed for solving NPP, such as local search, genetic algorithm, simulated an-
nealing, tabu search, iterated local search, ant colony optimization, etc. Although
Variable Neighborhood Search (VNS) is known to be one of the most promising
and efficient metaheuristic algorithms for optimization problems, VNS has not been
shown for NPP yet. In this paper we propose VNS algorithms for NPP. The proposed
VNSs consist of two phases: local search phase to obtain a local optimum and per-
turbation phase to get out of the corresponding valley in the search space. We show
six types of neighborhood change schemes for the perturbation phase of VNS, and
through computational experiments, we compare each performance of six VNSs in-
corporating k-swap local search, called VNS1, VNS2,. . ., VNS6. The experimental
results indicate that VNS4 outperformed the others for large problem instances par-
ticularly, which adopts a suitable perturbation size selected by exploring from the
upper bound that is adaptively lower in the search.
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1 Introduction

Heuristics and metaheuristics [2] are widely applied to numerous combinatorial op-
timization problems to obtain near-optimal solutions efficiently, because no polyno-
mial time algorithms are known for solving them exactly. In this paper, we consider
a combinatorial optimization problem of finding an optimal node placement that
minimizes the amount of traffic by reducing the weighted hop distances in multihop
networks. The problem is called Node Placement Problem (NPP).

Since NPP is NP-hard [1], several heuristic and metaheuristic algorithms have
been proposed: greedy method [6, 8], local search [6], tabu search [6], genetic algo-
rithm [6], simulated annealing [6, 8], and ant colony optimization[10] for NPP. More
recently, Katayama et al. [5, 4] presented an effective metaheuristic called Iterated
k-swap Local Search (IKLS for short) that consists of a new local search called k-
swap Local Search (KLS) based on the idea of variable depth search [7, 9] and a
perturbation method. As the perturbation methods, we investigated Cross-Kick [5]
and newly showed several kicks such as Rhombus-Kick and IV-Kick [4].

In this paper, we propose Variable Neighborhood Search (VNS for short) based
metaheuristics for NPP. Although VNS is known to be one of the most promising
and efficient metaheuristic approaches to numerous hard optimization problems,
to the best of our knowledge, our VNSs are the first investigation for NPP. The
proposed VNSs simply consist of two phases in each iteration: local search phase to
obtain a local optimum and perturbation phase to get out of the corresponding valley
in the search space. We investigate six types of neighborhood change schemes for
the perturbation phase, and through computational experiments, we compare each
performance of the six VNSs incorporating KLS, called VNS1, VNS2,. . ., VNS6.
The experimental results show that VNS4 that adopts a suitable perturbation size
selected by exploring from the upper threshold which is adaptively lower in the
search, outperformed the other variants for large problem instances particularly.

2 Node Placement Problem (NPP)

In this section, we describe NPP as a combinatorial optimization problem. We con-
sider the Bidirectional Manhattan Street Network (BMSN) [6, 8], which has a regu-
lar topology in multihop WDM lightwave networks. It can be represented by a grid
graph on torus Gm,m = (V,E), where V is the set of node slots that form m columns
and m rows (n = m×m) and E is the set of bidirectional edges.

Let (x,y) denote a slot address (coordinates) in the x-th column and the y-th row
(x,y = 0,1, . . . ,m− 1) of the graph. Each node slot has four bidirectional edges in
vertical and horizontal directions so as to form a torus. Each of n nodes (0,1, . . . ,n−
1) can be assigned to each of the n slots on the graph without duplications, and the
amount of traffic among network nodes can be given by an n × n traffic matrix
T , where each element ti, j denotes the traffic flow from node i to node j (i, j =
0,1, . . . ,n− 1, i �= j) that has a real or integer value. We simplify the amount of
traffic into two types (heavy and light, denoted by tH and tL, respectively) as follows:
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Fig. 1 A grid graph with 16 nodes (4 × 4)

ti, j =
{

1 if nodes i and j exchange a lot of traffic
0 otherwise. (1)

The diagonal is off, ti,i = 0 for all i.
Assuming that ti, j = 1, the node i can communicate with the node j directly if the

nodes are assigned in adjacent slots of the graph. If not adjacent, they must com-
municate through several node slots, i.e., the number of hops increases. A function
h(i, j) is provided that returns the hop distance in the shortest path between two
nodes i and j on the graph.

The objective of NPP is to find a node placement σ of n nodes that minimizes
the weighted hop distances:

f (σ) =
n−1

∑
i=0

n−1

∑
j=0

ti, j ×h(σi,σ j), (2)

where σi (i = 0,1, . . . ,n− 1) represents i-th node in the node placement that cor-
responds to the node number assigned at (σi mod m, �σi/m�) slot coordinates in
the graph of the network. Figure 1 shows an example of node placements for graph
G4,4 that consists of 4 columns and 4 rows (n = 16), and the corresponding node
placement is σ = {14,8,6,1,11,4,10,2,13,5,3,9,15,7,12,0}. If the traffic matrix
gives that for example, nodes 5 and 0 (that are assigned at slots (0,1) and (2,3), re-
spectively) exchange a lot of traffic (i.e., t5,0 = 1), the number of hops in the shortest
path is obviously 4. Therefore, the cost for this pair of nodes is t5,0×h(σ5,σ0) = 4.

3 Variable Neighborhood Search for NPP

Variable neighborhood search (VNS) is a metaheuristic based on systematic changes
of neighborhoods both in local search phase, to find a local optimum, and in per-
turbation phase to emerge from the corresponding valley [3]. We focus systematic
neighborhood changes in the perturbation phase. One of the most important roles
in the phase is to adaptively select, in accordance with a search situation, an appro-
priate perturbation strength that is the number of solution components which are
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modified, in order to escape from local optima and to lead to suitable search space
for the local search phase.

3.1 VNSs for NPP

We show six types of VNSs for NPP, called VNS1, VNS2,. . ., VNS6. The main dif-
ference between them is neighborhood change schemes that are characterized by the
fluctuations—increase/decrease of the perturbation strength and upper/lower thresh-
old values in the perturbation phase. All VNSs for NPP basically require setting of
two parameters to control the change of neighborhood: kmax and kmin that are the
upper and lower threshold values of the perturbation strength, respectively.

The flow of VNS1 is shown in Figure 2. VNS1 is based on the standard VNS al-
gorithm. First, an initial solution σ is generated randomly, and the parameters kmax
and kmin are set. The variable ksize corresponding to the perturbation strength is
set to kmin initially in VNS1. At line 3 (and line 7), the solution σ is locally opti-
mized by a local search method. In this phase we employ an effective k-swap local
search (KLS). The detail of KLS is described in the next subsection. In the main
process of VNS (line 5–13), the perturbation and local search phases are repeated
until the stopping condition (line 13) is met. At line 6, a local optimal solution σ
found by KLS is perturbed according to ksize. In this process, we employ one of the
simplest perturbation operations called Random Kick that performs to select ksize
nodes randomly and to perturb them, i.e., it repeats to swap two nodes from the
selected nodes without duplication. At line 7, the perturbed solution σ is locally op-
timized by KLS. The cost of σ after KLS and σbest are then compared, and the best
found solution σbest is saved if the condition of line 8 is satisfied. The following
processes of lines from 9–11 are the neighborhood change scheme for VNS1. At
line 9, if σ after KLS at current iteration Iter is better than σprev that is the previous
solution found at Iter−1, perturbation strength ksize is reset to kmin, otherwise we
increase ksize one percent of problem size n to find a suitable perturbation strength.
If ksize is larger than kmax that is the upper threshold value, ksize is reset to the
lower threshold one. At line 12, we set σ to σprev to use it at line 9. This leads to
perform a random walk search for VNS, i.e., the solution σ given to the perturbation
process at line 6 of iteration Iter is the one found at the previous iteration Iter−1.
The process of VNS is repeated until the stopping condition is satisfied.

The remaining VNS variants for NPP are explained as follows.

– VNS2: Line 9 of Figure 2 for VNS1 is replaced as follows to be VNS2:� �
9 if f (σ )< f (σprev) then kmin := (ksize+ kmin) / 2; ksize := kmin;

� �
Different to VNS1, the lower threshold kmin in VNS2 is adaptively changed to
an average value of current ksize and kmin if the condition at line 9 is satisfied. It
is expected to contribute to finding of the suitable strength more efficiently.

– VNS3: Lines 1, 9, 10 and 11 of Figure 2 for VNS1 are replaced as follows to be
VNS3:
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procedure basic Variable Neighborhood Search
input: traffic matrix T
output: best solution σbest
begin

1 set the initial values of kmin, kmax, and set ksize = kmin;
2 generate a solution randomly σ ;
3 σ := Local Search(σ );
4 σbest := σprev := σ ;
5 repeat
6 σ := Perturbation(σ , ksize);
7 σ := Local Search(σ );
8 if f (σ )< f (σbest ) then σbest := σ ; endif
9 if f (σ )< f (σprev) then ksize := kmin;

10 else increase ksize; endif
11 if kmax < ksize then ksize := kmin; endif
12 σprev := σ ;
13 until terminate = true;
14 return σbest ;

end;

Fig. 2 A basic flow of variable neighborhood search for NPP

� �
1 set the initial values of kmin, kmax, and set ksize = kmax;
9 if f (σ )< f (σprev) then ksize := kmax;
10 else decrease ksize; endif
11 if kmin > ksize then ksize := kmax; endif

� �
Opposite to VNS1, a suitable perturbation strength in VNS3 is found from upper
threshold value kmax to lower one kmin.

– VNS4: Like VNS3, a suitable perturbation strength in VNS4 is found from kmax
to kmin. In addition, opposite to VNS2, line 9 is replaced as follows to be VNS4:� �

9 if f (σ )< f (σprev) then kmax := (ksize+ kmax) / 2; ksize := kmax;
� �
Therefore, all settings of VNS4 scheme are opposite to those of VNS2.

– VNS5: It is based on settings of VNS2. In addition, the upper threshold kmax is
also changed adaptively to be VNS5. The upper threshold kmax is updated as
follows: α = (ksize− kmin)/2 and kmax = kmax−α . Therefore, both of kmax
and kmin are changed with α simultaneously if the condition at line 9 is satisfied.

– VNS6: It is based on settings of VNS4. Opposite to VNS5, the lower threshold
kmin is also changed adaptively to be VNS6. The lower threshold kmin is updated
as follows: α = (kmax− ksize)/2 and kmin = kmin+α .

3.2 Variable k-swap Local Search Algorithm

One of the most important parts in VNS is the local search phase (used at lines 3
and 7 shown in Figure 2). We employ an effective k-swap local search (KLS) based
on the idea of Lin and Kernighan [9, 7].
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procedure Variable k-swap Local Search (σ )
begin

1 Pout := {0,1, . . . ,n−1}, gLastImp :=−∞;
2 repeat
3 σprev := σ , g := 0, gbest := 0, Pin := {0,1, . . . ,n−1};
4 select i ∈ Pout randomly;
5 Pout := Pout\{i}, Pin := Pin\{i};
6 repeat
7 find a node j with max j∈Pin δi, j := SwapGain(i, j,σ);
8 σ := SwapMove(i, j,σ ), g := g+δi, j , Pin := Pin\{ j};
9 if g > gbest then σbest := σ , gbest := g;

10 until Pin = /0 or g < gLastImp;
11 if gbest > 0 then Pout := {0,1, . . . ,n−1}, σ := σbest , gLastImp :=−gbest else σ := σprev;
12 until Pout = /0;
13 return σ ;

end;

Fig. 3 A flow of variable k-swap local search for NPP

KLS determines dynamically at each iteration the value of k (the number of
swaps of nodes), since it is computationally too expensive to search the complete
k-swap neighborhood. In KLS, the (variable) k-swap neighborhood N k-swap of a
given node placement σ is defined as the set of chained neighbors σ ′ that can be
obtained by applying a sequence of the single-swap moves to σ in feasible search
space. It indicates that KLS attempts to search a small fraction of the large neighbor-
hoods in reasonable times. The length l of the sequence is adaptively decided in the
algorithm. All l chained neighbor solutions obtained by the sequence are different
because we assure that cycling among the neighbors in the sequence is avoided.

The pseudo-code of KLS is shown in Figure 3. KLS has outer (lines 2–12) and
inner (lines 6–10) loops. At lines 1 and 3 Pout and Pin are initialized. These sets
ensure that no node is allowed to be swapped twice in one sequence in order to avoid
the cycling among the chained neighbors. In the outer loop, we select a random node
i from Pout at line 4. The selected node i is removed from each of Pout and Pin. Node i
is one of the nodes to be paired. In the inner loop, the other pairing node j is selected
in Pin such that the gain value of SwapGain(i, j,σ) is maximal even if the gain value
is smaller than zero (line 7). At line 8, the pair of nodes i and j is swapped to move
to a neighbor solution from σ . Moreover, the gain g is updated and the node j is
removed from Pin. If the gain g is larger than the gain of the best solution found so
far in the search, the best solution σbest and the corresponding best gain value gbest
are saved. The search of inner loop is repeated until Pin = /0. If the best gain value is
better than zero at line 11, Pout is initialized, and the k-swap neighborhood search is
repeated until Pout = /0. Finally, the best solution σ found in the search is returned.

To reduce the computation time of KLS, the termination condition of the inner
loop is modified so that the loop is terminated if the current gain value g is smaller
than the best gain value gLastImp recorded at the last iteration as shown at line 10 in
Figure 3. The related processing can be found at lines 1 and 11. This modification
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Table 1 Comparison Results of VNSs (kmin = 4 and kmax = n×0.3)

solver n opt best avg err(%) stdev time[s]
64 76 80 83.5 9.9 2.2 0.07

VNS1 256 307 355 376.4 22.6 10.3 1.38
1024 1228 1866 2017.9 51.1 57.5 41.49

64 76 80 83.3 9.6 2.2 0.08
VNS2 256 307 366 381.8 24.3 8.1 1.76

1024 1228 1675 1760.8 36.4 44.1 75.14
64 76 81 84.1 10.7 2.3 0.08

VNS3 256 307 367 381.8 24.3 8.3 2.03
1024 1228 1682 1737.2 37.0 36.7 98.46

64 76 80 83.1 9.2 2.6 0.08
VNS4 256 307 354 367.1 19.6 8.2 1.83

1024 1228 1534 1622.3 24.9 39.8 87.44
64 76 80 83.1 9.2 2.0 0.08

VNS5 256 307 361 374.3 21.9 9.3 1.65
1024 1228 1602 1722.8 30.5 58.0 69.49

64 76 80 83.7 10.1 2.5 0.08
VNS6 256 307 363 377.8 23.0 8.3 1.97

1024 1228 1621 1681.5 32.0 34.5 95.26

is quite useful to considerably increase the efficiency of KLS without large loss of
solution qualities. Note that no parameter setting by user is required in KLS.

4 Experimental Results

To evaluate each performance of the VNS algorithms shown above, we performed
computational experiments on the benchmark instances of NPP. The instances are
standard ones for NPP provided in [5] which are identified by the following problem
sizes: n = 16 (=4×4), 64 (=8×8), 256 (=16×16), 1024 (=32×32). Each set consists
of 20 instances. The optimal solution values are known as 19, 76, 307 and 1228 for
all 20 instances in each set.

All experiments were performed on a Linux computer with Ubuntu, Intel Core i7
3.6GHz and 15.6GiB RAM. All algorithm codes were written in C, and the codes
were compiled with the gcc 4.8 with ‘-O3’ option. We performed each computation
with VNS1, VNS2,. . ., VNS6 in a single run, for each of 20 instances in each of the
problem sets. The number of iterations that is the termination condition of VNSs
for the single run were set to 100 iterations. The parameters in the neighborhood
change process are set as follows: kmin = 4 and to investigate suitable values, kmax
are set to n×β , where β= {0.1, 0.2, 0.3, 0.4, 0.5 }, respectively.

Table 1 shows the results of six variants of VNSs with kmax = n×0.3 (which
are the best one in the results obtained by setting each value of kmax). In the table,
the first two columns are the problem size n of each problem set and the optimal
solution cost value corresponded to the problem size. In the following columns we
show the best cost value “best”, average one “avg”, the quality of the average one
“err” in the 20 solutions obtained, standard deviation “stdev”, and computational
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time “time” in seconds. The values in bold in each columns of “best” and “avg”
indicate the best results for each problem size in all VNSs.

It can be observed in Table 1 that VNS4 has better results in the best and average
columns than the other VNSs on the middle and large-sized instances particularly.
Furthermore we observed that VNS4 is robust in the parameter setting values kmax,
because VNS4 obtained better results than those of the other VNSs in wide range
of kmax values. It means that the performances of VNS4 do not affect strongly the
setting values of kmax in the experiments.

5 Conclusion

In this paper, we presented variable neighborhood search (VNS) metaheuristic al-
gorithms and compared each performance of six variants of VNS for NPP. Exper-
imental results showed that VNS4 outperformed the others. We also observed that
settings of parameter values kmax in VNS4 are robust in comparison to the others.

More work remains to be carried out in investigating the VNS performances in
a longer running time. In our initial experiments, we performed the VNSs on the
same setting of longer running time permitted in [4]. The initial results showed that
the basic VNS, i.e., VNS1, obtained slightly better average solutions than the ones
obtained by the effective metaheuristic presented in our previous work [4].
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Performance Evaluation of VANETs in Different

Real Map Scenarios

Ryuji Ono, Elis Kulla and Evjola Spaho

Abstract With the advancement of Vehicular technologies, Vehicular Adhoc Net-

works will soon be a reality in our daily lives. However in order to fully take ad-

vantage of the new applications, we need to consider different parameters, while

implementing the network. Road patterns, types of data, vehicle density and so on

are some parameters that can affect the performance. In this paper we conduct sim-

ulations for VANETs in the Japanese city of Soja, Okayama Prefecture and one of

the busiest parts of Tokyo metropolitan area, Shibuya. In order to create the road

map we used real data from Open Source Map (OSM). Then, we generated mobil-

ity traces from eWorld into SUMO-compatible format. The data traffic is generated

and evaluated by NS3 and its related tools. We investigate the effect of road patterns,

types of traffic data and vehicle density.

1 Introduction

Vehicular Ad-hoc Networks (VANETs) are a special type of Ad-hoc networks and

are an important component of the Intelligent Transportation Systems (ITS). They

can been utilized to guarantee road safety, to avoid potential accidents by creating
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new forms of inter vehicle communications and applications. Due to the high cost

of deploying and implementing VANET systems in a real environment, most of re-

search is concentrated on simulations. In the recent years, a lot of simulators for

VANETs have been developed [1]. For example, the IMPORTANT framework has

been one of the first attempt to understand the dependence between vehicular traffic

and communication performance [2], [3]. The authors analyzed the impact of the

node mobility on the duration of communication paths. In [4], the authors present

a simulator written in Java, which can generate mobility traces in several formats.

There are also other powerful traffic simulators, like TranSim [5], which makes use

of a cellular automaton for simulating the interaction of vehicles. Cellular Automa-

ton based VEhicular NETwork (CAVENET) [7] is a lightweight simulator which

can be used to understand the properties of the mobility models of vehicular traffic

and their impact on the performance of VANETs. SUMO is another powerful traffic

simulator, intended for traffic planning and road design optimization. There is an

attempt to interface SUMO with NS2 [6]. Since VANETs are a specific class of ad-

hoc networks, the commonly used ad-hoc routing protocols initially implemented

for MANETs have been tested and evaluated for VANET environments. VANETs

share some common characteristics with MANETs. They are both characterized by

the movement and self organization of the nodes. We consider the possibility of us-

ing ad-hoc and MANET protocols for VANET scenarios. In other previous work

[9], the evaluated the performance of MANET routing protocols, using as network

simulator NS2 and CAVENET vehicular mobility model.

In this paper we conduct simulations for VANETs in the Japanese city of Soja,

Okayama Prefecture and one of the busiest parts of Tokyo metropolitan area,

Shibuya. In order to create the road map we used real data from Open Source Map

(OSM)[10]. Then, we generated mobility traces from eWorld [11] into SUMO-

compatible [12] format. The data traffic injected in the network is generated and

evaluated by NS3 [13] and its related tools. We analyze and compare three routing

protocols: Ad-hoc On-demand Distance Vector (AODV) [14], Optimized Link State

Routing (OLSR) [15] and Destination-Sequenced Distance-Vector [?].

This paper is organized as follows. In Section 2, the three routing protocols are

summarized. The simulation system design and implementation is presented in Sec-

tion 3. In Section 4, we show the simulation results. Finally, the conclusions and

future work are presented in Section 5.

2 Routing Protocols

2.1 Optimized Link-State Routing (OLSR) Protocol

The OLSR protocol [11] is a pro-active routing protocol, which builds up a route

for data transmission by maintaining a routing table inside every node of the net-

work. The routing table is computed upon the knowledge of topology information,
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which is exchanged by means of Topology Control (TC) packets. OLSR makes use

of HELLO messages to find its one hop neighbors and its two hop neighbors through

their responses. The sender can then select its Multi Point Relays (MPR) based on

the one hop node which offer the best routes to the two hop nodes. By using this

MPR-based flooding mechanism, the amount of control traffic can be reduced. Each

node has also an MPR selector set which enumerates nodes that have selected it as

an MPR node. OLSR uses TC messages along with MPR forwarding to disseminate

neighbor information throughout the network. Host Network Address (HNA) mes-

sages are used by OLSR to disseminate network route advertisements in the same

way TC messages advertise host routes.

2.2 Ad-hoc On-Demand Distance Vector (AODV) Routing Protocol

AODV is an on-demand routing protocol. It performs Route Discovery using con-

trol messages: Route Request (RREQ) and Route Reply (RREP). In AODV, routes

are set up by flooding the network with RREQ packets. As a RREQ traverses the

network, the traversed nodes store information about the source, the destination, and

the node from which they received the RREQ. The later information is used to set

up the reverse path back to the source. When the RREQ reaches a node, that knows

a route to the destination or the destination itself, the node responds to the source

with a RREP packet which is routed through the reverse path set up by the RREQ.

This sets the forward route from the source to the destination. To avoid overbur-

dening the nodes with information about routes which are no longer (if ever) used,

nodes discard this information after a timeout. When either destination or interme-

diate node moves, a Route Error (RERR) is sent to the affected source nodes. When

source node receives the RERR, it can reinitiate route discovery if the route is still

needed. Neighborhood information is obtained by periodically broadcasting Hello

packets [14]. For the maintenance of the routes, two methods can be used: a) ACK

messages in MAC level or b) HELLO messages in network layer.

2.3 Dynamic Source Distance Vector

Destination Sequenced Distance Vector Routing (DSDV) [16] uses distance vectors

to continuously maintain routes throughout a network. Unlike RIP, DSDV uses per-

node sequence numbers to provide a total ordering on route information age in order

to prevent loops. In DSDV, each node maintains a route to each other node.
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3 Simulation System Design and Implementation

In order to generate our scenarios and conduct the simulations in this paper, we

used different systems that can be interconnected with each other. We used eWorld,

OSM, SUMO and NS3.

3.1 Simulation Environment

First, we use eWorld in order to get real from data from JOSM, a widely used open

source map of the whole world. After getting the map data for the two parts of Japan,

where we want to conduct simulations, we load it into eWorld and make certain

adjustment to roads and streets. Then we add vehicle movement. eWorld allows

users to setup starting and ending points of vehicle movements and the number of

vehicles generated in a given time. You can also define different type of cars, with

different maximum moving speed and physical length. All this data is exported to

SUMO, where it is edited and compiled in order to get NS3 mobility data format.

After defining the mobility pattern, the network simulation model is based on

NS-3. The NS3 simulator is developed and distributed completely in the C++ pro-

gramming language, because it better facilitated the inclusion of C-based imple-

mentation code. The NS3 architecture is similar to Linux computers, with internal

interface and application interfaces such as network interfaces, device drivers and

sockets. The goals of NS3 are set very high: to create a new network simulator

aligned with modern research needs and develop it in an open source community.

Users of NS3 are free to write their simulation scripts as either C++ main() programs

or Python programs. The NS3s low-level API is oriented towards the power-user but

more accessible helper APIs are overlaid on top of the low-level API.

In order to achieve scalability of a very large number of simulated network ele-

ments, the NS3 simulation tools also support distributed simulation. The NS3 sup-

port standardized output formats for trace data, such as the pcap format used by

network packet analyzing, tools such as tcpdump, and a standardized input format

such as importing mobility trace files from different simulators.

The NS3 simulator has models for all network elements that comprise a computer

network. For example, network devices represent the physical device that connects

a node to the communication channel. This might be a simple Ethernet network

interface card, or a more complex wireless IEEE 802.11 device. In our simulations

we used IEEE 802.11p standard and TwoRayGroundPropagationLossModel.

IEEE 802.11p: Is an approved amendment to the IEEE 802.11 standard to add

wireless access in vehicular environments (WAVE). It defines enhancements to

802.11 required to support Intelligent Transportation Systems (ITS) applications.

The 802.11p standard is based on the 802.11 architecture, but version p is aimed

at communications between vehicles and between them and fixed infrastructure.

This new technology uses the 5.9 GHz band in various propagation environments:

vehicle, open, urban, and so on. This standard defines the WAVE as the signaling
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(a) Soja City Map (b) Shibuya Map

Fig. 1 JOSM Maps of Soja city and Shibuya.

technique and interface functions that are controlled by the physical layer (MAC)

devices where the physical layer properties change rapidly and where the exchanges

of information have a short duration. The purpose of this standard is to provide a set

of specifications to ensure interoperability between wireless devices trying to com-

municate in rapidly changing environments and in particular time periods. TwoRay-

GroundPropagationLossModel: It considers the direct path and a ground reflection

path. The received power at distance t is calculated with the following equation:

3.2 Simulation Settings

In order to analyze VANETs and the behavior of the routing protocols, we setup dif-

ferent scenarios for different maps (Soja and Shibuya), different number of vehicles

in the simulation area and different routing protocols: OLSR, AODV and DSDV.

Different maps are used in order to create two environments where the density of

the roads varies, considering Soja Town near our University and the traffic-packed

region of Shibuya in Tokyo. The maps can be seen in Fig. 1. Data from the maps in

then converted to e World and SUMO format, where we are able to run the vehicles

in different patterns. Converted maps and a detailed road view of Soja town and

Shibuya from SUMO Simulator can be seen in Fig. 2 and Fig. 3, respectively.

In order to analyze the behavior of VANETs, we setup three different densities

in each map. In Fig. 2, we show three starting points and three ending points of

car movements. For each pair of start-end points, vehicles with maximum moving

speed of 60kmh, are generated in the area. They find their way to the end point in a

random fashion, which is not the scope of this paper. Number of generated vehicles

is: 50, 100 and 150. For a summary of parameter settings see Table 1.
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(a) Soja City Map (b) Shibuya Map

Fig. 2 Maps of Soja city and Shibuya from SUMO Simulator.

(a) Soja City Map (b) Shibuya Map

Fig. 3 Detailed road view of Soja town and Shibuya from SUMO Simulator.

Table 1 Simulation Parameters.

Parameter Values

Area Size 1000m×1000m

Communication Distance 250m

Simulation Time 300s

Number of Vehicles 50,100,150

Maximum Moving Speed 60km/h

Routing Protocol AODV, OLSR, DSDV

4 Simulation Results

In order to evaluate the performance of each scenario we used Packet Delivery Ratio

(PDR) as a metric. In each of the start-end pairs of vehicle generation points, instead

of choosing source and destination randomly among the moving vehicles, we put

static nodes and sent three flows of CBR data transported over UDP. The reason we
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(a) Soja

(b) Shibuya

Fig. 4 PDR Results for different number of vehicles and different routing protocols.

setup static nodes is because, when simulation starts, many random functions will

decide the movement of vehicles. But, we wanted that at least the distance between

source and destination that a packet should traverse in the network was fixed for

all cases. If source and destination nodes were moving randomly, the performance

would be affected considerably by the random functions of the simulator rather than

the behavior of routing protocols. The results are shown in Fig. 4 as a graph and

Table 2 and Table 3 as average values.
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From results we can see that all protocols in all scenarios show a better perfor-

mance when the vehicles move in Shibuya, compared to the case of Soja. An inter-

esting finding concerns the performance decrease in both maps, when the number of

vehicles increase. We expected an increase in performance, because by increasing

the number of nodes there would be more routes available. But this was not the case

in most of the scenarios, because the increase in number of vehicles created traffic

and the vehicles were grouped in certain locations in the map. This was also affected

by the difference is the road pattern difference between Soja and Shibuya. Shibuya

has more roads and connections so the vehicles are more spread in the are and we

see a PDR of 5−10% in Soja and 30−40% in Shibuya.

Table 2 Simulation Results (PDR Soja).

AODV OLSR DSDV

50 21.48 41.19 9.16

100 12.71 27.26 10.20

150 2.05 13.53 5.39

Moreover, an increase in the number of routes and a high moving speed of vehi-

cles, creates difficult and sometimes wrong route decisions especially from AODV,

which is an on-demand routing protocol. In fact, OLSR shows an improvement for

150 vehicles in Shibuya, because OLSR MPR-based flooding mechanism makes the

network respond faster to dynamic route changes.

Table 3 Simulation Results (PDR Shibuya).

AODV OLSR DSDV

50 53.94 56.20 38.95

100 26.28 45.85 32.54

150 17.59 59.07 28.39

5 Conclusion and Future Works

In this paper we conducted simulations for VANETs in two Japanese cities with

different road patterns. We analyze and compare three routing protocols: AODV,

OLSR and DSDV. As evaluation metric, we used PDR and compared data for dif-

ferent scenarios. From the simulation results we found the following:

• When the number of vehicles increased, the PDR performance decreased in gen-

eral, because of increased dynamism or routes.
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• OLSR was able to handle dynamic routes better, because of the MPR-based

flooding mechanism.

• In suburban areas like Soja, the lack of streets and connections creates traffic

congestion, and brings performance decrease.

In our future works, we would like to investigate the behaviour of VANETs and

VANET-specific routing protocols and VANET-specific applications. Moreover, we

would like to test VANET in delay-tolerant applications.
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Abstract. In this paper, the error performance of various successive 
interference cancellation (IC) schemes is analyzed in spatially multiplexed 
multiple-input multiple-output (MIMO) systems. First, we classify the 
successive IC scheme by their ordering strategy. In addition, considering the 
channel coding is usually applied for the conventional wireless communication 
systems, we apply the channel coding to the spatially multiplexed MIMO 
systems and evaluate the block error rate (BLER) as the error performance of 
the systems. Using numerical simulations, the error performance of IC schemes 
is shown according to various system parameters, e.g., the number of transmit 
and receive antennas, the utilized linear filter, and the MIMO fading channel 
characteristics. In this way, this paper analyses and compares the error 
performances of the successive IC in various perspectives. 

1   Introduction 

In multiplexed multiple-input multiple-output (MIMO) systems with spatial 
multiplexing, a number of symbols can be jointly transmitted and received by using 
multiple antennas at the transmitter and the receiver [1], [2]. Since a number of 
symbols are jointly utilized, a detection scheme that can accurately estimate each of 
the transmitted symbols is required for MIMO systems. Interference cancellation (IC) 
based detection schemes are usually known as the suboptimal detection schemes for 
MIMO systems [1]-[3]. The successive IC scheme, e.g., the vertical Bell laboratories 
layered space-time architecture [1], [2], is one of the most typical IC schemes 
designed for MIMO systems which sequentially eliminates the interference from 
transmitted symbols. At each detection stage in a successive IC scheme, each 
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transmitted symbol is selected for detection and cancellation of the current stage, 
which is repeatedly performed for all the transmitted symbols. That is, a successive IC 
scheme repeatedly performs the detection stages until all the transmitted symbols are 
detected. 

The successive IC schemes can be classified by the ordering strategy used for to 
select the symbol in each detection stage [1]-[3]. In specific, the symbol selection at 
each detection stage of the successive IC scheme is determined by the ordering of the 
transmitted symbols with a certain strategy. The most well-known ordering strategy 
for the successive IC scheme is based on the signal-to-interference-plus-noise ratio 
(SINR) of the symbol after the linear filtering, which is called the post-processing 
SINR (PSINR) ordering in the sequel. In addition to the PSINR based ordering, the 
ordering can also be done by using the initially received SINR (RSINR), which is 
called the RSINR ordering in the sequel. Finally, the symbol selection can be done by 
a random order, which is called the random ordering in the sequel. 

The error performance of the successive IC schemes can be affected by many 
system properties and related parameters. For examples, the use of the channel coding 
scheme [4], e.g., the convolutional coding, can greatly impact the cancellation 
accuracy of the successive IC scheme. In addition, the system environments such as 
the number of transmit and receive antennas, the utilized linear filter, and the MIMO 
fading channel characteristics can also impact the error performance of the successive 
IC schemes. However, there have been little efforts to investigate the error 
performance of various successive IC schemes with various system configurations 
and parameters.  

In this paper, the error performance of various successive IC schemes is analyzed 
and compared in spatially multiplexed MIMO systems. Three types of successive IC 
schemes are considered in this paper, i.e., the successive IC scheme with the post-
processing SINR ordering, received SNR ordering, and random ordering. Since we 
consider the use of the channel coding for the spatially multiplex MIMO systems, the 
block error rate (BLER) is utilized for the error performance of the systems. Using 
numerical simulations, the error performance of IC schemes is shown according to 
various system parameters, i.e., the number of transmit and receive antennas, the 
utilized linear filter, and the MIMO fading channel characteristics. 

2   System Model 

We consider a spatially multiplexed MIMO system with N transmit and M receive 
antennas. For simplicity, we assume the system model that uses only one transmit 
signal vector for each transmission block, although the transmission block in the 
following numerical simulations can have a number of transmit signal vectors. Let s = 
[s(1), …, s(N)]T denote the Nⅹ1 transmit signal vector that satisfies E[ssH] = IN with 
the N x N identity matrix IN, where the superscripts T and H denote the transpose and 
the conjugate-and-transpose operators, respectively. Also, let r = [r(1), …, r(M)]T 
denote the Mⅹ1 receive signal vector. Then, the input-output relationship, i.e., the 
relationship between the transmit signal vector s and the receive signal vector r can be 
written as 
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r = Hs + n. (1) 

 
In (1), H is the MⅹN MIMO channel matrix between the transmitter and the 

receiver for the transmit signal vector s and the receive signal vector r. Also, n is the 
Mⅹ1 zero-mean additive white Gaussian noise (AWGN) vector with the covariance 
matrix E[nnH] = σ2IM.  

3   Successive IC Operations 

Based on the input-output relationship in (1), the reception procedures for the 
successive IC scheme are performed for a transmit signal vector. Since each transmit 
signal vector includes N transmit symbols, we assume that the number of the 
detection stages for the successive IC scheme is equal to N.  

Let rk and Hk denote the receive signal vector and channel matrix for the kth 
detection stage of the successive IC scheme, respectively. At the initial stage, r1 and 
H1 are set to r and H. respectively. Also, let a(k) and b(k) denote the indices of the 
same transmit symbol in H and Hk (indices of the corresponding columns in H and 
Hk) that will be detected and cancelled at the kth detection stage, respectively. Then, 
at the beginning of the kth stage, the estimate of s(a(k)), f(a(k)), can be obtained as 

 

f(a(k)) = [Gkrk]b(k). (2) 

 

In (2), Gk denotes the NⅹM zero-forcing (ZF) or minimum mean-squared-error 
(MMSE) linear filtering matrix and [Gkrk]b(k) denotes the b(k)th element of the vector 
Gkrk. 

Let d(a(k)) denote the detected transmit symbol by (2) from the modulation 
constellation set using f(a(k)). After d(a(k)) is detected at the kth stage, if k < N, then 
the IC operation is executed for the next detection stage. This operation can be written 
as 

  

rk+1 = rk – [H]a(k)d(a(k))). (3) 

 
In (3), [H]a(k) is the a(k)th column of H. After (3) is executed, the submatrix of Hk 

including all columns of Hk except the b(k)th column is set to Hk+1. This is the end of 
the kth detection stage. 
 As shown above, the reception procedures for the successive IC scheme can be 

changed by using different a(k) and b(k), which are determined by the applied 
ordering strategy. Therefore, it is predicted that the ordering strategy has a great 
impact on the error performance of the successive IC scheme in spatially multiplexed 
MIMO system. This will be verified in detail in the following section. 
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Fig. 1. Average BLER performance of the successive IC schemes in 2x2 MIMO systems under 
independent Rayleigh fading channel.  

4   Numerical Simulation Results 

In this section, the numerical simulation results of the successive IC schemes for the 
various system configurations are shown. As explained, we consider three successive 
IC schemes: PSINR ordering based successive IC scheme, RSINR ordering based 
successive IC scheme, and random ordering based success IC scheme. The numbers 
of data bits and coded bits in each codeword for a transmission block are 200 and 400, 
respectively, and a rate 1/2 convolutional code with a constraint length of 7 and code 
generator polynomial of 177 and 133 (in octal numbers) is considered at the 
transmitter. Quadrature phase shift keying (QPSK) modulation is considered 
throughout the simulations, and a hard decision Viterbi decoder is considered at the 
receiver.  

As the channel model, we consider the MIMO independent Rayleigh fading 
channel and the MIMO block Rayleigh fading channel. In the MIMO independent 
Rayleigh fading channel, each transmit signal vector has the channel response 
independent with those for the other channel response. Meanwhile, in the MIMO 
block Rayleigh fading channel, every transmit signal vector in a transmission block 
has the same channel response, which is independent with those for transmit signal 
vectors in a different transmission block.  

Fig. 1 shows the average BLER performance of the successive IC schemes in 2x2 
MIMO systems under the independent Rayleigh fading channel. It is shown in Fig. 1 
that the PSINR ordering based successive IC scheme and the RSINR ordering based 
successive IC scheme achieve almost the same average BLER performance in 2x2 
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MIMO system under the independent Rayleigh fading channel, while the BLER 
performance of the random ordering based successive IC scheme is inferior to that of 
the other schemes. It is worthwhile to mention that this phenomenon is observed for 
both ZF and MMSE linear filters. Since there are only two transmit symbols per 
transmit signal vector in 2x2 MIMO systems, the effects of the ordering on the error 
performance are not significantly observed in Fig. 1. 

Fig. 2 shows the average BLER performance of the successive IC schemes in 2x2 
MIMO systems under the independent Rayleigh fading channels. Unlike the BLER 
performances observed in Fig. 1, it is shown in Fig. 2 that the PSINR ordering based 
successive IC scheme outperforms the RSINR ordering based successive IC scheme. In 
addition, the SNR gain of the PSINR ordering based successive IC scheme over the 
RSINR ordering based successive IC scheme is more dominant with the MMSE linear 
filter than the ZF linear filter. In a spatially multiplexed MIMO system, the number of 
symbols used to perform the ordering is increased with the number of transmit 
antennas. Therefore, as the number of transmit antennas increases, the effects of the 
ordering on the error performance can be significantly observed. Furthermore, as the 
number of receive antennas increases, the attainable diversity and array gains are also 
increased, which enables the accurate ordering for the successive IC scheme. Therefore, 
as shown in Figs. 1 and 2, the performance gap between the successive IC schemes 
become more significant in 4x4 MIMO system than 2x2 MIMO system. Meanwhile, 
the random ordering based successive IC scheme shows the worst error performance 
for both 2x2 and 4x4 MIMO systems regardless of the utilized linear filter.  

 

Fig. 2. Average BLER performance of the successive IC schemes in 4x4 MIMO systems under 
independent Rayleigh fading channel  
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Fig. 3. Average BLER performance of the successive IC schemes in 2x2 MIMO systems under 
block Rayleigh fading channel  

Finally, Fig. 3 shows the average BLER performance of the successive IC schemes 
in 2x2 MIMO systems under the block Rayleigh fading channels. Similar to the BLER 
performances under the independent Rayleigh fading channels observed in Fig. 1, the 
PSINR ordering based successive IC scheme and the RSINR ordering based successive 
IC scheme show the similar BLER performance, while the random ordering based 
successive IC scheme shows the worst error performance. That is, due to the limited 
number of transmit and receive antennas, the well-designed successive IC schemes, 
e.g., PSINR & RSINR ordering based successive IC schemes, achieve the similar 
detection accuracy, although the poorly-designed successive IC scheme, e.g., random 
ordering based success IC scheme, shows the degraded performance in spite of the 
limited number of antennas. Although the relative performance characteristics of the 
successive IC schemes are similar in both Figs. 1 (independent Rayleigh fading 
channel) and 3 (block Rayleigh fading channel), due to the lack of time diversity, the 
successive IC schemes under the block Rayleigh fading channel show the degraded 
performance compared with the successive IC scheme under the independent Rayleigh 
fading channel. 
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5   Conclusions  

In this paper, the error performance of various successive IC schemes was 
numerically analyzed in spatially multiplexed MIMO systems. First, we classify the 
successive IC scheme by their ordering strategy. Numerical results showed that the 
effects of the ordering on the BLER performance becomes significant as the number 
of transmit and receive antennas increases. Also, it was shown that the performance 
gap between the successive IC schemes becomes significant with the MMSE linear 
filter than with the ZF linear filter. Finally, it was observed that the successive IC 
schemes under the block Rayleigh fading channel show the degraded BLER 
performance than those under the independent Rayleigh fading channel. In this way, 
this paper compared the error performances of the successive IC schemes in various 
perspectives.  

In addition to the system parameters tested in this paper, the other system 
parameters, e.g., the block length, the coding rate, the modulation order, etc., can 
impact the error performance of the successive IC schemes in a spatially multiplexed 
MIMO system. The effects of the other system parameters can be investigated in a 
future work.  
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Abstract. National Vulnerability Database (NVD) provides publicly known 
security vulnerabilities called Common Vulnerabilities and Exposures (CVE). 
There are a number of CVE entries, although, some of them cannot provide 
sufficient information, such as vulnerability type. In this paper, we propose a 
classification method of categorizing CVE entries into vulnerability type using 
naïve Bayes classifier. The classification ability of the method is evaluated by a 
set of testing data. We can analyze CVE entries that are not yet classified as 
well as uncategorized vulnerability documents. 

Keywords: Vulnerability analysis, Common Vulnerabilities and Exposures 
(CVE), Common Weakness Enumeration (CWE), naïve Bayes classifier, 
document classification. 

1   Introduction 

Security vulnerabilities inherent in software packages can be easily exploited for 
conducting malicious manipulations. Attackers can identify vulnerable Web services 
by using an Internet-wide scanning tool and conduct malicious behavior [1]. Thus, 
security experts must be aware of known vulnerabilities and be able to quickly cope 
with threats. 

National Vulnerability Database (NVD) provides Common Vulnerabilities and 
Exposures (CVE) entries to easily share publicly known security vulnerabilities [2]. 
CVE system provides a reference-method for the security vulnerabilities of released 
software packages. A CVE entry is composed of vulnerability overview, Common 
Vulnerability Scoring System (CVSS), references, Common Platform Enumeration 
(CPE), and Common Weakness Enumeration (CWE).  

There are over 77,000 CVE entries, but they cannot provide satisfactory 
vulnerability information that is available in the vulnerability overview or reference 
sites. In particular, the CWEs that identify types of vulnerabilities are provided for 
only 57.6% of all CVE entries (Figure 1).  

To find out which type of vulnerability is explained by a CVE entry, it is possible 
to use the vulnerability overview of each CVE entry and thus insufficient information 
may be supplemented. The overview text is structuralized in a certain form, but as the 
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structure is not perfectly the same, we need to convert this text into an appropriate 
form through data preprocessing.  

In this paper, we propose a classification method to categorize the CVE entries that 
predicts the vulnerability types explained by text documents. We collect CVE entries 
from NVD and generate a vulnerability classification model based on naïve Bayes. By 
using this method, we are able to classify CVE entries into vulnerability category, i.e., 
CWE.  

The remainder of the paper is organized as follows. In Section ІІ, we review the 
related work. In Section ІІІ, we explain the proposed method. Experimental results are 
described in Section IV and this paper concludes in Section V. 

 

 
Fig. 1. Number of CVE entries and CWEs by year.  

2   Related Work 

Genge and Enăchescu [3] proposed a vulnerability assessment tool for devices 
connected to the Internet identified by Shodan [4]. This tool simply matched CVE 
entries to the corresponding devices without additional processing of the CVE entries.  

Chang et al. [5] analyzed vulnerability trends using CVE entries from 2007 to 2010. 
They showed the vulnerability trends through vulnerability frequency and severity by 
using the CVEs and CVSS scores, respectively. As vulnerabilities that occurred in 
that year were additionally discovered and registered until now, it is different than the 
security trends that were analyzed in the past.  

Neuhaus and Zimmermann [6] used topic models to analyze vulnerability trends, 
such as vulnerability types of CVE entries until 2009. The authors found 28 topics in 
CVE entries by using Latent Dirichlet Allocation (LDA) and assigned LDA topics to 
CWEs. The precision and recall of LDA is good at some CWEs, such as CWE-79 and 
CWE-89, but is poor at other categories, such as CWE-310 and CWE-94.   

Guo and Wang [7] modeled CVE vulnerabilities based on ontology and used it to 
analyze similar vulnerabilities. We refer the structure of CVE vulnerabilities to be 
used in the classification model in this research.  

Li et al. [8] analyzed the characteristics of bugs and classified the bugs through text 
classification and information retrieval techniques. In this paper, we use naïve Bayes 
classifier to categorize vulnerabilities. 
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3   Methodology 

We propose a vulnerability classification method using the overview texts of CVE 
entries. Figure 2 shows the conceptual map of our method. We collect CVE xml files 
from NVD and parse each CVE entry. Next, we conduct the preprocessing that 
removes useless words, such as stop words and software product names in the 
selected overview in order to improve the accuracy of the classification model. 
Finally, we generate a vulnerability classification model and categorize CVE entries. 

 

 
Fig. 2. Conceptual map of the proposed method.  

3.1   Preprocessing of the overview text 

A CVE entry consists of an identifier number (CVE-ID), overview, CVSS, CPE 
names and CWE as shown in Figure 3. The overview text is composed of the 
following in general: 
• ‘place where a vulnerability was discovered’  

• (in) ‘related software product names’ 

• (when) ‘conditions of the vulnerability occurrence’ 

• (allow) ‘attacker type’ 

• (to) ‘results of attack’ 

• (via) ‘means of attack’  

• (aka) ‘vulnerability title in the reference site’ 

• (a different vulnerability than) ‘other CVE-IDs’ 
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Fig. 3. Example of a CVE entry.  

We use a part of the overview text about the ‘results of attack,’ ‘means of attack’ 
and ‘vulnerability title in the reference site,’ for which vulnerability types can be 
identified. To this end, the character string after ‘to’ is selected from the ‘allow ~ to’ 
phrase and the character string is split before the ‘a different vulnerability than’ 
phrase. For example, in Figure 3, the “cause a denial of service (out-of-bounds read 
and application crash) via a crafted packet.” character string is selected. All words in 
the modified texts are converted to lower case.  

In the next step, we remove some of the words regardless of vulnerability 
classification, such as stop words like ‘because’ and ‘with,’ and related product 
information. Through this phase, the common words unrelated to the vulnerability 
category can be removed. 

3.2   Generating a vulnerability classification model  

The training/testing dataset consists of the vulnerability overview text and 
vulnerability type identifier (CWE-ID). We generate a vulnerability classification 
model with released CVE entries by using naïve Bayes classifier and evaluate the 
model using other CVE entries that were not used for the classification. 

4   Results 

4.1   Experimental data 

We collected 77,885 CVE entries between 1999 and 2016 from NVD for the 
classification and its evaluation. Among them, CVE entries with more than 1,000 
identified CWEs were used as experimental data (Table І). In this paper, we classified 
CWE-119 and CWE-79, which have the greatest number of identified CWEs, and the 
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top 10 CWEs in terms of CWE frequency. These CWEs are described in Table ІІ. We 
used 500 CVE entries for each type of CWE in the classification and evaluation, 
respectively. In this experiment, thus, a total of 10,000 CVE entries randomly selected 
regardless of publish date were used. 

Table 1.  Number of identified CWEs.  

CWE Frequency CWE Frequency 
119 7,048 362 390 
79 6,559 284 345 
264 4,762 16 295 
89 4,189 254 217 
20 3,919 78 203 
200 2,790 17 168 
399 2,710 134 164 
310 2,270 19 117 
94 2,078 77 67 
22 1,888 345 25 
189 1,364 74 23 
352 1,166 18 5 
287 1,002 199 3 
255 633 21 2 
59 424 361 1 

Table 2.  Top 10 CWEs used in CVE entries.  

CWE CWE Name 
119 Buffer Errors 
79 Cross-Site-Scripting 
264 Permissions, Privileges, and Access Control 
89 SQL Injection 
20 Input Validation 
200 Information Leak / Disclosure 
399 Resource Management Errors 
310 Cryptographic Issues 
94 Code Injection 
22 Path Traversal 

4.2   Experimental results 

In the first experiment, we classified the experimental dataset into two categories, 
CWE-119 and CWE-79 with the greatest number of CWEs. The accuracy of the 
classification model was 99.8%. In the next experiment classifying the top 3 CWEs 
and top 5 CWEs, the accuracy was 95.1% and 84.5%, respectively. In the last 
experiment classifying the top 10 CWEs, the accuracy was 75.5%. The precision and 
recall values for each experiment are shown in Table ІІІ. In the top 5 CWEs and top 
10 CWEs experiments, as there are different CWEs with a similar vulnerability 
overview, some CVE entries were wrongly classified as similar vulnerabilities. 
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Table 3.  Results of the classification experiment.  

Type of the Experiment Precision (%) Recall (%) 
Top 3 CWEs 95.2 95.3 
Top 5 CWEs 84.2 84.5 
Top 10 CWEs 75.0 75.0 

5   Conclusion 

We proposed a classification method using naïve Bayes to categorize CVE entries 
into vulnerability type and evaluated the classification ability of this method. We are 
planning to enhance the accuracy of the vulnerability classification model by 
conducting an in-depth study of different vulnerabilities made up of similar texts and 
advanced feature engineering. Eventually, we will analyze CVE entries that are not 
yet to be identified. 
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Abstract. As smartphone are becoming more common, services using 
smartphones are becoming more pervasive too. Among them, as mobile 
banking transactions are increasing, payment fraud is also rapidly increasing. 
These services handle sensitive information, such as users’ personal 
information and payment information, but as they have several security 
vulnerabilities, they are attacked by malicious apps. This paper proposes a 
method of deriving malicious app detection signatures based on the behavior 
information, obtained by analyzing malicious apps collected through several 
application distribution channels, and these signatures will be used for analysis 
of variants of malicious apps and development of rule-based malicious app 
detection systems. 

Keywords: android, malware, static analysis, dynamic analysis, detection, 
malicious signature. 

1   Introduction 

Recently the domestic penetration rate of smartphones sharply increased from 65% to 
86.4% (2012 to 2015). Also, the number of mobile banking transactions using smart 
devices like smartphones and tablets was 41.01 million a day on average in the second 
quarter of 2015. Mobile customers account for all Internet banking transactions. 
Mobile banking transactions, such as mobile micropayment and banking, are quite 
pervasive. Along with the growth of the mobile banking market, however, mobile 
payment fraud like Smishing is sharply increasing, and 68% of all mobile malicious 
apps circulated around the world include payment-related malicious behavior. To 
prevent damages due to these payment fraud malicious apps, it is necessary to analyze 
the malicious apps in circulation, check whether they are malicious apps or not, and 
block them. 

Currently, these malicious apps can be analyzed either by statically analyzing the 
manifest information and the DEX file, which are obtained by deconstructing the 
APK file, or by installing and executing the APK file in the analysis device and 
dynamically analyzing. In case of static analysis, however, if code obfuscation was 
applied to the source code, normal analysis is difficult. In case of dynamic analysis, 
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there are several analysis methods, including activity-based analysis and user 
interaction-based analysis. 

This paper proposes a method of analyzing characteristics that can be used for 
detecting malicious apps by analyzing Android APIs, system calls and internal strings, 
which can be collected through analysis of the behavior of apps to classify behavior 
information that occurs in malicious apps and normal apps, and the author is planning 
to use such characteristics to develop technologies for analyzing similarity to detect 
variants of malicious apps and rule-based technologies for detecting malicious apps. 

2   Related Work 

2.1   Static analysis technology 

Static analysis refers to analyzing the manifest information and DEX file obtained by 
deconstructing the APK file, and Figure 1 illustrates the analysis flow chart for the 
static analysis system developed in this study. The manifest information in the APK 
file contains a lot of information about apps, and can decompile the DEX file for 
static analysis at the source code level. 

 
Fig. 1. Static Analysis Flow chary 
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2.2   Dynamic analysis technology 

Dynamic analysis refers to installing and executing the APK file in the actual device 
or emulator and tracking and recording how it behaves as it is difficult to accurately 
know whether it is malicious or not simply by statically analyzing the APK file, and 
Figure 2 illustrates the analysis flow chart for the dynamic analysis system developed 
in this study. It tracks Android APIs, System Calls and Network information. 

 
Fig. 2. Dynamic Analysis Flow chart 

3   Analysis of malicious behavior based on data 

This section used existing researches and studies, and malicious app analysis data to 
analyze the malicious behavior of malicious apps related to payment fraud. Android 
APIs and System Calls are analyzed, and characteristics that can distinguish malicious 
apps from normal apps can be extracted and used for detecting malicious apps. 

3.1   Analysis of the characteristics of malicious behaviors based on research 
and investigation 

Android APIs [Table 1] and System Calls [Table 2], used in existing malicious apps 
related to payment fraud are as shown below, and the malicious behaviors analyzed in 
this paper and their roles are summarized below. 
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Table 1. Common Android API List 

API Analysis Role Malicious 

sendTextMessage Send Smishing messages / 
Send acquired information Send messages High 

getMessageBody Take text messages Get the message body Low 

getOriginatingAddress Get originating numbers Get originating numbers High 

createFromPdu Create malicious text messages /  
Take raw text messages Convert Raw PDU High 

abortBroadcast Abort text message receive broadcast sequential delivery broadcast High 

setRingerMode Hide text message receive Switch the ringer mode High 

setComponent EnabledSetting Hide Smishing app icons Switch the package 
component status 

High 

android.app.action. 
ADD_DEVICE_ADMIN Limit/interrupt deletion of Smishing apps Register the Admin mode 

(system app) 
High 

ContactsContract$Contacts Take user contacts Contacts management 
provider 

Low 

lockNow Hide/lock by force the current status Switch the lock screen High 

wipeData Delete Smishing app evidence  Delete user data High 

getLatitude Take user location information Latitude Low 

getLongitude Take user location information Longitude Low 

getLastKnownLocation Take user location information Saved user’s last location Low 

getAccounts Take user account information 
Provide information on all 
accounts registered in the 
device 

Low 

Table 2. Common System Call List
 

Command Analysis Role Malicious 
killProcess End certain apps by force N/A Low 

getAsciiBytes Convert character strings N/A Low 

shell Execute shell commands N/A High 

copyclassdex Copy binary files executed externally N/A Low 

copyfile Copy tool execution files N/A High 

copylib Copy obfuscation / malicious libraries N/A High 

chmod Give authority to execute malicious files File authority change 
tool Low 

shield Obfuscation of malicious codes Obfuscation tool Average 

classloader Load binary files executed externally by 
force N/A Low 
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3.2   Analysis of the characteristics of malicious behaviors based on malicious 
app analysis data 

This paper analyzed collected malicious apps, characterized them, and checked their 
differences from general apps. General apps are those apps downloaded from the 
Google Play Store. 
Actually, the APIs used by malicious apps were compared with those used by general 
apps, and the result of comparing the APIs of malicious apps and general apps related 
to malicious behavior is shown in Figure 3. As illustrated in the figure, malicious apps 
and general apps showed difference in rate of API used. Also, the comparison of 
malicious behaviors other than Android APIs are as shown in the figure 4. The key 
malicious behaviors of malicious apps, such as the taking of NPKI information and 
the aborting of processes, were analyzed. 

 

 
Fig. 3-1. Result of Fraud/Normal API rate 

 
Fig. 3-2. Result of Fraud/Normal API rate 
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4   Result 

The characteristics of malicious behaviors extracted based on the analysis data are as 
shown in [Table 3]. The Android APIs, System Calls and Strings that can be used to 
calculate the risks of malicious behaviors are summarized, and with weight given to 
the information frequently appearing in malicious apps and non-malicious apps, it 
seems that they can be used to calculate the risks for detection of malicious apps. 

Table 3. Extract malicious behavior 

API/String/function Analysis Role Malicious 

application/vnd.android.package-archive Remote installation of apps in-app installer 
parameter High 

getOriginatingAddress Take originating numbers Get originating 
numbers High 

ContactsContract$Contacts Take user contacts Contacts 
management provider Low 

NPKI Take certificates Certificate name High 

getLatitude Take user location information Latitude Low 

getLongitude Take user location information Longitude Low 

getLastKnownLocation Take user location information Saved user’s last 
location Low 

getDeviceId Take device information Get device ID Low 

getSubscriberId Take device information Get IMSI codes High 

getNetworkOperator Take device information Get network 
operator codes Low 

getNetworkCountryIso Take device information Get country code Low 

getSimSerialNumber Take device information Get SIM card serial 
number High 

getLine1Number Take device information Get device phone 
number High 

ContactsContract$CommonDataKinds 
$Phone.CONTENT_URI Take user information Contacts access 

constant Average 

abortBroadcast Abort text message 
receive broadcast 

sequential delivery 
broadcast High 

setRingerMode Hide text message receive Switch the ringer 
mode High 

setComponentEnabledSetting Hide Smishing app icons Switch the package 
component status High 
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android.app.action.ADD_DEVICE_ADMIN Limit/interrupt 
deletion of Smishing apps 

Register the Admin 
mode (system app) High 

lockNow Hide/lock by force 
the current status 

Switch the lock 
screen High 

killProcess Abort certain apps N/A Low 

setResultData Execute certain behavior Broadcast parameter Average 

getPackageInfo Access 
installed app information 

Installed app 
manifest information Low 

android.intent.action.NEW_OUTGOING_CALL Execute certain behavior Broadcast parameter Low 

incoming_number 
Malicious codes 
Characteristics 
Character string 

Get incoming 
numbers Average 

createFromPdu Create malicious  texts/ 
take raw texts 

Convert the Raw 
PDU High 

content://sms/ Take text messages Get and query text 
messages High 

getMessageBody Take text messages Get the message 
body Low 

getDisplayMessageBody Take text messages Get text message/ 
email body Low 

getDisplayOriginatingAddress Take text messages 
Get 

text message 
originating numbers 

High 

sendTextMessage Send smishing messages / 
Send acquired information Send messages High 

 

Fig. 4. Comparison API rate 
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5   Conclusion 

This paper conducted an association analysis of the malicious behaviors of 
malicious apps, which were studied previously to generate the basic data for 
implementing the automated malicious app detection system, and the malicious 
behaviors of malicious apps that were actually collected by the system, and derived 
malicious app signatures that can be used for detecting malicious apps. Currently, the 
author is using this signature information to develop and test an algorithm for 
detecting malicious apps. Currently available security systems related to malicious 
apps use the app installation APK file to check if there is any malicious code, or use 
authority information, and the static analysis data of the source codes to detect 
malicious apps, or conduct a dynamic analysis of network packets when they are 
executed to detect malicious apps. This paper analyzed the domestic and overseas 
research and investigation data that has been confirmed so far, and the malicious apps 
that were actually collected, and conducted an association analysis of the derived 
malicious behaviors to derive the characteristics of the malicious behaviors of 
malicious apps (malicious app signatures), and if this information is utilized, it will be 
possible to detect malicious apps more accurately. In the future, the author is planning 
to use the malicious app signatures, derived in this paper, to develop technologies and 
systems for detecting malicious apps. 
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Design and Implementation of a Simulation

System Based on Genetic Algorithm for Node

Placement in Wireless Sensor and Actor

Networks

Kosuke Ozera, Tetsuya Oda, Donald Elmazi and Leonard Barolli

Abstract A Wireless Sensor and Actor Network (WSAN) is a group of wireless
devices with the ability to sense physical events (sensors) or/and to perform rela-
tively complicated actions (actors), based on the sensed data shared by sensors. In
order to provide effective sensing and acting, a coordination mechanism is necessary
among sensors and actors. This coordination can be distributed-local coordination
among the actors or centralized coordination from a remote management unit, usu-
ally known as sink in Wireless Sensor Networks (WSNs). In this work, we propose
a simulating system based on Rust for actor node placement problem in WSAN,
while considering different aspects of WSANs including coordination, connectivity
and coverage. We describe the implementation and show the interface of the simu-
lation system.

1 Introduction

Wireless Sensor Networks (WSNs) can be defined as a collection of wireless self-
configuring programmable multihop tiny devices, which can bind to each other in
an arbitrary manner, without the aid of any centralized administration, thereby dy-
namically sending the sensed data to the intended recipient about the monitored
phenomenon [1].
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Wireless Sensor and Actor Networks (WSANs), have emerged as a variation
of WSNs. WSANs are capable of monitoring physical phenomenons, processing
sensed data, making decisions based on the sensed data and completing appropriate
tasks when needed. WSAN devices deployed in the environment are sensors able to
sense environmental data, actors able to react by affecting the environment or have
both functions integrated [2]. For example, in the case of a fire, sensors relay the
exact origin and intensity of the fire to actors so that they can extinguish it before
spreading in the whole building or in a more complex scenario, to save people who
may be trapped by fire.

Unlike WSNs, where the sensor nodes tend to communicate all the sensed data
to the sink1 by sensor-sensor communication, in WSANs, two new communication
types may take place. They are called sensor-actor and actoractor communications.
Sensed data is sent to the actors in the network through sensor-actor communication.
After the actors analyse the data, they communicate with each other in order to as-
sign and complete tasks. To provide effective operation of WSAN, is very important
that sensors and actors coordinate in what are called sensor-actor and actor-actor
coordination. Coordination is not only important during task conduction, but also
during networkfs selfimprovement operations, i.e. connectivity restoration [3, 4],
reliable service [5], Quality of Service (QoS) [6, 7] and so on.

Actor-Actor (AA) coordination helps actors to choose which actor will lead per-
forming the task (actor selection), how many actors should perform and how they
will perform. Actor selection is not a trivial task, because it needs to be solved in
real time, considering different factors. It becomes more complicated when the ac-
tors are moving, due to dynamic topology of the network.

In this paper, we propose and implement a simulation system for actor node
placement in WSAN. The system is based on Genetic Algorithm (GA). We describe
the implementation and show the interface of the simulation system.

The remainder of the paper is organized as follows. In Section 2, we describe the
basics of WSANs including architecture and research challenges. In Section 3, we
present the overview of GA. In Section 4, we show the description and design of the
simulation system. Simulation results are shown in Section 5. Finally, conclusions
and future work are given in Section 6.

2 WSAN

2.1 WSAN Architectures

The main functionality of WSANs is to make actors perform appropriate actions
in the environment, based on the data sensed from sensors and actors. When im-
portant data has to be transmitted (an event occurred), sensors may transmit their
data back to the sink, which will control the actorsf tasks from distance, or transmit
their data to actors, which can perform actions independently from the sink node.
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Here, the former scheme is called Semi-Automated Architecture and the latter one
Fully-Automated Architecture. Obviously, both architectures can be used in differ-
ent applications. In the Fully-Automated Architecture are needed new sophisticated
algorithms in order to provide appropriate coordination between nodes of WSAN.
On the other hand, it has advantages, such as low latency, low energy consumption,
long network lifetime [2], higher local position accuracy, higher reliability and so
on.

2.2 WSAN Challenges

Some of the key challenges in WSAN are related to the presence of actors and their
functionalities.

• Deployment and Positioning: WSAN are heterogeneous networks [8], where ac-
tors and sensors have different processing powers, mobility abilities and func-
tionalities. Thus, at the moment of node deployment, algorithms must consider
to optimize the number of sensors and actors and their initial positions based on
application [9, 10].

• Architecture: The main functionality of WSANs is to make actors perform ap-
propriate actions in the environment, based on the data sensed from sensors and
actors [11, 12]. When important data has to be transmitted (an event occurred),
sensors may transmit their data back to the sink, which will control the actorsf
tasks from distance or transmit their data to actors, which can perform actions
independently from the sink node.

• Real-Time: The purpose of using WSANs in most of the applications is mainly
related to their ability to react independently to situations where human interven-
tion is physically difficult or time-restricted [6, 13]. In other words, there are a
lot of applications that have strict real-time requirements. In order to fulfill them,
real-time limitations must be clearly defined for each application and system.

• Coordination: Unlike WSN, where sensors coordinate with each-other to send
data to the sink [14], in WSAN, sensor-actor coordination occurs as well, be-
cause all sensed data controls actorfs behavior. Also, actor-actor coordination is
important in cases when actors collaborate on performing tasks together. In order
to provide effective sensing and acting, a distributed local coordination mecha-
nism is necessary among sensors and actors [12, 15].

• Power Management: Similar to energy-constrained WSNs [16], in WSANs sen-
sors have limited power supplies, which limits the network lifetime. Actors have
more powerful power supplies but their functionalities are more sophisticated,
so they spend more energy when completing complicated tasks. Thus, WSAN
protocols should be designed with minimized energy consumption for both sen-
sors and actors [7, 17]. It should be also kept in mind, that energy consumption
requirements differ, depending on application of WSAN.

• Mobility: In WSANs, nodes, especially actors can be mobile [18]. For example,
robots used in industrial monitoring sites or flying drones aver a disaster recovery
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area. Therefore, protocols developed for WSANs should support the mobility of
nodes, [4, 19, 20], where dynamic topology changes, unstable routes and network
isolations are present.

• Self Healing: One of the main problems in mobile SelfOrganizing Networks
(SON) is the high probability of node isolations during network runtime. An
actor failure may lead to partitioning the network and thus hinder the fulfillment
of the application requirements. Many works have been done on connectivity
restoration, by using actors ability to move without using much energy [3, 4].
Actors may also be specialized to carry extra energy supplies, in order to charge
sensors or other actors in the network in cases of emergency.

• Scalability: Smart Cities are emerging fast and WSAN, with its practical func-
tions of simultaneous sensing and acting, are a key technology. The heterogeneity
is not limited and most of the systems will continue to grow together with cities.
In order to keep the functionality of WSAN applicable, scalability should be
considered when designing WSAN protocols and algorithms. Data replication,
clustering and so on, can be used in order to support growing networks [10, 20].

2.3 Node Placement Problems and Their Applicability to WSANs

Node placement problems have been long investigated in the optimization field due
to numerous applications in location science (facility location, logistics, services,
etc.) and classification (clustering). In such problems, we are given a number of
potential facilities to serve to costumers connected to facilities aiming to find loca-
tions such that the cost of serving to all customers is minimized [21]. In traditional
versions of the problem, facilities could be hospitals, polling centers, fire stations
serving to a number of clients and aiming to minimize some distance function in a
metric space between clients and such facilities. One classical version of the prob-
lem is that of p-median problem, defined as follows.

Definition1 : Given a set F of m potential facilities, a set U of n users, a distance
function d : U → F , and a constant p ≤ m, determine which p facilities to open so
as to minimize the sum of the distances from each user to its closest open facility.

The problem, which is known for its intractability, has many application not only
in location science but also in communication networks, where facilities could be
servers, routers, etc., offering connectivity services to clients. In WSANs node pro-
vide network connectivity services to events. The good performance and operability
of WSANs largely depends on placement of nodes in the geographical deployment
area to achieve network connectivity, stability and user coverage. The objective is
to find an optimal and robust topology of the nodes network to support connectivity
services to events.

Facility location problems are thus showing their usefulness to communication
networks, and more especially from WSANs field. In a general setting, location
models in the literature have been defined as follows. We are given:
(a) a universe U , from which a set E of event input positions is selected;
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(b) an integer, N ≥ 1, denoting the number of facilities to be deployed;
(c) one or more metrics of the type d : U ×U → R+, which measure the quality

of the location; and,
(d) an optimization model.

The optimization model takes in input the universe where facilities are to be
deployed, a set of client positions and returns a set of positions for facilities that op-
timize the considered metrics. It should be noted that different models can be estab-
lished depending on whether the universe is considered: (a) continuous (universe is
a region, where clients and facilities may be placed anywhere within the continuum
leading to an uncountably infinite number of possible locations); (b) discrete (uni-
verse is a discrete set of predefined positions); and, (c) network (universe is given by
an undirected weighted graph; in the graph, client positions are given by the vertices
and facilities may be located anywhere on the graph). For most formulations, node
placement problems are shown to be computationally hard to solve to optimality and
therefore heuristic and meta-heuristic approaches are useful approaches to solve the
problem for practical purposes.

3 Overview of GA

As an approach to global optimization, GA have been found to be applicable to
optimization problems that are intractable for exact solutions by conventional meth-
ods [22, 23]. It is a set-based search algorithm, where at each iteration it simulta-
neously generates a number of solutions. In each iteration, a subset of the current
set of solutions is selected based on their performance and these solutions are com-
bined into new solutions. The operators used to create the new solutions are sur-
vival, where a solution is carried to the next iteration without change, crossover,
where the properties of two solutions are combined into one, and mutation, where
a solution is modified slightly. The same process is then repeated with the new set
of solutions. The crossover and mutation operators depend on the representation of
the solution, but not on the evaluation of its performance. They are thus the same
even though the performance is estimated using simulation. The selection of so-
lutions, however, does depend on the performance. The general principle is that
high performing solutions (which in genetic algorithms are referred to as fit indi-
viduals) should have a better change of both surviving and being allowed to create
new solutions through crossover. The simplest approach is to order the solutions
J(θ[1]) ≤ J(θ[2]) ≤ . . . ≤ J(θ[n]), and only operate on the best solutions. If a strict
selection of the top k solutions were required, this would complicate the issue sig-
nificantly in the simulation optimization context, and considerable simulation effort
would have to be spent to obtain an accurate ordering of the solutions.
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Fig. 1 Simulation system structure.

4 Design and Implementation of Actor Node Placement

Simulation System

In this section, we present design and implementation of a simulation system based
on GA for node placement in WSANs. The simulation system structure is shown in
Fig. 1. The proposed simulating system is based on Rust [24, 25]. Rust is a system
programming language focused on three goals: safety, speed, and concurrency [26].
Rust supports a mixture of programming styles: imperative procedural, concurrent
actor, object-oriented and functional.

Our system can generate instances of the problem using different distributions
of events, sensor nodes and actor nodes. For the network configuration, we use:
distribution of events, number of events, number of sensor nodes, number of actor
nodes, area size, radius of communication range and radius of sensing range. For
the GA parameter configuration, we use: number of independent runs, GA evolution
steps, population size, crossover probability, mutation probability, initial placement
methods, selection methods.

We explain in details the GA operations in following.

Selection Operator

As selection operator, we use roulette-wheel selection [22, 23, 27]. In roulette-wheel
selection, each individual in the population is assigned a roulette wheel slot sized
in proportion to its fitness. That is, in the biased roulette wheel, good solutions
have a larger slot size than the less fit solutions. The roulette wheel can obtain a
reproduction candidate.

Crossover Operator

The crossover operators are the most important ingredient of GAs. Indeed, by se-
lecting individuals from the parental generation and interchanging their genes, new
individuals (descendants) are obtained. The aim is to obtain descendants of better
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quality that will feed the next generation and enable the search to explore new re-
gions of solution space not explored yet.

There exist many types of crossover operators explored in the evolutionary com-
puting literature. It is very important to stress that crossover operators depend on the
chromosome representation. This observation is especially important for the WSAN
nodes problem, since in our case, instead of having strings we have a area of nodes
located in a certain positions. The crossover operator should thus take into account
the specifics of WSAN nodes encoding. We have considered the following crossover
operator, called intersection operators (denoted CrossRegion, hereafter), which
take in input two individuals and produce in output two new individuals.

Mutation Operator

Mutation operator is one of the GA ingredients. Unlike crossover operators, which
achieve to transmit genetic information from parents to offsprings, mutation opera-
tors usually make some small local perturbation of the individuals, having thus less
impact on newly generated individuals.

Crossover is “a must” operator in GA and is usually applied with high probability,
while mutation operators when implemented are applied with small probability. The
rationale is that a large mutation rate would make the GA search to resemble a
random search. Due to this, mutation operator is usually considered as a secondary
operator.

In the case of WSAN node placement, the matrix representation is chosen for the
individuals of the population, in order to keep the information on WSAN nodes po-
sitions, events positions, links among nodes and links among nodes and events. The
definition of the mutation operators is therefore specific to matrix-based encoding
of the individuals of the population. We consider SingleMutate mutation operator
which is a move-based operator It selects a WSAN node in the problem area and
moves it to another cell of the problem area.

5 Visualization Interface

In Fig. 2 is shown visualization interface of implemented simulation system. We
show a simulation scenario where the number of actor nodes is 4, the number of
sensor nodes is 16, and the number of events is 48. For simulation, we also consider
the communication range of sensor and actor nodes, and sensing range of sensor
and actor nodes.
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Fig. 2 Visualization interface.

6 Conclusions

In this work, we designed and implemented a simulation system based on GA for
actor node placement in WSANs. We presented the implementation of the proposed
simulation system and have shown also the interface and a simulation scenario. In
the future, we would like to make extensive simulations for different simulation
scenarios.
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VegeShop Tool: A Tool for Vegetable
Recognition Using DNN

Yuki Sakai, Tetsuya Oda, Makoto Ikeda and Leonard Barolli

Abstract Deep Learning also called Deep Neural Network (DNN) has a deep hi-
erarchy that connect multiple internal layers for feature detection and recognition
learning. In our previous work, we proposed vegetable recognition system which
was based on Convolutional Neural Network (CNN). In this paper, we propose a
tool called VegeShop for vegetable category recognition which is based on CNN.
The user interface serves as e-commerce system for sellers and buyers using An-
droid mobile device. The system can be accessed ubiquitously from any where.
Moreover, our system can be applied also for other category recognition.

Key words: Deep Neural Network, Category Recognition, CNN.

1 Introduction

In recent years, Internet of Things (IoT) has attracted increased attention within the
advanced technology industry in an effort to modernize and develop a more intelli-
gent and reliable-based information system [30, 31]. IoT has been rapidly bringing
a sea of technological changes in our daily lives to improve our life and more com-
fortable [32].
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At Apple’s annual Worldwide Developers Conference (WWDC-2016), they an-
nounced that next iOS 10 considers intelligent suggestions system based on deep
learning using current location, calendar availability, contact information, recent ad-
dresses, and more. Siriwill quickly grow into the role of an AI or a bot. Technologies
to detect a speci c object in images are expected to further expand to wide range of
applications [8, 28, 15, 22, 34, 2, 4].

Wireless sensor networks are a wireless networks consisting of spatially dis-
tributed autonomous devices using sensors to cooperatively monitor physical or en-
vironmental condition [3, 13, 5, 35, 29].

In previous work, we proposed an object detection and tracking system which
considers the mobility of objects [24]. The system was based on local feature ex-
traction methods, such as Scale Invariant Feature Transform (SIFT) [18, 19, 20] and
Speed Up Robust Features (SURF) [6, 21] methods for extracting the feature points.
But, for recognizing the vegetable objects, these methods were not suitable.

In [25], we proposed a vegetable category recognition system considering Deep
Neural Network (DNN). The image data used for Convolutional Neural Network
(CNN) was set to eight kinds of vegetables. For evaluation, three different learning
iterations was used.

In this paper, we propose we propose a tool for vegetable category recognition
system which is based on CNN. The user interface serves as e-commerce system for
sellers and buyers in Android mobile device.

The structure of the paper is as follows. In Section 2, Neural Networks are intro-
duced. The proposed system design is shown in Section 3. In Section 4, we show
the evaluation results. Finally, conclusions and future work are given in Section 5.

2 Neural Networks

Brain is a collection of a large number of nerve cells called neurons. Neurons receive
signals through synapses located on the dendrites or membrane of the neuron. When
the signals received are strong enough, the neuron is activated and emits a signal
though the axon. For learning and identi cation of pattern, it is determined by the
intensity of signal changes.

The complexity of real neurons is highly abstracted, but Arti cial Neural Net-
work (ANN) [11, 33, 26] has a biologically-inspired programming paradigm, which
enables a computer to learn from observational data [7, 10]. The models inspired by
ANN are:

• Convolutional Neural Network,
• Recurrent Neural Network,
• Deep Belief Network,
• Deep Boltzmann Machine.
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2.1 Deep Neural Network (DNN)

Deep Learning also called Deep Neural Network (DNN) has a deep hierarchy that
connect multiple internal layers for feature detection and representation learning.
Representation learning is to learn how to express the extracting essential informa-
tion from observation data in the real world. Feature extraction so far needs trial
and error by arti cially operations, however, Deep Learning uses a pixel level of the
image as input value, and acquire the characteristic that is most suitable by learning,
and identify it [16, 9]. The simplest kind of neural network is a single-layer percep-
tron network, which consists of a single layer of output, the inputs are fed directly
to the outputs. In this way it can be considered the simplest kind of feed-forward
network. It has become easy to learn by adopting the back propagation in a multi-
layer neural network. In this work, we use CNN to learn for a vegetable category
recognition system.

2.2 Convolutional Neural Network (CNN)

Learning method in a CNN uses the back propagation model like an conventional
multi-layer perceptron. Then, in order to update the weighting lter and coupling
coef cient, CNN uses stochastic gradient descent. In this way, CNN recognize the
optimized feature by using the convolutional and pooling operations [17, 27, 23, 14].
For the task of category recognition, Recti ed Linear Units (ReLU) is used in CNN
to speed up training.

Caffe [12] provide a complete toolkit for training, testing, ne-tuning, and de-
ploying models, with well-documented examples for all of these tasks.

CNN have been successfully applied to object recognition. The network consists
of a set of layers each of which contains one or more planes. Each unit in a plane
receives input from a small neighborhood in the planes of the previous layer.

3 Object tracking system design

The structure of our proposed object detection and tracking system is shown in Fig.
1. The image processing part of the system runs on Windows7 (CPU: Intel Core
i3 3.3GHz, GPU: GeForce GTX750 Ti 2GB, RAM: 12GB) equipped with Caffe.
Caffe is a deep learning framework made with expression, speed, and modularity in
mind. It is developed by the Berkeley Vision and Learning Center (BVLC), as well
as community contributors and is popular for computer vision [12]. Monitoring sys-
tem is composed of sensors and wireless camera. These devices are connected with
Raspberry Pi. The monitoring system runs Linux Raspbian [1] with kernel 2.6. All
experiments have been performed in indoor environment, within our departmental
oor of size roughly 20m.
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Fig. 1 Enhanced object detection and tracking system.

Fig. 2 Vegetables used for testing.

In order to recognize the objects from the database of image processing system
includes the DNN, the images in the test set are compared to all images in the ref-
erence set by matching the respective keypoints. The object shown on the reference
image with the highest number of matches with respect to the test image is chosen
as the recognized object. Based on object detection characteristics and challenges,
we consider the recognition ratio which is computed by the CNN algorithm. In [25],
we have proposed an object category recognition within the DNN framework Caffe.
For evaluation, we used image data of eight categories of vegetables (see Fig. 2).

4 Evaluation Results

Both seller and buyer use a mobile application called VegeShop tool to sale and
purchase the vegetables. The tool offers a simple and powerful set of functions to
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(a) List of images (b) Upload function

Fig. 3 Snapshot of Android application.

manage the necessary features and data. It provides dynamic detection of camera
features and controls (see Fig. 3). After seller takes an image of vegetables using
VegeShop tool, they can select an image in Android mobile device to transfer the
image in cloud storage (see Fig. 4). We use Dropbox as cloud storage. We can
manage the les from any Android mobile devices or computer that’s connected to
the Internet. Then, our proposed object detection and tracking system using DNN
is proceeded. After recognition procedure, we see a list of vegetables in Android
mobile device. In this way, seller can easily selects the vegetable name, price and
other details using the mobile application. Finally, VegeShop tool uploads the data
of vegetable on database in our system.

We implemented VegeShop also in website. Buyer uses VegeShop tool or VegeShop
website to purchase a vegetable. The snapshot of VegeShop website is shown in
Fig. 5. Our system provides the detail of vegetables for a buyer as follows: product
name, seller name, shipping deadline, price and quantity. If user submits a favorite
vegetable category list using VegeShop tool, they can receive a noti cation message
via Twitter or E-mail.

VegeShop Tool: A Tool for Vegetable Recognition Using DNN 687



(a) Seller (b) Buyer

Fig. 4 Flowchart of our management system.

5 Conclusions

In this paper, we proposed a tool for vegetable category recognition system which
is based on CNN. The user interface serves as e-commerce system for buyers and
sellers using Android mobile device. The system can be accessed ubiquitously from
any where. Moreover, our system can be applied also for other category recognition.
In the future work, we will add another functions into the proposed VegeShop tool.
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A Fuzzy-Based Wireless Sensor and Actuator
Network: Simulation and Experimental Results

Keisuke Ebisu, Takaaki Inaba, Donald Elmazi, Makoto Ikeda, Leonard Barolli,
Elis Kulla

Abstract Fuzzy sets and fuzzy logic have been developed to manage vagueness
and uncertainty in a reasoning process of an intelligent system such as a knowledge
based system, an expert system or a logic control system. In our previous work, we
evaluated the performance of our proposed fuzzy-based Wireless Sensor and Ac-
tuator Network (WSAN) testbed that based on data provided by depth and RGB
sensors and sink selects an appropriate actuator node. In this paper, we evaluate
the performance of our proposed fuzzy-based WSAN simulation and testbed sys-
tems considering two actuators. From the performance evaluation, we observe that
the difference between simulation and experiment is small when REA2 is small or
medium state.

Key words: fuzzy, WSAN, testbed, simulation.
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1 Introduction

The main functionality of Wireless Sensor and Actuator Networks (WSANs) is to
make actuators perform appropriate actions, based on gathered information about
their environment from sensors and actuators. When important data has to be trans-
mitted, sensors may transmit their data back to the sink, which will control the ac-
tuators’ tasks from distance, or transmit their data to actuators, which can perform
actions independently from the sink node. WSANs are capable of monitoring phys-
ical phenomenons, processing sensed data, making decisions based on the sensed
data and completing appropriate tasks when needed [4, 11, 5, 16, 8, 15]. WSANs
can be established on the Internet of Things (IoT) environment [14, 13].

Technologies to detect a speci c object in images are expected to further expand
to wide range of applications, such as vehicle detection functions using traf c light
cameras and raiders for Intelligent Transport System (ITS). In just four years, 75%
of newly marketed vehicles will be connected via Wi-Fi.

In [6, 9], we proposed a fuzzy-based testbed system that based on data provided
by sensor and actuator select an appropriate actuator node. In [7], we implemented
a real-time control tool using Processing language to check the distance between
actuator and sink.

In this paper, we evaluate the performance of our proposed Fuzzy-Based WSAN
(FBWSAN) testbed system considering multiple actuators. Also, we implemented
an improved real-time control tool using Processing language to consider two actu-
ators.

The structure of the paper is as follows. In Section 2, we give an overview of
WSANs. The testbed design is shown in Section 3. In Section 4, we show the eval-
uation results. Finally, conclusions and future work are given in Section 5.
2 Wireless Sensor and Actuator Network

WSANs are capable of monitoring physical phenomenons, processing sensed data,
making decisions based on the sensed data and completing appropriate tasks when
needed. The devices deployed in the environment are sensors able to sense envi-
ronmental data, actuators able to react by affecting the environment or have both
functions integrated.

Here, the former scheme is called semi-automated architecture and the latter on
fully-automated architecture. Obviously, both architectures can be used in different
applications. In the fully-automated architecture are needed new sophisticated algo-
rithms in order to provide appropriate coordination between nodes of WSAN. On
the other hand, it has advantages, such as network lifetime, energy consumption,
latency, local position accuracy, reliability and so on [4].

After data has been sensed from sensors, they are collected to the sink for semi-
automated architecture or sent to the actuators for fully-automated architecture.
Then a task is assigned to actuators. In general, one or more actuators take responsi-
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bility and perform appropriate actions. Different actuators may be chosen for acting,
depending on their characteristics and conditions.

3 FBWSAN Testbed design

3.1 Overview

Our FBWSAN testbed is composed of a laptop PC equipped with Xtion Pro Live
and two Roombas (model 630) acting as sink and actuators, respectively. Our system
also includes many sensors. An overview of the system is shown in Fig. 1. The
experiments have been performed in indoor environment, within our departmental

oor of size roughly 10 meters.

Fig. 1 Overview of FBWSAN testbed.

Xtion Pro Live is motion capture device, which are mounted depth sensor, RGB
sensor and stereo microphone [1]. The iRobot Corporation [2] provides Roomba
Open Interface (ROI) speci cations. In case of Roomba, the ROI connector is the
gateway to reversible Roomba hacking. All devices can be plugged into the ROI.
Our testbed uses Bluetooth module to connect the ROI. The Bluetooth module is
from BlueSMiRF (WRL-12582) [3].

Based on WSAN characteristics and challenges, we consider the following pa-
rameters for implementation of our fuzzy-based testbed: Remaining Energy of Actu-
ator #1 (REA1), Remaining Energy of Actuator #2 (REA2), and Distance of Actua-
tor from Sink (DAS). We collect REA1 and REA2 from each Roomba via Bluetooth.
DAS is measured by Xtion Pro Live equipped with depth sensor.
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3.2 Scenario Settings

In this work, we build a system which measure distance from sink to actuator #1
by using Xtion Pro Live with OpenNI. OpenNI is an open source software frame-
work that is able to read sensor data from Xtion Pro Live, among other natural user
interface sensors.

In our testbed system, we implemented an improved real-time control tool using
Processing language to consider two actuators. We used a SimpleOpenNI library in
Processing to control the sensors. In our case, in order to recognize two actuators,
we used color information on the object.

Snapshots of experimental environment is shown in Fig. 2. Our system has a
monitored function to display the calculated distance from depth sensor.

Fig. 2 Experimental environment.

3.3 Fuzzy System

In this paper, we use fuzzy logic [17] system called FuzzyC [10] to implement the
proposed system in sink.

The structure of the proposed system is shown in Fig. 3. It consists of one Fuzzy
Logic Controller (FLC) and its basic elements are shown in Fig. 4. They are the
fuzzi er, inference engine, fuzzy rule base and defuzzi er. We use triangular and
trapezoidal membership functions for FLC, because they are suitable for real-time
operation [12]. The membership functions are shown in Fig. 5.
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Fig. 3 Proposed system.

Fig. 4 FLC structure.

We use REA1, REA2 and DAS input parameters for FLC. The term sets for each
input linguistic parameter are de ned respectively as shown in Table 1. The output
linguistic parameter is the Actuator Selection Decision (ASD).

Remaining Energy of Actuator #1 (REA1): As actuators are active in the mon-
itored eld, they perform tasks and exchange data in different ways from each other.
Consequently, also based on their characteristics, some actuators may have a lot of
power remaining and other may have very little, when an event occurs. We consider
three levels of REA1 for actuator selection. We collected the REA1 from Roomba
#1 via Bluetooth.

Remaining Energy of Actuator #2 (REA2): We consider three levels of REA2
for actuator selection. We collected the REA2 from Roomba #2 via Bluetooth.

Distance of Actuator from Sink (DAS): The number of actuators in a WSAN is
smaller than the number of sensors in our testbed. Thus, when an actuator is called
for action near an event, the distance from the actuator to the event is different for
different actuators and events. Depending on ve distance levels, our system takes
decisions on the availability of the actuator nodes. Our testbed uses depth sensor to
measure the distance from actuator #1 to sink. We collected the DAS via Xtion Pro
Live equipped with depth sensor.

Actuator Selection Decision (ASD): Our system is able to decide the willing-
ness of an actuator to be assigned a certain task at a certain time. The actuators
respond in four different levels, which can be interpreted as:

• NS: Both #1 and #2 actuators have to stay at the present position.
• S1: Actuator #1 has required information and potential to take full responsibility.

On the other hand, actuator #2 must be stay at the present position.
• S2: Actuator #2 has required information and potential to take full responsibility.

On the other hand, actuator #1 must be stay at the present position.
• SA: Both #1 and #2 actuators have almost all required information and potential

to take full responsibility of completing the task.
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Table 1 Parameters and their term sets for FLC.

Parameters Term Sets

Remaining Energy of Low1 (L1), Medium1 (M1), High1 (H1)
Actuator #1 (REA1)

Remaining Energy of Low2 (L2), Medium2 (M2), High2 (H2)
Actuator #2 (REA2)

Distance of Actuator Very Near (VN), Near (N), Middle (Mi),
from Sink (DAS) Far (F), Very Far (VF)

Actuator Selection NS (Not Select), S1 (Select actuator #1),
Decision (ASD) S2 (Select actuator #2), SA (Select All actuators)

4 Evaluation Results
Here, we present the simulation and experimental results of FBWSAN system for
different REA2 types. In this paper, we discuss the results when the REA1 is H1
state. In Fig. 6, when REA2 is high (H2) state, the results of ASD is higher than
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Fig. 7 Experimental results for REA1 is H1.

other states. In this case, sink selects both actuators to take full responsibility of
completing the task. When REA2 is medium and low states, the simulation values
of ASD are decreased with increase of the DAS. The minimum value of ASD is 0.6
unit.

For experimental results, when the REA2 is high, we can observe that there are
oscillations (see Fig. 7). The fuzzy logic controller selects three levels based on
sensed real data. Therefore, the REA2 of high state could have difference (from
1350 mAh to 3000 mAh).

When the REA2 is medium (M2) or low (L2) state (see Fig. 6 and Fig. 7), the
difference of the ASD between simulation and experiment is small. While for DAS
more than 8500mm, the difference is big.
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5 Conclusions

In this paper, we evaluated the performance of our FBWSAN testbed considering
two actuators. We considered three input parameters for implemented system in
order to select actuators in real indoor conditions. We implemented an improved
real-time control tool using Processing language to consider multiple actuators. The
performance evaluation shows that the simulation and experimental results are al-
most the same when REA2 is small or medium state.

In the future work, we would like to make extensive experiments to evaluate
different evaluation parameters and different environments.
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Numerical analysis of resonance characteristics

in cavities in periodic structure for WDM

telecommunication system

Hiroshi Maeda, Kazuya Tomiura and Jianming Jin

Abstract Numerical analysis of frequency filtering characteristics by cavities of
three different lengths situated in X-shaped photonic crystal waveguide with trian-
gular lattice is demonstrated by constrained interpolation profile (CIP) method to
solve Maxwell’s equations. From fast Fourier transform (FFT) analysis of output
signal by changing width of Gaussian window function, the resonant peak frequen-
cies of filtered spectrum by microwave experiment and those by the simulation co-
incided each other in difference of order of 1%. Especially, relative error of the
resonant frequency to the experiment was improved to the half of our previous nu-
merical work, choosing the window function suitably.

1 Introduction

Photonic crystal structures or electromagnetic band gap structures have periodic
distribution of material constants in it and are applied into practical use in optical
components for signal generation, transmission and reception, because of its unique
and sensitive characteristics for frequency. Those characteristics are based on pho-
tonic band gap (PBG) phenomena[1]-[2], which originates from transmission and
reflection properties of periodicity. In signal transmission and processing utilizing
such devices in optical integrated circuits, high density multiplexing in frequency
domain is expected due to its sensitivity with respect to optical wavelength. This
is important to improve capacity of information transmission in photonic network
with dense multiplexing technique of signal in wavelength domain.
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The behavior of electromagnetic wave in periodic structure can be controlled
by selecting material constants, designing periodic profile of the structure and the
frequency spectrum range of the signal. For various kinds of materials and for var-
ious frequency ranges of purposes, PBG might be found by designing the structure
with fundamental unit lattice. This means that, by setting the parameters appropri-
ately, confinement and transmission of electromagnetic wave along line-defect in
the structure is possible for desired range of frequency from radio wave to optical
signal domain. In this meaning, we examined the propagation and filtering charac-
teristics of two dimensional photonic crystal waveguide and cavities with triangular
lattice of dielectric pillar in microwave frequency around 4 GHz, to be compared
with experimental results[3]-[5]. In the experiment, authors have used ceramic rods
as dielectric pillar. For its quite low-loss property and high dielectric constant of
εr = 36.0, ceramic is suitable to confine electromagnetic field tightly when periodic
structure is composed with less numbers of layers.

As a useful numerical analysis technique, finite different time domain (FDTD)
method[6] is powerful and widely used, for enabling to design various boundary
shape of structure with multi-dimensional problems. However, it is known that
FDTD shows physically incorrect behavior for problems including large gap of ma-
terial constants at the boundary. It is possible to avoid such behavior by setting
smaller cells, however, it increases cell numbers for the entire analysis region with
increase of memory and time for computation. This means that we should pay at-
tention to guarantee reliable results to choose the discrete cells within reasonable
computation time.

On the contrary, constrained interpolated profile (CIP) method has been proposed
by Yabe et al.[7], with advantage of preventing such spurious behavior in FDTD
method. Because the CIP method hires cubic polynomials to express the profile
in a cell, it is possible to renew not only the profile at each discretized point but
also the first order spatial derivatives of the profile. Authors have been applied the
CIP method for analysis of wave propagation in periodic structures composed by
ceramic pillars in air background.

In this paper, filtering characteristics of cavities, situated in the output waveg-
uides after branching point, are numerically investigated by CIP method[8]-[9]. In
the simulation, band-limited wave with time evolving envelope of sampling func-
tion is given as input. The resonant frequency peaks were obtained by fast Fourier
transform (FFT) of output electric field at each output port. The results showed that
obvious resonant peaks are observed in Fourier transformed domain, which coin-
cides with experimental results in difference of order of 1%. Especially, relative
error of resonant frequency to the experiment was improved to the half of our pre-
vious numerical work[9], choosing the window function suitably.
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Fig. 1 Top view of fundamental triangular lattice of photonic crystal and side view of ceramic rod
with parameters.

2 Numerical analysis by CIP method

From Maxwell’s curl equations, we can derive formulations based on CIP method.
The method hires cubic polynomials to express the field profile between discreet
points. The coefficients are determined by values of profile and the spatial derivative
on each discreet point, which improves numerical accuracy compared with ordinary
finite difference technique based on linear approximation of the profile. The details
of CIP method[7] and its application to electromagnetic wave propagation[8] are
described in literatures.

(b) Asymmetric X-shaped waveguide

Port 2

Output S21

Port 3

Output S31

Port 4

Output S41

Port 1

Input

Reflection S11

(a) Symmetric X shaped waveguide

Fig. 2 Waveguide by a line defect in two dimensional, pillar-type photonic crystal with triangular
lattice. (a) Symmetric X-shaped waveguide. (b) Asymmetric X-shaped waveguide.

3 Two-Dimensional, Pillar-type Photonic Crystal structure,

Line-defect Waveguide and Cavities

In Fig.1, top view of unit triangular lattice is shown, together with coordinate system
and illustration of a circular ceramic rod and the parameters. The longitudinal axis
of the cylinder corresponds to polarization direction of electric field Ez of TE mode.
Material of the cylinder is ceramic with relative dielectric constant εr = 36.0 at fre-
quency f = 4.0GHz. In the measurement frequency range from 3.6 to 4.2 GHz, the
dielectric loss is as negligibly small as 10−6 and the real part of dielectric constant
can be assumed to be constant. The ceramic rods are fabricated and supplied by Ky-

Numerical Analysis of Resonance Characteristics in Cavities … 705



Fig. 3 Filtering circuits with pairs of rods as cavities. The waveguides and cavities are indicated
by blue and red lines, respectively. The distance between each pairs are different for three kinds of
filtered outputs.
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Fig. 4 Measurement of outputs to port #2, #3, and #4 by dashed, dotted, and solid line, respectively.

ocera company in Japan for general use as microwave circuit elements. The lattice
period P = 26.5mm was designed so that the line defect structure shows PBG for
frequency range from 3.6 to 4.2 GHz in the experiment. Following the design, the
incident wave is guided along with defect without penetrating into periodic struc-
tures.

In Fig.2(a), TE mode with components (Hx,Hy,Ez) is excited in port #1 at the top
left. The electric field Ez has Gaussian profile along y-axis with full beam waist w0 =
24.8mm. For equal dividing of power to each output port, asymmetric X-shaped
branch waveguide in Fig.2(b) is employed for filtering[5].

As shown in Fig.3, three different lengths of cavity structure with a pair of dielec-
tric rods are situated in each of output waveguide to achieve filtering circuits. Here
in the figure, P = 26.5mm denotes lattice period as well. As an example of mea-
surement, output spectrum of asymmetric X-shaped waveguide in Fig.3 are shown
in Fig.4. In the figure, three sharp and obvious peaks are observed in each output
curve. These peaks express the center frequency of cavity filters situated in each
output waveguide.
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Fig. 5 Band-limited input signal for fL = 3.5 to fU = 4.3 GHz in (a) time domain and (b) frequency
domain.

4 FFT analysis of outputs electric field in Cavity

In this section, filtered electric field in Fig.4 by measurements are compared with
numerical results. All the parameters are same with our previous work[9] except
variation of window functions. In numerical analysis, the discretization for space
and time are set to be Δx = Δy = 0.75mm and Δ t = 2.5×10−13sec, respectively.

Supposing band-limited spectrum with stepwise square profile, real part of the
time evolving input wave f (t) is given by inverse Fourier transform as follows;

Re{ f (t)} = − fL ×Sa(2π fLt)+ fU ×Sa(2π fUt), (1)

where

Sa(x) =
sin(x)

x
(2)

is a sampling function, fL and fU are lower and upper frequency [Hz] of the limited
band, respectively. The input wave form is depicted as function of time in Fig.5(a).
Here, fL = 3.5GHz and fU = 4.3GHz are used for obtaining the flat spectrum in
frequency range from 3.6 to 4.2 GHz in the experiment. The maximum input am-
plitude in the simulation comes at time t = 100/ fC[sec], where 1/ fC is time period
for center frequency of the range and fC = ( fL + fU )/2. Input signal in Fig.5(a) is
Fourier-transformed by FFT and shown in Fig.5(b). For clarity, the input pulse in
time domain is enlarged and depicted in Fig.5(c). Although Gibbs phenomena is
seen near fL and fH , flat spectrum is obtained in frequency range from 3.6 to 4.2
GHz.

For obtaining frequency resolution to be comparable with experimental re-
sults, the time evolving data of CIP method is sampled every Δ tsample = 100Δ t.
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Therefore, sampled time interval Δ tsample = 25.0psec with numbers of sample
data Nsample = 4096 was set to obtain frequency resolution Δ f = (Δ tsample ×
Nsample)

−1 � 9.77MHz. This resolution brings 600/9.77 � 61 points in the mea-
sured frequency range of 600MHz from 3.6 to 4.2 GHz.

In Fig. 6 (a), electric field profile in time domain observed at center of each
cavity is depicted. It is found that after t = 1200Δ t, the field is diverging, because
the derivative value could not be evaluated for flat and tiny electric field ampli-
tude after the pulse wave travel through the cavity. Therefore, the diverging filed
must be eliminated using suitable window function. In Fig.6(b), variety of Gaus-
sian window function from WF1 to WF4 are illustrated. These window functions
have peak at time step n = n0 which shows maximum electric field amplitude. From
WF1 to WF4, the width is controlled by selecting coefficient α as 1.0e-5, 8.0e-6,
6.0e-6, and 4.0e-6 for Gaussian profile W (n) = exp{−α(n−n0)

2}, respectively. In
Fig.6(c), electric field profile in cavity #2 for various window functions are depicted.
In Fig.6(d), power spectrum with or without window functions are compared. Sim-
ilarly for cavity #3 and #4, we obtained resonant frequency peaks.

The peak frequencies are compared with experimental results in Table 1. In the
table, resonant frequency by experiment was used as reference to evaluate the differ-
ence in numerical results. In the results, the resonant frequency in each cavity shows
good agreement. For resonant frequency for cavity #4, the difference is improved
from our previous result[9] for hiring WF4. Also for cavity #4 with WF4 shows the
highest resonant peak in Fig.6(d). In general, higher resonant peak leads to higher
Q-factor. Comparison of Q-factors between experiment and numerical results are
presented in the conference.

Cavity #2 #3 #4
Experiment [GHz] 3.855 3.936 3.987
CIP after FFT with Gaussian
WF1 [GHz]

3.82813 3.89648 3.95551

Difference [%] 0.697147 1.0003963 0.789867
CIP after FFT with Gaussian
WF2 [GHz]

3.82813 3.89648 3.95551

Difference [%] 0.697147 1.0003963 0.789867
CIP after FFT with Gaussian
WF3 [GHz]

3.82813 3.89648 3.95551

Difference [%] 0.697147 1.0003963 0.789867
CIP after FFT with Gaussian
WF4 [GHz]

3.82813 3.89648 3.96484

Difference [%] 0.697147 1.003963 0.555706

Table 1 Comparison of resonant frequency
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(b) Candidates of window function with variety of spreading width.
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(c) Electric field profile after multiplying WF1 to WF4.
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5 Conclusions

Filtering characteristics of cavities in two dimensional X-shaped pillar-type pho-
tonic crystal waveguide with triangular lattice were simulated by CIP method. As
the input with limited spectrum are given and the filtered outputs were analyzed
by Fourier transforms. The simulation results of resonance for 3 output ports with
different cavities were compared with experimental results to show good agreement
with difference of order of 1% of resonant center frequencies. This suggests that
selecting window function suitably improves evaluation of resonant frequency and
Q-factors by numerical analysis.
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Spectrum analysis of envelope pulse after

propagating in nonlinear dielectric material

Hiroshi Maeda, Jianming Jin and Kazuya Tomiura

Abstract Optical pulse wave propagation in nonlinear and dispersive dielectric
medium is simulated by constrained interpolated profile (CIP) method. In one di-
mensional space with dispersion and nonlinearity, Gaussian envelope pulse modu-
lated by optical carrier wave propagates successfully with physically reliable behav-
ior for variety of electric field amplitudes, showing the spreading and the concen-
trating envelope wave form. By fast Fourier transform (FFT) of time domain wave
form, dependencies of input pulse amplitude to the frequency spectrum after propa-
gation is obtained and discussed. It shows that the spectra around carrier frequency
is enhanced for larger input amplitude.

1 Introduction

Soliton in optical fiber communication is one of key technologies for long distance
data transmission[1][2]. In the phenomena, trade-off between linear and nonlinear
dispersion terms play important role. Generally, to express those linear and non-
linear dispersion terms, we need to calculate the time convolution between electric
field and susceptibility of the material. For finite difference schemes, summing up
the terms from initial to current state is necessary, which requires large memory
space and computational procedure in the simulation.

Finite-difference time-domain (FDTD) method[3] is a powerful tool for full-
wave analysis of electromagnetic field analysis from transient to steady state prob-
lems. Some authors contributed to include the dispersion into the FDTD scheme.
Luebbers et al.[4][5] implied the time convolution by summation of past electric
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field, which is updated recursively since the susceptibility function is exponential.
The one-dimensional equations were solved and soliton propagation was simulated
in those references. Goorjian et al.[6] derived a coupled system of nonlinear ordinary
differential equations which the linear and nonlinear convolutions satisfy and solved
them by finite difference technique. In the reference[7], soliton propagation in two-
dimensional waveguide (110 μm × 5 μm) was simulated, however, these second
order coupled differential equations must be solved at each time step. Sullivan[8]-
[11] formulated linear and nonlinear dispersion terms by utilizing Z-transform and
simulated one-dimensional soliton propagation for FDTD method. It can be mathe-
matically written into closed form for most of dispersive terms, as long as the terms
are expressed by analytical function in frequency domain.

The constrained interpolation profile (CIP) method has been proposed by Yabe et
al.[12]. The method is based on finite difference scheme hiring cubic polynomials
to express profile of the phenomena. Coefficients of the polynomials at each dis-
crete grid are determined by values of the function and the derivative function. Time
evolving field is expressed by using the polynomials with renewed coefficients. It
has advantage of higher accuracy compared to the FDTD method. Authors have
been applied the CIP method to analysis of wave propagation in various structures
with linear and non-dispersive medium[13]-[18]. In Ref.[19], authors reported that
the conventional CIP analysis is successfully expanded to the frequency dependent
medium and nonlinear medium.

In this paper, we further demonstrate propagation of electromagnetic wave in
one-dimensional space with dispersive and nonlinear characteristics by the CIP
method[19]. The dispersion and nonlinearity are introduced by Sullivan’s formula-
tions with Z-transform technique. For incidence of Gaussian envelope pulse which
is modulated by optical carrier wave, we observed variety of envelope pulse wave
form from spreading to soliton-like propagation for smaller and larger input am-
plitude. We further investigated the frequency spectrum of wave propagated after
nonlinear medium. It shows that the spectra around carrier frequency is enhanced
for larger input amplitude, compared with smaller amplitude.

2 Formulation of the problem

2.1 Governing equations for electromagnetic wave propagation in
nonlinear dielectric medium

Let us consider electromagnetic wave propagation in lossless, isotropic and non-
conductive medium. Dielectric characteristics of the medium is assumed to be dis-
persive and nonlinear with respect to the electric field. Magnetic property of the
medium is supposed to be constant and non-magnetic, thus the permeability is equal
to μ0 in vacuum. Then, Maxwell’s curl equations for electric field vector E, the elec-
tric displacement vector D and magnetic field vector H are given as follows:
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∇×H =
∂D

∂ t
, (1)

∇×E = −μ0
∂H

∂ t
. (2)

The constitutive relation between D and E for the dispersive and nonlinear medium
is written as;

D = ε∞ε0E+PL +PNL, (3)

where PL and PNL are linear and nonlinear dispersive polarizations as functions of
electric field, ε∞ is a constant relative permittivity of the medium in high frequency
limit after saturation and ε0 is permittivity in vacuum, respectively. We treat one-
dimensional space, then the polarization terms and the electric field component are
denoted with scalar function. PNL is decomposed as PNL = PR +PK , where PR and
PK are Raman scattering and Kerr effect, respectively.

2.2 Linear Dispersive Polarization PL

The linear dispersion is given by the following convolution between the electric field
and the linear susceptibility χ(1)(t) in time domain;

PL(t) = ε0

∫ t

0
χ(1)(t − τ) ·E(τ)dτ, (4)

where χ(1)(t) = γL exp(αLt)sin(βLt), αL = ωLδL, βL = ωL

√
1−δ 2

L , and γL =

ωL(εs−ε∞)/
√

1−δ 2
L . Value of the parameters are listed in the section of numerical

results.

2.3 Raman Scattering PR

The nonlinear polarization due to Raman scattering is given by;

PR(t) = E(t)χ(3)
0 (1−α)ε0

∫ t

0
gR(t − τ)E2(τ)dτ, (5)

where χ(3)
0 is the third order nonlinear susceptibility and α is a weight factor be-

tween two kinds of nonlinear effect shown as Raman scattering PR and Kerr effect
PK . Note that the function gR(t) has mathematically similar form with χ(1)(t).
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2.4 Kerr Effect PK

Kerr effect is also third-order nonlinearity, but a spontaneous response of cubic elec-
tric field. It is given as:

PK(t) = ε0χ(3)
0 αE3(t). (6)

2.5 Evaluation of time derivative for PL and PNL

Substituting Eq.(3) into Eq.(1), we have the following relation:

∇×H = ε∞ε0
∂E

∂ t
+

∂
∂ t

(PL +PNL). (7)

It can be well understood that all the terms in right hand side of Eq.(7) is equiv-
alent to current density, especially the first term is called Maxwell’s ‘displacement
current density’. In CIP method, contributions from conducting current can be cal-
culated separately as a procedure of split step computation, as well as the other finite
difference technique solving time and space derivative terms. From the analogy, we
first solve non-dispersive linear part of Maxwell’s equations and later correct the so-
lution with contribution from the equivalent current related to linear dispersive and
nonlinear parts in the following section.

3 Formulation for CIP method for dispersive and nonlinear

terms

Assuming one dimensional space and the wave propagates along with z axis. Elec-
tromagnetic field is independent of x and y in the one-dimensional problem, then,
partial differential operators ∂/∂x and ∂/∂y can be treated formally as zero. In
Maxwell’s equations (2) and (7), we employ electric field component Ex, displace-
ment component Dx, and magnetic field component Hy as followings:

ε∞ε0
∂Ex

∂ t
+

∂Hy

∂ z
+

∂
∂ t

(PL +PNL) = 0, (8)

μ0
∂Hy

∂ t
+

∂Ex

∂ z
= 0. (9)

In Eq.(8), third term in left hand side is treated separately in split step procedure
as mentioned in previous section, we first solve a set of non-dispersive equations
which are described as;
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ε∞ε0
∂Ex

∂ t
+

∂Hy

∂ z
= 0, (10)

μ0
∂Hy

∂ t
+

∂Ex

∂ z
= 0. (11)

Derivation of advection equation for linear and non-dispersive, or conventional,
part for CIP method, the procedure is described in detail in Ref.[13]. The procedure
to solve advection equation is explained in Ref.[12].

After solving conventional part of advection equation, we need to solve the dis-
persive and nonlinear part. By applying split step procedure to Eq.(8), electric field
Ex and partial differential terms of PL and PNL are related as;

ε∞ε0
∂Ex

∂ t
+

∂
∂ t

(PL +PNL) = 0. (12)

Eq.(12) can be discretized with respect to finite difference terms at each time step
n, n+1, ∗, and (∗−1) as followings;

ε∞ε0
En+1

x −E∗
x

Δ t
+

(P∗
L +P∗

NL)− (P(∗−1)
L +P(∗−1)

NL )

Δ t
= 0., (13)

where ∗ and (∗−1) are temporal values between time steps n−1→ n and n→ n+1,
respectively. From Eq.(13), the correction to linear solution from dispersive and
nonlinear terms are involved as following:

En+1
x = E∗

x +
{P∗

L +P∗
NL}−{P(∗−1)

L +P(∗−1)
NL }

ε∞ε0
. (14)

Evaluation of PL, PR, and PK are explained in Ref.[19], based on formulation in
Ref.[11], and is omitted here.

4 Numerical examples

For examples in this section, the parameters are listed in Table 1 referring to Ref.[8].
The input pulse wave is given as time-evolving Gaussian envelope pulse with

carrier signal in Eqs.(15) and (16);

Ex(z0,nΔ t) = A0 cos{2π fcnΔ t}
×exp[−0.5{(n−T0)/W0}2], (15)

Hy(z0,nΔ t) = Ex(z0,nΔ t)/Z, (16)

where z0 = 2,500Δz and Z =
√

μ0/ε0 is wave impedance of free space, respectively.
In Fig.1, propagating wave form in time domain and its power spectrum are de-

picted for typical time steps. In Fig.1(a), input electric field amplitude A0 = 0.04 is
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(b) Input electric field amplitude A0=0.40

Fig. 1 Typical cases of envelope pulse wave forms in time domain (left column) and its power
spectrum (right column).

given for case of small input amplitude to obtain dispersive behavior of the pulse.
On the other hand, in Fig.1(b), larger input electric field amplitude A 0= 0.40 is
given to obtain soliton-like behavior.

In both cases, power spectrum observed near excitation point are still holds
Gaussian-like profiles. As the pulse wave propagates, the power spectrum shows

(a) Input electric field amplitude A0=0.04
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Discrete step size of Δz 0.01 μm
Discrete step size of Δ t 0.167×10−16 sec

Number of discrete points NZ 25,000
Nonlinear (NL) susceptibility χ(3)

0 0.07 [V/m]−2

Relative permittivity ε∞ 2.25
Relative permittivity εs 5.25

Weight factor for Kerr effect α 0.7
Linear relaxation frequency fL 63.7 T Hz
NL relaxation frequency fNL 14.8 T Hz

Linear decaying factor δL 2.5×10−4

NL decaying factor δNL 3.36×10−1

Carrier frequency fc 137 T Hz
Carrier wavelength λc = c0/ fc 2.19 μm

Time to input peak T0 3,000Δ t
Width of Gaussian envelope W0 1,000Δ t

Table 1 Parameters for numerical examples

several peaks. Especially for larger input amplitude, two dominant spectrum com-
ponents are observed in bottom of Fig.1(b).

5 Concluding Remarks

For numerical analysis of electromagnetic Gaussian pulse wave in dispersive and
nonlinear medium, the CIP method is expanded to imply those effects by making
use of Z-transform technique. From the numerical results, the simulation show phys-
ically reasonable solution for dispersive and nonlinear medium.. However, we still
need to check the validity of our computation. Comparison of theoretical frequency
spectrum of wave propagation in the medium with our numerical results is our future
work.
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Abstract. User authentication is a procedure used to verify a user before he/she 

can login a system and website. Usually, the user’s account and password are 

employed to verify his/her identity. However, the two parameters may be 

hacked if the underlying network is unsafe. To provide a secure user 

authentication procedure, in this paper, we propose a secure user authentication 

scheme, named Device Parameter based User Authentication (DePUA in short), 

in which the hardware/software parameters of a user’s trusted device, the user’s 

password and a generated authorization code are employed to derive the 

device’s parameter key. Without the trusted device, the adversary is unable to 

login the system and access user’s information. The security analyses show that 

the DePUA can effectively verify user’s identity and has the features of 

machine-specific device’s parameter key, user anonymity, and two-factor 

security. Besides, it is able to resist replay attack, eavesdropping attack, and 

impersonation attack. 

1   Introduction 

To protect customers’ and users’ information, in the past decades, most websites or 

systems require users to login by using a specific user authentication procedure. 

Currently, inputting user’s ID and password is the most popular user-authentication 

approach due to its convenience and simplicity. However, user’s password is easy to 

be stolen especially when a user selects weak passwords and reuses the same 

passwords across different systems or websites. Typing passwords into untrusted 

computers may suffer password thief threat. An adversary can launch several 

password stealing attacks, such as phishing and some malware, to snatch passwords. 

Many user authentication related studies [1-5] have improved traditional password 

authentication. Liao and Wang [1] proposed a robust ID-based remote user 

authentication scheme which involves one-time password authentication to enhance 

the security of user’s password. Ren and Wu [2] introduced a dynamic user 

authentication scheme which utilizes a dynamic one-time password derived from a 

user’s password, the authenticating time, and a unique property that the user possesses. 

Li et al. [3] utilized a smart card and Roalter et al. [4] used QR codes and 

smartphones to authorize users. Niinuma et al. [5] presented a framework for 

continuously authenticating a user’s identity by employing soft biometric traits, e.g., 

color of user’s clothing and facial skin.  
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Although the above schemes and systems can authorize users’ identities by using 

different manners, some of them have been proved to be ineffective, due to their 

security design or additional overheads. In this paper, we present a novel approach, 

named Device Parameter based User Authentication (DePUA in short), in which the 

specific hardware/software parameters of a user’s trusted device are employed for 

user authentication purposes, and with which the user is able to pass the user 

authentication procedure and then logins a protected system via a public terminal, i.e., 

untrusted device. During the user authentication procedure, all important parameters 

are encrypted by using a two-dimensional operation and Elliptic Curve Cryptography 

(ECC) operation. According to our security analyses, the DePUA has the features of 

machine-specific device’s parameter key (DPK) [6], user anonymity [7], and two-

factor security [8], and is able to resist replay attack, eavesdropping attack, and 

impersonation attack [9]. 

The rest of the paper is organized as follows. Section 2 introduces the related 

studies of this paper. Section 3 describes the system architecture and device’s 

parameter key generation procedure. The user authentication is presented in Section 4. 

The security of the DePUA is analyzed in Section 5. Section 6 concludes this paper 

and outlines our future studies. 

2   Related Studies 

Many e-commerce and Internet banking services have suffered from various attacks 

on user authentication. Researchers have a strong desire wishing to develop and 

implement more secure authentication schemes to protect businesses and clients 

against security threats. Many user authentication studies have been proposed in the 

past decade. Some of them were developed based on user’s password [1-2, 11-12], 

and some utilized smart cards, smartphones, and authorization tools [3-4]. 

Ren and Wu [2] employed a dynamic one-time password to provide secure user 

authentication. Unlike the traditional password authentication which only uses static 

and fixed passwords, a one-time password, utilizing a user’s password, the 

authenticating time, and a unique property to generate the dynamic password for the 

user, is used only once. On next authentication, a new password is produced. 

Moghaddam et al. [10] offered a scalable user authentication scheme for cloud 

computing. In this scheme, two separated servers are required to store authentication 

and cryptography resources so as to decrease the dependency of user authentication 

and encryption processes from their main server. In [11], Huang et al. proposed the 

SeFEM encryption approach which presents three security schemes, including a 

sequential–logic style encryption/decryption mechanism, 3D operators, and a 

dynamic transition box, to increase the difficulty of cracking encryption keys, and 

effectively protect encrypted data from brute–force and cryptanalysis attacks. Shin 

and Kwon [12] explained the concept of remote data auditing, and described their 

system model and taxonomy of remote data auditing schemes. They also introduced 

many challenges for designing an efficient batch auditing, including high 

communication cost, inefficient identification protocol of corrupted data, and high 

computational complexity. 
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3   System Architecture and Device’s Parameter Key 

3.1   System Architecture 

The DePUA architecture, as shown in Fig. 1, consists of a management server, a 

trusted device, a working device, and users. The management server can be the 

entrance of a system, a website, or any IT equipment. The trusted device can be a 

smartphone, notebook, or tablet computer owned by a user. When the user is using the 

working device and would like to login a system protected by the DePUA via the 

management server, he/she first keys in his/her account ID and password to the 

working device. The working device then sends a login request to the management 

server. Upon receiving the login request, the management server sends an 

authentication request to user’s trusted device to ask the user to input his/her 

authentication code. Then, the trusted device generates an authentication 

acknowledgement message which is then sent to the management server. On 

receiving the authentication acknowledgement message, the management server 

verifies the user by comparing the device’s parameter key derived from the 

authentication acknowledgement message with the device’s parameter key currently 

stored in its database where the stored one is generated when the user registers with 

the security system. If the authentication succeeds, the management server sends back 

a login acknowledgement to the working device and allows the user to access the 

service provided by the protected system. But if the authentication fails, the 

management server sends an error message to the user and declines his/her request. 

Working 
Device

 Trusted 
Device

Management 
Server

2. Login request

User

5. Login acknowledgement

3. Authentication request

4. Authentication acknowledgement

1. UID, PW

 

Fig. 1. System architecture of the DePUA. 

3.2   Initial Phase 

In the initial phase of the DePUA, the server generates system parameters and selects 

a large prime number 𝑞 ≈ 2𝑟 , 𝑟 > 160. After that, the server  

(1) determines Fq, which is a finite field of characteristic 2 and the order of q; 

(2) determines the elliptic curve 𝐸: 𝑦2 ≡ 𝑥3 + 𝑎𝑥 +   𝑏 ( 𝑚𝑜𝑑 𝑞), where 𝑎, 𝑏 ∈ 𝐹𝑞 

and 4𝑎3 + 27𝑏2 ≢ 0(mod 𝑞); 
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(3) selects a base point P of order n on E, and 𝑞𝑘 ≢ 1 (𝑚𝑜𝑑 𝑛) for any k, 

1 ≤ 𝑘 < 100; 

(4) generates a cyclic additive group G by P, the order of which is n; 

(5) chooses a secure hash function 𝐻1: 𝑈 → 𝑍𝑛
∗;  

(6) publishes the system parameters {E, P, H1}. 

3.3   Device’s Parameter Key (DPK) Generation Procedure 

The DPK is similar to the environmental key introduced in [6]. A trusted device D’s 

parameters, which can be IMEI code, CPU ID, Mac address of NIC, disk serial 

number, etc., are used to create a unique DPK. By utilizing D’s DPK, a user can be 

successfully verified by the management server. Assuming that there are w 

parameters of D which are numbered from 1 to w, the DePUA creates a device 

parameter table, as shown in Table 1, in the trusted device. The DPK generation 

procedure is as follows. 

(1) Set the user’s authentication code nver and his/her password as the inputs of 

hash function H1;  

(2) Use H1(nver||kPW) to generate a parameter sequence, e.g., {2, 2, 1, …, 6, 3};  

(3) Use the parameter sequence to access the corresponding parameter numbers 

recorded in device parameter table, as the inputs of hash function H2, to 

generate the DPK 
DPK = 𝐻2(𝐼𝑀𝐸𝐼 𝑐𝑜𝑑𝑒||𝐼𝑀𝐸𝐼 𝑐𝑜𝑑𝑒||𝑀𝐴𝐶 𝑎𝑑𝑑𝑟𝑒𝑠𝑠|| … ||𝐷𝑖𝑠𝑘 𝑠𝑒𝑟𝑖𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟) 
where H2 is defined as 𝐻2: 𝑈𝑤 → 𝑍𝑛

∗ . 

Table 1.  Device parameter table of a trusted device. 

Parameter No. Component ID number 

1 MAC address of NIC BCEE7BDCB8BA 

2 IMEI code 355931046825508 

3 Disk serial number 9VPD54XY 

4 OS serial number 00359-89-9267-006-6787 

… … … 

w CPU_ID 06F110 

4   User Registration and Authentication Procedures 

When a user would like to utilize a protected system’s service, he/she must firstly 

register himself/herself with the system, so that the system can store the user’s DPK 

in its key-management database and use it to authenticate the user when the user 

requests to login the system. The user registration procedure will be described in 

Section 4.1. After that, the registered user can login the protected system by using 

user authentication procedure which will be presented in Section 4.2. 
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4.1   User Registration Procedure 

Following the procedure of the user registration, a new user and his/her trusted 

device’s information are recorded in the management server (from now on, MS for 

short). The user registration procedure has four rounds. In Round 1, a user sends a 

random number rA and his user ID UID to the MS. In Round 2, the MS generates an 

authentication code for the user. In Round 3, the trusted device calculates the DPK 

kDP according to nver. Finally, the MS stores the kDP in its key-management database 

for future authentication. The detailed descriptions for these rounds are as follows. 

Round 1: by the user 

The user first 

(1) generates a random number 𝑟𝐴,  𝑟𝐴 ∈ 𝑍𝑛
∗ , and stores it in the trusted device; 

(2) fetches the system time 𝑡𝑛𝑜𝑛𝑐𝑒, with which to derive 𝑘𝑐𝑡; 

(3) calculates 𝑅𝐵 ≡ (𝑟𝐵⨁𝑈𝐼𝐷) ∙ 𝑃 by using ECC, where UID is user’s ID;  

(4) calculates 𝑟𝐴
′ = [𝑟𝐴⨁(𝑘𝑐𝑡+2𝑘𝑃𝑊)]+2(𝑘𝑐𝑡⨁𝑘𝑃𝑊) where 𝑘𝑃𝑊 is user’s 

password key;  

(5) sends {𝑈𝐼𝐷, 𝑅𝐴, 𝑟𝐴
′ , 𝑡𝑛𝑜𝑛𝑐𝑒} to MS;  

Round 2: by the management server MS 

The management server MS  

(1) fetches the MS’s system time 𝑡𝑛𝑜𝑛𝑐𝑒,𝑀𝑆 and checks to see whether or not 

𝑡𝑛𝑜𝑛𝑐𝑒,𝑀𝑆 − 𝑡𝑛𝑜𝑛𝑐𝑒 ≤ ∆𝑡 where ∆𝑡  as a predefined time threshold is the 

allowable maximum transmission delay from the user to MS. If not, MS 

sends an authentication-failure message to the user and terminates the 

procedure. Otherwise, it  

(2) derives 𝑘𝑐𝑡 from 𝑡𝑛𝑜𝑛𝑐𝑒; 

(3) calculates 𝑟𝐴,𝐶 = (𝑟𝐴
′−2(𝑘𝑐𝑡⨁𝑘𝑃𝑊))⨁(𝑘𝑐𝑡+2𝑘𝑃𝑊)  and 𝑅𝐴,𝐶 ≡ (𝑟𝐴,𝐶||𝑈𝐼𝐷) ∙ 𝑃; 

(4) checks to see whether 𝑅𝐴,𝐶 = 𝑅𝐴; 

If not, MS sends an authentication-failure message to the user and terminates 

the procedure. Otherwise, it  

(5) generates a random number 𝑟𝑀𝑆,  𝑟𝑀𝑆 ∈ 𝑍𝑛
∗ ; 

(6) calculates the authentication code 𝑛𝑣𝑒𝑟 = 𝐻3(𝑟𝐴,𝐶⨁𝑟𝑀𝑆) and 𝑁𝑣𝑒𝑟 ≡

(𝑛𝑣𝑒𝑟⨁𝑈𝐼𝐷) ∙ 𝑃, where H3 is a one-way hash function; 

(7) calculates 𝑛𝑣𝑒𝑟
′ = (𝑛𝑣𝑒𝑟⨁𝑟𝐴) +2 𝑘𝑐𝑡+2(𝑟𝐴⨁𝑘𝑃𝑊); 

(8) sends {𝑁𝑣𝑒𝑟 , 𝑛𝑣𝑒𝑟
′ } to the user;  

Round 3: by the user 

Upon receiving the message, the user 

(1) calculates 𝑛𝑣𝑒𝑟,𝐶 = (𝑛𝑣𝑒𝑟
′ −2𝑘𝑐𝑡−2(𝑟𝐴⨁𝑘𝑃𝑊))⨁𝑟𝐴; 

(2) calculates 𝑁𝑣𝑒𝑟,𝐶 ≡ (𝑛𝑣𝑒𝑟,𝐶⨁𝑈𝐼𝐷) ∙ 𝑃 and checks to see whether 𝑁𝑣𝑒𝑟,𝐶 =

𝑁𝑣𝑒𝑟 or not; 

If not, the user sends an authentication-failure message to MS and terminates 

the procedure. Otherwise, it  

(3) inputs 𝑛𝑣𝑒𝑟,𝐶 and 𝑘𝑃𝑊 to the trusted device and follows the DPK generation 

procedure described in Section 3.3 to generate device’s parameter key 𝑘𝐷𝑃;  

(4) computes 𝑘𝐷𝑃
′ = (𝑘𝐷𝑃⨁𝑟𝐴)+2𝑛𝑣𝑒𝑟,𝐶⨁(𝑟𝐴 +2 𝑘𝑐𝑡); 
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(5) computes 𝐾𝐷𝑃 ≡ 𝑘𝐷𝑃 ∙ 𝑃 by using ECC; 

(6) sends {𝐾𝐷𝑃, 𝑘𝐷𝑃
′ } to MS; 

Round 4: by MS 

Upon receiving the message, MS  

(1) calculates 𝑘𝐷𝑃,𝐶 = (𝑘𝐷𝑃
′ −2 𝑛𝑣𝑒𝑟⨁(𝑟𝐴 +2 𝑘𝑐𝑡))⨁𝑟𝐴; 

(2) computes 𝐾𝐷𝑃,𝐶 ≡ 𝑘𝐷𝑃,𝐶 ∙ 𝑃 and checks to see whether 𝐾𝐷𝑃,𝐶 = 𝐾𝐷𝑃 or not; 

If not, it sends an authentication-failure message to the user and terminates 

the procedure. Otherwise, it  

(3) stores UID, 𝑘𝐷𝑃,𝐶, 𝑟𝑀𝑆, and 𝑟𝐴,𝐶 to its key-management database. 

4.2   User Authentication Procedure 

When the registered user would like to login the protected system via a working 

device, he/she needs to pass the user authentication procedure which has five rounds. 

In Round 1, the user sends a request to MS. In Round 2, the MS verifies the request, 

generates two authentication codes, i.e., previous code and new code, and sends them 

to the user and his/her trusted device. In Round 3, according to the two authentication 

codes, the trusted device calculates two DPKs which are then sent to MS, and the MS 

verifies these DPKs in Round 4. If the DPKs pass the authentication, MS sends an 

acknowledgement message to the user. After that it allows the user to login the system 

via the working device; otherwise, MS rejects user’s request. The detailed 

descriptions for all rounds are as follows. 

Round 1: by the user with the working device 

The user first 

(1) generates a random number 𝑟𝐵,  𝑟𝐵 ∈ 𝑍𝑛
∗ ; 

(2) generates a login request message 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛; 

(3) fetches the system time 𝑡𝑛𝑜𝑛𝑐𝑒
′ , with which to derive 𝑘𝑐𝑡

′ ; 

(4) calculates and 𝑟𝐵
′ = ((𝑟𝐵||𝑈𝐼𝐷)⨁(𝑘𝑐𝑡

′ +2𝑘𝑃𝑊))+2(𝑘𝑐𝑡
′ ⨁𝑘𝑃𝑊);  

(5) calculates 𝑅𝐵 ≡ (𝑟𝐵⨁(𝑈𝐼𝐷||𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛)) ∙ 𝑃; 

(6) calculates 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛
′ = (𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛+2𝑟𝐵)⨁(𝑘𝑐𝑡

′ ⨁𝑟𝐵); 

(7) sends {𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛
′ , 𝑅𝐵, 𝑟𝐵

′ , 𝑡𝑛𝑜𝑛𝑐𝑒
′ } to MS.  

Round 2: by MS 

In this round, MS has two stages. The first is verifying the login request message sent 

by the user, and the second is sending an authentication request to the trusted device. 

In Stage 1, MS 

(1) fetches the system time 𝑡𝑛𝑜𝑛𝑐𝑒,𝑀𝑆
′  and checks to see whether or not 

𝑡𝑛𝑜𝑛𝑐𝑒,𝑀𝑆
′ − 𝑡𝑛𝑜𝑛𝑐𝑒

′ ≤ ∆𝑡 where ∆𝑡  as a predefined time threshold is the 

allowable maximum transmission delay from the user to MS; 

(2) derives 𝑘𝑐𝑡
′  from 𝑡𝑛𝑜𝑛𝑐𝑒

′ ; 

(3) calculates 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛,𝐶 = (𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛
′ ⨁(𝑘𝑐𝑡

′ ⨁𝑟𝐵))−2𝑟𝐵; 

(4) calculates 𝑟𝐵,𝐶||𝑈𝐼𝐷 = (𝑟𝐵
′ −2(𝑘𝑐𝑡

′ ⨁𝑘𝑃𝑊)⨁(𝑘𝑐𝑡
′ +2𝑘𝑃𝑊), fetches 𝑟𝐵,𝐶 and 

𝑈𝐼𝐷 , and calculates 𝑅𝐵,𝐶 ≡ (𝑟𝐵,𝐶⨁(𝑈𝐼𝐷||𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛,𝐶)) ∙ 𝑃; 
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(5) checks to see whether 𝑅𝐵,𝐶 = 𝑅𝐵; 

If not, MS sends an authentication-failure message to the user and terminates 

the procedure. Otherwise, it continues the procedure of Stage 2. 

In Stage 2, MS 

(1) fetches 𝑘𝐷𝑃,𝐶 , 𝑟𝑀𝑆, and 𝑟𝐴,𝐶  from its key-management database, according 

to UID; 

(2) calculates 𝑛𝑣𝑒𝑟 = 𝐻3(𝑟𝐴,𝐶⨁𝑟𝑀𝑆) and 𝑁𝑣𝑒𝑟 ≡ (𝑛𝑣𝑒𝑟⨁𝑈𝐼𝐷) ∙ 𝑃; 

(3) calculates 𝑛𝑣𝑒𝑟
′ = (𝑛𝑣𝑒𝑟⨁𝑟𝐴,𝐶) +2 𝑟𝐴,𝐶; 

(4) generates a random number 𝑟𝑀𝑆
′ , 𝑟𝑀𝑆

′ ∈ 𝑍𝑛
∗ ; 

(5) calculates 𝑛𝑣𝑒𝑟_𝑛𝑒𝑤 = 𝐻3(𝑟𝐴,𝐶⨁𝑟𝑀𝑆
′ ) and 𝑁𝑣𝑒𝑟_𝑛𝑒𝑤 ≡ (𝑛𝑣𝑒𝑟_𝑛𝑒𝑤⨁𝑈𝐼𝐷) ∙ 𝑃; 

(6) calculates 𝑛𝑣𝑒𝑟_𝑛𝑒𝑤
′ = (𝑛𝑣𝑒𝑟_𝑛𝑒𝑤⨁𝑟𝐴,𝐶) +2 𝑟𝐴,𝐶; 

(7) sends {𝑁𝑣𝑒𝑟 , 𝑛𝑣𝑒𝑟
′ , 𝑁𝑣𝑒𝑟_𝑛𝑒𝑤 , 𝑛𝑣𝑒𝑟_𝑛𝑒𝑤

′ } to the trusted device.  

Round 3: by the user with his/her trusted device 

Upon receiving the message, the user in Round 3 

(1) calculates 𝑛𝑣𝑒𝑟 = (𝑛𝑣𝑒𝑟
′ −2 𝑟𝐴)⨁𝑟𝐴; 

(2) calculates 𝑁𝑣𝑒𝑟,𝐶 ≡ (𝑛𝑣𝑒𝑟,𝐶⨁𝑈𝐼𝐷) ∙ 𝑃 and checks to see whether 𝑁𝑣𝑒𝑟,𝐶 =

𝑁𝑣𝑒𝑟 or not. If not, it sends an authentication-failure message to MS and 

terminates the procedure. Otherwise, it 

(3) inputs 𝑛𝑣𝑒𝑟,𝐶 and 𝑘𝑃𝑊 to generate device’s parameter key 𝑘𝐷𝑃 following 

the DPK generation procedure; 

(4) calculates 𝑘𝐷𝑃
′ = (𝑘𝐷𝑃⨁𝑟𝐴)+2𝑛𝑣𝑒𝑟,𝐶⨁(𝑟𝐴 +2 𝑘𝑃𝑊) and 𝐾𝐷𝑃 ≡ 𝑘𝐷𝑃 ∙ 𝑃 by 

using ECC; 

(5) calculates 𝑛𝑣𝑒𝑟_𝑛𝑒𝑤 = (𝑛𝑣𝑒𝑟_𝑛𝑒𝑤
′ −2 𝑟𝐴)⨁𝑟𝐴; 

(6) calculates 𝑁𝑣𝑒𝑟_𝑛𝑒𝑤,𝐶 ≡ (𝑛𝑣𝑒𝑟_𝑛𝑒𝑤,𝐶⨁𝑈𝐼𝐷) ∙ 𝑃 and checks to see whether 

𝑁𝑣𝑒𝑟_𝑛𝑒𝑤,𝐶 = 𝑁𝑣𝑒𝑟_𝑛𝑒𝑤 or not.  

If not, it sends an authentication-failure message to MS and terminates the 

procedure. Otherwise, it 

(7) inputs 𝑛𝑣𝑒𝑟_𝑛𝑒𝑤,𝐶 and 𝑘𝑃𝑊 to the trusted device to generate device’s 

parameter key 𝑘𝐷𝑃_𝑛𝑒𝑤 following the DPK generation procedure; 

(8) calculates 𝑘𝐷𝑃_𝑛𝑒𝑤
′ = (𝑘𝐷𝑃_𝑛𝑒𝑤⨁𝑟𝐴)+2𝑛𝑣𝑒𝑟_𝑛𝑒𝑤⨁(𝑟𝐴 +2 𝑘𝑃𝑊) and 𝐾𝐷𝑃_𝑛𝑒𝑤 ≡

𝑘𝐷𝑃_𝑛𝑒𝑤 ∙ 𝑃 by using ECC; 

(9) sends {𝐾𝐷𝑃, 𝑘𝐷𝑃
′ , 𝐾𝐷𝑃_𝑛𝑒𝑤 , 𝑘𝐷𝑃_𝑛𝑒𝑤

′ } to MS; 

Round 4: by MS 

In this round, MS has two stages. The first, i.e., Stage 1, is verifying the DPK 

received from the trusted device, and the second, i.e., Stage 2, is sending an 

acknowledgement message to the working device. 

In Stage 1, MS 

(1) calculates 𝑘𝐷𝑃_𝑛𝑒𝑤,𝐶 = (𝑘𝐷𝑃_𝑛𝑒𝑤
′ −2 𝑛𝑣𝑒𝑟_𝑛𝑒𝑤⨁(𝑟𝐴,𝐶 +2 𝑘𝑃𝑊))⨁𝑟𝐴,𝐶; 

(2) calculates 𝐾𝐷𝑃_𝑛𝑒𝑤,𝐶 ≡ 𝑘𝐷𝑃_𝑛𝑒𝑤,𝐶 ∙ 𝑃 and checks to see whether 𝐾𝐷𝑃_𝑛𝑒𝑤,𝐶 =

𝐾𝐷𝑃_𝑛𝑒𝑤 or not;  

If not, it sends an authentication-failure message to the user and terminates 

the procedure. Otherwise, it 

(3) stores 𝑘𝐷𝑃_𝑛𝑒𝑤,𝐶 and 𝑟𝑀𝑆
′  in its key-management database; 

(4) calculates 𝑘𝐷𝑃,𝐶 = (𝑘𝐷𝑃
′ −2 𝑛𝑣𝑒𝑟⨁(𝑟𝐴,𝐶 +2 𝑘𝑃𝑊))⨁𝑟𝐴,𝐶; 
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(5) calculates 𝐾𝐷𝑃,𝐶 ≡ 𝑘𝐷𝑃,𝐶 ∙ 𝑃 and checks to see whether 𝐾𝐷𝑃,𝐶 = 𝐾𝐷𝑃 or not; 

If not, it sends an authentication-failure message to the user to reject the user 

request and terminate the procedure. Otherwise, it continues the procedure of 

Stage 2. 

In Stage 2, MS 

(1) calculates 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾 = (𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛⨁𝑟𝐵)−2𝑘𝑐𝑡
′ ; 

(2) calculates 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾
′ = (𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾+2𝑘𝑃𝑊)⨁(𝑟𝐵+2𝑘𝑐𝑡

′ );  

(3) calculates 𝐾𝑅𝐸𝑄_𝐴𝐶𝐾 ≡ 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾 ∙ 𝑃; 

(4) sends {𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾
′ , 𝐾𝑅𝐸𝑄_𝐴𝐶𝐾} to the working device.  

Round 5: by the user with the working device 

Upon receiving the message sent by MS, the user in Round 5 

(1) calculates 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾,𝐶 = (𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾
′ ⨁(𝑟𝐵+2𝑘𝑐𝑡

′ ))−2𝑘𝑃𝑊; 

(2) calculates 𝐾𝑅𝐸𝑄_𝐴𝐶𝐾,𝐶 ≡ 𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛_𝐴𝐶𝐾,𝐶 ∙ 𝑃 and checks to see whether 

𝐾𝑅𝐸𝑄_𝐴𝐶𝐾,𝐶 = 𝐾𝑅𝐸𝑄_𝐴𝐶𝐾 or not.  

If not, it sends an authentication-failure message to MS and terminates the 

procedure. Otherwise, the user logins the system through the working device. 

5   Security Analysis 

(1) Machine-specific DPK 

In the DePUA, the DPK is derived from the authentication code and the trusted 

device’s parameters. To our knowledge, system parameters, like IMEI, MAC 

address of NIC, and CPU ID, are individually unique among all devices having 

been produced in the world. Hence, it is almost impossible for users to generate 

the same DPK in different devices given the same authorization code. As a result, 

when an adversary eavesdrops the message and decrypts the authorization code, 

he/she is still unable to generate correct DPK, meaning that in the DePUA, the 

DPK generation procedure is practically secure. 

(2) User Anonymity 

In the authorization procedure of the DePUA, the user is anonymous. The login 

request message sent to MS in Round 1 of the user authentication procedure, i.e., 

{𝑅𝐸𝑄𝑙𝑜𝑔𝑖𝑛
′ , 𝑅𝐵, 𝑟𝐵

′ , 𝑡𝑛𝑜𝑛𝑐𝑒
′ }, contains no UID in plain text. The UID is hidden in 𝑟𝐵

′  

and will be computed and fetched in step (4) of Round 2. Each parameter 

transmitted between MS and the user is secured by invoking a two-dimensional 

operation and ECC operation. This actually provides the DePUA with the user 

anonymity property. 

(3) Two-factor security 

The two security factors owned by the DePUA are the user’s password and the 

trusted device’s hardware/software parameters. It is obvious that if both security 

factors are known by adversary, the correct DPK also cannot be generated. 

Consequently, the procedure will fail. In other words, the adversary cannot launch 
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an attack simply when he/she knows any one of the two factors, i.e., it is 

impossible for him/her to issue a valid message to MS without knowing the two 

security factors. 

(4) Replay attacks 

In this type of attack, an adversary tries to eavesdrop a valid request message sent 

by user to MS, and then resends this message again to MS, trying to gain all the 

information provided by MS. In the DePUA, the time key 𝑘𝑐𝑡 is derived in 

Round 1 of both user registration and user authentication procedures. When an 

adversary intercepts the message sent by the user to MS, there may be two cases. 

First, the adversary keeps the original message without modifying it and pretends 

the corresponding legal user to transmit this message to the server. In this case, 

𝑡𝑛𝑜𝑛𝑐𝑒,𝑀𝑆 − 𝑡𝑛𝑜𝑛𝑐𝑒 ≤ ∆𝑡  does not hold because the retransmission is delayed 

where ∆t is the maximal time required by a message to be transmitted from the 

user to MS. Second, the adversary modifies the time tnonce to make 𝑡𝑛𝑜𝑛𝑐𝑒,𝑀𝑆 −
𝑡𝑛𝑜𝑛𝑐𝑒 ≤ ∆𝑡. However, the verification step (i.e., step 2) of Round 2 in both 

procedures would fail because the time key is different from the original one. 

Therefore, the DePUA is invulnerable to replay attacks. 

(5) Eavesdropping attack 

Assuming that an adversary captures a large number of messages from the 

underlying network, wishing to extract sensitive information, such as DPK, from 

these messages. In this scheme, the abovementioned parameters are encrypted by 

random numbers, time key, and user’s password, i.e., rA, 𝑘𝑐𝑡 and 𝑘𝑃𝑊. In the 

user authentication procedure, the time key 𝑘𝑐𝑡 varies in different sessions. Even 

a large amount of messages are captured, the adversary is still unable to extract 

these parameters from these messages. Thus, the DePUA is able to thwart the 

eavesdropping attack. 

(6) Impersonation attack 

When wanting to impersonate a user, an adversary intercepts the message sent by 

the MS to the user in Round 2 of the user authentication procedure, trying to 

derive nver from 𝑛𝑣𝑒𝑟
′ . However, due to the lack of correct rA, the adversary cannot 

decrypt accurate 𝑛𝑣𝑒𝑟
′  to obtain nver, and hence cannot correctly generate kDP. 

Thus, the adversary cannot pass the verification performed in step (2) of Round 3, 

showing that the DePUA can effectively defend the impersonation attack. 

6   Conclusions and Future Studies 

To verify a user’s identity with a secure method, in this study, the DePUA scheme is 

proposed for those systems and websites which need high level of security with the 

help of the trusted device. The device’s parameter key derived from the user’s 

password, MS’s authentication code and the trusted device’s hardware/software 

parameters is utilized in the user authentication procedure to check the consistence 

between the underlying user and a registered user. According to our security analyses, 

729



the DePUA has the features of machine-specific DPK, user anonymity, and two-factor 

security, and is able to resist replay attack, eavesdropping attack, and impersonation 

attack. As a result, the DePUA is very suitable for Internet banking and e-commerce. 

In the near future, we would like to improve the user registration procedure as well 

as the user authentication procedure. Although the DePUA has a high level of security, 

the complex steps used for DPK generation and authentication need to be improved so 

that the trusted device and MS’s processing time can be further reduced. We would 

also like to derive the reliability and behaviour models of the DePUA so that users 

can predict the system reliability and its behaviour before using it. These constitute 

our future studies. 
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Abstract. Diversification applications of network fully combined with the peo-

ple's daily activities and life. All network activities generate and record the 

large amount of data that implies the business values of enterprises and organi-

zations. Collecting, analyzing and visualizing the large amount of data, intelli-

gent information may be efficiently extracted. Big data applications can help 

enterprises enhance market competitiveness advantages, and assist government 

units improve the people daily life quality. However, big data collected from 

network and IoT (Internet of Things) environment existed many quality defects 

and problems to be resolved. Data quality of big data will directly impact the 

analysis results of big data, and may cause wrong decisions, inaccurate predica-

tion, imperfect planning and arrangements. Data preprocessing is an important 

procedure of big data applications. How to ensure data preprocessing tasks 

quality has become a concern issue of big data applications. Based on the re-

view activities, this paper proposes the Preprocessing Tasks Quality Measure-

ment (PTQM) model to identify the quality defects of data preprocessing tasks. 

Applying Data Preprocessing Quality Management (DPQM) procedure timely 

modifies the preprocessing tasks quality defects to increase the big data applica-

tions efficiency and practicality. 

1   Introduction 

In network and IoT (Internet of Things) age, big data becomes the important and use-

ful assets of enterprises and organizations to enhance market competitiveness ad-

vantages. The data of market analysis, E-commerce transactions and social network 

activities all need be effectively collected, appropriately managed and suitably stored. 

And using high efficiency statistic and analysis tools for speedy generating the visual-

ization information to help enterprises and organizations make correct decision and 

accurate prediction [1]. Business promotion, traffic control, weather prediction, health 
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management all can use big data applications to assist decision making, prediction, 

planning and arrangement [2], [3], [4]. Consumer behavior view, big data applications 

technology can forecast the trend of consumer group. Assisting high level managers 

make the best planning and decisions to increase incomes, profits and the advantage 

of market competition. Daily life view, big data applications to traffic control can 

reduce time of traffic jam, accurate meteorological prediction may be reducing the 

calamities losses, suitable crop planting can improve the quality and yield, in health 

management can efficiently control the disease. Big data can efficiently improve peo-

ple's quality of life. In network and IoT age, big data applications have become the 

worthy further exploration of important topics [2], [4]. 

Big data applications need great space to storage the large amount of data and high 

efficiency facilities to handle sustained rapid growth data. In addition, data collection 

from different web sites or devices has many formats and multi-style contents. Big 

data has volume, variety, velocity and veracity four characteristics [5]. These charac-

teristics have closely related with big data applications processing. However, most of 

the network data has unconfirmed contents and uninspected quality [6], [7], [8]. Data 

bad quality of big data is bound to impact the results of big data analysis, and directly 

influence decisions, forecasting and planning operations. How to verify the data quali-

ty of big data has become the necessary concern issues of enterprises and organiza-

tions [6], [7], [8]. 

Bad quality data causes incorrect analysis results and may form the wrong decision 

or inaccurate prediction. Data quality will directly impact the results of the analysis of 

big data. In order to enhance the big data applications effectiveness and practicality, 

big data processing procedure must confirm the data quality in advance. In this paper, 

based on the task review activities, a Preprocessing Tasks Quality Measurement 

(PTQM) Model is proposed to identify the preprocessing tasks quality defects. Apply-

ing Data Preprocessing Quality Management (DPQM) procedure timely modifies data 

preprocessing tasks quality defects to increase the big data applications efficiency and 

practicality. In Section 2, discusses the four characteristics and the challenges of big 

data applications. In Section 3, describes the importance of data preprocessing. Based 

on data preprocessing tasks review activities, in Section 4, proposes a PTQM model 

and DPQM procedure. In Section 5, evaluates the efficiency of DPQM procedure. In 

Section 6, emphasizes the important of data preprocessing and makes a conclusion of 

this topic. 

2   Big Data Characteristics and Challenges 

2.1   Four characteristics of big data 

General enterprise or organization internal data processing can base on the self-

defined or industry standard data format. The internal data has controllable data 

amount, predictable data growth and the structured data format. Traditional relational 

database enough store and manage internal data, commercial statistical software suffi-

cient process business data. However, in network and IoT environment, the big data 

collection from different web sites or devices has many formats and multi-style con-

tents. Big data has a very large amount of data and sustained rapid growth data. Vol-
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ume, variety, velocity and veracity are four characteristics of big data. These charac-

teristics have many differences with the internal data of general enterprises and organ-

izations (shown as Table 1). The following instructions discuss four key characteris-

tics of big data [5]: 

˙ Volume: gathering tool through the Internet can quickly collect enormous 

amounts of data in short time. It is several hundred thousand times of normal in-

ternal data. The large amounts data collected from different web sites or devices 

need perfect management and storage mechanisms than internal data. 

˙ Variety: data format highly diversified, it may belong to structural data or un-

structured multimedia data, such as sound, video, drawing, feeling, etc. Un-

structured data is not able to store into the structured repository (SQL-based Da-

ta Base). In addition, data format also isn't the enterprises or organizations pre-

viously defined internal data format. 

˙ Velocity: all kinds of online transactions and community activities are not sub-

ject to time limits. Data analysis efficiency cannot catch up the speed of data 

generation, then may affect the expected results of the data analysis and cause 

wrong decisions or inaccurate predictions. Enterprises or organizations need 

hire the professional data analysts and data scientists to increase data analysis 

efficiency. 

˙ Veracity: This characteristic is an important feature was recently introduced. 

Because the data veracity will have a direct impact big data analysis results. The 

truthless data of web sites seriously mislead the big data analysis results and 

cause big data applications wrong decisions and inaccurate predictions. 

Table 1. Difference analysis between big data and internal data 

Features of data Big Data  Internal Data 

Data Format 

Data growth 

Data amount 

Storage style 

Analysis Tools 

Nonstructural 

Speedy 

Monumental 

NoSQL 

Model building 

Structural 

Stable 

Manageable 

SQL-based 

Commercial packages 

2.2   Challenges of big data applications 

Big data applications can obtain many business opportunities to adjust enterprises or 

organization business and promotion model, specifically to enhance business perfor-

mance. In addition, big data applications can also assist governments to accurately 

predict, prevent natural disasters and develop the proper policy, improve the quality 

of people life. However, before successfully achieve above results, big data applica-

tions must overcome the technical problems and data quality defects. Four character-

istics of big data also becomes the challenges of big data applications [6], [7], [8]: 

˙ Data collection challenges: Data collection tools through the Internet can easy 

collect the data for analyzing the business pricing strategy, community discus-

sion topics and customer transaction trends. However, in order to guard against 
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competitors, many enterprises and organizations started to take protective 

measures for the anti-collecting network data. Planning the security devices to 

store critical data, using some special words or data to confuse data collection 

tools. These new data protection measures become the critical challenges of da-

ta collection of big data applications. 

˙ Data analysis challenges: applying the cleaned and clustered data, data scientists 

and data analysts construct data mode and develop the appropriate analysis 

methods. Further, data analysis must be completed within the required time, 

otherwise it will affect the subsequent processing steps and lose advantages. Big 

data market lacks the experienced data scientists and data analysts, has become 

another challenge for data analysis. 

˙ Data requirements challenges: enterprises and organizations failed to propose 

the complete and clear data requirements. Incomplete and unclear data require-

ment often cause the big data applications difficultly to reach the desired objec-

tives. Big data applications need a mechanism to confirm the consistency be-

tween data requirements and the expected results of the big data. 

˙ Data security challenges: data collection and analysis often involve data securi-

ty issue and cause many disputes. Therefore, data collection and analysis must 

pay much attention to data security to protect the personal data and avoid to 

misuse the personal data. 

˙ Data quality challenges: collecting a lot of repetition, no analytical value, truth-

less or erroneous data, not only waste data process time and human resources. 

The analysis results of low quality data may cause the wrong decision or inac-

curate pre-diction, and even to generate unpredictable serious consequences. 
The big data applications main challenges and predicaments are related to the criti-

cal issues of data quality. Data preprocessing methods are necessary to improve the 
processes quality of big data. 

3.   Importance of Big Data Preprocessing 

IoT devices generation data, network transmission data and database storage data al-

ways exists several unexpected contents. The collected data contains incomplete, in-

consistent, incorrect, noisy, and abnormal data often makes wrong decisions or inaccu-

rate predictions. Causing the big data applications can not satisfy the expected objec-

tive. Low quality data causes wrong decision or inaccurate predictions, takes more 

analysis time, and generates unclear information. For improving the data analysis effi-

ciency and quality, before big data applications processing, the incomplete, unsuitable 

and abnormal data should be indeed identified, patched and removed. Low quality data 

causes four unfavorable results of big data applications process: 

˙ Imperfect data aggregate/storage: In big data processing, duplicate data or same 

data did not be removed or combined. Making data can’t effective and perfectly 

be aggregated and stored. Imperfect data aggregate/storage need take more 

manpower and resource for the big data processing. 

˙ Low efficiency data statistical/analysis: In big data processing, high efficiency 

data statistical/analysis is a necessary condition to timely complete correct deci-
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sion making and accurate prediction. Inconsistent data format or unintegrated 

data causes data statistical/analysis tasks cannot be completed timely. 

˙ Data attributes unidentified: In big data processing, data attributes unidentified 

may cause unfavorable data clustering and management. 

˙ Incorrect decision/inaccurate predication: The collected data contains incom-

plete, inconsistent, incorrect, noisy and unmoral data often makes wrong deci-

sions or inaccurate prediction. Causing big data applications can’t satisfy the 

expected objectives. 

For getting the correct decisions, accurate predictions, perfect planning and ar-

rangements, after data collection, big data applications must previously process low 

quality data. Four major tasks of data preprocessing [9], [10] for big data applications 

are discussed as follows: 

˙ Data cleansing: Data cleansing is a first priority task for data preprocessing of 

big data applications. For assuring data quality, at first data cleaning need iden-

tify the data defects and problems. Then, according the types of data defects and 

problems, fill in missing values, smooth noisy data, recheck or remove abnor-

mal data, and adjust the incomplete or inconsistent data. 

˙ Data transformation: Big data collected from widely areas and different envi-

ronments. It needs take more time and resource to handle and analyze the dif-

ferent formats data. Therefore, the collected data should normalize into a uni-

fied format and aggregate into the suitable clusters. 

˙ Data integration: For increasing data analysis efficiency, data integration of 

multiple databases, data storages or files is an important task. High quality data 

integration can help reduce and avoid redundancies and inconsistencies in the 

stored data set. Data integration can help improve the accuracy and speed of the 

subsequent data analysis process. 

˙ Data reduction: The collected data may exist the duplicate or similar contents. 

For reducing data volume and data analysis time, the duplicate or similar data 

need be identified and merged or removed. It is necessary to use the duplicate or 

similar data recognition tools for avoiding the incorrect data deleting. 

4.   Quality measurement model and management procedure 

4.1   Preprocessing task quality measurement model 

In order to effectively monitor and assess preprocessing task quality defects, individual 

measurements should make the appropriate combination [11]. In this paper, LCM 

(Linear Combination Model) is applied to preprocessing task quality measurement. 

The different level quality activities have different quality metrics be shown. Therefore, 

before LCM starting, the quality factors must be normalized. The normalized value is 

between 0 and 1. The best quality quantified value approaches to 1 and the worst quali-

ty approaches to 0. Data preprocessing tasks should consider three quantified quality 

that include planning quality, achievement quality, and tools using quality. Using the 

LCM, related quality factors can be combined into the quality metric, and then the 

related quality metrics can be combined into the task quality measurements: 
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˙ Task planning Quality Measurement (TPQM) is combined resource, schedule, 

and sequence three management metrics. Combination formula shows as Equa-

tion (1): 

 ReM: Resource Management Metric   W1: Weight of ReM 

 ScM: Schedule Management Metric   W2: Weight of ScM 

SeM: Sequence Management Metric  W3: Weight of SeM 

TPQM= W1* ReM + W2* ScM+ W3*SeM  W1+ W2 + W3 =1 (1) 

˙ Task Achievement Quality Measurement (TAQM) is combined coverage rate, 

complete rate and complete efficiency three quality metrics. Combination for-

mula shows as Equation (2): 

 CvRM: Coverage Rate Metric    W1: Weight of CvRM 

 CmRM: Complete Rate Metric      W2: Weight of CmRM 

 CoEM: Complete Efficiency Metric   W3: Weight of CoEM 

TAQM= W1* CvRM + W2* CmRM+ W3*CoEM   W1+ W2 + W3 =1 (2) 

˙ Tools Using Quality Measurement (UTQM) is combined suitability, existing 

tools and tools efficiency three quality metrics. Combination formula shows as 

Equation (3): 

 SM: Suitability Metric    W1: Weight of SM 

 ETM: Existing Tools Metric   W2: Weight of ET 

 TEM: Tools Efficiency Metric   W3: Weight of TEM 

TUQM= W1* SM + W2* ETM+ W3*TEM     W1+ W2 + W3 =1  (3) 

Finally, combining TPQM, TAQM and TUQM into a Task Quality Indictor. For im-

proving task quality, the related activities of low quality should be rigorously inspected 

to identify the problems or defects and propose the corrective action. 

4.2   Data preprocessing quality management procedure 

Major purpose of data preprocessing is to improve data quality of big data applications. 

Based on major tasks of data processing [9], [10], the data preprocessing quality man-

agement (DPQM) procedure is divided into data cleansing, data deduc-

tion/transformation, and data integration three phases and group to two steps (shown as 

Figure 1). 

˙ Data cleansing phase: In data collection process, data cleansing should be start-

ed for identifying the defects and problems of the collected data. According to 

data defects and problems, fill in missing values, smooth noisy data, modify or 

remove outliers, and resolve inconsistencies. 

˙ Data integration/transformation phase: For improving data storage and man-

agement efficiency, in data deduction/transformation phase, the related individ-

ual data items or components must be suitably combined into a useful data 

groups and special format data need be converted to the standard formats. 

˙ Data reduction phase: In order to increase data analysis efficiency, the duplicate 

data must be removed or be merged. 

For ensuring the phase tasks quality, before end of phase, task review activities 

must be indeed executed. Task review activities combine the PTQM model to monitor 

the phase task quality. Quantified quality measurement meets the criteria, the DPQM 
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procedure can enter into the next phase. Otherwise, according to the quality defects, 

this phase tasks should be required to redo. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Flowchart of PDQM procedure 

5.   Evaluation of PDQM procedure 

Data preprocessing is an important procedure for big data applications. How to in-

spect and improve the quality of data preprocessing tasks is the necessary activities to 

assure the quality and practicality of big data applications. Based on PTQM model, 

this paper proposed DPQM procedure to identify the tasks defects and improve the 

quality of data preprocessing tasks. DPQM procedure combines the quantified meas-

urements to monitor and control the quality of data preprocessing tasks and improve 

effectively data quality of big data applications. For evaluating the advantages of 

DPQM procedure, four major impact items of the quality and usability of big data 

applications are discussed. Using four impact items include accurate predication/ 

correct decision, statistic/analysis efficiency, data aggregate/storage effects, and data 

attributes identification to evaluate the DPQM procedure (shown as Table 2). 

Table 2. DPQM procedure evaluation table 

Big data main tasks Use DPQM 
procedure 

Use data 
preprocessing  

Omit data 
preprocessing 

Accurate predication/ correct decision More certain Certain Uncertain 
Statistic/Analysis efficiency High Improvable Unexpected 
Data aggregate/storage effects High Middle Low 
Data attributes identification High Middle Low 
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6.   Conclusion 

Applying low quality data or inappropriate data always produces an incorrect analysis 

results and may form the wrong decision or inaccurate predictions to cause unpredict-

able serious consequences. In advance to confirm the data quality that may enhance 

the effectiveness and practicality of big data analysis. For improving data quality of 

big data, this paper discussed the critical tasks of data preprocessing. And based on 

task review activities, a PTQM Model is proposed to identify data preprocessing tasks 

quality defects. Applying the DPQM procedure timely modifies the preprocessing 

tasks quality defects to increase the big data applications quality and effectiveness. 

Before big data statistic and analysis process, the incomplete and error data must be 

modified or removed to improve analysis efficiency and enhance the efficiency and 

practicality of big data applications. The concrete contributions of combination 

DPQM procedure with PTQM Model are described as follows: 

˙ Applying quantified review activities to timely identify data preprocessing task 

quality defects and problems.  

˙ Timely modify data preprocessing tasks quality defects and concretely increase 

big data analysis and visualization efficiency. 

˙ Improvement data quality can reduce big data applications wrong decisions, 

inaccurate predication, imperfect planning and arrangements. 
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Abstract. Over the recent years mobile devices have become a ubiqui-
tous medium supporting various forms of functionality and are widely
accepted for commons. However, the privacy threats along with the in-
timate use of smartphone has become a primary concern. A significant
number of methods for persevering privacy against smartphone usage
data were also proposed in recent years. The prior research mainly fo-
cuses on the privacy leakages by motion sensors, microphones, and GPS
trajectories. In this paper, we report another privacy threats by analyz-
ing a collected trace of Wi-Fi signals (referred to as Wi-Fi logs) observed
by a smartphone. Such privacy leakage is neglected in the past, as Wi-Fi
log data are generally considered to be less sensitive compared with GPS
or microphone data. However, in this study, we show that by analyzing
the Wi-Fi logs, an adversary can readily reveal many about a smartphone
holder, such as occupations, moving patterns, or even user identity. To
raise the concerns on this privacy leakage, we design experiments and
propose a simple scheme to analyze the Wi-Fi log traces collected by
recruited participants. The goal of the scheme is not to design a perfect
scheme for discovering user related information but to clearly illustrate
the existence and easy identification of privacy-revealing vulnerabilities
in Wi-Fi trace logs. The experiment results demonstrate that the pri-
vacy can be leaked by Wi-Fi trace logs, which can be readily collected
by any app requesting innocence permissions. The experiment results are
alarming and may motivate the need to improve the privacy concerns by
developing better privacy preserving mechanisms.
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1 Introduction

Over the recent years, mobile devices have become a ubiquitous medium sup-
porting various forms of functionality and are widely accepted for commons.
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With this trend, mobile devices can be viewed in a novel perspective: a mobile
device is not just a mini computer for the device holder, but a personal behavior
observer providing data around the holder or generated by the holder. As a re-
sult, mining data generated from smartphones has drawn significant attentions
in recent years [3][9].

On the bright side of mining smartphone data, people gradually understand
the privacy threats that come along with the intimate use of the smartphone.
For instance, smartphone users all realize that the GPS data is highly sensitive
to user identification privacy, as the GPS data reveals where users go, how long
they stay, or where they live. A significant number of methods for persevering
privacy revealed by GPS data were also proposed in recent years [5][4]. Compared
with the privacy sensitive GPS data, the privacy concerns of Wi-Fi logs are often
ignored, as they are considered to be less sensitive. However, from our study, we
find that Wi-Fi logs are also sensitive to user privacy. We show that by analyzing
the Wi-Fi logs, an adversary can readily reveal many about a smartphone holder,
such as occupations, preferences, moving patterns, or even user identity. The
privacy concerns of Wi-Fi logs are neglected primarily because there is no way
for users to realize to what extent the privacy leakage is revealed. Aiming at
this issue of unawareness, in this paper, we design experiments by collecting
real traces from users and propose a scheme to analyze the collected trace. The
experiment results demonstrate the privacy risk of Wi-Fi logs, which can be
readily collected by any app requesting some innocence permissions. The results
are alarming and clearly show that the privacy can be leaked by Wi-Fi logs
without many efforts.

There are two observations for digging user information through Wi-Fi logs
collected from a mobile device. First, every Wi-Fi access point is with a Service
Set IDentifier (SSID), which is a 32-byte string. The SSID of a Wi-Fi access
point is normally a human-readable string and thus commonly referred to as
the network name of a Wi-Fi network. The SSID is typically named by the user
who sets up the Wi-Fi network. Therefore, SSIDs are often with semantics. For
example, the Wi-Fi access point of National Chung Hsing University is named as
NCHU-WiFi, from which we can infer the place where the user stayed. Second,
a Wi-Fi SSID is produced when the user is near a Wi-Fi access point. A high
frequency of a consecutively observed SSID implies a long stay duration at a
place. By these two observations, we can use the SSID with semantics to infer
the information such as user identification and user preferences. For example,
one may infer the occupation of a user from the places the user visited daily,
e.g., a graduate student may go to his/her laboratory every weekday.

The contribution of this study is summarized as follows.

– In this paper, we report another privacy threats by analyzing a collected
trace of Wi-Fi signals observed by a smartphone. Such privacy leakage is
neglected in the past, as Wi-Fi log data are generally considered to be less
sensitive compared with GPS or microphone data.

– Second, we propose a scheme for discovering user related information from
collected Wi-Fi trace logs. Our goal is not to design a perfect scheme for
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discovering user related information from Wi-Fi trace logs, but to clearly
illustrate the existence and obvious identification of privacy-revealing vul-
nerabilities in Wi-Fi trace logs.

– Third, we design experiments by implementing a data collection app and
inviting participants to collect real traces for the privacy leakage evaluation.
The experiment results based on the real traces demonstrate the privacy
leakage of the Wi-Fi trace logs.

The rest of the paper is organized as follows. In Section 2, we review the
prior investigation about privacy leakage on smartphones and discuss the differ-
ence between our study and the existing works. In Section 3, we introduce the
data model and propose a simple scheme to expose the information related to
smartphone holder by analyzing Wi-Fi logs. In Section 4, we present the experi-
mental evaluation results and demonstrates the alarming results on the privacy
threats. Finally, Section 5 concludes the paper and provides a research roadmap
for addressing the privacy threats reported in this study.

2 Related Work

The concern about privacy leaks on smartphones have drawn significant at-
tention in recent years, and new problems are still continuing to be explored.
All prior research on this parts mainly focuses on the privacy leakages by mo-
tion sensors, microphones, and GPS trajectories of smartphones [8][1][7][5][4].
As sensor-rich smartphones become more ubiquitous, sensory malware has the
potential to breach the privacy of individuals. In [8], the authors report their
investigation on sensory malware by presenting a stealthy Trojan with innocuous
permissions that can sense the context of its audible surroundings to target and
extract high-value data of smartphones. In [1], the authors study a new type of
side channel attack to infer keystrokes on a smartphone without physical key-
board. While there is no physical keyboard on smartphones, motion on touch
screen can be another side channel, as typing on different locations on the screen
causes different vibrations, data from motion sensor can be employed to infer
the keys being typed. Similar idea by using accelerometers is also reported in
[7].

As smartphones are becoming popular and increasingly used in various location-
based services, the location privacy of smartphone user has become a concern.
In [4], a practical framework for location privacy protection is proposed and im-
plemented for Android smartphone users. The proposed framework address the
tracking, profiling, and identification threats while maintaining app functional-
ity. In [5], the authors also propose a privacy-preserving location-based matching
scheme as a basic platform primitive for exposing low-level, latitude-longitude
(lat-long) coordinates to applications. In literature, we find that the privacy
leakage by analyzing Wi-Fi logs remained untouched.

There are also some investigations, such as [2][6], about the privacy leakage
issues between the Wi-Fi hotspot and smartphones. In [2], the authors examine
the privacy leakage in public Wi-Fi hotspots from activities between hotspot
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and devices, such as domain name querying, search engines querying, and web
browsing. This research reports that many types of user privacy such as identity
privacy, financial privacy and etc, can be leaked. In [6], the privacy issues on en-
abling Wi-Fi fingerprint-based localization (Wi-Fi FBL) is discussed. The Wi-Fi
FBL is one of the most promising techniques for indoor localization. The location
is estimated by mapping a measured WiFi signal strength over a pre-constructed
database owned by the service provider. Providing fine-grained indoor location
information therefore becomes a privacy issue. Both research [2][6] focus on the
privacy issues between a Wi-Fi side and a client side, which however orthogonal
to our focus in this study.

3 The Proposed Scheme

In this section, we propose a scheme to discover information related to a user
from the Wi-Fi logs collected by his/her smartphone. Our scheme consists of two
components, Information Enrichment and SSID Informativeness Assessment. In
Subsection 3.2, we introduce the SSID Informativeness Assessment whose goal
is to serve as a data cleansing process to select informative SSIDs for user un-
derstanding, and in Subsection 3.3, we introduce the information enrichment
component, which aims to enhance the information encoded in SSIDs.

3.1 Trace Attack Model

In this paper, we consider a trace attack model, in which an adversary studies
on a sequence of Wi-Fi signals observed by a particular user and attempts to
discover information about that user. In practical, the sequence of Wi-Fi signals
can be readily obtained as part of an app’s operation. To simulate such trace
attack model, we implement an app performing scanning available Wi-Fi signal
at a predefined time interval and send the obtained Wi-Fi observation to a data
store server, where raw data from all participants are stored. The experiment
data are collected from the smartphone of the participants installed with our
app. Please refer to Table 1 as an example of the collected data.

Table 1. A portion of the collected Wi-Fi data of a User:(Time, SSID, BSSID, and
Level of the Wi-Fi access point signal)

Time SSID Level BSSID

2013/12/14 02:26:54 PM TWM WiFi Auto -72 d8:c7:c8:79:cb:d2
2013/12/14 02:26:54 PM Jennifer’s AP -72 5c:63:bf:c9:84:9a
2013/12/14 02:26:54 PM andrew -74 64:66:b3:4c:6b:80
2013/12/14 02:26:54 PM SHOYO -73 74:d0:2b:88:6d:1c
2013/12/14 02:26:54 PM wenshan -94 00:13:f7:1b:c8:63
2013/12/14 02:28:44 PM Andyhome -90 f8:d1:11:75:54:5a
2013/12/14 02:28:44 PM MAOWLAN -81 00:18:e7:cb:6a:6c
2013/12/14 02:28:44 PM unilevel -94 90:f6:52:3a:e8:a4
2013/12/14 02:28:44 PM Simon -94 20:cf:30:87:dd:3b
2013/12/14 02:28:44 PM 7-11 WiFi -95 90:f6:52:45:0c:24
2013/12/14 02:28:44 PM Pomelo -96 0c:82:68:34:90:22
2013/12/14 02:28:44 PM TINASONIC -79 00:1f:c6:27:e9:ce
2013/12/14 02:28:44 PM MuJaHomeAP -87 00:24:a5:34:0f:86
2013/12/14 02:28:44 PM Starbuck-Wif -93 78:54:2e:2f:3e:d0
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3.2 SSID Informativeness Assessment

One observation for discovering user related information is that not every SSIDs
are informative; some are without any semantics, and some with semantic but are
not related to user information. One example is that lots of Wi-Fi access points
are named by meaningless characters, such as ”ZZZZ”, ”888”, and ”CHT36678”,
from which nothing can be inferred. Yet another example is that some SSID
is named with a default SSID setting, which is a name given by equipment
manufacturers, such as ZyXel, and Dlink, or a name set by hotspot infrastructure
providers, such CHT and iTaiwan. For the SSID types without useful semantics,
such as device default name, the only thing we can do is to eliminate them from
the given SSID set, as nothing can be derived from them. Therefore, our idea is
to manually enumerate SSID names obviously without useful semantics and then
filter them out during the profile construction process. To this end, we manually
select highly observed SSIDs that are obviously without useful information. The
SSID names, such as ZyXel, DLink, and Hotspot, are examples to be included
in the list.

However, one point to mention is that it is impossible for the list-based
approach to be effective, as there are too many to list them all. For the purpose
of judging the informativeness of an SSID, we observe the following clues. First,
SSIDs are named by humans and often show linguistic features on the given
strings. We observe that SSID strings often contain delimiter characters, e.g.,
hyphen, whitespace, and underline. The delimiters can be used to chop an SSID
string into tokens. The basic idea is that an SSID with many tokens is often
informative to the places where the Wi-Fi access point is installed, e.g.,”nchu-
cs-udic-lab” and ”Starbuck Cafe Free Wifi.” In addition, some other features
can be also employed. For example, if an SSID is with all upper-case letters,
it’s likely that the SSID is an abbreviation of something, such as a place or
an affiliation, e.g. NCHU. Another clue is that if an SSID is with many digits
and letters interleaved, the SSID is probably meaningless. Therefore, to leverage
these characteristics, the idea is to make use of a supervised classifier on the
basis of a training data set to infer if a given SSID is informative.

Therefore, for a given SSID, we compute the following features for the SSID:
(1) the number of tokens, (2) the average token length, (3) the number of de-
limiters, (4) the number of digits, (5) the number of upper-case letters, and (6)
the number of lower-case letters. As an example, for an SSID ”nchu-UDIC Lab
fan23” we can extract the features from the SSID into the following form: [4, 4,
2, 2, 5, 9]. With the features, off-the-shelf classifiers can be employed to judge if
the information encoded in an SSID is informative.

3.3 SSID Information Enrichment

An SSID is typically a short string without too much information. An idea
to this problem is that we make use of the web search service API, such as
the Google Web Search API, to enrich the information encoded in the Wi-Fi
SSID. With the help of Google Web Search API, we can readily expand the
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meaning of a given SSID. For example, if the SSID ”nchu” is input into the
API, we can obtain web documents regarding National Chung Hsing University,
and if the SSID ”ITRI” is emitted, we obtain some descriptions about Industrial
Technology Research Institute located at HsinChu, Taiwan. Therefore, with the
employment of the web search API, an SSID string can be expanded into a set
of informative documents. In Figure 1, we show an example of expanding an
SSID ”Nchu-cs” to a set of terms related to the abbreviation. In the example,
we observe that the terms, e.g., ”department of computer science”, ”the national
Chung Hsing university”, and ”national university”, are returned, which are all
about the Nchu-cs abbreviation.

Fig. 1. SSID Information Enrichment

3.4 The Overview of Proposed Scheme

Given a sequence of Wi-Fi SSID logs from a smartphone, the trace attack model
proceeds as follow. First, the SSIDs are sorted by the frequencies, as a high
frequency of the observed SSID implies a long stay duration at a place and should
be more meaningful to the targeted user. Then, SSIDs are one-by-one verified
by SSID informativeness assessment process (IAP) according to their frequency
from high to low. If an SSID is pass through the SSID IAP, then the SSID
enters into the SSID Information Enrichment process. In this study, we make
use of the Google Web Search API to expand the information encoded behind
the SSID. When an SSID is input into the Google Web Search API, the API
will return a set of documents. We then process the returned web documents by
tokenizing words and removing stop words. After the web document processing,
the resultant tokens are accumulated and served as the user profile.

4 Evaluation

4.1 Experiment Setting

In our study, four participants are recruited by giving the voucher in exchange
for contributing all the smartphone usage data in two years through installing
our app in their smartphones. The app performs scanning available Wi-Fi signals
at an interval of 30 seconds and sends the obtained Wi-Fi observations (Time,
SSID, BSSID, and Level of Wi-Fi signal) to a data store server, where raw
data from all participants are stored. The Wi-Fi data collection starts from 20
August 2016 to 20 April 2016. We use the collected raw Wi-Fi data trace as data
sets, from which a user profile (a set of terms) is generated by using the scheme
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proposed in Section 3 for each participant. We employ a word cloud visualization
form as illustrated in Figure 2 to render the terms discovered by the proposed
scheme. In addition, we ask the participants to give a score range from 0 to 10
to judge what extent the reported terms are related to the users.

Fig. 2. Privacy Leakage Survey Form

Fig. 3. Experiment Results

4.2 Experiment Results

In Figure 3, we show the experiment results, where the y-axis is the averaged
score from the participants, and the x-axis are with the proposed scheme and its
three variants. In the figure, we denote the proposed scheme by S, the scheme
without information assessment component by S−IA, the scheme without infor-
mation enrichment component by S− IE, and the scheme denoted by N simply
show the collected highly frequently observed SSID strings without any process
by information assessment and information enrichment components.

There are two primary observations. First, from the experiment results, we
observe that the averaged score of the proposed scheme given by the participants
is 6.4, which indeed raise the privacy leakage concerns for participants by apply-
ing a simple data analysis scheme over the collected Wi-Fi traces. Second, the
experiment results also show that some data cleaning and information enrich-
ment techniques are required. One can observe that the scores of the variants of
our proposed scheme are all lower than the proposed scheme.
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5 Conclusion

In this study, we have made an attempt to characterize the privacy leakage
of Wi-Fi signals observed by a smartphone. We collected and analyzed Wi-Fi
trace logs from four smartphone users. Some privacy sensitive information, e.g.
occupation, are shown to be able to be deduced from Wi-Fi logs collected by a
smartphone. The results are indeed alarming and clearly show that the privacy
can be leaked by Wi-Fi logs without making many efforts. Our future work is to
develop techniques for avoiding such privacy leakage.
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Abstract. LTE uses the Evolved Packet System Authentication and Key 

Agreement (EPS-AKA) procedure to establish and verify keys. However, the 

EPS-AKA is vulnerable to attacks such as disclosure of the user identity, man-

in-the-middle attack and denial of services; therefore, a robust authentication 

mechanism is required. In this paper, we enhance security of LTE by using a 

double masking technique, in which both the identity key of the user equipment 

(UE), i.e., IMSI, and the random challenge key, i.e., RAND, are masked without 

being exposed in the authentication process. The proposed double masking 

technique is effective in performing mutual authentication of the user and the 

network. Security analysis shows that this technique is more secure than the 

original EPS-AKA since IMSI and RAND are well-protected and achieve 

practical security. Since all operators used in encrypting keys are simple and 

efficient, it works without degrading the performance of the existing LTE system. 

1   Introduction 

LTE utilizes the Evolved Packet System Authentication and Key Agreement (EPS-

AKA) procedure to establish and verify keys [1-2]. The EPS-AKA consists of three 

stages: initiation, transfer of credentials, and challenge-response exchange. During the 

initiation stage, the user equipment (UE) provides the network with its identity, i.e., 

International Mobile Subscriber Identity (IMSI); based on this identity, the network 

initiates the authentication procedure. Three nodes involve in the authentication 

procedure: the UE, Mobility Management Entity (MME) and Home Subscriber Server 

(HSS). The HSS holds subscriber information; it can verify an authentication request 

from the UE as well as generate authentication data for the MME. 

Mutual authentication is the process in which a network and a user authenticate each 

other. The EPS AKA authentication procedure consists of two stages. First, the HSS 

generates Evolved Packet System (EPS) authentication vectors, i.e., AVs= (RAND, 

AUTN, XRES, KASME), and delivers them to the MME. Second, the MME selects one of 

the AVs and uses it for mutual authentication with the UE, and thus UE and MME each 

other shares the same authentication key (KASME).  

The designers of 4G wireless security should face following challenges: (i) the 

security concerns of accessing the Internet from a fixed location as well as the added 
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needs for flexibility and mobility; (ii) the impact on the performance and traffic 

handling capacity of the service provider’s network due to additional cryptographic 

methods and security mechanisms applied to IP networks; (iii) protection of all new 

emerging 4G devices and applications from a growing variety of security threats [2,3]. 

In the traditional EPS-AKA protocol design, at the attach stage, the UE sends the 

UE ID, i.e., IMSI, to the eNB in plaintext. Hence, malicious attackers can decode the 

IMSI and copy it for illegal purposes. Besides, at the authentication request stage, the 

random challenge key RAND is exposed in the air when the MME sends AVs to the UE. 

To solve above two issues, in this paper, we propose an efficient augmented EPS-AKS 

protocol with a double masking technique, in which both IMSI and RAND are encrypted 

before being transmitted. By adding preprocess and customization procedures at the 

UE and HSS, the proposed protocol can be incorporated into existing LTE networks; 

moreover, the performance of the service provider’s network suffers less impact from 

this cryptographic method since the operators used in encrypting keys are elementary 

and very efficient.  

The rest of this paper is organized as follows. Section 2 introduces related works of 

this study. Section 3 presents the proposed authentication protocol. Security analysis is 

performed in Section 4. Section 5 concludes this paper and outlines our future studies. 

2   Related Studies 

4G networks offer an open environment where different wireless technologies and 

service providers share an IP-based core network to provide uninterrupted services to 

subscribers. Due to the fact that 4G is an open, heterogeneous, and IP-based 

environment, it suffers from new security threats as well as inherent ones. The key 

vulnerabilities include access control, communication security, data confidentiality, 

availability and privacy [4,5]. 

The EPS-AKA is vulnerable to attacks such as disclosure of the user identity, man-

in-the-middle attack and denial of services (DoSs) [3]. To solve these problems, 

Abdrabou et al. [6] proposed a pre-authentication procedure based on Simple Password 

Exponential Key Exchange (SPEKE) and symmetric key cryptography to generate a 

dynamic key every time when users access to the network. However, this approach 

gives rise to higher communication overheads than the current EPS-AKA protocol does.  

Rogue base-station attack can compromise user privacy by tracking their 

geographical movements, and intercept sensitive personal data, such as credit card 

information. Several existing studies are trying to remedy this situation. For example, 

Mazroa and Arozullah [7] proposed a rogue base-station identification protocol to 

protect UE privacy; a cloud server is used to maintain the locations of real base-stations, 

and the UE can ensure that it only sends sensitive information through legal base 

stations by contacting the cloud server first.  

To avoid DoS attacks [3], Apostol and Răcuciu [8] proposed an EPS-AKA with a 

Security Vector approach, in which before computing the authentication vectors, the 

HSS first checks to see whether it has already received an authentication requests from 

the same hardware address of the UE. This approach can prevent a device from trying 

to sustain DoS attacks to overload the HSS/MME. 
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In this study, we used two efficient elementary operators to encrypt/decrypts keys, 

including exclusive-OR (⨁ ) [9] and binary adder (+2 ) [10]. We also used a 

dynamically accumulated shifting substitution (DASS for short) algorithm, which is a 

one-way function to encrypt a plaintext into an irreversible ciphertext introduced as 

follows. 

 

Algorithm 1: DASS 

Input: plaintext block P of n bits in length, and a 16 x 16 random table-box (RT-Box 

for short), where n is a number which is multiple of 8. 

Output: ciphertext block C. 

{let 𝑃 = 𝑝1 ∥ 𝑝2 ∥ ⋯ ∥ 𝑝𝑘 and  𝐶 = 𝑐1 ∥ 𝑐2 ∥ ⋯ ∥ 𝑐𝑘, where k = n/8; 

ct = 0; 

for i = 1 to k  {vp[i] = Int(pi);  ct = ct + vp[i];} 

for i = 1 to k  {ct = ct + vp[i];  ch = str((vp[i] + ct) mod 256); 

             ci = the corresponding content in the RT-Box after ch is substituted by 

looking up RT-Box following the SubBytes step in Advanced 

Encryption Standard (AES);  

                  /*for example, if 𝑐ℎ = 65ℎ𝑒𝑥, then ci is found by looking up the 

entry located at row 6 and column 5 in the RT-Box.*/} 

3   Proposed Authentication Protocol 

In this section, we propose a secure and efficient authentication and key agreement 

protocol for LTE networks. 

On the UE side, there are parameters (shared with the HSS) stored in the Universal 

Subscriber Identity Module (USIM), including IMSI (usually a 15-digit number, of 

which the last 9 or 10 digits form the mobile subscription identification number, MSIN), 

subscriber authentication key K (128 bits), and authentication and key management 

field AMF (16 bits). Also, a global random box (GR-Box) and a unique user individual 

key (UIK) are used in our protocol.  

On the HSS side, a GR-Box and a user individual keys table (UIKS-TABLE), which 

consists of IMSI and corresponding UIK, are used for customization of the HSS. 

Similar to the original EPS-AKA protocol, our authentication and key agreement 

protocol comprises three stages: attach request, authentication request, and 

authentication response. In addition, it includes UE preprocess and HSS preprocess to 

establish keys described as follows. 

 

A. UE Preprocess: it is called by UE at step 1 of the UE attach request stage to establish 

keys. 

(1) The UE generates a random key RandU; 

(2) URAND = DASS (GR-Box, RandU); 

(3) 𝑈𝑅𝐴𝑁𝐷 = 𝑈𝑅1 ∥ 𝑈𝑅2 ∥ 𝑈𝑅3; /* key division */ 

(4) 𝐶𝑀𝑆𝐼𝑁 = (𝑀𝑆𝐼𝑁⨁𝑈𝑅2)+2𝑈𝑅3; 
   𝐶𝐼𝑀𝑆𝐼 = 𝑀𝐶𝐶 ∥ 𝑀𝑁𝐶 ∥ 𝐶𝑀𝐼𝑆𝑁; 

(Note that 𝐼𝑀𝑆𝐼 = 𝑀𝐶𝐶 ∥ 𝑀𝑁𝐶 ∥ 𝑀𝐼𝑆𝑁); 
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(5) 𝑈𝐼𝑅𝐾1 = 𝑈𝑅𝐴𝑁𝐷⨁𝑈𝐼𝐾; 

  𝑈𝐼𝑅𝐾2= DASS (GR-Box, 𝑈𝐼𝑅𝐾1); 

  𝑈𝐼𝑅𝐾3 = 𝑈𝐼𝑅𝐾2 +2 𝑈𝑅𝐴𝑁𝐷; 

(6) Return; 

 

B. HSS Preprocess: it is called by HSS at step 1 of the HSS attach request stage to 

establish keys.   

(1) The HSS Retrieves RandU and CIMSI from message 2 and retrieves MCC, MNC 

and CMSIN from CIMSI; 

(2) URAND = DASS (GR-Box, RandU); 

(3) 𝑈𝑅𝐴𝑁𝐷 = 𝑈𝑅1 ∥ 𝑈𝑅2 ∥ 𝑈𝑅3; 

(4) 𝑀𝑆𝐼𝑁 = (𝐶𝑀𝑆𝐼𝑁－
2
𝑈𝑅3)⨁𝑈𝑅2; 

  𝐼𝑀𝑆𝐼 = 𝑀𝐶𝐶 ∥ 𝑀𝑁𝐶 ∥ 𝑀𝑆𝐼𝑁; 

(5) According to IMSI, a corresponding UIK is retrieved from the UIKS-TABLE; 

(6) 𝑈𝐼𝑅𝐾1 = 𝑈𝑅𝐴𝑁𝐷⨁𝑈𝐼𝐾; 

 𝑈𝐼𝑅𝐾2 = DASS (GR-Box, 𝑈𝐼𝑅𝐾1); 

 𝑈𝐼𝑅𝐾3 = 𝑈𝐼𝑅𝐾2+2𝑈𝑅𝐴𝑁𝐷; 

(7) Return; 

3.1   Attach Request Stage 

In this stage, UE, MME and HSS are involved. 

 

A. UE: Attach Request-1 

When a mobile device is turned on, the UE does the following steps. 

(1) The UE calls UE Preprocess to obtain RandU, URAND, and CIMSI, and then 𝑈𝐼𝑅𝐾1, 

𝑈𝐼𝑅𝐾2, and 𝑈𝐼𝑅𝐾3; 

(2) The UE sends message 1, which is an attach request, to eNB/MME, i.e.,  

UE 
message 1
→        eNB/MME 

where message 1 = 𝐶𝐼𝑀𝑆𝐼/𝑅𝑎𝑛𝑑𝑈/UE Network Capability/𝐾𝑆𝐼𝐴𝑆𝑀𝐸=8. 
 

B. MME: Attach Request-2 

When receiving message 1, MME sends message 2 to the HSS, i.e.,  

MME 
message 2
→        HSS 

where if 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 8, then message 2 = 𝐶𝐼𝑀𝑆𝐼/𝑅𝑎𝑛𝑑𝑈/𝑆𝑁 𝐼𝐷/
Network type/𝐾𝑆𝐼𝐴𝑆𝑀𝐸=8. 

     else  message 2 = 𝐼𝑀𝑆𝐼/𝑆𝑁 𝐼𝐷/Network type 
 

C. HSS: Attach Request-3 

On receiving message 2, the HSS does the following steps. 

(1) Retrieves 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 from message 2; if 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 8, then calls HSS Preprocess 

to obtain IMSI, and then 𝑈𝐼𝑅𝐾1 , 𝑈𝐼𝑅𝐾2 , and 𝑈𝐼𝑅𝐾3 , otherwise retrieves IMSI 

from message 2. 

(2) Retrieves LTE K based on IMSI; 

(3) Generates a random number RAND and sequence number SQN; 
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(4) Generates AUTNHSS, XRES, and KASME by employing the EPS-AKA algorithm 

where 𝐴𝑈𝑇𝑁𝐻𝑆𝑆 = (𝑆𝑄𝑁 ⊕ 𝐴𝐾 ∥ 𝐴𝑀𝐹 ∥ 𝑀𝐴𝐶); 
(5) Generates the authentication vector AV = RAND∥XRES∥ 𝐾𝐴𝑆𝑀𝐸 ∥ 𝐴𝑈𝑇𝑁𝐻𝑆𝑆; 
(6) If 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 8, then CRAND=(RAND⊕UIRK2)+2UIRK3; 

(7) Sends message 3 to the MME, i.e., HSS 
message 3
→        MME 

where if 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 8,  

message 3 = (𝐴𝑉/𝐾𝑆𝐼𝐴𝑆𝑀𝐸=8/𝑅𝑎𝑛𝑑𝑈/𝑈𝐼𝑅𝐾1/𝑈𝐼𝑅𝐾2/𝑈𝐼𝑅𝐾3/𝐶𝐴𝑅𝑁𝐷); 
else message 3 = (AV/𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 7); 

 

 

3.2   Authentication Request Stage 
 

In this stage, MME and UE are involved. 

 

A. MME: Authentication Request-1 

When receiving message 3, the MME does the following steps: 

(1) Retrieves 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 from message 3; 

(2) Transmits message 4 to the UE through eNB, i.e., MME/eNB 
message 4
→        UE 

where if 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 7, message 4 = (RAND/AUTNHSS /KSIASME = 1); 

  else message 4 = (CRAND/AUTNHSS /KSIASME = 9); 

 

B. UE: Authentication Request-2 

On receiving message 4, the UE does the following steps: 

(1) Retrieves 𝐾𝑆𝐼𝐴𝑆𝑀𝐸  from message 4; 

(2) If 𝐾𝑆𝐼𝐴𝑆𝑀𝐸 = 9, then 𝑅𝐴𝑁𝐷 = (𝐶𝑅𝐴𝑁𝐷−2𝑈𝐼𝑅𝐾3) ⊕ 𝑈𝐼𝑅𝐾2; 

(3) Computes AK, SQN, XMAC, RES, CK, IK and 𝐾𝐴𝑆𝑀𝐸  by employing the EPS-AKA 

algorithm on the USIM side; 

(4) Retrieves MAC from 𝐴𝑈𝑇𝐻𝐻𝑆𝑆, and verifies whether XMAC = MAC or not. If not, 

discards the receiving message and waits for a correct one, otherwise continues with 

next step; 

(5) Transmits the authentication response message RES to the MME/eNB; 

 

3.3   Authentication Response Stage 

 

MME: Authentication Response 

On receiving the authentication response message RES, the MME verifies whether 

XRES = RES or not. If not, it discards the receiving message and waits for a correct one. 

Otherwise, the authentication process is completed. 

4   Security Analysis 

In this study, parameter MSIN, which is a part of UE ID or IMSI, has been encrypted as 

CMSIN, and parameter RAND has been encrypted as CRAND before wirelessly 

transmitted. Hence, at each communication session, these two most important security 
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parameters, i.e., IMSI and RAND, which are exposed in the original EPS-AKA protocol, 

are masked and well-protected; therefore, the overall security of the LTE 

communication networks is greatly enhanced, and the reasons are chiefly as follows. 

(1) In the LTE authentication phase, the major security mechanism is the EPS-AKA 

protocol, in which the most input parameters are LTE K and RAND. However, in 

the current LTE communication mechanism, RAND is exposed when wirelessly 

transmitted by the eNB to the UE; hence RAND may be intercepted by attackers, 

causing security threats on the EPS-AKA protocol. In this study, RAND has been 

encrypted as CRAND before wirelessly transmitted, so the attacker needs to 

decrypt the intercepted CRAND to recover RAND, and then attacks the EPS-AKA 

security mechanism. But, in this study, both LTE K and RAND parameters are 

unknown to the attacker, which greatly increases the difficulty of solving the EPS-

AKA. 

(2) The IMSI, as the identity of the USIM for a mobile device, is exposed when 

wirelessly transmitted by the UE to the eNB right after the mobile device is turned 

on. The attacker can intercept it and continue retrieving and recording the 

following communication messages. The attacker can eavesdrop and stealthily 

collect data of a specific IMSI for a long period of time. After collecting a 

considerable number of communication messages, he/she can try to decrypt IMSI. 

However, in this study, the MSIN of IMSI has been encrypted as CMSIN before 

being transmitted from the UE to the eNB. Since CMSIN itself is a random number, 

i.e., different CMSIN is generated each time when the mobile device is turned on, 

the attacker has no way to obtain the correct MSIN via the information 

accompanied by CMSIN; in other words, the attacker cannot know the identity 

with which to identify who is making phone calls, and has lesser opportunity to 

eavesdrop and stealthily collect data of a specific IMSI, implying that the chance 

to decrypt IMSI is also smaller. 

Based on above reasons, the security of CIMSI and CRAND will determine the pros 

and cons of the proposed approach. In the following lemmas, we prove that CIMSI and 

CRAND are highly secured. 

 

Lemma 1: 

In the study, RandU/URAND is random/induced random key with 128 bits in length. 

Let MSIN be a decimal digit parameter with 40 bits long. Then the probability p with 

which to recover the value of IMSI from an illegally intercepted CIMSI on one trial is 

p = 
1

1010 
. 

Proof: 

For IMSI = MCC//MNC//MSIN and CIMSI = MCC//MNC//CMSIN, the probability p 

with which to recover the value of IMSI from CIMSI is the same as the probability p of 

recovering the value of MSIN from CMSIN. 

∵CMSIN = (MSIN⊕UR2)+2UR3;  

  URAND = UR1//UR2//UR3; and  

  URAND = DASS (GR-Box, RandU); 

Even if RandU is known by the attacker, however, since the GR-Box is inside the user 

mobile phone, the attacker does not know it. The attacker cannot generate URAND 

without knowing the GR-Box, i.e., the attacker cannot know URAND from the known 
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RandU, implying that UR2 and UR3 are unknown to the attacker. Under this situation, 

the probability p with which to recover the value of MSIN from CMSIN is the same as 

that of a blind guess [10, 11]. Also, there are 1010 possible values for MSIN, ranging 

from 0 to 9,999,999,999.  

Hence the probability p with which to recover the value of IMSI from CIMSI on one 

trial is also the probability p with which to recover the value of MSIN from CMSIN on 

one trial, and p = 
1

1010 
. (Q.E.D.) 

 

Lemma 2: 

In the study, RAND, CRAND and the related keys, such as URAND and UIK, are 128 

bits in length. The probability p with which to recover RAND from an illegally 

intercepted CRAND on one trial is p = 
1

2128
. 

Proof: 

For CRAND = (RAND⊕UIRK2)+2UIRK3; 

and RAND = (CRAND－2 UIRK3)⊕UIRK2;  

then to obtain RAND from known CRAND, both UIRK2 and UIRK3 are indeed required. 

However,  

UIRK3 = UIRK2+2 URAND; 

UIRK2 = DASS(GR-Box, UIRK3 ); and 

UIRK1 = URAND⊕UIK; 

These equations show that only when UIK and GR-Box are known, then UIRK2 and 

UIRK3 can be derived, but UIK and GR-Box are inside the user mobile device, and 

attackers cannot know them, indicating that the attackers cannot know the induced keys 

UIRK2 and UIRK3. Hence, under this situation, the probability p with which to recover 

the value of RAND from CRAND is the same as that of a blind guess [10,11]. Therefore, 

the probability p of recovering the value of RAND from CRAND on one trial is p = 
1

2128
 . (Q.E.D.) 

 

Lemma 1 and Lemma 2 show that IMSI and RAND are well-protected and achieve 

practical security, implying that our proposed approach is more secure than the original 

LTE security mechanism. 

5   Conclusions and Future Studies 

Since the LTE represents an open, heterogeneous, and IP-based environment [5, 12], it 

faces many security threats, such as disclosure of the user identity, man-in-the-middle, 

and DoS attacks. We propose a mechanism to enhance security of LTE by using a 

double masking technique, and prove that both important parameters, IMSI and RAND, 

which are exposed when wirelessly transmitted in the current EPS-AKA protocol, are 

masked from attackers. Besides, the proposed approach will not impact performance of 

the current LTE system, since it uses efficient elementary operators for encryption. In 

the future, we will study the feasibility of hardware and software deployment of our 

techniques over the existing LTE system. We will also like to derive the reliability and 

behavior models for the proposed system. These constitute our future studies. 
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Design and Control of an Omnidirectional
Wheelchair for Moving in Room Narrow Spaces

Keita Matsuo and Leonard Barolli

Abstract Because of aged tendency of population and rapid growth in the number of
the disabled caused by diseases or injuries, the wheelchair with good performance
for the aged and disabled is attracting more and more attention from the society.
Also, the wheelchair can provide the user with many bene ts, such as maintain-
ing mobility, continuing or broadening community and social activities, conserving
strength and energy, and enhancing quality of life. The wheelchair body must be
compact enough and should be able to make different movements in order to have
many applications. In this paper, we present the design and control of an omnidi-
rectional wheelchair for moving in room narrow spaces. Finally, we discuss some
implementation and application issues.

1 Introduction

Robots are being steadily introduced into modern everyday life and are expected to
play a key role in the near future. Typically, the robots are deployed in situations
where it is too dangerous, expensive, tedious, and complex for humans to operate.

Recently, the older age population is increased. According to WHO (World
Health Organization) by 2025, the increase of population over aged 60 is predicted
to reach 23% in North America, 17% in East Asia, 12% in Latin America and 10%
in South Asia. There are over 600 million disabled persons in the world constituting
nearly 10% of the global population.

Because of aged tendency of population and rapid growth in the number of the
disabled caused by diseases or injuries, the wheelchair with good performance for
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the aged and disabled is attracting more and more attention from the society. There
are many research works on wheelchairs including wheelchair for recovery, climb-
ing stairs, and multifunction [1]. Therefore, it is necessary to design a wheelchair
with the feature of easy-walking, convenient-use, and small-radius-swerving be-
cause the wheelchair is often used in a relatively narrow and small room.

The wheelchair body must be compact enough to go through narrow spaces. The
wheelchair must be wide enough to prevent the patient from falling on the oor.
A large footprint is therefore desirable for stability and safety, while wheelchairs
must conform to dimensional constraints. Also the footprint must be compact since
a large footprint does not allow the vehicle to move in a closely con ned place.
Stability and mobility are therefore con icting requirements.

In recent years, more and more convenient facilities and equipments have been
developed in order to satisfy the requirements of elderly people and disabled people.
Among them, wheelchair is used widely. A wheelchair can provide the user with
many bene ts, such as maintaining mobility, continuing or broadening community
and social activities, conserving strength and energy, and enhancing quality of life.

In this paper, we present the design and control of an omnidirectional wheelchair
for moving in room narrow spaces. Then, we discuss some implementation and
application issues.

The structure of this paper is as follows. In Section II, we introduce the related
work. In Section III, we present the proposed omnidirectional wheelchair system.
In Section IV, we discuss some implementation and application issues. Finally, con-
clusions and future work are given in Section V.

2 Related Work

Most of the work, for mobile robots has be done for improving the quality of life of
disabled people. One of important research area is robotic wheelchairs. The persons
having physical impairment often nd it dif cult to navigate the wheelchair them-
selves. The reduced physical function associated with the age or disability make
independent living more dif cult. Many research works have been undertaken to
reduce the problem of navigation faced by the physically and mentally challenged
people and also older age persons. One of the suggestive measures are the develop-
ment of a Brain Control Interface (BCI), that assist an impaired person to control
the wheelchair using his own brain signal. The research proposes a high-frequency
SSVEP-based asynchronous BCI in order to control the navigation of a mobile ob-
ject on the screen through a scenario and to reach its nal destination [2]. This could
help impaired people to navigate a robotic wheelchair. The BCIs are systems that al-
low to translate in real time the electrical activity of the brain in commands to control
devices, provide communication and control for people with devastating neuromus-
cular disorders, such as the Amyotrophic Lateral Sclerosis (ALS), brainstem stroke,
cerebral palsy, and spinal cord injury [3].
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One of the key issue in designing wheelchairs is to reduce the caregiver load.
Some of the research works deal with developing prototypes of robotic wheelchairs
that helps the caregiver by lifting function or which can move with a caregiver
side by side [4, 5]. The lifting function equipment facilitates easy and safe transfer
from/to a bed and a toilet stool by virtue of the opposite allocation of wheels from
that for a usual wheelchair. The use of lifting function and the folding of frames
makes it more useful in indoor environments. Robotic wheelchair based on obser-
vations of people using integrated sensors can move with a caregiver side by side.
This is achieved by a visual-laser tracking technique, where a laser range sensor and
an omnidirectional camera are integrated to observe the caregiver.

Another important issue for the design of wheelchair is the collision detection
mechanism. The omnidirectional wheelchairs with collaborative controls ensures
better safety against collisions. Such wheelchairs possess high level of ability when
moving over a step, through a gap or over a slope [6, 7]. To achieve omnidirectional
motion, vehicles are generally equipped with an omniwheel consisting of a large
number of free rollers or a spherical ball wheel. The development of such omni-
wheels attempts to replace the conventional wheel-type mechanism.

There are also other works which deal with vision design of robotic wheelchairs
by equipping the wheelchair with camera for monitoring wheelchair movement
and obstacle detection and pupil with gaze sensing [8, 9]. Prototype for robotic
wheelchairs have been suggested in various research works, which are exclusively
controlled by eye and are used by different users, while proving robust against vi-
bration, illumination change, and user movement [10, 11].

To enable older person to communicate with other people the assisting devices
have been developed. They can improve the quality of life for the elderly and dis-
abled people by using robotic wheelchairs. The head gesture recognition is per-
formed by means of real time face detection and tracking techniques. They devel-
oped a useful human-robot interface for RoboChair [12].

3 Proposed Omnidirectional Wheelchair System

In this section, we will describe the design and the implementation of the proposed
wheelchair system.

In Fig. 1, we show a conventional wheelchair. In the case of kitchen space, the
wheelchair can not move on the left or on the right sides. In order to move on right
side as shown in Fig. 2, the wheelchair should make 5 movements. This is only
one example of using the wheelchair, but when the wheelchair is used in indoor
environment is dif cult to make movements because of the small spaces.

In order to deal with these problems, we propose an omnidirectional wheelchair
as shown in Fig. 3. The image of proposed omnidirectional wheelchair is shown in
Fig. 4. The image of proposed omnidirectional wheelchair is shown in Fig. 5.
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Fig. 1 Conventional wheelchair.

Fig. 2 Moving of conventional wheelchair.

3.1 Kinematics

For the control of the wheelchair are needed the omniwheel speed, wheelchair
movement speed and direction.

Let us consider the movement of the wheelchair in 2 dimensional space. In Fig. 6,
we show the onmiwheel model. In this gure, there are 3 onmiwheels which are
placed 120 degree with each other. The omniwheels are moving in clockwise direc-
tion as shown in the gure. We consider the speed for each omniwheel M1, M2 and
M3, respectively.

As shown in Fig. 6, the axis of the wheelchair are x and y and the speed is v =
(x,y) and the rotating speed is θ . In this case, the moving speed of the wheelchair
can be expressed by Eq. (1).
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Fig. 3 Design of omnidirectional wheelchair.

Fig. 4 Image of proposed test omnidirectional wheelchair.

V = (x,y,θ) (1)

Based on Eq. (1), the speed of each omniwheel can be decided. By considering
the control value of the motor speed ratio of each omniwheel as linear and syn-
thesising the vector speed of 3 omniwheels, we can get Eq. (2) by using Reverse
Kinematics, where (d) is the distance between the center and the omniwheels. Then,
from the rotating speed of each omniwheel based on Forward Kinematics, we get the
wheelchair moving speed. If we calculate the inverse matrix of Eq. (2), we get Eq.
(3). Thus, when the wheelchair moves in all directions (omnidirectional movement),
the speed for each motor (theoretically) is calculated as shown in Table 1.
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Fig. 5 Image of Proposed Omnidirectional Wheelchair.
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3.2 Control System of the Proposed Omnidirectional Wheelchair

For the control of the proposed omnidirectional wheelchair, we considered R8C38
CPU board from Renesas Electronics Corporation. This CPU board has a small size
and high speed processing time. The core of the CPU has a maximum frequency of
20 MHz. It is equipped with a ash memory, which is easy to rewrite. The R8C38
board has the following features:

• 8bit multi functions timer: 2,
• 16bit output competition timer: 5,
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Fig. 6 Model of omniwheel.

Table 1 Motor speed ratio. Direction Motor Speed Ratio
(Degrees) Motor1 Motor2 Motor3

0 0.00 -0.87 0.87
30 0.50 -1.00 0.50
60 0.87 -0.87 0.00
90 1.00 -0.50 -0.50
120 0.87 0.00 -0.87
150 0.50 0.50 -1.00
180 0.00 0.87 -0.87
210 -0.50 -1.00 -0.50
240 -0.87 0.87 0.00
270 -1.00 0.50 0.50
300 -0.87 0.00 0.87
330 -0.50 -0.50 1.00
360 0.00 -0.87 0.87

• Real time clock timer: 1,
• UART/clock synchronization type serial interface: 3 channels,
• 10bit A/D converter: 20 channels,
• 8bit D/A converter: 2 circuits,
• Voltage detected circuit,
• Number of output and input port: 75,
• External interrupt input: 9.

In Fig. 7 is shown the control system for the proposed omnidirectional wheelchair.
The direction movement of the wheelchair is decided by the Joystick. The Analog-
Digital Converter changes the analog value to a digital value needed for R8C38
board. The R8C38 board based on the Eq. (2) calculates the motors control value.
Based on this value, the Pulse Width Modulation (PWM) generator generates an

Design and Control of an Omnidirectional Wheelchair for Moving in Room Narrow Spaces 769



Fig. 7 Control system for omnidirectional wheelchair.

Fig. 8 Schematic diagram of communication between sensors and R8-CPU by I2C.

appropriate value for the control of each motor. The number of rotation of each mo-
tor is detected by Pulse Counter and is sent to the R8C38 board in order to make a
correct feedback control.

We implemented a directional sensor on the wheelchair. The communication be-
tween the sensor and R8-CPU is done by I2C (Inter Integrated Circuit). The direc-
tional sensor can keep the directions of the wheelchair when playing sports. The
I2C is used for different kind of sensors. The maximum number of sensors that can
communicate on the same bus of R8-CPU is 112. The schematic diagram of com-
munication between sensors and R8-CPU by I2C is shown in Fig. 8. While, the
implemented circuit is shown in Fig. 9.
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Fig. 9 Implemented circuit (HMC5883L and R8-CPU connection).

Fig. 10 Measured directions by HMC5883L.

4 Implementation and Application Issues

In this research, we used the implemented wheelchair for moving in room narrow
spaces.

In Fig. 10 are shown measured data by HMC5883L. From the data, we can see
that the directional sensor should be calibrated in order that the circle be in the cen-
ter. Also, when playing sports, the players always should be face to face. However,
the direction of the wheelchair may change during the movement. For this reason,
we decided to keep the body of the player in the same direction by using directional
sensor.

The proposed omnidirectional wheelchair can be controlled remotely using WiFi
communication system embedded on the wheelchair as shown In Fig. 11. Using this

Design and Control of an Omnidirectional Wheelchair for Moving in Room Narrow Spaces 771



Fig. 11 Communication system for omnidirectional wheelchair.

Fig. 12 Image of narrow spaces in the room.

communication system, we can get the number of rotation for each motor, direction
of the wheelchair and the value of the Joystick controller. In particular, real speed of
each motor is very important because when there is difference between the value of
control signal and real speed, it causes incorrect moving of the wheelchair. So, we
have to modify the control signal based on this value.

Fig. 12 shows the model of a room in our building. For instance, when wheelchair
user want to go to the Desk1, if is used our omnidirectional wheelchair he doesn’t
need to turn the wheelchair. But if is used ordinary wheelchair, it is needed to turn
two times (point of A and B). Moreover, move of the omnidirectional wheelchair is
more convenient when the desks are close to each other. In Fig. 13 are shown some
snapshots of the proposed omnidirectional wheelchair when moving in a room.

Now, the movement of wheelchair is done by joystick. We want to make the
control of the wheelchair more convenient for disabled persons. For this reason, we
want the implement an automatic control.
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Fig. 13 Snapshots of using omnidirectional wheelchair in narrow spaces.

In this work, we used the implemented wheelchair for moving in narrow spaces
of a room, but it can be used for sports such as tennis, basketball, and playing bad-
minton. Also, the application of the proposed wheelchair for transport in plants and
factories will be considered.

5 Conclusions and Future Work

In this paper, we presented the design and implementation of an omnidirectional
wheelchair for moving in narrow spaces of a room. The implemented wheelchair
can be used also for sports such as tennis, basketball and playing badminton.

We introduced some of the previous works and discussed the related problems
and issues. Then, we presented in details the kinematics and the control system for
the proposed omnidirectional wheelchair. Finally, we discussed some implementa-
tion and application issues.

In the future work, we want to implement a system to detect the environment by
using a map recognition method in order that the wheelchair avoid the collision with
other objects. Also, we want the implement an automatic control.
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Abstract. This paper presents a training system of pedaling skill for a cyclist. 
In order to maximize the competition performance of a cyclist, improving the 
pedaling skill, that converts his/her physical strength to the impulsive force of a 
bicycle, is effective. In the field of cycling competition, the pedaling skill has 
been vaguely discussed for a long time. Then, this study have proposed a 
method to visualize the pedaling skill by using the kinetic information of a 
cyclist who pedals on a bicycle. In this paper, we make a training system for the 
improvement of pedaling skill and discuss the experimental results. 

1   Introduction 

The feature of a bicycle which had been utilized in a cycling race is to use the binding 
pedal, that attaches the sole of shoe on the body of a pedal. According to the 
categories of cycling races the basic specification of a bicycle varies, however it is 
necessary for a racer to use the binding pedal in order to convert his/her physical 
power to the impulsive force of the bicycle. In the field of cycling competition, the 
pedaling skill that realizes effective pedaling exercise, has been well known and 
practically utilized [1][2]. By the way, there is three degrees of freedoms at the parts 
of both a saddle and a handle of a competitive bicycle as shown in Fig. 1. The settings 
of both a saddle and a handle determine the fundamental riding posture of a rider 
since the use of binding pedals must be minimum requirement among riders. Whereas 
the importance of setting both a saddle and a handle has been recognized, these 
components are adjusted according to the feelings of real riding. The setting of both a 
saddle and a handle influences the activity levels of the muscles recruited in pedaling 
motion and the range of motion of lower limbs [3][4]. Then, the authors have thought 
the competitive ability of a rider should be increased by practicing pedaling skill 
under appropriate setting mechanical components. For inexperienced rider or 
beginner cyclist, their inner senses enough to assess the feeling of riding have not 
been developed with comparing to skilled cyclists. Therefore, it would become an 
effective method to enhance the training effectiveness to assess the pedaling skill of a 
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rider based on his/her objective information measured during pedaling exercise. Then, 
this paper firstly discusses about the relationship between pedaling skill and the 
stability of muscle activity pattern of lower limbs, and aims to construct a training 
system for pedaling skill which is subjected to intermediate grade riders. Especially, 
we aim to develop the function which enables a trainee to monitor own inner 
information such as muscle activity pattern to obtain the ideal riding form. 

 
 

 
Fig. 1 Basic constitution of a cycle road racer 

 

2   Experimental device 

In general, the kinematic principle of cycling exercise differs according to the slope of 
road. For example, we are completely unaffected by the force of gravity while riding 
on a flat road, only the air resistance increases corresponding to the velocity. By the 
way, on a sloping road, we have to pedal against both of the gravitation and the 
resistance of air. As mentioned above, the condition of pedaling exercise varies 
according to the situation of course. In order to make our concern as simple as 
possible, we consider the pedaling skill utilized while riding on a flat course and this 
study aims to visualize the pedaling skill. This study employed a commercially 
available cycle trainer to fix a competitive bicycle for road race. Fig. 2 shows the 
experimental device we have developed in this study, where a road bicycle (RS8, 
Bridge stone anchor) is set to the cycle trainer (Elite Crono Fluid Elastogel, Elite). At 
the part of down tube, a rotary encoder (E6C2-CWZ1X, Omron) was mounted in 
order to measure the rotation angle of a clank. The output signal of rotary encoder is 
inputted to a computer via a counter board (PCI-6205C, Interface Inc.). And the hub 
of rear wheel plays a role of power meter and the measured pedaling load is 
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transmitted to the cycle computer (Edge 500, Garmin Inc.) which is mounted on a 
handle. A trainee can monitor the riding information by viewing the cycle computer. 
On the monitor, the velocity[km/h], the pedal's rotation speed [rpm], and the heart 
rate[bpm] are expressed, too. This study has confirmed the accuracy of the pedal's 
rotation speed measured the rotary encoder. The muscle activity of lower limb during 
pedaling exercise can be measured by using a multi-channel high sensitive amplifier 
(MEG-6108 NIHON KODEN. Inc.) 
 

 

(E6C2-CWZ1X Omron)

(Elite Crono Fluid Elastogel Elite)

( )
(Power Tap SL+ CycleOps)

 
Fig. 2 Construction of experimental device 

 

3   Pedaling skill visualization 

3.1 Signal processing of electromyogram 
This section describes how to process the electromyogram measured in pedaling 
exercise. In our experiment, a test subject pedals at the constant speed of 90 rpm with 
monitoring the cycle computer. The pedaling exercise at 90 rpm has been known as 
the moderate exercise load for muscle and lung and most of cyclists have referred this 
exercise load in their training on a flat road [5]. This study focused on the muscles of 
lower limb that are recruited in pedaling motion as shown in Fig. 3 and measures the 
electromyograms of them. In general, electromyogram is easily influenced of muscle 
fatigue then this study measures only thirty seconds after the pedaling speed became 
stable [6][7]. The electromyograms of each muscle measured in 45 times of clank 
rotation was applied to root mean square, and the rotation angle data was averaged at 
15 degrees intervals. Additionally, we standardized them with all 24 period to derive 
the muscle activity, and each muscle activity is expressed as e15n (n=1 24). The 
standardization of electromyogram is necessary to eliminate the effects of sensitivity 
of sensors and/or the density of muscle. The equation (1) factorized the muscle 
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activity for one rotation of pedaling exercise, where e means the average value and 
the index number is for angular period. Since we measure four muscles to assess the 
activity pattern of lower limb, then the equation (2) is derived by applying the 
equation (1) to these four muscles.  
 
 

  3603453015 ,,, eeeeqm   1  

  
T
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Fig. 3 Schematic diagram of the leg muscles used to evaluate muscle activity pattern in 
pedaling exercise 

 
3.2 Strategy of visualizing pedaling skill  
This study noticed the racing career more than the physical strength and performance 
to employ a skilled test subject. And the beginner for binding pedal was defined as a 
beginner subject and the other was defined as intermediate subjects. This paper 
employed one skilled cyclist who has over fourteen cycling career and one 
intermediate cyclist who has three cycling career as our test subjects. According to [2], 
the muscle activity pattern varied slightly among the highly trained cyclists, then there 
is not problem to employ one skilled cyclist as a standard subject on progressing our 
basic research. Firstly, this study implements preparatory experiment with the skilled 
subject to obtain the standard of muscle activity pattern during pedaling exercise.  
 In the beginning of experiment, a subject shifts the gear ratio to make the 
exercise load 150 watt, and continues to pedal at 90 rpm of the pedaling speed. About 
the electromyogram measured in pedaling exercise, two of muscle activity pattern are 
generated from the randomly selected pedal rotation, and described as T

smp 1  and 
T
smp 2 , respectively. These two patterns of muscle activity will be utilized as the 

standard to assess the pedaling skill of other test subjects. Our proposal to visualize 
the pedaling skill is realized by clarifying the difference between the skilled cyclist 
and a test subject, where the principal component analysis applies to the muscle 
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activity patterns, so that the muscle activity pattern of a test subject is described as 
T
Bmp  and then the equation (3) can be obtained. 

 
T
S

T
S

T
B mpmpmpX 21  3  

 
The contribution ratio and the singular vector of each component derived by the process of 
principal component analysis conducted on the equation (3) are related to the roles of each 
muscle in pedaling exercise.  

4   Experimental result 

In order to understand the means of the scores of each principal component derived 
from the equation (3), an another muscle activity pattern from a voluntary rotation of 
pedaling motion is made and plugged it into the first element. Consequently, the 
cumulative contribution ratio of the first principal component became 91% and the 
signs of all eigenvector were positive. Then, the authors considered that the first 
principal score includes important factors as evaluation index of pedaling skill. It can 
be considered that pedaling skill is composed of the combinations of contraction and 
relaxation among the muscles recruited in pedaling exercise in order to output the 
power toward the direction of tangent to the clank rotational circle, and this skill 
might be improved though training. Then, in this study, the sign of the first principal 
component score became positive, then the pedaling exercise performed during the 
measurement period was realized with both contraction and relaxation of the muscles. 
By the way, the authors understood that the negative sign of the first principal 
component score mean that over muscle contraction appeared in the pedaling exercise 
performed during the measurement period. From this perspective in respect to the sign 
of the first principal component score, this study visualized the pedaling skill as 
described in Fig. 4, where the colors (Blue, Red, Green, and Purple)of circles 
corresponds to the muscles (RF, BF, AT, and GM).  

 The activity level of either contraction or relaxation of muscle is reflected to 
the radius of circle. Hence, Fig. 4 indicates that both the degree and the timing of 
muscular contraction and relaxation comparing to the standard data established from 
pedaling exercise of a skilled cyclist. Next, the principal component analysis was 
implemented, where the first element was replaced with the muscle activity pattern 

T
Bmp  derived from the pedaling exercise of the intermediate subject, where the 
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pedaling load was set to 150 watt. The contribution ratios of the first and the second 
principal components were 68.3% and 29.5%, respectively. Then, the cumulative 
contribution ratio became 97.9 %. Therefore, we need to understand the means of 
both the first and the second principal component. According to the sign of 
eigenvectors, the pedaling skill can be evaluated from the principal component scores 
plotted in four quadrants as shown in Fig. 5. The type of subject is judged by the sign 
of the first eigenvector and the state of muscle such as contraction or relaxation is 
judged by the sign of the second eigenvector. From the equation (3), it can be thought 
that the first eigenvector and the second eigenvector are deeply related to the muscle 
activity pattern of the intermediate subject and the skilled subject. And, the scores 
plotted in the second quadrant and third quadrant were derived from the muscle 
activity pattern of the intermediate cyclist because the sign of first element of the first 
eigenvector was positive. 

 Additionally, the scores plotted in the first quadrant and the fourth quadrant 
indicate the level of muscular contraction or relaxation of the intermediate subject, 
because the sign of all second eigenvector were positive. On the other hand, the 
scores plotted in the second quadrant and the third quadrant indicate the level of 
muscular contraction or relaxation of the skilled subject. This study could realized the 
online usage of the mentioned visualization method for pedaling skill, then a trainee is 
able to pedal with comparing to the pedaling skill of a skilled cyclist.  

 
 

 
Fig. 4 Results of visualizing pedaling skill in respect to muscle contraction and relaxation 

[150watt] 
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Fig. 5 Results of visualizing pedaling skill of an intermediate cyclist comparing to a skilled 

cyclist [150watt] 
 

5   Discussion 

This study made it possible to visualize the pedaling skill by make the process of 
principal component analysis the online usage during pedaling exercise. Though this 
means the accomplishment of basic function of our system, it was not cleared whether 
a trainee would improve the pedaling skill. Because there are individual difference of 
the physical constitution and the amount of muscle among cyclists.  
For future, we will construct the numerical simulation model of lower limb motion 
and attempt to estimate the optimal muscle activity pattern according to the physical 
constitution of a test subject. After them, we like to substitute the optimized muscle 
activity pattern to the first and second element of the equation (3).  
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Abstract.  This paper proposes a strategy to discover the students who might 
need some learning support by using text analysis for a brief interview with a 
student. In order to find the psychological trends such as depression, autism, 
and interpersonal fear from the result of text analysis, firstly the authors define 
the significant keywords in respect to these psychological trends based on the 
experimental rules of clinical psychotherapists. Next, the scenario of interview, 
the manual of interview, and the check sheet for the language and behavior of a 
student are built. Finally, the operation procedure of text mining to constantly 
discover the student with need for some kind of learning support is discussed. 

1   Introduction 
Recently, the number of the students who were certified as disability person has been 
increasing and the higher education institutions are strongly requested to have a 
positive approach to encourage their motivation for learning in Japan. In fact, 
Japanese government implemented "Disability discrimination method" in April 2015, 
and the securement and the support of learning opportunity in higher education for 
disability persons were statutorily obligated. By the way, there are lots of students 
who have not been officially certified and then they are learning with other ordinary 
students. However, at present, most of them had some troubles and had been found in 
the state of high anxiety and/or maladaptation in a academic year. Some of them are 
had been forced to choose a leave of absence and/or to withdraw from school. In 
order to understand the causes of them, Japan University Health Association had 
developed a screening test and has been widely utilized in Japan. This test has been 
called as University Personality Inventory (UPI)[1][2]. The researches of the 
development of questionnaire to investigate the reality of support needs has been 
implemented. And the relationship between the result of UPI and the occurrence of 
psychological problem or mental disorder has been investigated.  
 In Fukuoka Institute of Technology (FIT), which is the affiliation of authors, 
a brief interview about 10 minutes has been conducted on all admitted students in 
April every year. Because the number of student is large, the general officers who are 
not a psychotherapist have to play the role of interviewer. Additionally, it is difficult 
to tentatively employ the enough number of psychological therapists.  
 The purpose of interview is first to dispel anxiety about college life and 
check the psychological trends of a student. But, about 100 students had passed this 
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interview and they had had psychological problem during their academic year. We 
have conducted UPI test on the students who had psychological problem, however it 
is not realistic to implement UPI test to all admitted students because this test requires 
additional work to obtain the test result. 
 Then, the authors aim to develop an intelligent system which can estimate 
the psychological trends of a student based on the interview result with text analysis. 
This paper describes the strategy to complete our system and describes the technical 
factors necessary for the system.  

2.1 Objective  
Fig. 1 shows a flow of constructing the system that estimates the psychological trends 
of a student by using the interview results. This study is planning to develop the 
system through six steps from (a) to (f) as described in Fig. 1. The basic strategy is to 
embed the experimental rules of psychological therapists into an intelligent algorithm. 
Each technical factor will be shown in the following sections,  
 

 

 
Fig. 1 A flow of the strategy and the six steps of constructing the system 

 

2     Methods 
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2.2 Definition of keywords  
This study aims to extract the information related to the psychological trends of a 
student by applying Text Mining to the interview results that is converted from the 
recorded voice data to text data. A computer can output any information with obeying 
the rule of Text Mining, however it is impossible for the computer to judge which 
data includes the information related to psychological trends of a student suffering 
from troubles. Therefore, it needs to determine the keywords related to psychological 
trends in the beginning of this study. Then, this study choose the keywords based on 
the experimental rules of psychotherapist, especially the keywords have to be the 
words which are talked by the students. Actually, both the first author and the second 
author of this paper have work experience over 10 years as a psychotherapist in the 
education institution in Japan. This study will refer their work experiences to define 
the keywords and weigh them according to the level of significant of psychological 
trends. 

2.3 Materials for interview 
This study assumed that a general officer working in a college plays role of an 
interviewer, because there is not enough number of psychotherapists in Japan against 
the number of psychological patients. Because the purpose of the interview is not only 
to investigate the psychological trends of them but also to eliminate the anxiety of 
them to their first campus life, additionally most of interviewers do not have the 
experience as a psychological therapist, we need to prepare the flow of interview. The 
authors assumed that the psychological trends of a student naturally emerge even in a 
dairy conversation. And it is necessary to make an interview manual for the 
interviewers. The interviewers have to elicit a talk related to psychological trend from 
a student. Additionally, we build a check list that an interviewer can easily record the 
features of language and behavior of a student during in the interview. 

2.4 Data acquisition 
The fundamental strategy is to educe the psychological trends hidden in language and 
behavior of a student during in the interview, in which the conversation between an 
interviewer and the student is recorded and converted to text data. This study applies 
Text Mining to the text data. Actually, the voice data contains the qualitative 
information such as voice tone, volume, and pitch. These qualitative information is 
eliminated by the conversion from voice data to text data. This study compensates 
them by using the check list. There is the terms of voice information, a sign of 
emotion, line of sight, and eye motion and so on in the check lists. In order to convert 
voice data into text data, a commercially available software (Dragon speech 11, 
NUANCE) has been adopted in this study. In order to utilize this software, this study 
has to improve the conversion function manually and we are trying to rise the 
accuracy of conversion by using some test data. 
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2.5 Text analysis 
This study will conduct Text Mining on the interview data converted to text format in 
order to extract the psychological trends of a student. Text Mining is one of data 
mining methods for big data analysis, that enables us to objectively observe the 
conversation during the interview from the view point of the number of keywords 
appearance and/or the relationship between the keywords. So, we can assess the 
thought of a student and the temporal transition of his/her consciousness.  

In practical, we adopt a commercial text mining software, Text Mining Studio 
produced by NTT data, in which a variety of types of analysis can be done by simple 
mouse operation. Fig. 2 shows a graphical user interface and the functions of Text 
Mining Studio we had chosen in this study. This study will categorize the words 
related to the keywords and make it possible to numerically evaluate the 
psychological trends of a student. 

Fig. 2 Graphical user interface and the functions of Text Mining Studio 
 

2.6 Psychological trends  
According to our previous investigation toward this study, most of students who had 
troubles during academic years had the psychological aspects of dysphoria, autism, 
and interpersonal fear. As mentioned above, they were not checked as the students 
having any psychological troubles. 

For the beginning of our study, we tentatively candidate these aspects as the 
psychological trends that our system assesses quantitatively by using the result of 
Text Mining.  

The keywords we described in the section 2.2 would be related to the 
psychological trends defined in this section. The authors are considering the necessity 
of continuously revising the keywords, the flow of interview, and the psychological 
trends though the progression of this study.  
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2.7 Information Sharing 
After applying Text Mining to the text data, the student information might be 
obtained according to our proposed method. Since the purpose of assessing the 
psychological trends of a student is to share among the workers of university, such as 
as teachers, office workers, and school therapists. However, most of the workers are 
lack of the psychological knowledge and/or the experiences of taking care of the 
students who have psychological troubles. Therefore, the authors are considering that 
it would be helpful to attempt the ways of dealing with the features of psychological 
trends. Then, this study proposes to visualize the psychological trends of a student by 
using a radar chart as shown in Fig. 3, where the average scores of all students and the 
score of the student assessed with our proposed method are concurrently drawn. To 
define the items of noting the psychological trends is our future work and we need to 
consider how to estimate the level of psychological trends. The details of our strategy 
would be described in the next section.  

 

 
Fig. 3 Radar chart of psychological trends of a student 

3. Discussions and future work 
The outcomes of this study will construct the learning environment of students who 
needs some learning support and contribute to maintain and rise their motivation for 
learning. In the fields of education and psychology, it has been discussed about the 
effective learning support from the view point of communication skill and/or school 
adaptation. However, these are researched into many university students. Therefore, 
no research has considered how to estimate the level of psychological trends of a 
student and to share their information among the workers.  
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In our proposal, the keywords detected from the interview with Text Mining 
would be given the weights according to the significant level of psychological trends. 
For future, this study has to construct to an intelligent algorithm to automatically 
estimate the level of psychological trends of a student. This study is on the way of 
choosing the method to construct the algorithm. At present, we tentatively utilize 
Neural Network to connect the result of Text Mining to the psychological trends of a 
students, because in the phase of learning Neural Network we can embed the 
experimental rules of psychological therapists. ¥ 
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Construction of Boolean Functions With

Optimal Algebraic Immunity

Hang Liu and Dong Zheng and Qinglan Zhao

Abstract Boolean functions with good cryptographic properties act as important
nonlinear components in symmetric cryptography which is often used to encrypt
stored data for cloud computing. In this paper, we develop a new class of Boolean
functions with optimal algebraic immunity by utilizing the Reed-Muller code. In
addition, our new functions are balanced and have good nonlinearity.

1 Introduction

In the design of stream ciphers and block ciphers in cryptography, Boolean functions
act as the main nonlinear component [6]. Boolean functions should have balanced-
ness, high algebraic degree, high nonlinearity and high algebraic immunity(AI) to
resist kinds of cryptanalytic attacks. However, there is a successful algebraic at-
tack on stream ciphers. In 2003, Courtois and Meier successfully proposed an al-
gebraic attack on several stream ciphers[2]. Algebraic attacks allow to cryptanalyse
a large class of stream ciphers, satisfying all the previously known design crite-
ria.To resist algebraic attacks, Boolean functions should achieve optimal AI. It was
shown in [2, 3] that optimal AI of an n-variable Boolean function is � n

2�. Many
researchers have been presented some constructions of Boolean functions with op-
timal AI [7, 8, 9].
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A famous method for constructing Boolean functions with optimal AI based on
the generator matrix G(k,n) of the kth-order Reed-Muller code RM(k,n) was given
by Carlet in 2006[5]. In 2013, Su et al gave a further study of the linear relations of
the column vectors in G(k,n) studied in paper [11], and proposed some construc-
tions of odd-variable Boolean functions . In reference [12], Su proposed a construc-
tion of even-variable Boolean functions. There are few constructions of Boolean
functions based on the generator matrix of Reed Muller code with optimal algebraic
immunity. In this paper, we construct new Boolean functions with optimal AI using
the generator matrix G(k,n) of Reed-Muller code RM(k,n), and also prove that they
have high nonlinearity.

The rest of this paper is organized as follows. Some notions and preliminaries
are described in Section 2. A new class of Boolean functions with optimal AI is
presented in Section 3. The concluding remarks are given in Section 4.

2 Preliminaries

Let Fn
2 be the n-dimensional vector space over the finite field F2 = {0,1}. Given a

vector α = (a1,a2, . . . ,an) ∈ Fn
2, we define its support supp(α) as the set {i|ai =

1,1 ≤ i ≤ n}, and its Hamming weight wt(α) as the cardinality of its support, i.e.,
wt(α) = |supp(α)|. From now on, we always assume k = � n

2�−1 in this paper.
Constructing an n-variable Boolean function f with wt( f ) = s and optimal AI

is equivalent to find out a nonsingular s × s sub-matrix of the generator matrix
G of the kth-order Reed-Muller code RM(k,n), denoted by G(k,n) = (ai, j)s×2n =

(cα1 ,cα2 , . . . ,cα2n ), for 1 ≤ i ≤ s, 1 ≤ j ≤ 2n, s = ∑k
t=0

(n
t

)
.

Lemma 1. [11] For any vector u ∈ Fn
2, such that wt(u) = k+ j,1 ≤ j ≤ n− k, we

have

cu =
k⊕

i=0

a( j)
i

⎛
⎜⎝ ⊕

α�u,
wt(α)=k−i

cα

⎞
⎟⎠ (1)

where a( j)
i ∈ F2,0 ≤ i ≤ k, which satisfies a( j)

0 = 1 and a( j)
i = 1⊕

i−1⊕
l=0

a( j)
l

(i+ j
i−l

)
,1 ≤

i ≤ k.

Lemma 2. [11, 12] For 1 ≤ j ≤ n− k, let u be a vector in Fn
2 with wt(u) = k+ j.

In the linear expression of cu in Equation (1), the coefficients a( j)
i of cα with α � u

and wt(α) = k− i satisfy a( j)
i =

(i+ j−1
i

)
(mod2), for 0 ≤ i ≤ k and 1 ≤ j ≤ n− k.

Furthermore, the first s column vectors in G(k,n) form a basis of the vector space
Fs

2. And any column vector in G(k,n) can also be linearly expressed by the last s
column vectors in G(k,n).

For an integer 1 ≤ l ≤ s, choose two vector subsets U = {u1, . . . ,ul} ⊆ W≥k+1

and T = {β1, . . . ,βl} ⊆ W≤k. Set W≥k+1\U = {γ1, . . . ,γs−l}. Then, based on the
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basis {cu1 , . . . ,cul ,cγ1 , . . . ,cγs−l}, the submatrix [cβ1 , . . . ,cβl
,cγ1 , . . . ,cγs−l ] can be ex-

pressed as

[cu1 , . . . ,cul ,cγ1 , . . . ,cγs−l ] = [cβ1 , . . . ,cβl
,cγ1 , . . . ,cγs−l ]

(
B 0
C I

)
(2)

where B = (bi, j) is an l × l matrix, 0 is a zero matrix, and I is an identity matrix of
order s− l.

Concerning a function f ∈ Bn with optimal AI, we have the following sufficient
and necessary condition.

Proposition 1. [4] A function f ∈ Bn has optimal AI if and only if both of the vec-
tor sets R(1)

f (k,n) = {cα ∈ G(k,n)|α ∈ supp( f )}, R(0)
f (k,n) = {cα ∈ G(k,n)|α ∈

zeros( f )} have rank ∑k
i=0

(n
i

)
, where k = �n/2�−1.

The important task is to properly choose two vector subsets U = {u1, . . . ,ul} ⊆
W≥k+1 and T = {β1, . . . ,βl} ⊆W≤k, satisfying the following two conditions.

C1. The coefficient of cui in the linear expression of cβi is 1, i.e., bi,i = 1 for
1 ≤ i ≤ l;

C2. The coefficient of cu j in the linear expression of cβi is 0, i.e., bi, j = 0 for all
1 ≤ j < i ≤ l, (or for all 1 ≤ i < j ≤ l);

The simplest Boolean function with optimal AI is the so-called majority function

F(x) =

{
1, wt(x)≥ � n

2�
0, otherwise

(3)

which is proved that the function achieves optimal AI[1, 10].

3 Construction of Boolean functions

This section will construct balanced Boolean functions with optimal AI. We will
propose a new construction of odd-variable function f ∈ Bn with supp( f ) =
(W≥k+1\U)

⋃
T , where T and U are two properly chosen subsets of W≤k and

W≥k+1, respectively. And we will describe the sort of vectors in set T and U in
detail.

3.1 Construction of Boolean functions on odd variables

From now on, we always assume that n is odd. Denote m = � n
3�.Then n = 3m or

n = 3m+ 2, if m is odd, or n = 3m+ 1, if m is even. Further, we always denote
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t =
⌊m

2

⌋
and p= �log2t�. Set Fp

2 =
{

e(p)
1 ,e(p)

2 , . . . ,e(p)
2p

}
, where the vectors are listed

according to the Hamming weight firstly and the lexicographic order secondly.
Note that, if n = 3m with n odd, then m is odd. We define m subsets Ti of Fn

2 in
Table 1, 1 ≤ i ≤ m.

Table 1 Vectors in Ti, for n = 3m,1 ≤ i ≤ m

i vectors in Ti ⊆W k ⋃W k−2

[1, t] (y1,0,y2,0,y3,e
(p)
i ,0) ∈ F3i−3

2 ×F3
2 ×F3t−3i

2 ×F2 ×Fn−3t−p−2
2 ×Fp

2 ×F2

[t +1,min{2t,m}] (0,e(p)
i−t ,y1,0,y2,1) ∈ F2 ×Fp

2 ×F3i−4−p
2 ×F3

2 ×Fn−3i−1
2 ×F2

[min{2t,m}+1,m] (1,e(p)
i−t ,y1,1,y2,0) ∈ F2 ×Fp

2 ×F3t−1−p
2 ×F2 ×Fn−3t−3

2 ×F3
2

Similarly, when n = 3m+ 2 with m odd, we define m subsets Ti of Fn
2 in Table

2, 1 ≤ i ≤ m, where λ = m+ 3−min{2t,m}, with the exception of Tm+1 = {β ∈
W k|β = (1,e(p)

λ ,y1,1,y2,0) ∈ F2 ×Fp
2 ×F3t−1−p

2 ×F2 ×F3m−3t−1
2 ×Fn−3m

2 }.

Table 2 Vectors in Ti, for n = 3m+2,1 ≤ i ≤ m

i vectors in Ti ⊆W k ⋃W k−2

[1, t] (y1,0,y2,0,y3,e
(p)
i ,0) ∈ F3i−3

2 ×F3
2 ×F3t−3i

2 ×F2 ×Fn−3t−p−2
2 ×Fp

2 ×F2

[t +1,min{2t,m}] (0,e(p)
i−t ,y1,0,y2,1) ∈ F2 ×Fp

2 ×F3i−4−p
2 ×F3

2 ×Fn−3i−1
2 ×F2

[min{2t,m}+1,m] (1,e(p)
i−t ,y1,1,y2,0,y3) ∈ F2 ×Fp

2 ×F3t−1−p
2 ×F2 ×F3i−4−3t

2 ×F3
2 ×Fn−3i

2

Similarly, when n = 3m+1 with m even, we define m subsets Ti of Fn
2 in Table 3,

1 ≤ i ≤ m+1, where λ is the same with the above definition, with the exception of
Tm+1 = {β ∈ W k|β = (1,e(p)

2p ,y1,1,y2,0) ∈ F2 ×Fp
2 ×F3t−1−p

2 ×F2 ×F3m−3t−1
2 ×

Fn−3m
2 }.

Table 3 Vectors in Ti, for n = 3m+1,1 ≤ i ≤ m

i vectors in Ti ⊆W k ⋃W k−2

[1, t] (y1,0,y2,0,y3,e
(p)
i ,0) ∈ F3i−3

2 ×F3
2 ×F3t−3i

2 ×F2 ×Fn−3t−p−2
2 ×Fp

2 ×F2

[t +1,m] (0,e(p)
i−t ,y1,0,y2,1) ∈ F2 ×Fp

2 ×F3i−4−p
2 ×F3

2 ×Fn−3i−1
2 ×F2

And then, we also need to define |T | subsets Ui ⊆Fn
2 as Ui = {β +β0|β ∈ Ti,β0 =

(0,1,0) ∈ F3i−3
2 ×F3

2 ×Fn−3i
2 }, for 1 ≤ i ≤ |T |.

Now, we describe vectors in T and U for three odd numbers, as follows.
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Example 1. For n = 19 , 21 and 23, some specific elements in Ti and Ui are illus-
trated in Tables 4, 5, 6.

Table 4 This is a table about specific elements in Ti and Ui, for n = 19

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

T1 0 0 0 0 0 0 0
U1 1 1 1 0 0 0 0
T2 0 0 0 0 1 0 0
U2 1 1 1 0 1 0 0
T3 0 0 0 0 0 1 0
U3 1 1 1 0 0 1 0
T4 0 0 0 0 0 0 1
U4 0 0 0 1 1 1 1
T5 0 1 0 0 0 0 1
U5 0 1 0 1 1 1 1
T6 0 0 1 0 0 0 1
U6 0 0 1 1 1 1 1
T7 1 1 1 1 0
U7 1 1 1 1 1

Table 5 This is a table about specific elements in Ti and Ui, for n = 21

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

T1 0 0 0 0 0 0 0
U1 1 1 1 0 0 0 0
T2 0 0 0 0 1 0 0
U2 1 1 1 0 1 0 0
T3 0 0 0 0 0 1 0
U3 1 1 1 0 0 1 0
T4 0 0 0 0 0 0 1
U4 0 0 0 1 1 1 1
T5 0 1 0 0 0 0 1
U5 0 1 0 1 1 1 1
T6 0 0 1 0 0 0 1
U6 0 0 1 1 1 1 1
T7 1 1 1 1 0 0 0
U7 1 1 1 1 1 1 1
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Table 6 This is a table about specific elements in Ti and Ui, for n = 23

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

T1 0 0 0 0 0 0 0
U1 1 1 1 0 0 0 0
T2 0 0 0 0 1 0 0
U2 1 1 1 0 1 0 0
T3 0 0 0 0 0 1 0
U3 1 1 1 0 0 1 0
T4 0 0 0 0 0 0 1
U4 0 0 0 1 1 1 1
T5 0 1 0 0 0 0 1
U5 0 1 0 1 1 1 1
T6 0 0 1 0 0 0 1
U6 0 0 1 1 1 1 1
T7 1 1 1 1 0 0 0
U7 1 1 1 1 1 1 1
T8 1 1 1 1 0 0
U8 1 1 1 1 1 1

Based on the subsets Ti and Ui, set

T =

|T |⋃
i=1

Ti and U =

|T |⋃
i=1

Ui. (4)

Now, we give a new construction of Boolean functions with optimal AI. With T
and U being subsets of Fn

2 given by Equation (4), define f ∈ Bn as

f (x) =

{
F(x)+1, x ∈ T

⋃
U

F(x), otherwise
. (5)

where F(x) is the majority function on n variables.

3.2 Analysis of Boolean function f

For convenience, we respectively arrange all vectors in Ti and Ui, 1≤ i≤ |T |, accord-
ing to the Hamming weight firstly and the lexicographic order secondly. Suppose
Ti = {β (i)

1 ,β (i)
2 , . . . ,β (i)

|Ti|}, Ui = {u(i)1 ,u(i)2 , . . . ,u(i)|Ti|}, for 1 ≤ i ≤ |T |. By the definition
of Ti and Ui, we can know that any the jth vector in set Ti is said to be covered by
the jth vector in set Ui. All entries of the jth vector in set Ti are less than or equal to
all the entries in the jth vector in set Ui according to the order.

First, we compute and prove coefficients of Boolean function f satisfying Con-
dition C1. It follows that any the jth vector in set Ti is said to be covered by the
jth vector in set Ui, for 1 ≤ i ≤ |T |, 1 ≤ j ≤ 2n. If wt(β (i)

j ) = k− j′, with j′ = 0,2,
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then wt(u(i)j ) = k+3− j′, for 1 ≤ i ≤ |Ti|, 1 ≤ i ≤ m. From Lemma 2, we know that

the corresponding coefficient b j, j in Equation (2) is b j, j = a(3− j′)
j′ =

(3− j′+ j′−1
j′

)
=

1(mod2), j′ = 0, 2. So, the vectors in Ti and Ui, 1 ≤ i ≤ m, satisfy Condition C1.
And there are 2 cases about i = m+1 as following:

Case 1: When n = 3m+ 2, m is odd, wt(β (m+1)
j ) = k, wt(u(m+1)

j ) = k+ 1, 1 ≤
j ≤ |Tm+1|. We know that b j, j = a(1)0 =

(0+1−1
0

)
= 1(mod 2).

Case 2: When n = 3m+ 1, m is even, wt(β (m+1)
j ) = k, wt(u(m+1)

j ) = k+ 1, 1 ≤
j ≤ |Tm+1|. We know that b j, j = a(1)0 =

(0+1−1
0

)
= 1(mod 2).

Hence, the vectors in Ti and Ui, 1 ≤ i ≤ |T |, satisfy Condition C1. On the other
hand, we know β (i)

j2
� β (i)

j1
, which implies β (i)

j2
� u(i)j1

, for 1 ≤ i ≤ |T | and 1 ≤ j1 <

j2 ≤ |Ti|, since all β (i)
j are arranged according to the Hamming weight firstly and

the lexicographic order secondly, for 1 ≤ i ≤ |T |, 1 ≤ j ≤ 2n. Furthermore, for 1 ≤
i1 < i2 ≤ m, 1 ≤ j1 ≤ |Ti1 | and 1 ≤ j2 ≤ |Ti2 |, we know β (i2)

j2
� β (i1)

j1
by the e(p)

i ’s
and the first, the (3t + 1)th and the last entries of the vectors in Ti1 and Ti2 , which
implies β (i2)

j2
� u(i1)j1

. Hence, we have bi, j = 0, i > j. In short, the vectors in Ti and
Ui, 1 ≤ i ≤ m, satisfy Condition C1 and Condition C2, which implies that the vector
set {cα |α ∈ (W≥k+1\U)

⋃
T} has rank s.

We compute the nonlinearity of Boolean functions f given in Equation (5). The
nonlinearity of Boolean function f can be expressed according to Walsh spectrum as
nl f = 2n−1 − 1

2 max
ω∈Fn

2

|Wf (ω)|. The Walsh spectrum of f is less than that of majority

function F . Therefore, we can obtain the nonlinearity of f as follows.

Theorem 1. For n ≥ 11 being odd, the nonlinearity of f ∈ Bn constructed in
Equation (5) is nl f = 22k − (2k

k

)
+ 2

[(2k−4−p
k

)
+
(2k−4−p

k−2

)]
, where p = �log2�m

2 ��,

m = � n
3� and k = n−1

2 .

For 11 ≤ n ≤ 21, with n odd, the comparison of our function with nonlinearity
of the majority function, and nonlinearity of the function [11] as table 7. It should
be noted that the nonlinearity of our function is as good as that of function[11] for
n = 13,15,17 and 19.

Table 7 Comparison of the nonlinearity for 11 ≤ n ≤ 21 with n odd

n 11 13 15 17 19 21

nonlinearity of the function in reference[11] 824 3256 13276 53920 218386 882696
nonlinearity of the function in this paper 794 3256 13276 53920 218386 871828
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4 Conclusion

In this paper, we proposed a new construction of Boolean functions with optimal
algebraic degree and high nonlinearity. In fact, the nonlinearity of our function is
not higher than some constructions which are not based on the generator matrix
of Reed-Muller code. Nevertheless, the most useful properties of Boolean function
based on the generator matrix of Reed-Muller code are the efficient computation and
easy implementation. In addition, there are some aspects for further study, such as
how to define the algebraic degree and how to give a rigorous proof of our function
on the behavior against fast algebraic attack.

Acknowledgements This work was supported by the National Natural Science Foundation of
China (Grant Nos. 61472472, 61272037 and 61402366) and the Natural Science Basic Research
Plan in Shaanxi Province of China (Grant Nos. 2016JM6033).

References

1. Ding C, Xiao G, Shan W. The Stability Theory of Stream Ciphers[M]. Springer Berlin Hei-
delberg, 1991.

2. Nicolas T. Courtois, Willi Meier. Algebraic Attacks on Stream Ciphers with Linear Feed-
back.[C]. Advances in Cryptology - EUROCRYPT 2003, International Conference on the
Theory and Applications of Cryptographic Techniques, Warsaw, Poland, May 4-8, 2003, Pro-
ceedings. 2003:345-359.

3. Nicolas T. Courtois, Willi Meier. Fast Algebraic Attacks on Stream Ciphers with Linear Feed-
back.[C]. Advances in Cryptology - EUROCRYPT 2003, Lecture Notes in Computer Science.
2003:176-194.

4. Carlet C, Gaborit P. On the construction of balanced boolean functions with a good algebraic
immunity.[C]// Information Theory, 2005. ISIT 2005. Proceedings. International Symposium
on. 2005:1101-1105.

5. Carlet C. A Method of Construction of Balanced Functions with Optimum Algebraic Immu-
nity[J]. Iacr Cryptology Eprint Archive, 2006, 2006(2):131-6.

6. Carlet C. Vectorial Boolean functions for cryptography[J]. Boolean Models & Methods in
Mathematics, 2006.

7. Carlet C. Constructing balanced functions with optimum algebraic immunity[C]// IEEE In-
ternational Symposium on Information Theory. 2007:451-455.

8. Carlet C, Feng K. An Infinite Class of Balanced Functions with Optimal Algebraic Immunity,
Good Immunity to Fast Algebraic Attacks and Good Nonlinearity.[C]// Advances in Cryptol-
ogy - ASIACRYPT 2008, International Conference on the Theory and Application of Cryp-
tology and Information Security, Melbourne, Australia, December 7-11, 2008. Proceedings.
2008:425-440.

9. Carlet C, Zeng X, Li C, et al. Further properties of several classes of Boolean functions with
optimum algebraic immunity[J]. Designs Codes & Cryptography, 2009, 52(3):303-338.

10. Dalai D K, Maitra S, Sarkar S. Basic Theory in Construction of Boolean Functions with Max-
imum Possible Annihilator Immunity[J]. Designs Codes & Cryptography, 2006, 40(1):41-58.

11. Su S, Tang X, Zeng X. A systematic method of constructing Boolean functions with optimal
algebraic immunity based on the generator matrix of the Reed-Muller code[J]. Designs Codes
& Cryptography, 2014, 72(3):653-673.

12. Su S. Construction of balanced even-variable Boolean functions with optimal algebraic im-
munity[J]. International Journal of Computer Mathematics, 2014, 92(11):1-14.

H. Liu et al.798



Location-Sensitive Data Sharing in Mobile

Cloud Computing

Zhiwei Zhang, Yunling Wang, Jianfeng Wang, Xiaofeng Chen, and Jianfeng Ma

Abstract Mobile could computing (MCC) enhances computation and storage ca-
pabilities of mobile devices by leveraging services in mobile clouds, and more and
more mobile users tend to outsource their data to clouds. According to laws or us-
er demands, some data can only be accessed by users locating at specified regions,
which requires location-based access control mechanisms. There are mainly two
techniques involved: secure location and location verification. Distance Bounding
Protocols (DBP) is a foundation for secure location and location verification, how-
ever, existing studies require strict time synchronization which is a difficult problem
in itself. In this paper, we propose a novel location verification protocol that can ver-
ify a mobile user’s position more accurately and efficiently without time synchro-
nization. Furthermore, we design a secure location-sensitive data sharing scheme
based on our location protocol in mobile cloud computing.
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1 Introduction

Wireless communication technologies make the concept of ABC (Always Best Con-
nected) a reality, and mobile cloud computing integrates cloud computing into mo-
bile environment. Nowadays, more and more mobile applications enable data own-
ers to outsource their data to the cloud and enjoy fascinating advantages brought by
cloud computing.

However, data outsourcing raises many new security problems. A trivial method
to protect data is to encrypt data and controlling access. Traditional authentication
and access control usually base on the following attributes: what you know (eg. a
password), what you have (eg. a smart card), and who you are (eg. a fingerprint).
But there is a lack of consideration of where you are [2], which is valuable in a
number of applications. For examples: (1) in the field of e-health or m-health, elec-
tronic medical records should require to be accessed by the authorized doctors who
are staying in the hospitals. (2) There are three types of physical threats to mobile
equipments: lending, loss, and theft, all of which raise the possibility of enabling
unauthorized persons to access to the outsourced data with a legal device. If users’
positions are verified, these threats to cloud storage can be removed.

Peterson et al. defined data sovereignty in [7], and emphasized the neessarity for
developing algorithms for establishing the integrity, authenticity, and geographical
location of data stored in the cloud [3]. In addition, how to verify and guarantee data
usage position has also been widely investigated. There are mainly two techniques
involved: secure localization and location verification [2], [4], and the basic block
for these works is DBP protocol [1]. Specifically, in [2], Chandran et al. proved a
strong impossibility result on achieving secure location in the Vanilla model, and
gave the bounded-storage framework to study the foundations of position-based
cryptography.

In this paper, we focus on accurately verifying mobile user’s location in 2-
dimensional space (it can be extended to 3-dimensional space), and securely sharing
outsourced data to other mobile cloud users whose positions are specified. There
are two contributions: (1) our location verification protocol can verify user’s posi-
tion with no more than two verifiers executing DBP protocols, which overcomes
the difficulty of time synchronization in the existing location verification method-
s. (2) we design an SLDS scheme based on our location protocol. SLDS achieves
location-sensitive data sharing in mobile cloud computing, and access-related key
management as well as symmetrical encryption re-keying with all-or-nothing trans-
formation (AONT) [8].

2 Deterministic Location Using Single Verifier

We present a novel location verification method that can work with all existing DBP
protocols. Specifically, to locate a wireless node, our method needs at least one
master verifier to execute a DBP protocol. Moreover, our method can also locate
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(a) Correct 1rd (b) Lengthen 1rd (c) Correct 2rd (d) Lengthen 2rd

Fig. 1 One round location and two round location

the real position when a malicious prover try to lengthen the distance between the
master verifier and it.

2.1 One Round Location

We use V and P to denote a verifier and a prover in DBP protocols. Our one round
location module gives out P’s position with one master verifier V1 and two slave
verifiers V2, V3 , as shown in Fig.1. The master verifier runs DBP protocol with the
prover to get the distance between them, and calculates distances between slave ver-
ifiers and prover. Slave verifiers listen communications between the master verifier
and the prover, record time durations between the master verifier’s challenge and the
prover’s response. Note that slave verifiers are randomly chosen by master verifier.

Take Fig.1(a) for example, the master verifier V1 knows positions of itself, V2 and
V3, so it knows the length of V1V2, V1V3, the prover P should locate at the conjoint
point of three circle whose centers are V1, V2, V3 and radiuses are V1P, V2P, V3P.So,
the problem of locating P is transformed into calculating V1P, V2P, V3P.

At the time of t20 and t30, V2 and V3 detect V1’s challenge of DBP quick ex-
changes. Note that, at these moment, signal can be also detected at point T20 and T30
which should be on the line V1P. In other words, V1T20 = V1V2 and V1T30 = V1V3.
And at time t21 and t31, P’s response signal is detected, then Δ t2 = t21 − t20 and
Δ t3 = t31− t30 are the time durations that electromagnetic waves travel from T20 and
T30 to P and from P to V2 and V3 (P’s process time is omitted in DBPs). Because
speed of electromagnetic wave is a constant ν , Δ t2ν and Δ t3ν can be calculated:

{
Δ t2ν = T20P+PV2 = (V1P−V1T20)+V2P

Δ t3ν = T30P+PV3 = (V1P−V1T30)+V3P
⇒ V2P = Δ t2ν − (V1P−V1V2)

V3P = Δ t3ν − (V1P−V1V3)
,

where V1P is the result of DBP protocol, V2P and V3P can be figured out, so far the
problem of locating P is solved.
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2.2 Two Rounds Location

Our one round location protocol can locate a prover’s position by only one master
verifier, while the existing location protocols need at least three master verifiers and
request strict time synchronization. However, our one round location will be fail
when provers are not honest who try to lengthen or shorten distances on purpose.

It’s easy to lengthen the distance (an adversary prover can add an extra delay),
see Fig.1(b), but it’s not easy to detect this type of distance attack for the exiting
DBPs. In other hand, to shorten the distance, there must be adversaries colluding
with the prover, and adversaries replace prover to send responses to verifier to make
the verifier believe that they were the real prover. However, this attack has been
studied by many works, so we focus on the first mentioned attack.

One round location gives the prover’s suggested position which must be on the
line V1P (P is the prover’s real position). This ability is beyond of any existing
protocols. Because one prover can not present at two places at the same time and
an adversary can not have all of the prover’s information, we can execute one round
location protocol twice by two master verifiers. Specifically, if the prover presents
a distance attack to the master verifiers V11 and V21, two wrong positions P1 and P2
of the prover will be given out. However, the prover’s real position P should be on
both lines V11P1 and V21P2, namely that the intersection of lines V11P1 and V21P2 is
prover’s real position P. The relationships of P, P1 and P2 is shown in Fig.1(c) and
Fig.1(d). In this way, our two rounds location protocol can always give the position
of the prover or a judgement of location attack.

3 SLDS: Secure Location-Sensitive Data Sharing Scheme

In this section, we present the SLDS (Secure Location-Sensitive Data Sharing)
scheme. SLDS is designed to ensure that only users whose identities and positions
are both authenticated can access to and decrypt the outsourced data, and protect the
outsourced data with a modified AONT encryption which enables outsourced data
to be re-encrypted by new keys for later users. SLDS consists of User Center, Da-

ta Owner, Data User, Storage Cloud, and Location Cloud (including Location

Verifiers belonging to it).
The main goal of our SLDS scheme is to guarantee that only permitted data users

can access to and decrypt data outsourced by data owner if their positions are located
in specified regions. There are three security assumptions: (1) The storage cloud is
honest-but-curious. storage cloud holds uploaded data safely and reliably, and it
honestly follows the proposed protocol. However, it wants to access to outsourced
data without permission. (2) The user center and location cloud are trusted. The
user center and location cloud are trusted by all data owner and data users. (3) The
adversaries can obtain part of key parameters. If adversaries have all of the users’
information, adversaries and users will be indistinguishable [2].
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3.1 Scheme Framework

3.1.1 Initialization Stage

For every set of data (denoted as DS), data owner and user center prepare key pa-
rameters and access policies for system participants.

Encryption Keys. Data owner chooses one symmetric key DK to encrypt DS
(result is noted as EDS) and one symmetric key SK0 to encrypt a randomly selected
subsegment of all-or-nothing transformed EDS.

User List and Position Policy. For each data set to be shared with other
users, data owner tells user center who can access to it by a list: UserListDS =
{UID1,UID2, · · ·}. Data owner generates a data access position policy which clear-
ly and unambiguously specify for DS where it can or can not be accessed to:
PosPolicyDS = {Action@(Modi f ier)LocationSet}, in which Action can be Re ject
or Accept, Modi f ier can be None or NOT , and LocationSet is a positions set.

User Management Polynomial Coefficient Matrix. User center generates a
(n+ 1)× (n+ 1) matrix PCM = [αi j], where αi j ∈R {0,1}λ (0 ≤ i, j ≤ n) and n
decides upper of user number (n is suggested to be the length of AES’s key or 128
fixed). PCM will be used to compute other key parameters, PCM can be changed or
unchanged for different data sets or owners depending on operators’ policy.

3.1.2 Configuration Stage

In this stage, more parameters will be computed, and the data users, the storage
cloud as well as the location cloud will be configured with these parameters.

Data encryption and AON transformation. There are two operations on owner
outsourced data DS. The first is data encryption, our SLDS uses AES to encrypt
DS with DK, EDS = AES(DS,DK) is the ciphertext of DS. The second is AON
transformation, we use a AON scheme which is similar with the AON scheme in
[6] to transform EDS into T DS = AONT (EDS) = C||S. The AON transformation
ensures that users must have both C and S to recover the EDS, otherwise, they can
obtain nothing about EDS, and it makes our symmetric re-encryption possible.

Data center and users configuration. For each UID in the UserListDS, user
center uses a hash function hash(·) to compute H = hash(hash(C)||UID||x||RKDS),
where hash(C) is provided by the data owner, unique x is selected randomly, and
RKDS is a unchanged for all DS’s users selected randomly by data center. Then, the
data center computes y = | f (x)| for each user as follows,

f (x) =

⎡
⎢⎢⎢⎣

h0 0 · · · 0
0 h1 · · · 0
...

...
. . .

...
0 0 · · · hn

⎤
⎥⎥⎥⎦ ·

⎡
⎢⎢⎢⎣

α00 α01 · · · α0n
α10 α11 · · · α1n

...
...

. . .
...

αn0 αn1 · · · αnn

⎤
⎥⎥⎥⎦ ·

⎡
⎢⎢⎢⎣

x0

x1

...
xn

⎤
⎥⎥⎥⎦ mod p, (1)
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where hi is the i−th bit (0 or 1) of H, the middle matrix is the PCM, and p is a large
prime number (the length of p should be at least equal to or bigger than the length
of AES’s key). Data users who are in the UserListDS can request their own (x,y)
pairs of DS from the data center. Note that x is used as user’s pseudo name and can
be public, while y is used to compute keys and should be kept secret.

Storage cloud configuration. The data user uploads C of T DS to storage cloud
directly and sends hash(C) to user center. Before uploaded to storage cloud, S of
T DS should be encrypted to S′ with AES and a randomly key SK0 by data owner. In
order to improve the efficiency of re-encryption, we can just encrypted a small part
of S instead of entirety of it [5]. Besides, a sub-matrix PCMsc consisting of all odd
columns of PCM as well as modulus p are sent to storage cloud by the user center
(n is generally considered to be a even number).

Location Cloud Configuration. There are two pieces of information are needed,
they are position policy PosPolicyDS from the data owner and sub-matrix PCMlc
consisting of all non-zero even columns of PCM and modulus p from the data center.

3.1.3 Data Access Stage

In this stage, the data user will get C, S′ and keys to decrypt, otherwise data access
request will be denied. A correct process of this stage is given as following:

Storage cloud authentication. The data user sends pseudo name x to storage
cloud, storage cloud computes Ysc = PCMsc ·Xodd =

[
y1,y3, · · · ,y(n−1)

]T mod p,
and sends (x,Ysc) to user center. User center checks x, and computes ysc = Hodd ·
Ysc = [h1,h3, · · · ,h(n−1)] ·

[
y1,y3, · · · ,y(n−1)

]T mod p, where hi is the i-th bit
of H, then user center re-encrypts S from S′ to NewS′ with a SKi+1. User cen-
ter keeps these SKs in a list whose newest node is indexed by SKIndicator. Fi-
nally, (x,ysc ⊕ y)||SKIndex||CSIndicator||NewS′ is sent to storage cloud, where
SKIndex = SKIndicator denotes the index of SKi, CSIndicator tells the storage
cloud which C and S′ should be used and NewS′ tells storage cloud to replace
S′ with NewS′. Besides, the user center makes SKIndicator point to SKi+1, and
sets SKIndex timer going. The storage cloud then responses to data user with
(ysc ⊕ y)||C||S′||SKIndex.

Location cloud authentication. After the storage cloud authentication, the data
user starts interacting with the location cloud. The data user sends x||SKIndex to
the location cloud, and the location cloud forwards it to the user center. The us-
er center checks x and SKIndex, especially freshness of SKIndex, and then sends
PosPolicyIndicator to the location cloud to start location protocol. The location
cloud executes our two rounds location protocol to verify the data user’s posi-
tion under PosPolicy indicated by PosPolicyIndicator. If location result is ok, lo-
cation cloud computes Ylc = PCMlc · Xeven =

[
y2,y4, · · · ,yn

]T mod p, and sends
(x,Ylc)||SKIndex to user center. User center checks x and SKIndex again, and com-
putes ylc =Heven ·Ylc =

[
h2,h4, · · · ,hn

] ·[y2,y4, · · · ,yn
]T mod p, where hi is the i-th

bit of H, and sends (x,ylc ⊕ y)||(DK ⊕ y)||(SKindex ⊕α0) to location cloud, where
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α0 =
[
h0,h1, · · · ,hn

] · [α00,α10, · · · ,αn0
]T mod p = y− ysc − ylc mod p. The lo-

cation cloud finally sends (ylc ⊕ y)||(DK ⊕ y)||(SKindex ⊕α0) to the data user.

3.1.4 Decryption Stage

After the identity and position have been both authenticated, the data user recovers
ysc, ylc and DK from ysc⊕y, ylc⊕y and DK⊕y with local y, then computes α0 = y−
ysc−ylc and recovers SKindex from SKi⊕α0. Then, the data user gets S by decrypting
S′ with SKindex, and transforms C||S to EDS by reverse AONT [6]. Finally, the data
user can get plaintext DS by decrypting ciphertext EDS with DK.

4 Conclusion

Location is being accepted as one of security factors, in this paper, we propose a
novel location verification protocol which avoids the time synchronization problem
in exciting methods, and we design the SLDS scheme which enables the data owner
to share data with valid data users whose positions are securely verified.
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Efficient and Expressive Anonymous

Attribute-Based Encryption for Mobile Cloud

Computing

Abstract As a kind of attribute-based encryption, ciphertext-policy attribute-based
encryption (CP-ABE) is a potential technique for realizing fine-grained access con-
trol on shared data. However, traditional CP-ABE is not suitable for mobile cloud
computing, where mobile users are resource-limited and privacy is fragile. In this
paper, we propose an anonymous CP-ABE scheme supporting offline key genera-
tion and offline encryption. In the proposed scheme, sensitive attribute values spec-
ified in an access structure are not explicitly sent along with a ciphertext. The on-
line/offline encryption mechanism alleviates the computational burden of mobile
users by performing most of encryption tasks without draining the battery. In addi-
tion, the online/offline key generation mechanism allows the attribute authority to
finish most of operations in the key generation process in advance, which enables
efficient mobile user registration. Finally, the proposed scheme is proven fully se-
cure in the standard model and the performance analysis shows its effectiveness in
mobile cloud computing.
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1 Introduction

Towards cloud computing security, a promising public key primitive, attribute-based
encryption (ABE), can be adopted. The concept of ABE was proposed by Sahai and
Waters [21], in which scalable and fine-grained access rights can be assigned to in-
dividual users. ABE comes into two categories [10]: Key-Policy ABE (KP-ABE)
and Ciphertext-Policy ABE (CP-ABE). CP-ABE is more suitable for realizing out-
sourced data security in cloud computing in that it puts access decisions in the hands
of data owners. However, traditional CP-ABE schemes cannot be directly used in
mobile cloud computing environment where security and efficiency requirements
are more higher. In fact, traditional CP-ABE schemes cannot preserver users’ at-
tribute privacy because the sensitive access structure is sent along with ciphertexts
explicitly. Besides, the key generation phase, the encryption phase and the decryp-
tion phase involve a large number of computation tasks. To the best of the authors’
knowledge, most of existing CP-ABE schemes either suffer privacy disclosure or
bad efficiency.

1.1 Our Contributions

We propose an anonymous CP-ABE scheme supporting offline key generation and
offline encryption. In the proposed scheme, the computation tasks required in the
key generation process and the encryption phase are split into an offline phase and
an online phase. In the offline phase, the attribute authority can finish the majority of
the work to issue attribute secret keys before knowing users’ attributes. The mobile
data owner does most of the computation tasks in encryption without needing the
message and the access structure. Furthermore, the online phase can easily assem-
ble the final secret key and ciphertexts once related specifications become known.
In particular, the proposed scheme preserve users’ attribute privacy by hiding the at-
tribute values specified in the access structure in ciphertexts. Our scheme is proven
fully secure in the standard model.

1.2 Related Work

Since the introduction of ABE [21], a plenty of researches have been done on various
ABE schemes. In [10], Goyal et al. [10] presented a KP-ABE scheme by generating
the private key according to the monotonic access structures. The first CP-ABE
scheme was proposed by Bethencourt et al. [2], which is proven secure in the generic
group model. To improve the security proof, Cheung and Newport [7] proposed
another CP-ABE construction and proved its security in the standard model.

Although ABE can be directly adopted to enable secure data sharing, there is
an increasing need to preserve users’ attribute privacy in mobile cloud comput-
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ing environment. In order to tackle this issue, anonymous ABE was introduced in
[14]. The CP-ABE scheme [14] can realize hidden AND gate policies with positive
and negative attributes, but it is not collusion-resistant. Based on the technique of
hidden vector encryption, Boneh and Waters [4] proposed a predicate encryption
scheme, which can realize anonymous CP-ABE by using the opposite semantics
of subset predicates. An inner product predicate encryption scheme was presented
by Katz et al. [15]. Based on this predicate scheme, we can achieve hidden CP-
ABE schemes. A more efficient anonymous CP-ABE scheme was constructed in
[18]. The security was based on the decisional bilinear Diffie-Hellman assumption
and the decision linear assumption. Li et al. [17] proposed an accountable anony-
mous CP-ABE scheme. To achieve full security and expressiveness, Lai et al. [16]
proposed an anonymous CP-ABE scheme under new assumptions. There are many
other researches on anonymous ABE [23, 20, 13, 25, 19, 24].

To improve the efficiency of ABE, online/offline ABE schemes have recently
been presented in [12]. The idea of online/offline was initiated by Even et al. [9]
for digital signatures. An online/offline signature scheme consists of two phases
and it can efficiently enables handover authentication in wireless networks [22]. To
solve the key exposure problem, a special double-trapdoor hash family was pro-
posed by Chen et al. [5], and they applied the hash-sign-switch paradigm to propose
a much more efficient generic online/offline signature scheme [6]. The technique of
online/offline encryption was introduced by Guo et al. [11]. The first fully secure
online/offline predicate encryption and attribute-based encryption schemes have re-
cently been presented by Datta et al. [8]. Constant-size ABE [26] has also been used
in mobile cloud computing.

2 Preliminaries

2.1 Cryptographic Background

Definition 1 (Composite Order Bilinear Groups). Composite order bilinear group-
s are widely used in IBE and ABE systems [3]. We choose (p1, p2, p3, p4,G,GT , ê),
where p1, p2, p3, p4 are distinct primes, G and GT are two cyclic groups of or-
der N = p1 p2 p3 p4, and ê : G×G → GT is a bilinear map satisfying: Bilinear:
ê(ga,hb) = ê(g,h)ab for all a,b ∈ ZN and g,h ∈ G. Non-degenerate: there exists
g ∈ G such that ê(g,g) has order N in GT . Assume that group operations in G and
GT as well as the bilinear map ê are computable in polynomial time with respect to
λ . Let Gpi be the subgroup of order pi in G for 1 ≤ i ≤ 4. Note that for any Xi ∈Gpi

and Xj ∈Gp j , ê(Xi,Xj) = 1 holds for i �= j.
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2.2 Access Structures and Linear Secret Sharing Schemes

The adopted access structure can be represented by a linear secret sharing scheme.

Definition 2 (Linear Secret Sharing Schemes (LSSS) [1]). Let U be the attribute
universe, where each attribute includes two parts: attribute name and its values. Each
attribute has multiple values. An LSSS can be used to represent an access structure
(A,ρ) on U , where A is an �×n matrix which is called the share-generating matrix
and ρ maps a row of A into an attribute name index. An LSSS consists of two
algorithms: Share and Reconstruction [1].

We say that I ⊆ {1,2, . . . , �} satisfies (A,ρ) if there exists constants {ωi}i∈I
such that ∑i∈I ωiAi = (1,0, ...,0). Suppose a user has a secret key associated with
a set of attribute name indexes IS and the corresponding attribute value set is
S = (s1,s2, . . . ,sn). We use A= (A,ρ,T ) to represent the adopted access structure,
where T = (tρ(1), tρ(2), . . . , tρ(n)) is the attribute value set specified by (A,ρ). We
also say that S matches A if there exist an I ⊆ {1,2, . . . , �} satisfying (A,ρ), I ⊆ IS
and sρ(i) = tρ(i) for each i ∈ I.

3 Definition and Security Model

3.1 Definition of Anonymous CP-ABE with Offline Computation

An anonymous CP-ABE scheme with offline mechanisms is defined as:

• Setup(1λ ) → (PK,MK): The setup algorithm takes as inputs the security param-
eter λ , and it outputs the system public key PK and the master key MK.

• Offline.KeyGen(PK,MK) → SKoff: The offline key generation algorithm takes
as inputs PK and MK. It outputs SKoff as an offline key.

• Online.KeyGen(PK,SKoff,S) → SKS: Upon receiving an attribute set S, the on-
line key generation algorithm takes as inputs PK and an offline key SKoff. It
generates SKS as the secret key associated with S.

• Offline.Enc(PK) → CToff: The offline encryption algorithm takes as input PK,
and it generates an offline ciphertext CToff.

• Online.AnonEnc(PK,CToff,M,A) → CTA: To encrypt a message M with the
access structure A, the online anonymous encryption algorithm generates the
final ciphertext CTA based on PK and an offline ciphertext CToff. It’s noted that
the values of attributes in A cannot be explicitly included in CTA.

• AnonDec(PK,SKS,CTA)→M or ⊥: The anonymous decryption algorithm takes
as inputs PK, a secret key SKS with respect to S and a ciphertext CTA associated
with A which is hidden in CTA. If S matches A, it outputs the potential message
M, and it outputs ⊥ otherwise.
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3.2 Security Model

We define the indistinguishability against chosen access structure and chosen plain-
text attacks in anonymous CP-ABE supporting offline key generation and offline
encryption. It is defined by a game between an adversary A and a challenger B.

Setup: The challenger B runs (PK,MK)← Setup(1λ ). It gives the system public
key PK to A and keeps MK secret.
Phase 1: A issues a polynomially bounded number of queries OKeyGen: A submits
an attribute set S. The challenger B runs SKoff ← Offline.KeyGen(PK,MK) and
SKS ← Online.KeyGen(PK,SKoff,S), then gives A the secret key SKS for S.
Challenge: Once A decides that Phase 1 is over, it submits to B two messages M0,
M1 of equal length and two access structures A∗

1 = (A∗,ρ∗,T0), A∗
2 = (A∗,ρ∗,T1)

with the restriction that A∗
1 and A∗

2 cannot be satisfied by any of the queried attribute
sets in Phase 1. B flips a random coin b ∈ {0,1}, and encrypts Mb under A by run-
ning CToff ← Offline.Enc(PK) and CTA∗

b
← Online.AnonEnc(PK,CToff,Mb,A∗

b).
Then it sends CTA∗

b
to A .

Phase 2: The same as Phase 1 with the restriction that A∗
1 and A∗

2 cannot be satisfied
by any of the queried attribute sets.
Guess: The adversary A outputs a guess bit b′ ∈ {0,1} and wins the game if b′ = b.
The advantage of an adversary A in the above game is defined as

∣∣Pr[b′ = b ]− 1
2

∣∣.

4 Anonymous CP-ABE Scheme Supporting Offline Key

Generation and Offline Encryption

4.1 Our Construction

Setup(1λ ): The setup algorithm first generates (p1, p2, p3, p4,G,GT , ê) with G =
Gp1 ×Gp2 ×Gp3 ×Gp4 , where p1, p2, p3, p4 are distinct primes, G and GT are
cyclic groups of order N = p1 p2 p3 p4, and ê : G×G → GT is a bilinear map.
The attribute universe is U = {1,2, . . . ,U} ⊆ ZN . Then it uniformly chooses
α,a,a1,a2, . . . ,an ∈R ZN , g,h ∈R Gp1 , X3 ∈R Gp3 , Z,X4 ∈R Gp4 and computes
Y = ê(g,g)α ,H = hZ. The system public parameters are published as PK =(N,g,ga,
{ai}1≤i≤U ,Y,H,X4), and the master key is MK = (α,h,X3).

Offline.KeyGen(PK,MK): The offline key generation algorithm uniformly chooses
t, ŝ1, ŝ2, . . . , ŝU ∈R ZN and R,R′,R1,R2, . . . ,RU ∈R Gp3 . It computes ui = gai , for 1 ≤
i ≤ U , and outputs the offline secret key SKoff = (K,K′,{ŝi,Ki}1≤i≤U ), where K =
gα gatR,K′ = gtR′,Ki = (ut

i)
ŝi htRi.

Online.KeyGen(PK,SKoff,S): Upon receiving an attribute set S = (s1,s2, . . . ,sn),
based on SKoff = (S,K,K′,{ŝi,Ki}1≤i≤U ), the online key generation algorithm out-
puts SKS = (S,K,K′,{Li,Ki}i∈IS) as the final secret key associated with S, where
IS ⊆ {1,2, . . . ,U} is the attribute name index set corresponding to the attribute value
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set S, |IS|= n and Li = si − ŝi. Without loss of generality, it is supposed that the i-th
attribute name in S has attribute value si for simplicity of description.
Offline.Enc(PK): The offline encryption algorithm chooses s,s′ ∈R ZN and t̂k ∈R ZN

for 1≤ k≤U . It also uniformly chooses λ̂ ′
x, λ̂x,r′x,rx ∈R ZN and Z0,x,Z′

0,x,Z1,x,Z′
1,x ∈R

Gp4 , for 1 ≤ x ≤U . Then it calculates uk = gak for k ∈ {1,2, . . . ,U} and sets the of-
fline ciphertext as

CToff =({t̂k}1≤k≤U ,s′,C̃0,C̄0,{λ̂ ′
x,C0,x,k,D0,x}1≤x≤U,1≤k≤U ,s,Ĉ1,C̄1,{λ̂x,C1,x,k,D1,x}1≤x≤U,1≤k≤U ),

where C̃0 = Y s′ ,C̄0 = gs′ ,C0,x,k = gaλ̂ ′
x(ut̂k

k H)−r′x Z0,x,D0,x = gr′x Z′
0,x, Ĉ1 = Y s,C̄1 =

gs,C1,x,k = gaλ̂x(ut̂k
k H)−rx Z1,x,D1,x = grx Z′

1,x.

Online.AnonEnc(PK,CToff,M,A): To encrypt a message M ∈GT under an access
structure A = (A,ρ,T ), where A is an �×m matrix, ρ is a map from each row Ax
of A to an attribute name index in {1,2, . . . ,U}, and T = (tρ(1), tρ(2), . . . , tρ(�)) ∈
Z�

N . The online anonymous encryption algorithm chooses v′i,vi ∈R ZN , for i ∈
{2,3, . . . ,m}, and sets v′ = (s′,v′2, . . . ,v

′
m) and v = (s,v2, . . . ,vm). Then, it computes

λ ′
x = Ax · v′, λx = Ax · v, F0,x = λ ′

x − λ̂ ′
x, F1,x = λx − λ̂x, Eρ(x) = tρ(x) − t̂ρ(x), for

1 ≤ x ≤ �. Finally, it sets the final ciphertext as

CTA = ((A,ρ),{Eρ(x)}1≤x≤�,C̃0,C̄0,{F0,x,C0,x,D0,x}1≤x≤�,C̃1,C̄1,{F1,x,C1,x,D1,x}1≤x≤�),

where C̃1 = Ĉ1 ·M, C0,x =C0,x,ρ(x) and C1,x =C1,x,ρ(x) for 1 ≤ x ≤ �.

AnonDec(PK,SKS,CTA): Let CTA=((A,ρ),{Eρ(x)}1≤x≤�,C̃0,C̄0,{F0,x,C0,x,D0,x}1≤x≤�,

C̃1,C̄1,{F1,x,C1,x,D1,x}1≤x≤�), SKS = (S,K,K′,{Li,Ki}i∈IS) and S = (s1,s2, . . . ,sn).
The anonymous decryption algorithm first calculates IA,ρ from (A,ρ), where IA,ρ
denotes the set of minimum subsets of {1,2, . . . , �} that satisfies (A,ρ). Then it
checks if there exists an I ∈ IA,ρ that satisfies

C̃0 =
ê(C̄0,K)

∏i∈I

(
ê(C0,i · (ga)F0,i ·D−aρ(i)Eρ(i)

0,i ,K′)ê(D0,i,Kρ(i) · (K′)aρ(i)Lρ(i) )
)ωi

,

where I ⊆ {i|ρ(i) ∈ IS} and ∑i∈I ωiAi = (1,0, . . . ,0) for some constants {ωi}i∈I . If
no such I exists, it outputs ⊥ to indicate that S does not satisfy the hidden access
structure A. Otherwise, it returns M = C̃1

E , where

E =
ê(C̄1,K)

∏i∈I

(
ê(C1,i · (ga)F1,i ·D−aρ(i)Eρ(i)

1,i ,K′)ê(D1,i,Kρ(i) · (K′)aρ(i)Lρ(i) )
)ωi

.
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4.2 Security Analysis

Theorem 1. The proposed anonymous CP-ABE scheme supporting offline key gen-
eration and offline encryption is fully secure in the standard model.

Proof. The proposed anonymous CP-ABE scheme Π is an improved version of
the scheme Πo [16]. Suppose there exists a PPT attacker A with a non-negligible
advantage ε in the proposed security game against Π . We show how to design a
PPT simulator B, which can break the security of Πo with an advantage ε . We will
give more details in the full version due to the space limitation. �

4.3 Performance Analysis

In our scheme, it easily follows that only n subtraction operations in arithmetic are
needed for the attribute authority to generate a secret key in the online phase, where
n means the number of attributes in the attribute set. In the online encryption phase,
a data owner only needs to perform k multiplication operations in arithmetic, where
k represents the complexity of the access structure. The final ciphertext generated
in the online phase does not explicitly include the attribute values specified in the
access structure. Accordingly, the proposed scheme can preserve users’ attribute
privacy. Similar to the anonymous CP-ABE scheme [16], our scheme supports any
monotonic access structures.

5 Conclusion

We propose an anonymous CP-ABE scheme supporting online/offline key genera-
tion and online/offline encryption. The proposed scheme is proven fully secure in
the standard model. Because the attribute values of access structures are hidden in
ciphertexts, our scheme can protect users’ attribute privacy.
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Flexible Attribute-Based Keyword Search Via

Two Access Policies

Peilin Zhou, Zhenhua Liu, and Shuhong Duan

Abstract Attribute-based keyword search (ABKS) allows users, whose credentials
satisfy the owner’s access control policy, to search over the encrypted data in cloud
environment. However, most current schemes can not simultaneously achieve that
owners dominate the data while users retrieve the interested files more accurately,
either in ciphertext policy or key policy setting. Furthermore, majority of ABKS
schemes ignore the decryption of retrieved files, or focus little about decryption
efficiency. Therefore, aiming at these limitations, we propose a flexible attribute-
based keyword search scheme via two access policies, which allows: (1) the data
owner to control the access policy in order to gain control over their data and spec-
ify who can access the files; (2) the user to define the search policy so that he can
search the interested encrypted files more accurately. In addition, we employ an on-
line/offline technique to improve the efficiency. And the ciphertexts can be decrypt-
ed with two pairings while it grows linear with the number of attributes in most
existing schemes. Our system is selectively secure against chosen-plaintext attack
and chosen-keyword attack, and it also achieves keyword secrecy.

1 Introduction

Cloud computing enables data users to outsource their data to remote cloud
servers. Among these servers, cloud storage server is of great use for data avail-
ability, efficient data management and low-cost pay-per-use. Despite numerous ad-
vantages, data outsourcing leads to confidential problem due to the fact that the
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cloud server are not fully trusted. Encryption-before-outsourcing has been regarded
as a fundamental means of protecting data’s privacy against the cloud server.

However, some useful data stored in the cloud should be shared with users
who want to fine-grained access control them. Therefore, attribute-based encryption
(ABE) which is introduced by Sahai and Waters [9], can be a resultful cryptographic
tool. In ABE, data owners can share data with users whose attributes satisfy a specif-
ic access policy. ABE can be classified into two types: key-policy ABE (KP-ABE)
[4] and ciphertext-policy ABE (CP-ABE) [7]. Later on, ABE has been enriched with
various features, but those schemes have little application in some areas for lacking
of functionality such as searchability.

Attribute-based keyword search (ABKS) allows users with proper cryptographic
credentials to search over the outsourced encrypted data. Zheng et al. [10] proposed
this new primitive ABKS and construct two schemes. Aiming at Zheng’s scheme,
Dong et al. [3] proposed a new ABKS construction by using online/offline technique
[6] to improve the efficiency. However, these two schemes do not support decryp-
tion service. In fact, most previous studies such as [1, 8] also pay little attention to
decryption of the files while conducting the search operation. Besides, several other
ABKS schemes [2, 5] with decryption service may incur high computational cost,
and the decryption cost leaves much to be desired.

To address the above problems, we propose a flexible attribute-based keyword
search via two access policies (FABKS) scheme. The main contribution is as fol-
lows:

• We build a construction that combines a keyword search system and a ABE sys-
tem into one system, which also supports large universe. In such a system, data
owner can control the access policy. Meanwhile, users can control the search
policy and decrypt the encrypted files.

• The proposed scheme can achieve multi-keywords search through applying dif-
ferent policies. It is owing to the fact that users can define the search policy ac-
cording to the attributes corresponding the specific keyword during the search op-
eration. We can regard these ”keyword attributes” as ”keywords” in some sense.
Furthermore, our scheme is built on the multi-owner/multi-user(M/M) setting.

• To improve the efficiency, we adopt the online/offline technique in Index Gener-
ation and Token Generation algorithm. And through adopting a fast decryption
transformation, the decryption cost of our scheme is greatly cut down.

In the following section, for limited space, we will omit the following section:
(1) Preliminaries, which include bilinear map [4], access structure [4] and linear
secret sharing schemes (LSSS) [7]; (2) Complexity assumptions, namely Decision-
al q-Bilinear Diffie-Hellman Exponent (Dq-BDHE) Assumption[7] and Decisional
Linear (DL) Assumption [10]; (3) Syntax and security model for FABKS construc-
tion. Lastly, we will present the system entities, Fig.1 shows that our scheme consists
of four entities:

• Trusted Authority (TA): It is fully trusted and it generates the decryption keys
and search keys for data users.
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• Multiple Data owners (DO): They outsource their encrypted files and keywords
to the cloud for storage and sharing.

• Multiple Data users (DU): They create search tokens according to some interest-
ed keywords and launch the keyword search. Besides, they can decrypt the files
returned from cloud server.

• Cloud Server (CS): It is honest-but-curious, and it conducts the search operations
and returns the search results to data users.

Fig. 1 The Framework of the FABKS Scheme

2 Our Construction

In this section, we will present the concrete FABKS construction. Let a ∈R S
denote selecting an element a from a set S uniformly at random. Let S be an attribute
set and (M,ρ) an access structure. We define the function f : if S satisfy (M,ρ),
f (S,(M,ρ)) = 1; Otherwise f (S,(M,ρ)) = 0. Now we describe the scheme:

Setup(1κ ,Attrmax, lmax): Given a security parameter 1κ , the maximum number of
attributes Attrmax a user’s secret key may have and the maximum number of
columns lmax in a ciphertext access matrix. Let G and GT be cyclic groups of
prime order p, g be the generator of G, and e : G×G→ GT be a bilinear map.
Choose a,b,c,α ∈R Zp. We define a hash function H1 : Zp → G. It dose this
by implicitly choosing a polynomial p(x) ∈ Zp of degree m = Attrmax + lmax −1
according to [7], and then computes h0 = gp(0), . . . ,hm = gp(m). Anyone will be
able to compute gp(x) for any x ∈ Zp when published these m+ 1 values. Let
H2 : {0,1}∗ → Zp be a one-way hash function. The public parameters are
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PK = 〈e,g,ga,gb,gc,e(g,g)α ,H1,H2,h0, . . . ,hm〉 . (1)

The master secret key is set as

MSK = 〈gα ,a,b,c〉 . (2)

ABE-KeyGen(MSK,S): The key generation algorithm takes as input the master
secret key MSK and an attribute set S ⊆ Zp. It chooses t ∈R Zp and creates the
private key SK as

SK = 〈K = gα gat ,K1 = gt ,{Kx = H1(x)t}x∈S〉 . (3)

KSF-KeyGen(MSK,(M′,ρ ′)): If DU wants to search messages containing a key-
word kw with attributes set Ŝ ⊆Zp, to generate a query private key SK′ associated
with the search policy for a DU, the following protocol will be executed.

• DU defines a search policy (M′,ρ ′)(M′ is a l′ ×n′ matrix, and the function ρ ′
maps rows of M′ to attributes) according to Ŝ and sends it to TA.

• Upon receiving (M′,ρ ′), TA selects a random vector v = (ac,y′2, . . . ,y
′
n),

where y′2, . . . ,y
′
n ∈R Zp. For i = 1 to l′, sets λ ′

i = υ ′ · M′
i , where M′

i is the
vector corresponding to the ith row of M′.

• For i = 1 to l′, TA sets SK′ = 〈Di = gλ ′
i H1(ρ ′(i))t ,K1 = gt〉, and returns SK′

to DU.

Encrypt(PK,(M,ρ),m): The algorithm takes as input public parameters PK, an
LSSS access structure (M,ρ)(M is a l × n matrix, and the function ρ to be an
injective function which maps rows of M to attributes) and a message m.

It then chooses a random vector v = (s,y2, . . . ,yn) ∈ Zn
p which used to share

the encryption exponent s. For i = 1 to l, set λi = υ ·Mi, where Mi is the vector
corresponding to the ith row of M. The ciphertext is published as

CT = 〈(M,ρ),C = me(g,g)αs,C0 = gs,{Ci = gaλ
i H1(ρ(i))−s}i∈[l]〉 . (4)

Offline.Index(PK): The purpose of this algorithm which takes in the public pa-
rameter only is to do a preparation task for generating the secure index. It selects
r1,r2 ∈R Zp and computeW0 = gcr1 ,W1 = ga(r1+r2),W2 = gr2 . For each A′

j ∈ Zp,
computeWj = H1(A′

j)
r2 . The intermediate keyword ciphertext is

IXkw = 〈r1,r2,W0,W1,W2,{Wj}A′
j∈Zp〉 . (5)

Online.Index(IXkw,S′,KW ): Suppose a data owner wants to share a message m
containing a keyword set KW with an attributes set S′ ⊆ Zp. The algorithm takes
as input IXkw, an attributes set S′ and a keyword set KW . It computes W = W1 ·
gbr1H2(kwi) for each kwi ∈ KW , and sets the keyword ciphertext as

IX = 〈S′,W,W0,W2,{Wj}A′
j∈S′ 〉 . (6)
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Offline.TokenGen(SK′,PK): The algorithm is a preparation for generating a to-
ken. It takes as input PK and DU’s query secret key SK′. It selects β ∈R Zp, and
computes D′

i = Dβ
i ,K

′
i = Kβ

1 . Then computes tk1 = gaβ and tk2 = gcβ . Finally
sets the intermediate token as

IT = 〈β , tk1, tk2,{(D′
i,K

′
i}i∈[l′]〉 . (7)

Online.TokenGen(IT,kw′): It takes as input an intermediate token IT and a key-
word kw′. Compute tk′1 = tk1 ·gbβH2(kw′) and set the search token as

T K = 〈tk′1, tk2,{(D′
i,K

′
i}i∈[l′]〉 . (8)

Test(T K, IX): To perform keyword test, the algorithm can be done as follows:

• DU initiates a keyword search request by sending the search token T K along
with the attribute set S related to DU’s decryption key to CS.

• First, CS verifies f (S,(M,ρ)) ?
= 1. If satisfied, CS then searches for the cor-

respondence ciphertext CT with the desired keyword kw′. Given attribute set
S′ specified in IX , select an attribute set AS′ ⊆ (S′

⋂
Ŝ) (Note that if S′

⋂
Ŝ = /0

or AS′ doesn’t exist, then output ⊥) and verify f (AS′,(M′,ρ ′)) ?
= 1.

• If satisfied, Let I′ = {i : ρ ′(i) ∈ AS′} ⊂ {1, . . . l′}, then there must exists coef-
ficients {ω ′

i |i ∈ I′} such that ∑i∈I ω ′
i M

′
i = (1,0, . . . ,0), so ∑i∈I ω ′

i λ ′
i = ac. CS

computes

E = ∏
i∈I′

(
e(D′

i,W2)

e(K′
i ,Wj)

)w′
i . (9)

• CS checks whether the kw′ in the token T K matches the kw in the secure index
IX by verifying the following equation

e(W0, tk′1)E = e(W, tk2) . (10)

If it holds, output 1 and CS sends the search result that include ciphertext CT to
DU. Otherwise, output ⊥.

Decrypt(CT,SK): Given a private key SK for a set S and a ciphertext CT for
a linear access structure (M,ρ). If f (S,(M,ρ)) = 0, abort. Otherwise, let I =
{i : ρ(i) ∈ S} ⊂ {1, . . . l}, then there must exists coefficients {ωi|i ∈ I} such that
∑i∈I ωi ·Mi = (1,0, . . . ,0), so ∑i∈I ωi ·λi = s. The decryption algorithm first com-
pute

Z = e(∏
i∈I

C−ωi
i ,K1)e(C0,K ∏

i∈I
K−ωi

ρ(i) ) = e(g,g)αs . (11)

and then obtain m by computing m =C/Z.

Flexible Attribute-Based Keyword Search Via Two Access Policies 819



3 Security Analysis

Similar to Waters’ system [7] in appendix B and Zheng’s scheme [10] in the key
policy setting, our construction can achieve the following properties. For limited
space, the proof of the following theorems are not shown here and can be provided
on request.

Theorem 1. The above FABKS scheme is sCPA-secure assuming that the scheme of
Waters (appendix B) is a sCPA-secure CP-ABE system.

Theorem 2. Given the DL assumption and one-way hash function H2, the above
FABKS scheme is sCKA-secure in the random oracle model under the assumption
that Zheng’s scheme is sCKA-secure in the random oracle model.

Theorem 3. Given the one-way hash function H2, the above FABKS scheme achieves
keyword secrecy in the random oracle model if Zheng’s scheme achieves keyword
secrecy in the random oracle model.

4 Discussion

4.1 Functionality and Features Analysis

we first analyse the functionality and features of our scheme and previous
schemes[2, 3, 5, 7]. Table 1 shows that the proposed FABKS scheme has a few
advantages over these schemes. Note that MK represents multi-keyword search, LU
represents large universe and K-secrecy represents Keyword secrecy.

Table 1 Functionality and features comparison

Schemes Access policy Search policy MK Provable security LUCPA SCKA K-secrecy

[2] CP(AND) CP(AND)
√

random
√ × ×

[3] − KP/CP(Access Tree) × − √ √ ×
[5] CP(LSSS) KP(OR and AND)

√
random × × ×

[7] CP(LSSS) − − standard − − √
Ours CP(LSSS) KP(LSSS)

√
standard

√ √ √

• First, the schemes proposed in Dong’s scheme [3] and Waters’ scheme [7]
achieve data access control and keyword search separately, while ours supports
both. Furthermore, the scheme in Dong [3] only supports single-keyword search.
Whereas, we can achieve multi-keywords search through separating the data ac-
cess and data retrieving into two different policies.
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• Second, the schemes proposed in [2, 5] and ours both achieve multi-keyword
search and decryption service, but ours supports large universe construction and
any monotonous access structure by using LSSS. In addition, our scheme exploits
offline/online technique in Dong’s scheme [3] so there is efficiency superiority.

• Finally, we utilize different policies to control data access and retrieve in our
design, so we prove the security of our proposed scheme separately. For data
access, we can prove that our basic ABE construction is sCPA-secure according
to Waters’ scheme [7]. And for data retrieve, we prove the sCKA security and
keyword secrecy in the random oracle based on Zheng’s scheme [3].

4.2 Efficiency Analysis

In this subsection, we analyze the efficiency of the schemes proposed in [2, 5] and
our scheme, because the above two constructions also achieve keyword search and
decryption service simultaneously. For convenience, we list all the parameters used
in Table 2. E,P represent the exponentiation and pairing operation, respectively.
Denote H1 to be the hash operation, |S| and |S′| to be the number of a DU’s attributes
and the number of attributes corresponding to a secure index for keywords, l and l′to
be the number of attributes that are involved in an access policy (M,ρ) and (M′,ρ ′),
to be the number of attributes that are involved in an access policy, I and I′ to be
a subset of {1,2, . . . , l} and {1,2, . . . , l′}, respectively. ESE and DSE represents the
operation of symmetric encryption and decryption separately [5].

Table 2 Efficiency comparison

Computation Our scheme [2] [5]’s improved scheme

Encrypt (l +2)E (2|l|+3)E ESE
Offline-Index (3+ |S′|)E + |S′|H1 − −
Online-Index E > (l +1)E 2P+ |S′|E + |S′|H1
Offline-TokenGen (l′+3)E − −
Online-TokenGen E > (|S|+1)E < (2(l′)2 +5l′+4)E +H1
Test (2|I′|+2)P > (|S|+1)P+E 3P+(2|I′|+2)E
Decrypt 2P+(2+ |I|)E (|S|+2)P (2|I|+1)P+E +DSE

As shown in Table 2, it is obvious that the efficiency of the proposed scheme is
higher than [2, 5] during Index and TokenGen phase, because we move the major-
ity task into an offline phase. In addition, the ciphertexts can be decrypted with a
constant number of pairings in our scheme, while in [2, 5] it grows linear with the
number of attributes. Finally, the efficiency of the proposed scheme is lower than
schemes proposed in [2, 5] in terms of Test phase, but the proposed scheme is more
features than the two schemes analyzed above. Generally, the proposed scheme is
practical in that it can simultaneously support multi-keywords search, large universe
and decryption service under the LSSS access structure.
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5 Conclusions

In this paper, a flexible attribute-based keyword search scheme via two access
policies scheme has been proposed. The proposed scheme guarantees that all the
users whose credentials satisfy the data owner’s access control policy can conduct
keyword search operation and decrypt the retrieved encrypted files. Furthermore,
it permits the data owner to control the access policy and delegate the search pol-
icy to data user who wants to search the interested files, hence it is more expres-
sive. Besides, the construction employs an online/offline technique which spilt the
computation of Index and TokenGen algorithm into two phases to improve the ef-
ficiency. And the decryption cost only needs two parings operation. Finally, the
proposed scheme is proven selectively secure against chosen-plaintext attack and
chosen-keyword attack, and it also achieves keyword secrecy.
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Large Universe Revocable Fine-Grained

Encryption with Public Auditing

Xuewei Yan, Hua Ma, Zhenhua Liu and Ting Peng

Abstract Attribute-based encryption (ABE) allows for scalable and fine-grained
data sharing in a cloud computing environment. However, most of existing ABE
schemes with user revocation are not satisfactory on the efficiency side. In addition,
since the data are stored on remote servers in the cloud storage environment, data
owners do not know whether data is integrated in a timely manner. In this paper, we
propose a novel large universe revocable fine-grained encryption with public audit-
ing (LRA-FE) scheme based on prime-order bilinear groups. In this construction,
we utilize extended proxy-assisted approach and appending redundancy approach,
which weakens the trust of the cloud server. Furthermore, the proposed system in-
troduces an auditor to inspect the integrity of data stored in the cloud. The size of
attribute space can be exponentially large because our construction supports large u-
niverse. After comprehensive comparisons with the state-of-the-art works, the LRA-
FE scheme features lightweight computation at the user side such that users can use
resource-constrained devices to access cloud data.
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1 Introduction

With the rapid development of cloud computing, more and more individuals and
enterprises outsource their sensitive data into the cloud server for alleviating the
burden of maintaining huge data in local, while enjoying high quality data services.
To ensure the privacy of user data, all the data is uploaded in encrypted form. In
practice, one-to-many data sharing is very common. To achieve the flexibility and
scalability of data sharing, a fine-grained access control is required.
This encryption notion, called ABE, was introduced by Sahai and Waters [6]. ABE
has advantage over the traditional public key encryption as it achieves flexible one-
to-many encryption instead of one-to-one. In ABE, a ciphertext can be decrypted
using the corresponding decryption key only if the two match. Till now, there are
two kinds of ABE: key-policy ABE (KP-ABE) and ciphertext-policy ABE (CP-
ABE) [1]. In KP-ABE, the access control policy is embedded into users secret keys.
Whereas, CP-ABE binds access policies with ciphertext.
However, there still exists some issues that hinder the application of ABE in the
cloud computing, one of which is user revocation. User revocation is a critical re-
quirement, particularly when there is a large number of users. When a user leaves
the organization or is no longer involved in the project. User revocation would allow
the data owner to revoke a user’s ability to decipher the data. A series of approaches
have been proposed to solve the above problem. For example, An approach is the
key-update based revocation[3]. Nevertheless, this approach limits scalability as all
data must be re-encrypted, and all non-revoked legitimate user keys need to be either
updated or re-distributed. In order to solve existing some problems in above articles,
proxy-assisted user revocation was introduced in [9]. In this approach, a cloud is re-
garded as a proxy, and the decryption is divided into two parts. The first part is
cloud-side decryption by using user’s cloud-side key. The final part is user-side de-
cryption by utilizing user-side key. For user revocation, the cloud server will delete
the cloud-side key associated with user who is revoked. To weaken the trust of the
cloud server, Yang et al. [10] proposed an extended proxy-assisted approach. In their
construction, the first partial decryption also requires the private key of cloud server.
Accordingly, unless the dishonest cloud server is willing to disclose its private key,
the leakage of a user’s cloud-side key does not lead to the success of decryption.
Nevertheless, the data owner plays the role of the distribution of the proxy keys in
the scheme introduced in [10], which is a high requirement for the data owners and
does not apply to the majority of general scenarios. The proposed system asks a
attribute authority to act as the role for proxy key generation. In addition, we also u-
tilize appending redundancy approach, the dishonest decryption of cloud server can
be easily detected in our construction.
Another common problem is whether a system is a “small universe” or “large uni-
verse” construction. In “small universe” constructions, the size of the attribute space
is polynomially bounded in the security parameter and the attributes were fixed at
setup. In “large universe” schemes, The number of attributes is not polynomially
bounded and any string can be used as an attribute, which is a desirable feature. The
first large universe construction in the standard model were proposed in the work of
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Lewko and Waters [2]. This is a large universe KP-ABE construction. Subsequently,
Rouselakis and Waters [5] proposed a large universe ABE in the standard model and
given a new proof techniques.
In addition, since the data are stored on remote servers in the cloud storage envi-
ronment, data owners do not know whether data is intact intuitively. Some schemes
[8, 7] are proposed to audit the integrity of data. In these schemes, The outsourced
file is split into multiple blocks and each block related to an authenticator for in-
tegrity verifying. A third party auditor is introduced to execute the auditing tasks.
The main contributions of this paper can be summarized as follows:

1. In this paper, we propose a novel LRA-FE scheme on prime-order bilinear group-
s that simultaneously supports (1) immediate user revocation, (2) data auditing,
(3) large attribute universe, (4) mitigation against cloud-user collusion, (5) key
escrow-free, (6) no key update and data re-encryption. the proposed scheme fea-
tures lightweight computation at the user side such that users can use resource-
constrained devices to access cloud data.

2. The appending redundancy approach make that the dishonest decryption of cloud
servers can be easily detected in our system.

3. We build our construction on the efficient prime order bilinear group

The rest of the paper is organized as follows. We formalize the notion and model
of LRA-FE in Section 2. Our construction is detailed in Section 3. Security result-
s together with performance comparisons are presented in Section 4. Finally, we
conclude this paper in Section 5.

2 Problem Formulation

In this section, we give the formal definition of LRA-FE and define the system mod-
el. The definition of Bilinear Pairings, Access Structures and Linear Secret Sharing
Schemes used in this scheme can be found in [4].

2.1 Definition of LRA-FE

Setup(1λ ): The Setup algorithm takes as input a security parameter 1λ , and it
outputs a master key msk and public parameters pp.

UKGen(u, pp): The user key generation algorithm takes as input a user iden-
tity u, the public parameters pp, and it outputs a key pair (pku,sku). cloud
server(CS) and data owner(DO) also uses this algorithm to generate their key
pairs,(pkCS,skCS) and (pkDO,skDO). Every system entity runs this algorithm to
generate a key pair.

PxKGen(msk, pkCS, pku,Su, pp): The proxy key generation algorithm takes as in-
put the master key msk, the user public key pku, the CS public key pkCS, a set
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of attributes Su, the public parameters pp, and it outputs an proxy key PxKu. At-
tribute authority(AA) runs this algorithm to authorize a user based on the user’s
attributes. The proxy key will be sent to CS who adds a new entry in its Proxy
Key list L .

Encrypt(m,A, pp): DO firstly appends the message m to be encrypted with a
redundancy 0k to obtain m′ = m ‖ 0k where ‖ is the concatenation of string. The
encryption algorithm takes as input an access structure A, a message, m′, and the
public parameters pp, and it outputs a ciphertext c.

AuthGen(skDO,(cτ , idτ), pp): The authenticator generation algorithm takes as
input the DO private key skDO, the public parameters pp, and (cτ , idτ), where
idτ is the identity of ciphertext block cτ(τ = 1, ...,n). and it outputs an authenti-
cator στ .

PxDec(c,skCS,PxKu, pp): The proxy decryption algorithm takes as input a ci-
phertext c, the CS private key skCS, The proxy key PxKu, the public parameters
pp, and it outputs an intermediate v. CS runs this algorithm to help a user, u,
partially decrypt a ciphertext.

UDec(sku,v): The user decryption algorithm takes as input an intermediate v, the
user private key sku, and it outputs a message m′. The user continues to check
whether a redundancy 0k is appended with m′. If so (i.e.,m′ = m ‖ 0k), m is ob-
tained through truncation; otherwise, a dishonest action of CS is detected.

Audit(στ , pp, pkDO, pp): The auditing algorithm takes as input the public param-
eters pp, the DO public key pkDO, an authenticator στ , and if the integrity proof
for shared data pass the check, it outputs 1. Otherwise, it outputs 0. Third party
auditor(TPA) runs this algorithm to audit the integrity proof for shared data.

Revoke(u,L ): The Revocation algorithm takes as input a user identity u, and
Proxy key list L , the algorithm revokes u’s decryption capability by updating
and outputting an updated Proxy key list, L ′.

2.2 System model

As depicted in Fig.1, our LRA-FE framework consists of five parties as follows:

• Attribute Authority: AA generates users’ proxy keys. It sends users’ proxy keys
to CS.

• Data Owner: The users who outsource their encrypt data to CS for sharing with
users. The data owner generates authenticators that are used to audit the integrity
of data. Then they send authenticators to CS.

• Cloud Server: A party which provides storage service for cloud users and main-
tains a Proxy Key list, with each entry containing a users identity and the cor-
responding proxy key. When a user requests to retrieve a data record from the
cloud, CS executes a proxy decryption operation.

• Users: The users who receive an intermediate value from CS and then decrypt it
with his private key.
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Fig. 1: System Model

• Third Party Auditor: An authority who performs data auditing process. It re-
ceives (σ ,μ) and pkDO from CS and DO respectively. Then it audits the integrity
of data shared in the cloud.

3 Our Construction

Our system is based on the large universe CP-ABE scheme in [5] and uses the
extended proxy-assisted approach in [10] and the data auditing approach in [7]. The
new scheme is described as follows:

Setup(1λ ): On input a security parameter 1λ , the algorithm gets the descriptions
of the groups and the bilinear mapping D = (p,G,GT ,e), where p is the prime
order of the groups G and GT . Selects a cryptographic hash function, H : Z∗

p →G.
The attribute universe is U = Zp. Then the algorithm picks the random terms
g,u,h,w,v ∈ G and α ∈ Zp, and sets pp = (D,g,u,h,w,v,H,e(g,g)α) and msk =
(α).

UKGen(u, pp): On input a user identity u, the algorithm chooses xu ∈ Zp and
sets (pku = gxu ,sku = xu). It can be seen that (pku,sku) is a standard ElGamal
type key pair. CS and DO also use this algorithm to generate their key pairs,
(pkCS = gxCS ,skCS = xCS) and (pkDO = gxDO ,skDO = xDO).

PxKGen(msk, pkCS, pku,Su = {A1,A2, . . . ,Ak}, pp): On input the master key msk=
(α), CS public key pkCS = gxCS , a user public key pku = gxu and a set of at-
tributes Su, the algorithm chooses r,r′,r1,r2, . . . ,rk ∈ Zp, and sets PxKu = (K0 =

(pkCS)
r(pku)

α wr′ ,K1 = gr,K2 = gr′ ,∀i ∈ [k] : {Ki,1 = gri ,Ki,2 = (uAi h)ri v−r′ }).
Encrypt(m,(M,ρ), pp): DO firstly appends the message m to be encrypted with

a redundancy 0k to obtain m′ = m ‖ 0k where ‖ is the concatenation of string. On
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input the message m′ and the access structure encoded in an LSSS policy, with
M ∈ Zl×n

p and ρ : [l]→ Zp. First, it selects y = (s,y2, . . . ,yn)
� ∈ Zn×1

p , where s is
the random secret to be shared among the shares. The vector of the shares is λ =
(λ1,λ2, . . . ,λl)

� = My. It then picks l random exponents t1, t2, . . . , tl ∈ Zp and
sets the ciphertext c = (C = m′e(g,g)αs,C0 = gs,∀ j ∈ [l] : Cj,1 = wλ j vt j ,Cj,2 =

(uρ j h)−t j ,Cj,3 = gt j ,Cj,4 = gλ j).
AuthGen(skDO,(cτ , idτ), pp): On input skDO = xDO and (cτ , idτ), where idτ is

the identity of ciphertext block cτ(τ = 1, . . . ,n). DO computes an authenticator
as follows:

στ = (H(idτ) ·ucτ )xDO

Finally, DO sends the data blocks along with the authenticators to CS.
PxDec(c,skCS,PxKu, pp): On input CS private key skCS = xCS, and the proxy key

PxKu = (K0,K1,K2,∀i ∈ [k] : {Ki,1,Ki,2}) associating with a set of attributes, Su,
and the ciphertext, c = (C,C0,∀ j ∈ [l] : {Cj,1,Cj,2,Cj,3,Cj,4}), the proxy decryp-
tion algorithm calculates the set of rows in M that provide a share to attributes
in S, i.e. I = { j : ρ( j) ∈ S}. Then it computes the constants {ω j ∈ Zp} j∈I such
that ∑ j∈I ω jM j = (1,0, . . . ,0), where M j is the j-th row of the matrix M. These
constants exist if the set S is an authorized set of the policy. Then it computes

e(C0,K0)

∏ j∈I(e(Cj,1,K2)e(Cj,2,Ki,1)e(Cj,3,Ki,2)e(Cj,4,K1)xCS)ωi
= e(pku,g)sα

where i is the attribute ρ(i)’s index in S (it depends on i). Finally, it sets v =
(C,e(pku,g)sα).

UDec(sku,v): On input a user private key, sku = xu, and v = (C,e(pku,g)sα), the
user decryption algorithm computes

C

(e(pku,g)sα)x−1
u

= m′

The user continues to check whether a redundancy 0k is appended with m′. If so
(i.e.,m′ = m ‖ 0k), m is obtained through truncation; otherwise, a dishonest action
of CS is detected.

Audit(στ , pp, pkDO, pp): TPA randomly selects a challenge ch = {(idτ , fτ)}τ∈D
(where D = {s1,s2, . . . ,sc} is a c-element subset of set [1,n] and fτ ∈ Z∗

p) and
sends it to CS. CS first calculates an aggregated authenticator σ = ∏τ∈D σ fτ

τ . It
also computes the linear combination of sampled blocks μ = ∑τ∈D fτ cτ . Then
CS sends P = (σ ,μ) to TPA as the integrity proof of data storage.When TPA
receives the (σ ,μ), it verifies whether the following equation holds:

e(∏
τ∈D

H(idτ)
fτ ·uμ , pkOD) = e(g,σ)

If the equation holds, returns 1, otherwise returns 0.
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Revoke(u,L ): On input a identity, u, and the Proxy Key list, L , the user re-
voking algorithm deletes the entry corresponding to u from the list. i.e. L ′ =
L \{u,PxKu}.

4 Discussion

In this subsection, Table 1 give the comparison between our work and several related
work in terms of features and efficiency.

Table 1: Comparison of other mechanisms1

Schemes [5] [7] [10] [4] Ours

Large Universe
√ × × √ √

Data Auditing × √ × × √
Immediate User Revocation × × √ × √
Mitigation Against Cloud-User Collusion × × √ × √
Checkability × × × √ √
PP 6 − 3 6 7
SK 2|S|+2 − 2|S|+2 2|S|+2 2|S|+3
CH 3l +2 − 2l +3 5l +1 4l +2
Dec(User) (3|I|+1)P+

|I|Exp
− Exp 3Exp Exp

In [10], the system only supports user revocation and mitigation against cloud-
user collusion. In [7], the system only supports the data auditing. In [5], the system
only supports large universe. In [4], the construction supports largre universe and
checkability. Our scheme achieves user revocation, data auditing, mitigation against
cloud-user collusion and large universe simultaneously. In addition, the dishonest
decryption of CS can be easily detected in our construction.

As shown in Table 1, compared with [5] and [4], our new system only needs an
exponentiation in decryption phase. This makes our new systems more practical for
applications. When compared with [10], our construction sacrifices tiny size of the
public parameters, private key and ciphertext to achieve large universe, checkability
and data auditing. Compared with [4], our scheme has shorter size of the ciphertext.

1 Exp denotes one exponentiation in G and P denotes one pairing operation of bilinear map ê. And
let PP stand for public parameter size, SK stand for decryption key size, CH stand for ciphertext
size, Dec stand for pairing and exponentiation computations in user side decryption, |S| be the size
of the attribute set of a private key, |I| be the number of attributes in a decryption key that satisfies
a ciphertext’s access policy, and l be the row size of access structures. Note that multiplication is
negligible in this scheme.
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5 Conclusions

In the paper, we propose a large universe revocable R-FE with public auditing in
prime-order bilinear groups. It supports user revocation, data auditing and large u-
niverse simultaneously. Our system overcomes the limitation that data owner has to
trust that the cloud does not disclose users’ proxy keys. In addition, through append-
ing redundancy, the dishonest decryption of CS can be easily detected.
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A privacy-preserving personal health record

with searchability and revocability using

attribute-based encryption

Shuhong Duan, Zhenhua Liu, and Peilin Zhou

Abstract Online personal health record (PHR) enables patients to store their health
records at a cloud server and selectively share them with doctors for convenient
medical care, and greatly facilitates the storage and sharing of the data. However,
there are some challenges, such as risks of privacy exposure, flexible access, rapid
ciphertext retrieval and efficient user revocation, impeding the development of PHR.
As for solving the above problems, we propose a privacy-preserving personal health
record with search and revocation. In our scheme, we obfuscates the attributes ex-
posed in the access policy. Consequently, this avoids the risk that an attacker may
guess what kind of disease the patient gets according to the attributes exposed in
the access policy. Instead of an exhaustive search with cryptographic calculation-
s, a simple comparison algorithm is adopted to improve the searching efficiency.
Furthermore, our scheme supports dynamic user revocation through the cloud re-
encrypts normal and unnormal ciphertexts according to the revocation list.

1 Introduction

With the development of cloud computing, cloud providers can provide more
and more service projects, including Infrastructure-as-a-Service (IaaS), Platform-as-
a-Service (PaaS), and Software-as-a-Service(SaaS). Among many cloud services,
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PHR service allows a patient to create, manage, control, and share his PHR in one
place through the web, and has made the storage, retrieval, and sharing of the medi-
cal information more efficient. While it is exciting to have convenient PHR services
in the cloud for everyone, there are many security and privacy risks, which could im-
pede its wide application. Therefore, it is still essential to ensure the confidentiality
of PHRs and proper access to PHRs.

A promising way to realize secure and privacy-preserving PHR system is to en-
crypt the data before storing it to the cloud server. Attribute-based encryption (ABE)
just enables fine-grained access control on encrypted sensitive data. Thus, the con-
cept of attribute-based encryption (ABE) can be used to encrypt personal data in
PHR systems.

ABE is first introduced by Sahai and Waters [1]. In ABE schemes, only user-
s whose attributes satisfy the specified access structure can decrypt the ciphertext.
However, traditional ABE schemes can not satisfy many practical requirements. To
solve these problems, several ABE schemes with different functionalities were pro-
posed. In this paper, we focus on ABE with searchablity and user revocationablity.

In 2004, Bonech et al. first proposed the concept of Public Key Encryption with
Keyword Search (PEKS)[2] to address the problem of rapid search on encrypted
data. Then, for fine-grained access control, a series of schemes [3, 4] supporting
attribute-based encryption with keyword search appear.

In addition, as for satisfying the practical requirement that a user’s access right
should be revoked if she/he is compromised or leaves the system, many revocable
ABE schemes [5, 6, 7] come into being.

In this paper, we propose a privacy-preserving personal health record using
attribute-based encryption with search and direct user revocation(PSR-CPABE).
The main techniques and contributions are summarized as follows:

• In previous related schemes, the attributes in the access policy are exposed. How-
ever, our construction obfuscates the attributes exposed in the access policy and
avoids the risk that an attacker may guess what kind of disease that a patient gets
from the attributes exposed in the access policy.

• The proposed scheme improves the searching efficiency through adopting a sim-
ple comparison algorithm between an index and a trapdoor in the retrieval phase.
While most previous schemes adopt an exhaustive search with cryptographic cal-
culations.

• Our scheme simultaneously supports the properties of privacy protection of pa-
tients, rapid retrieval for the encrypted PHR and direct revocation of users, which
make our scheme more applicable to the PHR system.

2 The security requirements

The proposed scheme satisfies the following security properties[8]:
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• Data confidentiality: If a user’s attributes don’t satisfy the access policy, it is not
allowed to access the encrypted PHR.

• Anonymity: Once the PHR is encrypted and stored to cloud server, no one can
identify the actual identities of a PHR owner and user.

• Controlled searching: The cloud server can not search without user’s authoriza-
tion, and it learns nothing more than the search result about the ciphertext.

• Collusion resistance: the unauthorized users, whose attributes do not satisfy the
access policy, can not decrypt the encrypted PHR. Even though multiple unau-
thorized users collaborate by combining their attributes such that these attributes
satisfy the access policy, they still can not decrypt the encrypted PHR.

3 Our Construction

In this section, a privacy-preserving personal health record with search and revo-
cation functions using attribute-based encryption is proposed. Now, we describe our
detail construction as follows.

Setup(k): The algorithm takes as input a security parameter k. Let G and GT be a
bilinear group of prime order p, g be a generator of G and e : G×G→GT be a
bilinear map. Then, the algorithm randomly chooses α1,α2,β ∈ Zp and sets α =

α1 +α2,h = gβ . Finally, the algorithm selects a hash function H : {0,1}∗ → G.
The public parameters are published as:

PP =<G,GT ,g,h,e(g,g)α ,H > .

The master secret key is set as:

MSK =< β ,gα ,α1,α2 > .

KeyGenu(MSK,PP,S): The algorithm takes as input the master secret key MSK,
the public parameters PP and an attribute set S belonging to a user u. Given a
user u, the algorithm randomly chooses r ∈ Zp. For each attribute λ j ∈ S, the
algorithm randomly chooses r j ∈ Zp. The private key SK is set as:

SK =< D = g
α1+r

β ,{D j = grH(λ j)
r j ,D′

j = gr j ,D′′
j = H(λ j)

β}λ j∈S > .

KeyGenc(MSK,PP): The algorithm is used to generate a delegation key for the
cloud server using the mast secret key MSK. The delegation key is set as:

SKc =< Dc = gα2/β > .

KeyGeno(MSK,PP, ID0): The algorithm is used to generate an anonymous key
which works for obfuscating attributes exposed in the access tree. Given an i-
dentity ID0 of a PHR owner, on input the mast secret key MSK and the public
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parameters PP, the algorithm computes the anonymous key as follows:

A0 = H(ID0)
β .

Encrypt(PP,m,T): m denotes PHR data and T is an access tree. Let Y be the set
of leaf nodes in the access tree T. For each node x (including the leaves) in the
tree T, the algorithm chooses a polynomial qx same as that in the Bethencourt
et al.’s scheme [9]. Then, the algorithm chooses a random t ∈ Zp and generates
a pseudonym P0 = H(ID0)

t for a PHR owner, where ID0 is the PHR owner’s
identity. Finally, the ciphertext is constructed as follows:

CT =< T,C = m · e(g,g)αs,C′ = hs,C′′ = P0,

{Cy = gqy(0),C′
y = H(attry)

qy(0)}y∈Y > .

AttScm(CT,A0,PP): To obfuscate all attribute values in the access tree T, the
algorithm takes the ciphertext CT , the anonymous key A0 and the parameters PP
as input, and computes the obfuscated attribute set as follows:

Ko,Y = {e(At
0,H(λ j)}λ j∈Y = {e(H(ID0),H(λ j)

β t}λ j∈Y,

where t is chosen in the encryption algorithm.
Then, as depicted in Fig.2, the algorithm replaces the attribute λ j exposed in the
access tree T with the obfuscated attribute value scmattrx ∈ Ko,Y, where λ j and
attry can be exchanged each other since they both represent the same attribute
corresponding to a leaf node in the access tree T.

Fig. 1 Attribute Scrambling

Finally, replaced the access tree T in ciphertext CT with the new access tree T′,
the new ciphertext is set as:

CT ′ =< T′,C,C′,C′′,{Cy,C′
y}y∈Y >,

where Y is the set of original leaf nodes in the access tree T.
Then, the PHR owner uploads CT ′ to the cloud server.
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Re-encrypt(RL): Let Y= {λi, . . .λk} be the attribute set corresponding to the leaf
nodes in the access tree T, where 1 ≤ i ≤ k ≤ |L|.
Suppose that the revocation list is RL = {ID1, ID2, . . . , IDn}, where IDi is the
identity of user ui. The cloud server re-encrypts the ciphertext CT ′ as follows:

• If a user’s identity ID ∈ RL, it randomly selects k and k′ ∈ Zp, and computes
CT ′′ as:

CT ′′ =< T′,C = m · e(g,g)αsk′ ,C′ = hsk,D′
c = Dk

c,C
′′ = P0,

{Cy = gqy(0)k,C′
y = H(attry)

qy(0)k}y∈Y > .

• If a user’s identity ID /∈ RL, it randomly selects k ∈ Zp and computes CT ′′ as:

CT ′′ =< T′,C = m · e(g,g)αsk,C′ = hsk,D′
c = Dk

c,C
′′ = P0,

{Cy = gqy(0)k,C′
y = H(attry)

qy(0)k}y∈Y > .

Query(PP,SK,P0): The algorithm takes the public parameters PP, a private key
SK and a PHR owner’s pseudonym P0 as input. Since the cloud server can ex-
tract a PHR owner’s pseudonym P0 ∈CT ′ according to the stored ciphertext CT ′,
without learning her/his any actual identity, a user can acquire a pseudonym of
a PHR owner from the cloud server or the PHR owner. Once a user determines
to retrieve and access the ciphertext of some PHR owner whose pseudonym is
C′′ = P0, the algorithm generates a trapdoor corresponding attributes as follows:

Ko,S = {e(D′′
j ,C

′′)} j∈S = {e(H(λ j),H(ID0)
β t}λ j∈S.

Then, the user sends the trapdoor to the cloud server as a query for data request.

Retrieve(Ko,S): On input a trapdoor Ko,S with a set of scrambled attributes, the
cloud server first checks whether the requested ciphertext is stored in the cloud
and which one satisfies with the requested index terms according to a simple
comparison algorithm C(T′,Ko,S), which returns boolean value: “true” or “false”.
Let T′

x be a subtree of the access tree T′ rooted at the node x and X ′ be a set of
children whose parent is the node x, that is X ′ = {x|parent(x′) = x}. We compute
the boolean value of the comparison algorithm C(T′,Ko,S) recursively as follows:

• If x is a leaf node, C(T′
x,Ko,S) returns “true” if and only if scmattrx ∈ Ko,S.

• If x is a non-leaf node in T′, C(T′
x,Ko,S) returns “true” if and only if |{x′|x′ ∈X ′

and C(T′
x,Ko,S) = “true”}| ≥ kx. In other words, C(T′

x,Ko,S) returns “true” if
and only if at least kx children return “true”.

For each re-encrypted ciphertext CT ′′, the cloud server simply follows the ac-
cess tree T′ and determines whether C(T′

x,Ko,S)=“true” or not. If the boolean
value returns “true”, which means the ciphertext a user required exists. Then, the
cloud server sends the corresponding ciphertext to the user. Otherwise, it outputs
“false”.
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Decrypt(CT ′′,SK): The first part of the decryption proceeds the same as in the
Bethencourt et al.’s scheme [9]. If the user’s attributes satisfy the access tree, the
component of decryption can be recovered as follows:

A = DecryptNode(CT ′,SK,R) = e(g,g)rks.

The second part of the decryption proceeds as the following: If the user is not in
the revoked list, the message m can be recovered by:

m =
C

(e(C′,D) · e(C,D′
c)/A

.

4 Security Requirements

Now, we show that the proposed scheme satisfies the security properties de-
scribed in section 3.3.

• Data confidentiality: Firstly, if a user’s attributes don’t satisfy the access tree T,
the user will not recover the value e(g,g)ras, which leads the ciphertext not to
be decrypted. Secondly, when a user is revoked from the system, the cloud serv-
er chooses two different random numbers k and k′ to re-encrypt the ciphertext,
which leads the re-encrypted ciphertext not to be decrypted. Note that we don’t
consider the cloud server colludes with the revoked users.

• Anonymity: The identity of a PHR owner in the ciphertext is replaced by a
pseudonym P0 = H(ID0)

t . In addition, a user’s identity is not contained in any
algorithms of the proposed scheme. Therefore, no one knows the actual identities
of the PHR owner and a user.

• Controlled searching: In our construction, the cloud server searches the request-
ed ciphertext using a trapdoor Ko,S. Therefore, without the trapdoor Ko,S that a
user authorizes, the cloud server can not search. Furthermore, On input a trap-
door Ko,S, it searches the requested ciphertext according to a simple comparison
algorithm C(T′,Ko,S), which returns the boolean value: “true” or “false”. Thus,
the cloud server learns nothing more than the search result about the ciphertext.

• Collusion resistance: In the phase of generating secret key, the attribute authori-
ty chooses different values of r for different users, which leads that unauthorized
users can’t derive the message m. To decrypt a ciphertext, we needs to recover
e(g,g)αs. Thus, the attacker must pair Cx from the ciphertext with Di from the
other colluding user’s secret key for an attribute i that the attacker does not hold.
However, every user’s private key is uniquely generated by a random r. Thus,
even if the colluding users are all valid, the attacker can not recover e(g,g)αs.
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5 Efficiency

In this section, Table 1 and 2 give the comparison between our work and several
related works in terms of functionalities (i.e. Search, Revocation, etc.) and perfor-
mance. For convenience, E and P respectively represents exponent operation and
pairing operation; |S| stands for the size of a user’s attribute set in the private key.
|Y | is the number of the leaf nodes in the access tree T.

Table 1 Functionality comparison

Schemes Search Revocation
Attributes obfuscating

in the access tree
[4]

√ × √
[7] × √ ×

Ours
√ √ √

Table 2 Efficiency comparison

Schemes
Encryption

(with AttriScm) Query Re-encryption Decryption

[4]
(3+2|Y |)E

+|Y |P |S|E − O(|S|E)
+(1+2|S|)P

[7] (2+2|Y |)E − (3+2|Y |)E O(|S|E)
+(2+2|S|)P

Ours
(3+2|Y |)E

+|Y |P |S|E (3+2|Y |)E O(|S|E)
+(2+2|S|)P

In Table 1, our scheme has advantages over the existing schemes [4] and [7] in
that our scheme simultaneously supports search, revocation and attributes scram-
bling in the access tree. While Koo et al.’s scheme [4] doesn’t support the revocabil-
ity and Xu et al.’s scheme [7] doesn’t support the search and attributes scrambling
in the access tree.

Table 2 shows that the efficiencies of the proposed scheme for encryption and
decryption are almost same as that of Koo et al’s scheme [4] and Xu et al’s scheme
[7]. In addition, the proposed scheme compares with the schemes [4] and [7] re-
spectively, there is the cost of the query and re-encryption. However, our scheme
only sacrifices very low cost of the query and re-encryption to achieve search and
revocation. In terms of the practicability and application, it is worth to construct a
privacy-preserving attribute-based encryption scheme supporting search and revo-
cation.
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6 Conclusion

In this paper, we have proposed a privacy-preserving personal health record with
search and revocation functions using attribute-based encryption. Compared with
the existing schemes, our scheme has the following advantages: (1) Obfuscates the
attributes exposed in the access policy and prevents the risk that an attacker may
guess what kind of disease that the patient gets from the attributes exposed in the
access policy; (2) Improves the searching efficiency through adopting a simple com-
parison algorithm in the matching verification phase; (3) Supports dynamic user
revocation.
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Security Analysis and Improvement of A

Collusion-Resistant Identity-Based Proxy

Re-Encryption Scheme

Linchao Zhang, Hua Ma, Zhenhua Liu, and Enting Dong

Abstract An identity-based proxy re-encryption scheme allows a semi-trusted
proxy to convert an encryption under Alice’s identity into the encryption under
Bob’s identity. The proxy does not know the secret key of Alice or Bob, neither
does the plaintext during the conversion. In an identity-based proxy re-encryption
scheme, the collusion of the proxy and a delegatee may decrypt the ciphertext for a
delegator if the ciphertext is re-encrypted. So it is important to resist the collusion
attack in the identity-based proxy re-encryption scheme. In 2015, Qiu et al. pro-
posed an identity-based proxy re-encryption without random oracles, and claimed
that their scheme can resist against the collusion attack. However, we analyze the
security of Qiu et al.’s scheme and show that the claim is incorrect. In this paper, we
propose an improved scheme, which is secure against collusion attack and chosen
ciphertext attack in the standard model.
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1 Introduction

In 1998, Blaze et al. [5] first proposed the primitive of proxy re-encryption , in which
a proxy with re-encryption key can translate a ciphertext for the original decryptor,
Alice, to another ciphertext with the same plaintext for the delegated decryptor,
Bob. However, The proxy cannot access the plaintext. PRE schemes have many
applications, such as digital rights management, user revocation, private remote data
integrity checking, secure could email [1-4].

The first identity-based proxy re-encryption scheme was proposed by Green and
Ateniese [9] in 2007. Their scheme allows a proxy to convert the ciphertext under
Alice’s identity into the ciphertext under Bob’s identity. The above scheme is based
on Boneh-Franklin’s identity-based encryption scheme [8], which was shown to be
secure in the random oracles model. Subsequently, Chu and Tzeng [6] proposed two
identity-based proxy re-encryption schemes without random oracles. Both of them
satisfy the properties of unidirectionality, non-interactivity and multi-use. But this
two schemes are vulnerable to collusion attack.

In the process of an identity-based proxy re-encryption scheme, the security
properties of proxy must be carefully considered. Evidently, the collusion of the
proxy and a malicious delegatee may decrypt any other ciphertext for a delegator
if the ciphertext is re-encrypted. So it is important to resist the collusion attack in
the identity-based proxy re-encryption scheme. In 2015, Qiu et al. [7] proposed an
identity-based proxy re-encryption scheme without random oracles. they claimed
their scheme is secure against the collusion attack.

In this paper, we give a security analysis of Qiu et al.’s scheme and show that
their scheme is still vulnerable to collusion attack. To address the issue, we propose
an improved scheme. In the improved scheme, we get the security by changing the
re-encryption key. What is more, although we reduce secret parameter, our scheme
is still secure against chosen ciphertext attack in the standard model.

Organization

This paper is organized as follows. In Section 2, we give some preliminaries, in-
cluding bilinear groups and the definition of identity-based proxy re-encryption. In
Section 3, we briefly review Qiu et al.’s scheme and give its security analysis. An
improved scheme was proposed in Section 4. In Section 5, we analyze the improved
scheme’s security and give the security proof. Finally, the conclusion is presented
in Section 6.

2 Preliminaries

In this section, we will give some preliminaries.
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2.1 Bilinear groups

Let G and GT be multiplicative cyclic bilinear group of prime order p and g be
a generator of G. A bilinear map e is a map function e : G×G → GT with the
following properties:

1. Bilinearity: For all u,v ∈G, and all a,b ∈ Zp, e(ua,vb) = e(u,v)ab.
2. Non-degeneracy: e(g,g) �= 1.
3. Computability: There exsits an efficient algorithm to compute the pairing.

We say that G is a bilinear group and e is a bilinear pairing in G .

2.2 Identity-Based Proxy Re-encryption

Definition 1. An identity-based proxy re-encryption scheme consists of six algo-
rithms as follows[10]:

− Setup(1λ ): On input a security parameter, the public parameter u and master
secret key msk are outputted.

− KeyGen(u,msk, id): On input the master secret key msk and an identity id, out-
put the decryption key skid .

− Encryption(u, id,m): On input an identity id and a message m, output the ci-
phertext Cid .

− RkGen(u,skid1 , id1, id2): On input a decryption key skid1 and identities id1 ,id2
output the re-encryption key rkid1→id2 .

− Reencryption(u,rkid1→id2 ,Cid1): On input a re-encryption key rkid1→id2 and a
ciphertext Cid1 , output the re-encrypted ciphertext Cid2 .

− Decryption(u,skid ,Cid): On input a private key skid and a ciphertext Cid , output
the plaintext m or ⊥.

Correctness. Suppose(u,msk) properly generated by Setup(1λ ), for all identity id,
KeyGen(u,mk, id) → skid , RkGen(u, id,m) → rkid1→id2 . Let Cid be the ciphertext
output from Encryption(u, id,m) or Reencryption(u,rkid1→id2 ,Cid). Then the fol-
lowing equations hold:

m = Decryption(u,skid1 ,Cid1),

m = Decryption(u,skid2 ,Cid2).

2.3 Decisional Bilinear Diffie-Hellman Assumption

The challenger chooses a,b,c,z ∈R Zp at random and then flips a fair binary coin
β . If β = 1, it outputs the tuple (g,ga,gb,gc,Z = e(g,g)abc). Otherwise, if β = 0,
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the challenger outputs the tuple (g,ga,gb,gc,Z = e(g,g)z). The adversary must then
output a guess β ′ of β .

An adversary, A , has at least an ε advantage in solving the DBDH problem if

|Pr[(A (g,ga,gb,gc,Z = e(g,g)abc) = 0]

−Pr[A (g,ga,gb,gc,Z = e(g,g)z) = 0]| ≥ 2ε

where the probability is over the randomly chosen a,b,c,z and the random bits con-
sumed by A .

Definition 2. The (t,ε)-DBDH assumption holds if no t time adversary has at
least ε advantage in solving the game [10].

3 Analysis of Collusion Attack of Qiu et al.’s Scheme

We simply review Qiu et al.’s scheme. In Qiu et al.’s scheme, Setup algorithm gener-
ates the public parameter u = (g,g1,g2,F1(),F2(),(G,Sign,Vrfy)) and master secret
key msk = (gα

2 ,g
β
2 ), where g is generator of G, g1 = gα ·gβ , g2 randomly. KeyGen

algorithm generates the private decryption key skid = (gα
2 F(id)r,gβ

2 F(id)r,gr) =
(sk1,sk2,sk3), where id is an identity and r ∈R Zp. RkGen algorithm generates the
re-encryption key rkid1→id2 = ((sk1 · sk2)K−1,sk3,R), where K = E2(k) ∈ G, R ←
Encryption(u, id2,k).

Suppose the proxy and a malicious delegatee conspire.

• First of all, the malicious delegatee’s identity id2 is known, u is a public parame-
ter, and R is the ciphertext which is encrypted k under delegatee’s identity. So k’s
value can be easily obtained by decrypting R using delegatee’s secret key.

• Then by computing E2(k), K’s value can be computed.
• And then the re-encryption key rkid1→id2 is known to the proxy, which also means

that sk3 is known to the proxy. Therefore (sk1 · sk2) can be obtained through the
equation rkid1→id2 = ((sk1 · sk2)K−1,sk3,R).

• At last, the original ciphertext

C = (M · e(g1,g2)
t ,gt ,F1(id)t ,F2(vk)t) = (c1,c2,c3,c4)

is known to the proxy, so the proxy and a malicious delegatee conspire, M can be
recovered by the following derivation methods:

M = c1 · e(sk3,c3) · e(sk3,c3)

e(sk1 · sk2,c2)

That is to say, the collusion of the proxy and a delegatee can decrypt any other
ciphertext for a delegator if the ciphertext is re-encrypted. So Qiu et al.’s scheme
cannot resist collusion attack.
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4 The Improved Identity-Based Proxy Re-encryption Scheme

Algorithms

To resist the collusion attack , we improve Qiu et al.’s scheme, The improved scheme
also consists of six algorithms as follows:

− Setup(1λ ) : On input a security parameter 1λ , randomly choose two groups G
and GT with prime order p, a bilinear map e and a generator g defined above.
Let L ≤ |p| − 2 , E1 : {0,1}l+1 → GT , and E2 : {0,1}l → G be two encodings.
Let α ∈ Zp be a randomly chosen secret. And Set the value g1 = gα and choose
the value g2 ∈ G randomly. Let v,w be two n-bit string and V,W be the set of
all i for which i-th bit of v and w is one. Define two functions F1(v) = u′1 ∏

i∈v
u1,i,

F2(w) = u′2 ∏
i∈v

u2,i, where u′1,u1,1,u1,2, ...,u1,n and u′2,u2,0,u2,1, ...,u2,n are ran-

domly chosen from G. Let (G,Sign,Vrfy) as a one-time signature scheme. Then
the master secret key is set as msk = gα

2 and public parameter is

u = (g,g1,g2,F1(),F2(),(G,Sign,Vrfy)).

− KeyGen(u,msk, id): On input the master secret key msk and an identity id, out-
put the decryption key skid = (gα

2 F1(id)r,gr), where r ∈R Zp.
− Encryption(u, id,m): Perform G(1λ ′

) to get verification key (vk,sk). For an
identity id and a message m ∈ {0,1}l , compute

C̃ = (M · e(g1,g2)
t ,gt ,F1(id)t ,F2(vk)t),

where t ∈R Zp and M = E1(m||0). Then compute σ = Signsk(C̃). Output the ci-
phertext Cid = (C̃,vk,σ).

− RkGen(u,skid1 , id1, id2): Let skid1 = (sk1,sk2). Compute the re-encryption key
for id2 as

rkid1→id2 = (sk1ωK−1,sk2,R,Q),

where k ∈R {0,1}l , K = E2(k) ∈G, R ← Encryption′(u, id2,k) and

Q ← Encryption′(u, id2,(e(ω,g)||e(ω,gt))),

where ω ∈G, e(ω,g),e(ω,gt) ∈GT .
We define Encryption′ the same as Encryption except that it appends ‘1’ to the
message m.

− Reencryption(u,rkid1→id2 ,Cid1): Let rkid1→id2 =(sk′1,sk2,R,Q) and Cid1 =(c1,c2,
c3,c4,vk,σ). Check if

Vrfyvk((c1,c2,c3,c4),σ)
?
= 1.

If not, output ⊥. Otherwise, compute

Cid2 = (Cid1 ,R,Q,sk1
′F2(vk)r′ ,sk2,gr′)
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as the second-level ciphertext, where r′ ∈R Zp.
− Decryption(u,skid ,Cid): The decryption is proceeded as follows:

(a) If Cid is a regular encryption, let skid1 =(sk1,sk2) and Cid =(c1,c2,c3,c4,vk,σ).
Check if

Vrfyvk((c1,c2,c3,c4),σ)
?
= 1.

If not, output ⊥. Otherwise, compute sk′′1 = sk1F2(vk)r′ , sk′2 = gr′ , where r′ ∈R
Zp. Then compute

M = c1
e(sk2,c3)e(sk′2,c4)

e(sk′′1 ,c2)
.

(b) If Cid is a re-encryption ciphertext, let Cid = (Cid1 ,R,Q,sk1
′′,sk2,sk′2) and

Cid1 = (c1,c2,c3,c4,vk,σ). Check if

• V r f yvk((c1,c2,c3,c4),σ)
?
= 1.

• e(sk′′1K,g) ?
= e(g1,g2)e(F1(id1),sk2)e(ω,g)e(F2(vk),sk′2).

If not, output⊥. Otherwise, compute

M = c1
e(sk2,c3)e(sk′2,c4)e(ω,gt)

e(sk′′1K,c2)
.

where K = E2(k),k ← Decryption′(u, id2,R) and

(e(ω,g)||e(ω,gt))← Decryption′(u, id2,Q).

Compute m||b=E1(M)−1. If b= 0, output m. Otherwise, output ⊥. We define
Decryption′ the same as Decryption except that it outputs m if the decrypted
message ends with ‘1’ and outputs ⊥ if it end with ‘0’.

5 Security

5.1 Analysis of Collusion Attack of The Improved Scheme

Suppose the proxy and a malicious delegatee conspire.

• To begin with, the malicious delegatee’s identity id2 is known, u is a public pa-
rameter, R is the ciphertext which is encrypted k under delegatee’s identity, and
Q is the ciphertext which is encrypted (e(ω,g)||e(ω ,gt)) under delegatee’s iden-
tity. So k’s and (e(ω,g)||e(ω,gt))’s value can be easily obtained by decrypting
R and Q using delegatee’s secret key, respectively. But ω can not be obtained,
according to the nature of bilinear map e.

• Next by computing E2(k), K’s value can be computed.
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• Then the re-encryption key rkid1→id2 is known to the proxy, which also means
that sk2 is known to the proxy. Therefore (sk1ω) can be obtained through the
equation rkid1→id2 = (sk1ωK−1,sk2,R,Q).

• Last but not least, the original ciphertext

C = (M · e(g1,g2)
t ,gt ,F1(id)t ,F2(vk)t) = (c1,c2,c3,c4)

is known to the proxy, so if the proxy and a malicious delegatee conspire, the
equation below can be obtained.

c1 · e(sk2,c3)

e(sk1ω,c2)
=

M
e(ω,gt)

On the one hand, t is randomly chosen, in the encryption stage, so gt is also random.
On the other hand, ω is unknown, so it is impossible that e(ω ,gt) can be directly
computed. Meanwhile, the malicious delegate only knows that the delegator gives
him e(ω,gt), but does not know others. Accordingly, they also can not recover M.
Our scheme can resist collusion attack.

5.2 The Security Proof of The Improved Scheme

Our scheme can be proved secure according to [7]. For limited space, we will not
show the details.

5.3 Comparison

Table 1 Security Comparison

Schemes Security Standard model collusion resistance

[7,8] CCA YES NO
[10] CCA NO NO
Our CCA YES YES

Table 1 shows the security comparison between [7,8,10] and ours. From the table
we can see the four schemes are secure against CCA. Compared to [7,8], although
the two schemes and ours can be proved CCA secure in the standard mode, our
scheme is secure against collusion attack. As for [10], our scheme not only achieves
CCA security without random oracles, but also resists collusion attack.
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6 Conclusion

In this paper, we have analyzed the security of Qiu et al.’s scheme and have shown
that the scheme is not secure against the collusion attack. Aiming at the limitation of
Qiu et al.’s scheme, we have proposed an improved scheme to overcome the security
weakness. As a result of security analysis, the improved scheme is secure against
the collusion attack and chosen ciphertext attack in the standard model.
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Abstract. Two-factor authenticated key exchange (TFAKE) protocols are 
widely used in wireless sensor networks (WSNs) to provide user authentication 
and data confidentiality. However, many existing TFAKE protocols are found 
to be insecure against different attacks. In this paper, we investigate how to 
design provably secure TFAKE protocols using asymmetric cryptology 
mechanisms. Our main technique tool is robust authenticated encryption 
schemes and fuzzy verifiers. We first present a formal security model for 
TFAKE protocol in WSNs and then propose a novel TFAKE protocol based on 
authenticated encryption schemes. We prove the security of the proposed 
protocol in the random oracle model. The performance comparison result shows 
that our protocol not only enjoys provable security but also has high efficiency. 
protocols, our protocol is more efficient and enjoys provable security. 

1   Introduction 

Wireless sensor networks (WSNs), which are usually composed of millions of 
resource-constrained sensor nodes, are gaining more and more attention from the 
researchers all over the world. Numerous sensor nodes can be deployed in unattended 
environments to collect valuable data of interest. Due to its ubiquitous nature, WSNs 
are widely used in healthcare monitoring, wine production, natural disaster prevention 
and data logging. The primary concern in WSNs is the security of the collected data. 
In order to protect the security of the data, users should be authenticated by the 
gateway node before accessing the sensor nodes. Moreover, a session key should be 
established between the user and the sensor node. Besides the authentication 
requirement, the privacy of the user should also be ensured. Because of interest 
conflict, a user does not want its counterpart knows what kind of data he is interested 
in collecting in WSNs.  

In 2009, Das[1] proposed the first two-factor user authentication scheme for WSNs 
using smart card and password. Unfortunately, Khan et al.[2] soon found that Das' 
protocol is insecure against the gateway node bypassing attack and the privileged-
insider attack. Moreover, some desirable attributes, such as mutual authentication and 
free password updating, are missing. At the same time, He et al.[3] also pointed out 
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that Das's protocol is vulnerable to the insider attack and the impersonation attack. 
They also proposed an improved protocol to overcome the shortcomings. In 2012, 
Vaidya et al.[4] demonstrated that Das's protocol and its derivatives still have some 
security pitfalls and don't achieve session key establishment. They proposed a novel 
user authentication scheme with key agreement for WSN. In 2013, Sun et al.[5] 
showed that Khan et al.'s protocol[2] suffers from the gateway node impersonation 
attack, the gateway node bypassing attack, and the privileged-insider attack. They put 
forward an improved protocol and proves its security in the Bellare-Rogaway security 
model. He et al. [6]provided a robust anonymous two-factor authentication scheme. 
Their scheme can achieve anonymity, authentication, and perfect forward secrecy. 
Meanwhile, Yuan[7] also demonstrated that Khan et al.'s protocol[2] fails to achieve 
non-repudiation and suffer from the smart card lost attack. He also proposed an 
enhanced two factor authentication scheme. Unfortunately, his improved protocol is 
very inefficient because it heavily relies on computation-expensive public encryption 
schemes. In 2015, Jiang et al.[8] proposed an enhanced two-factor authentication 
scheme with unlinkability. Very recently, Wei et al.[9] found several loopholes of 
Yuan's protocol[7] and presented their improvement. 

Until now, there is no satisfactory two-factor authentication scheme for wireless 
sensor networks. Existing protocol either are vulnerable to various attacks or fail to 
achieve some desirable attributes. Only few protocols have rigorous security proofs. 
What's worse, researcher pay much attention to find the shortcomings of existing 
protocols and make their improvements. Little attention has been paid to the 
principles and formal security models for two-factor authentication schemes for 
WSNs. To the best of our knowledge, only Wang et al.[10,11] take first step to find out 
the security requirements, design principles and formal security models of two-factor 
authentication schemes for WSNs. In this paper, we pursue the research line of Wang 
et al. to propose a provably secure two-factor authenticated key exchange protocol for 
WSNs. Our main technical tools are fuzzy verifiers[10] and robust authenticated 
encryption schemes[12]. Fuzzy verifiers can balance usability and security of two-
factor authenticated key exchange protocols for WSNs. Robust authenticated 
encryption scheme enables us to formally prove the security of the proposed protocol. 
Our protocol not only enjoys provable security but also maintains high computation 
and communication efficiency. Consequently, we believe that our protocol is more 
suitable for applications in WSNs. 

The rest of the paper is organized as follows. In the next section, we recall the 
security model and we present some building blocks in section 3. In section 4, we 
describes our proposed protocol and proves its security within the security model 
present in section 2. Finally, the final section concludes the paper. 

2   Security Model 

In this section, we first briefly review the security model presented in [11]. The 
participants in two-factor authenticated key exchange protocols are users, gateway 
nodes and sensor nodes. For simplicity, we assume there is only one gateway node in 
the system. The users register to the gateway node. The gateway will issue a smart 
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card which stores some private information for authentication. Besides the smart card, 
a user also remembers a low-entropy password. The gateway holds a high-entropy 
private key which in unknown to other participants. There are many pre-deployed 
sensor nodes in the system. Usually, the sensor node share a common secret key with 
the gateway node which is derived from the master key of the gateway node. The 
communication model for two-factor authenticated key exchange protocol in WSNs is 
shown in Figure 1. 

 

Figure 1. Communication model for TFAKE protocols in WSNs 

The adversary controls all the communications among the participants. It can 
eavesdrops, modify, delay and cut the messages at will. The adversary can also 
compromise some sensor nodes, steal the smart card of the user and compromise the 
password of the user. However, the adversary cannot steal the smart card and 
compromise the password of a user at the same time, otherwise the user is fully 
corrupted. The abilities of the adversary are modeled using oracle queries. We use 

i to denote the i-th session of participant i . The adversary is allowed to ask the 

following queries: 

( , , )i j kExecute U G SN : This query models the adversary's passive attack ability. 

Through the query, the adversary will get the transcript of the session among the user 
instance iU , the gateway instance jG  and the sensor node instance kSN . 

( , )iSend m : This query models the adversary's active attack ability. Through the 

query, the adversary can impersonate a participant and send a forged message to the 
instance i . The adversary will get the message generated by the instance i  upon 

receiving the message m .  

Re ( )iveal  : This query models misuse of session key. The adversary can only 

send this query to a user instance or a sensor node instance. The victim instance will 
reveal the session key to the adversary. 

( 1)Corrupt U， : This query models the smart card lost attack. The adversary can get 

the smart card of the user U and extract the stored information using side channel 
attacks. 

( 2)Corrupt U， : This query models the adversary's ability to compromise the 

password of user U . 
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( )Corrupt SN : This query models the adversary's ability to compromise the sensor 

node SN . The adversary will control the compromised sensor node and get the 
secret key of the victim sensor node. 

( )iTest  : This query is used to measure the semantic security of the session key 

held by the instance i . It is not a real attack ability of the adversary. In order to 

answer the query, a coin is flipped; If the result is 1, then the simulator send back the 
real session to the adversary; otherwise, the simulator will send back a random key to 
the adversary. The adversary should distinguish the random session key from the 
session key. If the adversary succeeds, we say the semantic security of the session is 
violated. 

In order to prevent the adversary from trivially winning the attack game, the 
adversary is only allowed to ask Test query to fresh instance. By the terminology 
fresh, we mean that the session key held by the instance i  is unknown to the 

adversary. The adversary can corrupt the participant  or reveal the session key of 

instance i  to get the session key. 

Let  be a TFAKE protocol and  be a probabilistic polynomial time adversary 
against the semantic security of  . If the adversary wins the attack game by 
correctly guessing the coin flipping, we denote this event by Succ . 

The advantage of an adversary   in breaking the semantic security of   is 

defined as 2 Pr[ ] -1TFAKEAdv Succ（ ）  . If for all probabilistic polynomial time 

adversary, the advantage is negligible, we say the protocol achieves semantic security. 

3   Robust Authenticated Encryption 

In this section, we briefly introduce the definition of robust authenticated encryption. 
For more details, refer to [12]. The robust authenticated encryption ensures that the 
adversary will not be able to generate a valid ciphertext without the knowledge of the 
secret key, nor can he get any information of the message from a ciphetext. 

Given an alphabet  , an robust authenticated encryption scheme is a triple 

( , , )     . The key space   is a set of strings with an associated distribution; 

The encryption procedure   is deterministic and maps a tuple ( , , , , )K N A M to a 

string , ( )N A
KC M   of length M  , where K  is the secret key, N  is the 

nonce, A  is the associated data,   is the ciphertext expanding parameter and M  
is the message. We require that an robust authenticated encryption scheme can always 
encrypt any M using any , , ,K N A  . The decryption algorithm   is also 

deterministic and  maps a tuple ( , , , , )K N A C  to a message , , *( ) { }N A
K C    , 

which means the decryption algorithm either decrypts the correct plaintext or send a 
note of invalidation if the ciphertext is generated by the adversary. 

The security of an robust authenticated encryption scheme can be defined using the 

games Real  and  Random . The adversary has two oracles, namely an encryption 

oracle and a decryption oracle. For game Real , the queries are answered by the 
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actual encryption and decryption algorithms. For game Random , the queries by the 
adversary are answered according to the family of random injections. The advantage 
of the adversary is defined to be the probability to distinguish these two games. The 
security of an robust authenticated encryption scheme demands that for all PPT 
adversary, the advantage is negligible. 

4   The Proposed Protocol 

In this section, we describe our scheme in detail. Our scheme has three phases: 
registration phase, authentication phase and password updating phase. In our system, 
the gateway node G  has a long-term secret key K , and each sensor node jSN  

shares a secret key ( , )j jx h K SN , where ()h  is a hash function. 

In the registration phase, a user iU  registers himself to the gateway node G . 

First, iU  chooses its identity iID , password and iPW  a random number b . Then 

iU sends * ( , )i i iPW h ID PW
 

to the gateway node. Upon receiving the message, the 

gateway node first computes *( ( ) ) modi i iA h h ID PW n  , where n  is a medium 

integer 4 82 2n  . Then G  compute ( , )i iV h ID K and *( , )i i i iN V h ID PW  . 

Finally, G  generates a smart card with parameters ( , , , ())i iN A n h  and sends it to 

the user. Upon receiving the smart card, the user iU
 

writes b  to the smart card. 

When a user iU
 

wants to get real-time data from a sensor node jSN , he 

execute the authentication phase. The participants execute the following steps: 
1. the user iU

 
inserts the smart card to a card-reader and types his identity iID

 
and password iPW . The smart card first computes ( ( ) ( , )) modi i ih h ID h ID PW n

and checks whether this value is equal to iA . If the verification is successful, then the 

smart card recovers *( , )i i i iV N h ID PW   and computes an encryption key 

1 1( , )ik h V T
 

for the robust authenticated encryption scheme, where 1T  is the 

timestamp. The smart card then randomly chooses a number 1R and encrypts it 

1

1

,

1 1( )iT ID

kC R  , where the timestamp 1T  is used as the nonce and the identity iID
 

is used as the associated data. Finally, the smart card sends the message 

1 1( , , , )i jID SN T C to the gateway node. 

2. Upon receiving the message 1 1( , , , )i jID SN T C , the gateway node checks 

whether the timestamp 1T  is within the time-bound. If this is the case, the gateway 

node computes the encryption key 1 1( ( , ) , )i ik h h ID K T  and decrypts the ciphertext 

1C to get the random number 1R . If the decryption is successful, then the user passes 

the verification of the gateway node. The gateway node computes an encryption key 

2 2( , , , , )i j jk h ID G SN x T and computes 2

2

,
2 1( )T ID

kC R  , where ( , , )i jID ID G SN . 

Finally, the gateway node sends the message 2 2( , , )ID T C
 

to the sensor node jSN . 
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3. Upon receiving the message 2 2( , , )ID T C , the sensor node jSN
 

checks 

whether the timestamp 2T  is within the time-bound. If this is the case, the sensor 

node jSN
 

computes the encryption key 2 2( , , , , )i j jk h ID G SN x T  and decrypts the 

ciphertext 2C to get the random number 1R . If the decryption is successful, jSN
 

also chooses a random number 2R and computes an encryption key 

3 1 3( , , )ik h ID R T , where 3T  is the current timestamp in the system. jSN
 

calculates

3

3

,

3 2( )T ID

kC R   and finally sends the message 3 3( , )T C  to the user. jSN also 

computes the session key 3 1 2( , , , )isk h ID T R R  

4. Upon receiving the message 3 3( , )T C , the user
 iU checks whether the 

timestamp 3T  is within the time-bound. If this is the case, the user
 iU

 
computes the 

encryption key 3 1 3( , , )ik h ID R T  and decrypt 3C  to get 2R . If the decryption is 

successful, then iU
 

accepts the session and computes the session key 

3 1 2( , , , )isk h ID T R R . 

The password updating phase is similar with [9], we omit it for simplicity. The 
following theorem presents the security analysis to our proposed protocol. Due to lack 
of space, we omit the security proof. The detailed security proof will be presented in 
the full version. 

Theorem 1. If the encryption scheme used in our protocol is an robust 
authenticated encryption scheme, and the hash function is an random oracle. For any 
PPT adversary, the advantage of the adversary in breaking the semantic security of 
our protocol is negligible. 

5   Conclusions 

In this paper, we proposed a provably secure two-factor authenticated key 
exchange protocol for WSNs. For the first time, we introduce the concept of robust 
authenticated encryption to provide rigorous security proof. We also use the fuzzy 
verifier to provide resilience to the smart card lost attack. Compared with existing 
protocols, our protocol has high efficiency while enjoy formal security proof. As a 
result, it is more suitable for applications in WSNs. 
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Abstract: With the development of information technology, the Internet of Thing (IoT) is 

extensively employed in many fields such as logistics, medical healthcare, food safety and 

intelligent transportation. The Radio Frequency Identification (RFID) technology is an 

important building block of the IoT. Therefore, how to address security problem in RFID 

system is a crucial issue for the security of the IoT. The RFID authentication protocol is a key 

cryptographic protocol ensuring communication security because it could provide 

authentication between the tag and the server. Recently, elliptic curve cryptography (ECC)-

based RFID authentication protocols were studied widely because they could provide better 

security attributes compared with traditional RFID authentications. Lv et al. proposed three 

ECC-based RFID protocols and claimed their protocols could overcome weaknesses in 

previous protocols. Unfortunately, in this paper, we show that Lv et al.’s protocols cannot 

withstand the man-in-the-middle attack. To solve security problems in their protocols, we 

propose three improved ECC-based RFID authentication protocols.  

Key words: Radio-frequency identification; Authentication protocol; Elliptic curve 

cryptography; Man-in-the-middle attack; 

1. Introduction 

The Internet of Things (IoT) is an emerging paradigm based on the modern 

wireless communication technology. Using embedded intelligence, the IoT could 

provide interconnections among different things including physical objects, cyber 

objects, and social objects [1]. With the development of many related technologies, 

857© Springer International Publishing AG 2017 
L. Barolli et al. (eds.), Advances on Broad-Band Wireless Computing,  
Communication and Applications, Lecture Notes on Data Engineering  
and Communications Technologies 2, DOI 10.1007/978-3-319-49106-6_88



such as communication technology, electrical production technology and system 

integration technology, the IoT has been extensively used in many fields including 

logistic management, supply chain management, electronic commerce, electronic 

government and industrial manufacturing. According to a recent study [2], about 50 to 

100 billion things will be connected to the Internet through the IoT by 2020. Due to 

wireless communication, the IoT is more vulnerable to different attacks compared 

with the traditional networks. Therefore, how to solve the security problem in the Iot 

become a very important issue in practical applications. 

To expand the application of the IoT, many technologies and network devices 

such as the Radio Frequency Identification (RFID), wireless sensor networks and 

cloud computation have been used in the IoT. As an important building block of the 

IoT, the RFID technology attracted worldwide attentions from different fields. As an 

important automatic identification and data capture technology, the RFID technology 

is introduced during the Second World War. It could identify different objects such as 

goods and animal using radio waves. Compared with the traditional barcode 

technology, the RFID technology has many advantages: 1). Providing both read 

capability and write capability; 2). Providing the function of reading many tags 

synchronously; 3). Requiring no line-of-sight contact. Therefore, it could be applied 

in many environments and considered as the best replacement of the traditional 

barcode technology. According to a recently study [3], the market value of the RFID 

technology will gross over USD 25 billion in 2018.  

RFID authentication protocol is an important security protocol for ensuring 

secure communication in RFID systems because it could provide authentication 

between the tag and the server. Due to the limited computing power and storage of the 

tag, it is difficult to design authentication protocols for RFID systems. Many RFID 

authentication protocols [4-13] using XOR operations or hash function operations or 

pseudo-random number generator have been proposed. According to Lee et al.’s study 

[14], the Elliptic Curve Cryptography (ECC) is also suitable for the design of RFID 

authentication protocol. Several ECC-based RFID authentication protocols [14-17] 

have been proposed to support mutual authentication between the tag and the server. 

The authentication process of those protocols is very complicated. In many 

applications such as logistic management and supply chain management, only the 

function that the server could authenticate the tag is needed. Compared with ECC-
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based RFID authentication protocols supporting mutual authentication, ECC-based 

RFID authentication protocols supporting single authentication have better 

performance.  

Lee et al. [18] proposed an Elliptic Curve Discrete Logarithm (ECDL) problem 

based randomized access control (EC-RAC) protocols for single authentication in 

RFID systems. They demonstrated that their protocols were provably secure in the 

generic group model. Unfortunately, Bringer et al. [19] and Deursen et al. [20] 

pointed out that Lee et al.’s EC-RAC authentication protocols cannot withstand 

tracking attacks and replay attacks. To solve those security problems, Lee et al. [21] 

proposed three improved EC-RAC protocols. However, Deursen and Radomirovic 

[22] pointed out that Lee et al. improved EC-RAC protocols were still vulnerable to 

the tracking attacks. Lv et al. [23] also pointed out Lee et al.’ protocols [21] were 

vulnerable to tracking attacks. To withstand tracking attacks, Lv et al. proposed three 

improved EC-RAC protocols. In this paper, we analyze the security of Lv et al.’s EC-

RAC protocols. We demonstrate that their protocols cannot withstand the man-in-the-

middle attacks. Afterwards, we proposed three improved EC-RAC protocols by 

modifying Lv et al.’s protocols slightly. 

The organization of the paper is sketched as follows. Section 2 reviews Lv et 

al.’s EC-RAC protocols briefly. Section 3 analyzes the security of Lv et al.’s EC-

RAC protocols. Section 4 proposes the improved EC-RAC protocols to solve 

problems in Lv et al.’s protocols. Security analysis and performance analysis are 

proposed in Section 5 and Section 6 respectively. At last, Section 7 gives some 

conclusions of the paper. 

2. Review of Lv et al.’s protocols  

To enhance security, Lv et al. proposed three ECC-based RFID authentication 

protocols, i.e. Lv et al.’s EC-RAC 1 protocol, Lv et al.’s EC-RAC 2 protocol and Lv 

et al.’s EC-RAC 3 protocol. For convenience, some notations used in the paper are 

defined as follows. 

 F( q) : a finite filed; 

 n : a large prime number; 

 E( F( q) ) : an elliptic curve defined in F( q) ; 
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 P: a point on E( F( p) )  with order ; 

 G : the group generated by the point P; 

 ( , )y Y : the pn rivate/public key pair of the server, where Y yP= ; 

 ( , )i ix X : the secret information of the tag, where , 1, 2i iX x P i= = ; 

2.1. Lv et al.’s EC-RAC 1 protocol 

This protocol is a kind of secure identity transfer scheme. In the protocol, the 

server could authenticate the tag by checking whether the received identity verifier is 

stored in its database. At the beginning, the server chooses system 

parameters { ( ) , ( ( ) ) , , , }F q E F q n P Y= . It also stores 1( )X  and 1( , )x Y  in 

its database and the tag’s memory separately. As shown in Fig. 1, the following steps 

will be executed between the tag and the server. 

1). The tag generates a random number 1tr , computes 1 1tT r P=  and sends 

the message 1{ }T  the server. 

2). Upon receiving the message 1{ }T , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 

3). Upon receiving the message 1{ }sr , the tag computes 2 1 1 1 1( )t s tT r r x r Y= +  

and sends the message 2{ }T  to the server. 

4). Upon receiving the message 2{ }T , the server computes 

1 1
1 2 1( )sU r y T T− −= − . The server checks whether U  and 1 1x T  are equal. If they are 

not equal, the server rejects the session; otherwise, the tag is authenticated. 

par sam
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Fig. 1. Lv et al.’s Modified EC-RAC 1 protocol 

2.2. Lv et al.’s EC-RAC 2 protocol 

This protocol is a kind of secure identity transfer scheme and secure password 

transfer scheme. In the protocol, the server could authenticate the tag by checking 

whether the received identity verifier is stored in its database and the corresponding 

password is correct. At the beginning, the server chooses system parameters 

{ ( ) , ( ( ) ) , , , }F q E F q n P Y= . It also stores 1 1 2 2( , , , )x X x X  and 1 2( , , )x x Y  

in its database and the tag’s memory separately. As shown in Fig. 2, the following 

steps will be executed between the tag and the server. 

1). The tag generates a random number 1tr , computes 1 1tT r P=  and sends 

the message 1{ }T  the server. 

2). Upon receiving the message 1{ }T , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 

3). Upon receiving the message 1{ }sr , the tag computes 

2 1 1 1 1( )t s tT r r x r Y= + , 3 1 1 1 2 1( )t s tT r x r x r Y= +  and sends the message 2 3{ , }T T  to 

the server. 

4). Upon receiving the message 2 3{ , }T T , the server computes 

1 1
1 2 1( )sW r y T T− −= −  and 1 1

1 3 1 1( )sV r y T x T− −= − . The server checks whether both 

equations 1 1W x T=  and 2 1V x T=  hold. If either of them does not hold, the server 

stops the session; otherwise, the tag is authenticated. 

par sam
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Fig. 2. Lv et al.’s Modified EC-RAC 2 protocol 

2.3. Lv et al.’s EC-RAC 3 protocol 

This protocol is a kind of secure identity transfer scheme and secure password 

transfer scheme. In the protocol, the server could authenticate the tag by checking 

whether the received identity verifier is stored in its database and the corresponding 

password is correct. At the beginning, the server chooses system parameters 
{ ( ) , ( ( ) ) , , , }F q E F q n P Y= . It also stores 1 1 2 2( , , , )x X x X  and 1 2( , , )x x Y  

in its database and the tag’s memory separately. As shown in Fig. 2, the following 

steps will be executed between the tag and the server. 
1). The tag generates two random numbers 1tr , 2tr , computes 1 1tT r P= , 

2 2tT r P=  and sends the message 1 2{ , }T T  the server. 

2). Upon receiving the message 1 2{ , }T T , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 

3). Upon receiving the message 1{ }sr , the tag computes 

3 1 1 1 1( )t s tT r r x r Y= + , 4 2 1 1 2 2( )t s tT r x r x r Y= +  and sends the message 3 4{ , }T T  

to the server. 
4). Upon receiving the message 3 4{ , }T T , the server computes 

1 1
1 3 1( )sU r y T T− −= −  and 1 1

1 4 1 2( )sV r y T x T− −= − . The server checks whether both 

equations 1 1U x T=  and 2 2V x T=  hold. If either of them does not hold, the server 

stops the session; otherwise, the tag is authenticated. 

par sam
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Fig. 3. Lv et al.’s Modified EC-RAC 3 protocol 

3. Security analysis of Lv et al.’s protocols 

With the development of the cryptographic theory, several security model for 

RFID authentication protocols have been proposed . According to Vaudenay’s work, 

attackers against the RFID authentication protocols could be divided into wide (or 

narrow) attackers and strong (or weak) attackers. A wide (narrow) attacker is the one 

who could (not) get the verification result of the server. A strong (weak) attacker is 

the one who could (not ) extract a tag’s secret and reuse it. It is easy to say the wide–

strong attacker is the most powerful. We call a RFID authentication protocol is wide-

strong privacy-preserving if it is untraceable against the wide–strong attacker.  

Lv et al. claimed that all their three protocols are wide-strong privacy-preserving 

against the wide–strong attacker. Unfortunately, we will show their protocols are not 

secure against the wide–strong attacker through proposing three concrete attacks. 

3.1. Security analysis of Lv et al.’s EC-RAC 1 protocol 

In this subsection, we analyze the security of Lv et al.’s EC-RAC 1 protocol. As 

show in Fig. 4, the man-in-the middle attack is described as follows. 
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1). The tag generates a random number 1tr , computes 1 1tT r P=  and sends 

the message 1{ }T  the server. 

2). Upon intercepting the message 1{ }T , the adversary generates a random 

number ar , computes 1 1aT r T′ =  and sends message 1{ }T ′  to the server. 

3). Upon receiving the message 1{ }T ′ , the server generates a random number 

1sr , and sends the message 1{ }sr  to the adversary. 

4). Upon receiving the message 1{ }sr , the adversary sends it to the tag directly. 

5). Upon receiving the message 1{ }sr , the tag computes 2 1 1 1 1( )t s tT r r x r Y= +  

and sends the message 2{ }T  to the server. 

6). Upon intercepting the message 2{ }T , the adversary generates a random 

number ar , computes 2 2aT r T′ =  and sends message 2{ }T ′  to the server. 

7). Upon receiving the message 2{ }T ′ , the server computes 

1 1
1 2 1( )sU r y T T− − ′ ′= − . The server checks whether U  and 1 1x T ′  are equal. If they are 

not equal, the server rejects the session; otherwise, the tag is authenticated. 

 
Fig. 4. Attack against Lv et al.’s Modified EC-RAC 1 protocol 
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Since 1 1tT r P= , 1 1aT r T′ = , 2 1 1 1 1( )t s tT r r x r Y= +  and 2 2aT r T′ = , then we 

could get that  
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           (1) 

Thus, the message 1{ }T ′  and 2{ }T ′  could pass the verification of the server. 

Therefore, we can conclude that Lv et al.’s EC-RAC 1 protocol cannot withstand the 

man-in-the-middle attack. 

3.2. Security analysis of Lv et al.’s EC-RAC 2 protocol 

In this subsection, we analyze the security of Lv et al.’s EC-RAC 2 protocol. As 

show in Fig. 5, the man-in-the middle attack is described as follows. 

1). The tag generates a random number 1tr , computes 1 1tT r P=  and sends 

the message 1{ }T  the server. 

2). Upon intercepting the message 1{ }T , the adversary generates a random 

number ar , computes 1 1aT r T′ =  and sends message 1{ }T ′  to the server. 

3). Upon receiving the message 1{ }T ′ , the server generates a random number 

1sr , and sends the message 1{ }sr  to the adversary. 

4). Upon receiving the message 1{ }sr , the adversary sends it to the server 

directly. 

5). Upon receiving the message 1{ }sr , the tag computes 

2 1 1 1 1( )t s tT r r x r Y= + , 3 1 1 1 2 1( )t s tT r x r x r Y= +  and sends the message 2 3{ , }T T  to 

the server. 
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6). Upon intercepting the message 2 3{ , }T T , the adversary generates a random 

number ar , computes 2 2aT r T′ = , 3 3aT r T′ =  and sends message 2 3{ , }T T′ ′  to the 

server. 

7). Upon receiving the message 2 3{ , }T T′ ′ , the server computes 

1 1
1 2 1( )sW r y T T− − ′ ′= −  and 1 1

1 3 1 1( )sV r y T x T− − ′ ′= − . The server checks whether both 

equations 1 1W x T ′=  and 2 1V x T ′=  hold. If either of them does not hold, the server 

stops the session; otherwise, the tag is authenticated. 

 
Fig. 5. Attack against Lv et al.’s Modified EC-RAC 2 protocol 

Since 1 1tT r P= , 1 1aT r T′ = , 2 1 1 1 1( )t s tT r r x r Y= + , 

3 1 1 1 2 1( )t s tT r x r x r Y= + , 2 2aT r T′ =  and  3 3aT r T′ = , then we could get that  

866 R. An et al.



1 1 1 1
1 2 1 1 2 1

1 1
1 1 1 1 1 1

1 1
1 1 1 1 1 1

1
1 1 1 1 1 1

1
1 1 1 1 1 1

1
1 1 1 1 1 1

( ) ( )

( ( ) )

( ( ) )

( ( ) )

( )

s s a a

s a t s t a t

s a t s t a t

s a t s t a t

s a t a s t a t

s a s t a t

U r y T T r y r T r T

r y r r r x r Y r r P

r y r r r x r yP r r P

r r r r x r P r r P

r r r P r r x r P r r P

r r r x r P x r r

− − − −

− −

− −

−

−

−

′ ′= − = −

= + −

= + −

= + −

= + −

= = 1 1P x T ′=

              (2) 
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Thus, the message 1{ }T ′  and 2 3{ , }T T′ ′  could pass the verification of the server. 

Therefore, we can conclude that Lv et al.’s EC-RAC 2 protocol cannot withstand the 

man-in-the-middle attack. 

3.3. Security analysis of Lv et al.’s EC-RAC 3 protocol 

In this subsection, we analyze the security of Lv et al.’s EC-RAC 2 protocol. As 

show in Fig. 5, the man-in-the middle attack is described as follows. 

1). The tag generates two random numbers 1tr , 2tr , computes 1 1tT r P= , 

2 2tT r P=  and sends the message 1 2{ , }T T  the server. 

2). Upon intercepting the message 1 2{ , }T T , the adversary generates a random 

number ar , computes 1 1aT r T′ =  , 2 2aT r T′ =  and sends message 1 2{ , }T T′ ′  to the 

server. 

3). Upon receiving the message 1 2{ , }T T′ ′ , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 
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4). Upon receiving the message 1{ }sr , the adversary sends it to the server 

directly. 

5). Upon receiving the message 1{ }sr , the tag computes 3 1 1 1 1( )t s tT r r x r Y= + , 

4 2 1 1 2 2( )t s tT r x r x r Y= +  and sends the message 3 4{ , }T T  to the server. 

6). Upon intercepting the message 3 4{ , }T T , the adversary generates a random 

number ar , computes 3 3aT r T′ =  , 4 4aT r T′ =  and sends message 3 4{ , }T T′ ′  to the 

server. 

7). Upon receiving the message 3 4{ , }T T′ ′ , the server computes 

1 1
1 3 1( )sU r y T T− − ′ ′= −  and 1 1

1 4 1 2( )sV r y T x T− − ′ ′= − . The server checks whether both 

equations 1 1U x T ′=  and 2 2V x T ′=  hold. If either of them does not hold, the 

server stops the session; otherwise, the tag is authenticated. 

 
Fig. 6. Attack against Lv et al.’s Modified EC-RAC 3 protocol 
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Since 1 1tT r P= , 2 2tT r P= , 1 1aT r T′ = , 2 2aT r T′ = , 3 1 1 1 1( )t s tT r r x r Y= + , 

4 2 1 1 2 2( )t s tT r x r x r Y= + , 3 3aT r T′ =  and  4 4aT r T′ = , then we could get that  
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Thus, the message 1 2{ , }T T′ ′  and 3 4{ , }T T′ ′  could pass the verification of the 

server. Therefore, we can conclude that Lv et al.’s EC-RAC 3 protocol cannot 

withstand the man-in-the-middle attack. 

4. The proposed protocols 

From the description of Lv et al.’s protocols, we know that there is linear 

relation between two messages sent by the tag. The linear relation could be used by 

the adversary to carry out the man-in-the-middle attacks. Subsequently, breaking the 

linear relation is the simplest way to withstand those attacks. Based on such thought, 

our protocols are described as follows. 

4.1. Our EC-RAC 1 protocol 

This protocol is a kind of secure identity transfer scheme. In the protocol, the 

server could authenticate the tag by checking whether the received identity verifier is 
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stored in its database. At the beginning, the server chooses system parameters 

{ ( ) , ( ( ) ) , , , }par ams F q E F q n P Y= . It also stores 1( )X  and 1( , )x Y  in its 

database and the tag’s memory separately. As shown in Fig. 7, the following steps 

will be executed between the tag and the server. 

1). The tag generates a random number 1tr , computes 1 1tT r P=  and sends 

the message 1{ }T  the server. 

2). Upon receiving the message 1{ }T , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 

3). Upon receiving the message 1{ }sr , the tag computes 

2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= +  and sends the message 2{ }T  to the server, where 1( )x T  

denotes the x-coordinate of the elliptic curve point 1T . 

4). Upon receiving the message 2{ }T , the server computes 

1 1
1 2 1 1( ( ) )sU r y T x T T− −= − . The server checks whether U  and 1 1x T  are equal. If 

they are not equal, the server rejects the session; otherwise, the tag is authenticated. 

 
Fig. 7. Lv et al.’s Modified EC-RAC 1 protocol 

4.2. Our EC-RAC 2 protocol 

This protocol is a kind of secure identity transfer scheme and secure password 

transfer scheme. In the protocol, the server could authenticate the tag by checking 

whether the received identity verifier is stored in its database and the corresponding 
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password is correct. At the beginning, the server chooses system parameters 

{ ( ) , ( ( ) ) , , , }par ams F q E F q n P Y= . It also stores 1 1 2 2( , , , )x X x X  and 1 2( , , )x x Y  

in its database and the tag’s memory separately. As shown in Fig. 8, the following 

steps will be executed between the tag and the server. 

1). The tag generates a random number 1tr , computes 1 1tT r P=  and sends 

the message 1{ }T  the server. 

2). Upon receiving the message 1{ }T , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 

3). Upon receiving the message 1{ }sr , the tag computes 

2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= + , 3 1 1 1 1 2 1( ( ) )t s tT r x x T r x r Y= +  and sends the message 

2 3{ , }T T  to the server, where 1( )x T  denotes the x-coordinate of the elliptic curve 

point 1T . 

4). Upon receiving the message 2 3{ , }T T , the server computes 

1 1
1 2 1 1( ( ) )sW r y T x T T− −= −  and 1 1

1 3 1 1 1( ( ) )sV r y T x x T T− −= − . The server checks 

whether both equations 1 1W x T=  and 2 1V x T=  hold. If either of them does not 

hold, the server stops the session; otherwise, the tag is authenticated. 

Fig. 8. Lv et al.’s Modified EC-RAC 2 protocol 
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4.3. Our EC-RAC 3 protocol 

 

This protocol is a kind of secure identity transfer scheme and secure password 

transfer scheme. In the protocol, the server could authenticate the tag by checking 

whether the received identity verifier is stored in its database and the corresponding 

password is correct. At the beginning, the server chooses system parameters 

{ ( ) , ( ( ) ) , , , }F q E F q n P Y= . It also stores 1 1 2 2( , , , )x X x X  and 1 2( , , )x x Y  

in its database and the tag’s memory separately. As shown in Fig. 9, the following 

steps will be executed between the tag and the server. 

1). The tag generates two random numbers 1tr , 2tr , computes 1 1tT r P= , 

2 2tT r P=  and sends the message 1 2{ , }T T  the server. 

2). Upon receiving the message 1 2{ , }T T , the server generates a random number 

1sr , and sends the message 1{ }sr  to the tag. 

3). Upon receiving the message 1{ }sr , the tag computes 

3 1 1 1 1 1( ( ) )t s tT r x T r x r Y= + , 4 2 1 2 1 2 2( ( ) )t s tT r x x T r x r Y= +  and sends the message 

3 4{ , }T T  to the server, where 1( )x T  and 2( )x T  denote the x-coordinate of the elliptic 

curve points 1T  and 2T  respectively. 

4). Upon receiving the message 3 4{ , }T T , the server computes 

1 1
1 3 1 1( ( ) )sU r y T x T T− −= −  and 1 1

1 4 1 2 2( ( ) )sV r y T x x T T− −= − . The server checks 

whether both equations 1 1U x T=  and 2 2V x T=  hold. If either of them does not 

hold, the server stops the session; otherwise, the tag is authenticated. 

par sam

872 R. An et al.



 
Fig. 9. Lv et al.’s Modified EC-RAC 3 protocol 

5. Security analysis 

In this section, we just analyze the security of our EC-RAC 1 protocol because 

security analysis of the other two protocols is similar. We demonstrate that our EC-

RAC 1 protocol could provide security properties and withstand various attacks. 

Authentication: According to the description of our EC-RAC 1 protocol, it is 

impossible to generate 2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= +  without the secret key 1x  

because the adversary faces the ECDL problem. Thus, the server is able to 

authenticate the tag by checking if 1 1
1 2 1 1( ( ) )sU r y T x T T− −= −  and 1 1x T  are equal in 

step 4 of our EC-RAC 1 protocol. 

Anonymity: The adversary may intercepts messages 1{ }T , 1{ }sr  and 2{ }T  

transmitted between the tag and the server, where 1 1tT r P=  and 

2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= + . Due to the hardness of the ECDL problem, the adversary 

cannot get any information about 1x  from 2T  because he does not know the 

server’s secret key y . Thus, our EC-RAC 1 could provide anonymity. 
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Man-in-the-middle attack: Upon receiving the message 1{ }T  generated by the 

tag, the adversary generates a random number ar , computes 1 1aT r T′ =  and sends 

message 1{ }T ′  to the server, where 1 1tT r P= . Upon receiving the message 1{ }T ′ , the 

server generates a random number 1sr , and sends the message 1{ }sr  to the 

adversary. Upon receiving the message 1{ }sr , the adversary sends it to the tag 

directly. Upon receiving the message 1{ }sr , the tag computes 

2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= +  and sends the message 2{ }T  to the server. Upon 

intercepting the message 2{ }T , the adversary generates a random number ar , 

computes 2 2aT r T′ =  and sends message 2{ }T ′  to the server. Upon receiving the 

message 2{ }T ′ , the server computes 1 1
1 2 1( )sU r y T T− − ′ ′= − . The server checks whether 

U  and 1 1x T ′  are equal. It is easy to check that U  and 1 1x T′  are not equal. Then, 

the server could find the attack. Thus, our EC-RAC 1 protocol could withstand the 

man-in-the-middle attack. 

Impersonation attack: The adversary generates a random number 1tr , 

computes 1 1tT r P=  and sends the message 1{ }T  the server. Upon receiving 1{ }T , 

the server generates a random number 1sr , and sends the message 1{ }sr  to the 

adversary. However, the adversary cannot generate 2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= +  

because he does not the secret key 1x . The server could find the attack by checking 

whether 1 1
1 2 1 1( ( ) )sU r y T x T T− −= −  and 1 1x T  are equal. Thus, our EC-RAC 1 

protocol could withstand the impersonation attack.  

Replay attack: Suppose the adversary intercepts messages 1{ }T  and 2{ }T  sent 

by the tag, where 1 1tT r P=  and 2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= + . The adversary 

replays 1{ }T  to the server. Upon receiving 1{ }T , the server generates a random 

number 1sr , and sends the message 1{ }sr  to the adversary. Then, the adversary 
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replays 2{ }T  to the server. However, the server could find the attack by checking 

whether 1 1
1 2 1 1( ( ) )sU r y T x T T− −= −  and 1 1x T  are equal because the server generates 

a new random number 1sr  for each session. Thus, our EC-RAC 1 protocol could 

withstand the replay attack. 

Tracking attack: The adversary may intercepts messages 1{ }T , 1{ }sr  and 2{ }T  

transmitted between the tag and the server, where 1 1tT r P=  and 

2 1 1 1 1 1( ( ) )t s tT r x T r x r Y= + . However, he cannot get information about tag’s identity 

from those messages because he does not the server’s secret key y . Thus, our EC-

RAC protocol could withstand the tracking attack. 

6. Performance analysis 

In this section, we give performance analysis of our three EC-RAC protocols. 

We also compare the performance of our protocol with that of Lee et al.’s three EC-

RAC protocols [21] and Lv et al.’s three EC-RAC protocols [23]. Some notations 

used in our analysis are defined as follows. 

 maT : the running time of a modular addition operation; 

 mmT : the running time of a modular multiplication operation; 

 i nvT : the running time of a modular inversion operation; 

 ecaT : the running time an elliptic curve point addition operation; 

 ecmT : the running time an elliptic curve point multiplication operation; 

Table 1. Computation cost comparison 

 The server The tag 

Lee et al.’s EC-RAC 1 2 i nvT +1 ecaT +3 ecmT  1 maT +1 mmT +2 ecmT  

Lv et al.’s EC-RAC 1 2 i nvT +1 ecaT +3 ecmT  1 maT +2 mmT +2 ecmT  

Our EC-RAC 1 2 i nvT +1 ecaT +4 ecmT  1 maT +3 mmT +2 ecmT  

Lee et al.’s EC-RAC 2 2 i nvT +2 ecaT +4 ecmT  2 maT +3 mmT +3 ecmT  
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Lv et al.’s EC-RAC 2 2 i nvT +2 ecaT +6 ecmT  2 maT +5 mmT +3 ecmT  

Our EC-RAC 2 2 i nvT +2 ecaT +7 ecmT  2 maT +7 mmT +3 ecmT  

Lee et al.’s EC-RAC 3 2 i nvT +2 ecaT +4 ecmT  2 maT +3 mmT +4 ecmT  

Lv et al.’s EC-RAC 3 2 i nvT +2 ecaT +7 ecmT  2 maT +5 mmT +4 ecmT  

Our EC-RAC 3 2 i nvT +2 ecaT +8 ecmT  2 maT +7 mmT +4 ecmT  

 

The computational cost comparison of our three EC-RAC protocols, Lee et al.’s 

three EC-RAC protocols [21] and Lv et al.’s three EC-RAC protocols [23] is 

demonstrated in Table 1. According to Table 1, the Lee et al.’s EC-RAC 1/2/3 

protocol and Lv et al.’s 1/2/3 protocol has better performance than our EC-RAC 1/2/3 

protocol. However, Lee et al.’s three EC-RAC protocols [21] suffer from the tracking 

attack and Lv et al.’s EC-RAC protocols [23] suffer from the man-in-the-middle 

attack. As a cryptographic protocol, the security is the first important factor in the 

design of RFID authentication protocol. Our three EC-RAC protocols sacrifice 

performance slightly to solve the security problems in Lee et al.’s protocols and Lv et 

al.’s protocol. Therefore, our EC-RAC protocols are more suitable for RFID systems. 

7. Conclusions 

With the widespread use of the RFID system in our daily life, the design secure 

RFID authentication protocols attract extensive attention. Recently, ECC-based RFID 

authentication protocols were studied widely because they could provide better 

security. Based on Lee et al.’s work, Lv et al. proposed three EC-RAC protocols for 

authentication in RFID systems. We first demonstrate that Lv et al.’s protocol suffer 

from the man-in-the-middle attacks. Subsequently, we proposed three security 

enhanced EC-RAC protocols to solve security problems in Lv et al.’s protocol. 

Analysis shows that our protocols are more suitable for RFID systems. 
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Abstract. Although a number of three-factor authentication schemes have been 
developed to ensure that sensitive medical information are only available to 
legal users in telecare medical information system, most of them are found to be 
flawed. Understanding security and privacy failures of authentication protocols 
is a prerequisite to both fixing existing protocols and designing future ones. In 
this paper, we analyze an enhanced three-factor authentication scheme of Lu et 
al., and reveal that it cannot achieve the claimed security and privacy goals. (1) 
It fails to provide anonymity and untraceability, and is susceptible to the 
following attacks targeting user privacy: identity revelation attack and tracking 
attack. (2) It is also susceptible to offline password guessing attack, user 
impersonation attack, and server impersonation attack. 

1   Introduction 

The provision of medical services using information and communication 
technologies has given rise to the emergence of telecare medical information system 
(TMIS) [1], which enables the public to access medical services or medical 
information at remote sites. In TMIS, the medical server maintains highly sensitive 
medical information of registered users, such as electronic medical record (EMR), 
which is being shared and accessed via public channel by the doctors, hospitals, 
medical institute and academia to enhance their decision.  

However, such an adoption also brings about a series of challenges, especially, 
how to ensure the security and privacy of medical information from various attacks 
over public networks, such as eavesdropping and tampering [2-5]. Among them, 
mutual authentication between the user and medical server is indispensable to ensure 
that sensitive medical information is only available to legal users. Additionally, there 
is a growing demand to protect the privacy of user identity. The medical information 
may be of interest to different types of users ranging from patients to doctors, 
hospitals, and insurance companies. The activities of these users may be of great 
sensitiveness to the outsiders. Therefore, it is desirable to design a privacy preserving 
three-factor authentication scheme for TMIS.  

Awasthi and Srivastava [6] presented a biometric authentication scheme based on 
nonce for TMIS in 2013. Later, Tan et al. [7] revealed that Awasthi and Srivastava’s 
scheme is vulnerable to reflection attack and cannot provide three factor security and 
user anonymity. Then, Tan et al. [7] put forward a three factor authentication scheme 
and claimed that their scheme is immune from various known attacks. Mishra et al. [8] 
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also found that demonstrate Awasthi and Srivastava’s scheme suffers from online and 
offline password guessing attack. They further proposed an enhanced three-factor 
authentication scheme for TIMS.  

More recently, Arshad and Nikooghadam [9] pointed out that Tan et al.’s scheme 
cannot resist DoS and replay attacks. Then they presented an enhanced elliptic curve 
cryptosystem (ECC)-based scheme to prevent the flaws. Das [10] revealed that both 
Tan’s scheme [7] and Arshad and Nikooghadam’s scheme [9] are insecure. Lu et al. 
[11] also demonstrated Arshad and Nikooghadam’s scheme [9] fails to protect against 
off-line password guessing attack and user impersonation attack. Furthermore, they 
put forward a new biometric based authentication scheme for TMIS.  

In this paper, we use Lu et al.’s scheme [11] as a case study and demonstrate the 
subtleties and challenges in designing a practical three-factor scheme preserving user 
privacy. We demonstrate it fails to protect user privacy, and is susceptible to the 
following attacks targeting user privacy: identity revelation attack and tracking attack. 
Moreover, although Lu et al. claimed that their scheme can defend offline password 
guessing attack and impersonation attack, we identify that their scheme is susceptible 
to offline password guessing attack, user impersonation attack, and server 
impersonation attack.  

The rest of the paper is organized as follows. Next section defines the adversarial 
model for three-factor authentication. Section 3 briefly reviews Lu et al.’s scheme. 
Section 4 elaborates on the weaknesses of their scheme. Finally, the final section 
concludes the paper. 

2   Adversarial Model 

The adversarial model is one of the key factors in evaluating a three-factor 
authentication protocol. There have been dozens of papers concerning three-factor 
authentication in recent years, yet only a few ones explicitly define the adversarial 
model in their work. The capabilities of the adversary are summarized as follows, 
which are based on those for two-factor authentication refined in [12]. 

(1) The adversary A  has full control of the communication channel between the 
protocol participants. Any message transmitted through the channels may be 
intercepted, inserted, deleted, or modified. (2) The adversary A  can enumerate 
offline all the items in the Cartesian product ID PWD D  within polynomial time, 
where IDD  and PWD  denote the identity space and password space, respectively. (3) 
The adversary may either (i) compromise the password and the biometric template, or 
(ii) compromise the password and the smart card, or (iii) compromise the biometric 
template and the smart card, but cannot compromise all the three factors. When a 
smart card is compromised, such as being lost/stolen, the secret information in it can 
be extracted by side channel attacks. (4) The adversary has the capability of learning 
the long term private key(s) only when evaluating perfect forward secrecy. (5) The 
adversary may learn the previous session keys. 

Note that a truly three-factor authentication protocol should still be secure even any 
two of three factors are compromised.  
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3   Review of Lu et al.’s Scheme 

In this section, we now briefly review Lu et al.’s scheme [11], which is consists of 
three phases, namely registration, login and authentication, password updating. We 
only review the first two phases due to limited space. 

3.1   Registration Phase 

(1) A user iU  selects an identity iID , a password iPW , and imprints the 
biometrics iB . Then he computes ( )i i iMP PW H B  and sends { , }i iID MP  to 
the remote server for the TMIS S . 

(2) Upon receiving { , }i iID MP , S  computes 2 ( )i iAID ID h x , 

1( || )i i iV h ID MP , and S  issues a smart card iSC  containing 

1 2{ , , ( ), ( ), ( )}i iV AID h h H  to iU , where x  is S ’s secret key, ( )H  is biohash 
function, 1( )h  and 2 ( )h  are hash function. 

3.2   Login and Authentication Phase 

(1) iU  attaches iSC  to a card reader, inputs iID , iPW , and imprints iB . iSC  
computes 1( || ( ))i i ih ID PW H B , and verifies whether it is equal to the value iV . If 
it holds, iSC  selects a random number ud , computes 1( || )i i iK h ID ID AID , 

1 uM K d P , 2 1 1( || || )i uM h ID d P T , and transmits the login message 

1 2 1{ , , , }iAID M M T  to S . 
(2) On receiving the login message, S  first checks whether 1| |cT T T , where 

cT  is the current timestamp of S . If it is invalid, S  rejects the request. Otherwise, 
S  derives iID  by computing 2 ( )iAID h x , computes 1 2( || ( ))iK h ID h x , 

1ud P K M , and then compares whether 1 1( || || )i uh ID d P T  is equal to 2M . If 
they are equal, S  chooses a random number sd , and computes s uSK d d P , 

3 sM K d P , 4 1 2( || || || )uM h K d P SK T . Finally, S  sends the second message 

3 4 2{ , , }M M T  to iU .  
(3) On receiving the second message, iSC  verifies the validity of 2T . If it is 

valid, iU  computes 3sd P M K , u sSK d d P , and checks whether 

1 2( || || || )uh K d P SK T  is equal to 4M  in the received message. If it holds, iU  
computes 5 1 3( || || || )sM h K d P SK T  and then sends the third message 5 3{ , }M T  to 
S . 

(4) Upon receiving 5 3{ , }M T , S  confirms whether 3| |cT T T  and 
?

5 1 3( || || || )sM h K d P SK T . If both hold, S  accepts iU  as a legal user.  
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4   Cryptanalysis of Lu et al.’s Scheme 

Although Lu et al.’s scheme is claimed to be secure against various known attacks, 
we observe that the scheme is prone to the following attacks.  

4.1   Identity Revelation Attack 

A malicious user A  can reveal the identity through capturing the login request 
message. Suppose that A  gets a legal smart card from the server first. Then he can 
manipulate the smart card to carry out the identity revelation attack as follows. 

(1) A  inserts his smart card into a card reader and inputs AID , APW , and AB , 
and follows the protocol procedure. Then the card sends a request message 

1 2 1{ , , , }AAID M M T  to S . 
(2) A  extracts AAID  by capturing the message 1 2 1{ , , , }AAID M M T , where 

2 ( )A AAID ID h x . Next, A  picks one message 1 2 1{ , , , }iAID M M T , where 

2 ( )i iAID ID h x . Then A  can reveal the identity of iU  by computing 

2 ( ) ( )i i i A AID AID h x AID AID ID , for 2 ( ) A Ah x ID AID . 

4.2   Tracking Attack 

iAID  in the login message 1 2 1{ , , , }iAID M M T  is fixed for a specific smart card, 
since it is determined by the user’s identity iID  and the static secret of the server S .  

To mount tracking attack, A  first eavesdrops a legal user iU ’s login message 

1 2 1{ , , , }iAID M M T , then retrieves and stores iAID . With the knowledge of iAID , 
A  can endanger user privacy. A  might track the user and try to collect the user’s 

personal information, access patterns, TMIS usage habit, etc. Therefore, Lu et al.’s 
scheme [40] cannot withstand tracking attack and fails to achieve user untraceability.  

4.3   Offline Password Guessing Attack 

In [11], Lu et al. claimed that the scheme is secure against offline password 
guessing attack based on the assumption that the user identity and biometrics are 
unknown. As is indicated by Wang et al. [12], it is more practical to regard user 
identity as a known value. Suppose that a smart card is stolen or lost, and then the 
adversary extracts the secret information 1 1( || ) ( || ( ))i i i i i iV h ID MP h ID PW H B  
from the card. With the secret parameter 1( || )i i iV h ID MP  and the biometric iB  of 
the user, the adversary can mount offline password guessing attack by picking iID  a 
password iPW  and checking whether 1( || ( ))i i i iV h ID PW H B  holds. Therefore, 
their scheme is vulnerable to stolen smart card attack.  
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4.4   User Impersonation Attack  

Suppose an adversary A  captures the message 1 2 1{ , , , }iAID M M T  transmitted 
between iU  and S . Then A  can obtain the identity of iU  through the identity 
revelation attack described above. After that, A  can construct a legal request 
message. The details are given as follows. 

(1) A  selects a random number ad , computes 1( || )i i iK h ID ID AID , 
*
1 aM K d P , * *

2 1 1( || || )i aM h ID d P T , and transmits * * *
1 2 1{ , , , }iAID M M T  to S . 

(2) Upon receiving the request message, derives iID  by computing 

2 ( )iAID h x , computes 1 2 1( || ( ))a id P h ID h x M , and then compares whether 
*

1 1( || || )i ah ID d P T  is equal to *
2M . It is obvious that *

1 1( || || )i ah ID d P T  computed 
by S  is equal to *

2M  received. That is, A  has passed the verification of S .  
(3) A  follows the specified procedure to perform the following steps and 

computes 5 1 3( || || || )sM h K d P SK T .  
(4) S  follows the specified procedure, it is easy to see that 5M  will pass the 

verification of S , as A  and S  share the same key SK . 
The root cause of the above attack is that the only secret information in the request 

message is the value iID . This proves that this scheme fails to fulfill three-factor 
security.  

4.5   Server Impersonation Attack  

Suppose A  captures the message 1 2 1{ , , , }iAID M M T  transmitted between iU  
and S . Then A  can obtain the identity of iU  through the identity revelation attack 
or offline password guessing attack described above. After that, A  can lunch server 
impersonation attack as follows. 

(1) iU  follows the specified procedure and sends 1 2 1{ , , , }iAID M M T  to S .  
(2) A  intercepts the message 1 2 1{ , , , }iAID M M T , and computes 

2 ( ) i ih x ID AID , 1 2( || ( ))iK h ID h x , 1ud P K M . Then A  chooses a 
random number ad , and computes a uSK d d P , 3 aM K d P , 

4 1 2( || || || )uM h K d P SK T . Finally, A  sends 3 4 2{ , , }M M T  to iU .  
(3) Upon receiving the response message, iU  computes 3ad P M K , 

u aSK d d P , and checks whether 1 2( || || || )ah K d P SK T  is equal to 4M  in the 
received message. It is easy to see that the they are equal. That is, A  has passed the 
verification performed by iU . iU  computes 5 1 3( || || || )sM h K d P SK T  and then 
sends the message 5 3{ , }M T  to S . 

(4) A  intercepts the message 5 3{ , }M T , and follows the specified procedure to 
perform the following steps. Finally, A  and iU  share the same key SK . 
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5   Conclusions 

In this paper, we have analyzed an enhanced three-factor authentication scheme of 
Lu et al., and have revealed that it cannot achieve the claimed security and privacy 
goals. (1) It fails to provide anonymity and untraceability, and is susceptible to 
identity revelation attack and tracking attack. (2) It also fails to accomplish mutual 
authentication, and is susceptible to offline password guessing attack, user 
impersonation attack, and server impersonation attack. Our cryptanalysis results 
discourage any practical deployment of this scheme and indicate that it still remains 
as a hard problem to develop a privacy-preserving three-factor protocol. 
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Abstract. In this paper, we propose 1-out-of-n oblivious transfer proto-
col by using the group of matrices over group ring Zq[Sm]. The security of
the proposal is on the basis of factorization problems of non-commutative
algebraic structures. Meanwhile, some new intractable assumptions are
defined based on the group factorization problem (GFP). Subsequently,
we present a simpler 1-out-of-n oblivious transfer construction for un-
derlying non-commutative group. Furthermore, to achieve the oblivious
transfer for more challenged messages, an efficient k-out-of-n oblivious
transfer protocol with fewer public parameters is designed based on the
newly defined hard assumptions.

Keywords: Oblivious Transfer, Matrices over Group Rings, Group Fac-
torization Problem

1 Introduction

Oblivious transfer (OT) introduced by Rabin [16] is a protocol to solve the
problem of users’ privacy preservation in electronic commerce, where one-party,
referred as the sender, has some messages to send, while the other party, referred
as the receiver, learns some information about his chosen message, but nothing
more; and the sender could never figure out the information obtained by receiver.
Similarly, 1-out-of-2 OT protocol [5], 1-out-of-n OT protocol [1] and k-out-of-n
OT protocol [8] are designed for achieving different functionalities of OT.

During the past three decades, we have witnessed a variety of OT protocols,
which were designed relying upon different mathematical platforms [2, 4, 11, 15,
16, 18]. For example, Rabin OT protocol [16] was designed based on large inte-
gers factorization problem (IFP); the protocols given in [2, 4] were constructed
on the basis of discrete logarithm problem (DLP); the one reported in [15] was
proposed using elliptic curves; and OT protocol in [11] was depending on bilin-
ear pairing. In general, most oblivious transfer protocols are constructed using
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the intractability problems of IFP and DLP over a large finite field. However,
Shor [17] put forward the quantum attack algorithms to solve the IFP problem
and the DLP problem in a polynomial time. Fortunately, an vigorous branch of
cryptography based on the hard problem of non-commutative algebraic struc-
tures comes to us [6, 7, 9, 10, 12, 13]. This branch is called the post-quantum since
the cryptographic schemes based on the non-commutative algebraic structures
are secure under quantum attack algorithms. The group factorization problem
(GFP) is one typical hard problem.

Our contributions. In this work, we define new hard assumptions based
on the GFP. Then a novel 1-out-of-n oblivious transfer protocol is proposed
by using the group of matrices over group rings Zq[Sm]. Based on this idea,
we further simplify the above construction and obtain a more practical version.
The security of the two proposed OT protocols depends on the newly defined
intractable assumptions of matrices over the group ring Zq[Sm], as well as the
non-commutativity of this algebraic structure. Furthermore, to achieve the obliv-
ious transfer for more challenged messages, we present an efficient k-out-of-n OT
protocol with fewer public parameters.

2 Preliminaries

2.1 Background of group rings

Now we review some definitions over group rings.

Definition 1 (Group Rings [9]). Let G be a group and R be a ring. The group
ring R[G] is the set of all formal sums

∑
gi∈G

rigi

where ri ∈ R.

The addition of R[G] [9] is defined as

∑
gi∈G

aigi +
∑
gi∈G

bigi =
∑
gi∈G

(ai + bi)gi.

The multiplication of R[G] [9] is given as follows:

∑
gi∈G

aigi ·
∑
gi∈G

bigi =
∑
gi∈G

(
∑

gjgk=gi

ajbk)gi.

For example, Zq[Sm] is a group ring, where R = Zq and G is the m-degree
symmetric group Sm.

Definition 2 (Matrices of Group Rings [9]). A matrix over a group ring
R[G] is such a matrix in which the values of elements are determined by the
group ring R[G]. Ml(Zq[Sm]) is a set of l × l matrices over Zq[Sm].
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Definition 3 (Semidirect product [7]). Let G1, G2 be two groups. Suppose
that Aut(G1) is the group of automorphisms of G1 and ρ: G2 → Aut(G1) is a
homomorphism. Then the semidirect product of G1 and G2 is the set

Γ = G1 ×ρ G2 = {(g1, g2) : g1 ∈ G1, g2 ∈ G2}

with the group operation defined by

(g11, g21)(g12, g22) = (g
ρ(g22)
11 · g12, g21 · g22). (1)

Here, g
ρ(g22)
11 denotes the image of g11 under the automorphism ρ(g22).

2.2 Intractability Assumptions

Let G be a non-communicative group of prime order p. The hard problems are
defined as below.

• Group Factorization Problem (GFP)[14]: Given G1, G2, G and g1 ·g2 ∈ G
as input, output g1 ∈ G1 and g2 ∈ G2, where g1 · g2 �= g2 · g1 and G1, G2 ⊂ G.

Based on the description of the GFP, we define some new hard problems.

• Mid-Extract Problem (MEP): Given g2 ∈ G and g1 · g2 · g3 ∈ G as input,
where gi · gj �= gj · gi for 1 ≤ i �= j ≤ 3, output g1 · g3.

Note that, we need to remove the mid-element for solving the MEP. Maybe,
g1 and g3 are unknown to us. Thus, the problem has lower complexity than the
GFP. In addition, the corresponding Decisional MEP is given as follows:
• Decisional Mid-Extract Problem (DMEP): Given a tuple (g2, g1g2g3)
and a random element T ∈ G as input, decide whether or not T = g1 · g3.
Remark 1. Recently, quantum algorithm for solving discrete logarithm problem
for group ring matrices was proposed in [13]. However, for the factorization
problem over the semigroup of matrices over group rings, there doesn’t exist an
efficient algorithm either in classical or in quantum.

3 Warming up

3.1 1-out-of-n OT protocol using matrices over group ring Zq[Sm]

Now we present 1-out-of-n OT protocols based on semidirect product Γ . Define
a projection operator σ for Γ : σ(X,Y ) = X, where (X,Y ) ∈ Γ . The scheme is
constructed as follows:

Setup: Suppose that λ is a secure parameter and messages mi ∈ {0, 1}λ (i =
1, . . . , n). Let h(·): GLl(Z7[S5]) → {0, 1}λ be a collision-resistance hash func-
tion. Alice and Bob randomly select invertible matricesMi,Hi ∈ GLl(Z7[S5]),
where matrices Mi, Hi are public keys for i = 1, . . . , n. Then Alice and Bob
choose their private keys sA, sB ∈ {0, 1}λ at random, respectively.

Transfer: Alice and Bob execute the following interactions:
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– Alice computes Ai ← σ((Mi, ϕHi)
sA). Then Alice computes ciphertext

ci ← h(Ai)⊕mi for i = 1, . . . , n.
– Bob makes his choice v ∈ {1, . . . , n} and computesBv ← σ((Mv, ϕHv )

sB ).
Then he sends Bv to Alice.

– Alice chooses an automorphism φ and computesKi ← σ((Bv, φ)(Ai, ϕ
sA
Hi

))
using Eq.(2). Then Alice sends Ki, ci to Bob for i = 1, . . . , n.

– Bob chooses Kv and cv. Finally, he computes Av ← HsB
v Kv(HvMv)

−sB

and recovers message mv ← cv ⊕ h(Av).

The correctness of the proposed scheme can be obtained immediately:

– Alice computes

(Mi, ϕHi)
sA = (H−sA+1

i MiH
sA−1
i · · ·H−2

i MiH
2
i ·H−1

i MiHi ·Mi, ϕ
sA
Hi

)(2)

= (H−sA
i (HiMi)

sA , ϕsA
Hi

), (3)

then Ai = H−sA
i (HiMi)

sA for i = 1, . . . , n. Similarly, Bv = H−sB
v (HvMv)

sB .
– Bob calculates (Bv, φ)(Ai, ϕ

sA
Hi

) =(ϕsA
Hi

(Bv) ·Ai, φ · ϕsA
Hi

), where

ϕsA
Hi

(Bv) ·Ai = H−sA
i BvH

sA
i ·Ai (4)

= H−sA
i [H−sB

v (HvMv)
sB ]HsA

i · [H−sA
i (HiMi)

sA ] (5)

= H−sA
i H−sB

v (HvMv)
sB (HiMi)

sA . (6)

then Ki = H−sA
i H−sB

v (HvMv)
sB (HiMi)

sA for i = 1, . . . , n.
– Bob recovers Av by computing

HsB
v Kv(HvMv)

−sB = HsB
v [H−(sA+sB)

v (HvMv)
sA+sB ](HvMv)

−sB (7)

= H−sA
v (HvMv)

sA (8)

= Av. (9)

Remark 2. It is worth noting that in the protocol only the first component of
each pair is sent between Alice and Bob. Thus, any discrete logarithm in the
semigroup won’t be revealed by the two parties. Hence, the protocol is secure
against the quantum algorithm for solving discrete logarithms in a semigroup.
Namely, any adversary cannot get secret-key sA (or sB) by solving discrete
logarithms. (The algorithm of solving discrete logarithms in a semigroup has
been reported in [3].)

3.2 Security analysis

A secure OT protocol ensures the privacy of both sender and receiver.

– Privacy of Alice: Keeping Ai (1 ≤ i �= v ≤ n) secret from Bob.
In the proposal, Bob receives Ki = (H−sA

i )(H−sB
v (HvMv)

sB )(HiMi)
sA (i =

1, . . . , n). Thus, Bob needs to solve the MEP if he wants to derive Ai (1 ≤
i �= v ≤ n) from Ki. Based on the MEP assumption, Bob cannot obtain
either Ai or message mi (1 ≤ i �= v ≤ n).
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– Privacy of Bob: Preventing Alice from knowing Bob’s choice v.
(1) Alice fails to decompose Bv = H−sB

v (HvMv)
sB into H−sB

v , (HvMv)
sB

based on the group factorization problem. Assume that Alice can solve the
GFP, then the number v will be obtained by finding the matrix over set
{Hi : i = 1, . . . , n}, which is commutative with H−sB

v .
(2) On the other hand, Bv = H−sB

v (HvMv)
sB and a random choosen matrix

T ∈ GLl(Z7[S5]) are indistinguishable for any uniformly sB .
Thus, it is difficult for Alice to establish a relationship between Bv and v.

3.3 A Simpler Construction

The above OT scheme is a prototype inspired by the key-exchange protocol in
[7]. Actually, it can be further simplified and generalized.

Setup: Suppose that λ is a security parameter and messages mi ∈ {0, 1}λ (i =
1, . . . , n). Define a collision-resistance hash function h(·): GLl(Z7[S5]) →
{0, 1}λ. Alice and Bob select invertible matrices Mi, Hi ∈ GLl(Z7[S5]),
where matrices Mi, Hi are public keys satisfying 〈Mi〉

⋂〈Hi〉 = {I} for
i = 1, . . . , n. Then Alice and Bob choose their private keys sA, sB ∈ {0, 1}λ
at random, respectively.

Transfer: Alice and Bob execute the following operations:

– Alice computes Ai ← HsA
i MsA

i . Then Alice computes ciphertext ci ←
h(Ai)⊕mi (i = 1, . . . , n).

– Bob calculates Bv ← HsB
v MsB

v for his choice v (1 ≤ v ≤ n). Then Bob
sends Bv to Alice.

– Alice computes Ki ← HsA
i BvM

sA
i . Then Alice sends Ki, ci to Bob (i =

1, . . . , n).
– Bob selects Kv and cv. Finally, he computes Av ← H−sB

v KvM
−sB
v and

recovers message mv ← cv ⊕ h(Av).

4 Efficient k-out-of-n OT protocol

Based on the above constructions based on group factorization problem, we
propose an efficient k-out-of-n OT protocol.

4.1 Protocol Description

Setup: Suppose that λ is a secure parameter and messages mi ∈ {0, 1}λ (i =
1, . . . , n). Define a collision-resistance hash function h:GLl(Z7[S5]) → {0, 1}λ.
Alice and Bob select matrices Xi (i = 1, . . . , n) and invertible matrices
M,H ∈ GLl(Z7[S5]), where matrices M,H and Xi are public keys. Then
Alice and Bob chooses their private keys sA and sB , respectively.

Transfer: Alice and Bob execute the following operations:

– Alice computes Ai ← HsAXiM
sA . Then Alice calculates ciphertext ci ←

h(Ai)⊕mi (i = 1, . . . , n).
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– Bob computes Bj ← HsBXijM
sB for his choice j (j = 1, · · · , k and

1 ≤ ij ≤ n). Then Bob sends Bj (j = 1, · · · , k) to Alice.
– Alice computes Kj ← HsABjM

sA . Then Alice sends Kj , ci to Bob (j =
1, · · · , k and i = 1, . . . , n).

– Bob selects cij (j = 1, · · · , k). Then he computes Aij ← H−sBKjM
−sB

and recovers messages mij ← cij ⊕ h(Aij ) for j = 1, · · · , k.

The correctness of the proposed scheme is shown as follows:

– Alice computes Kj as

Kj = HsABjM
sA (10)

= HsA(HsBXijM
sB )MsA (11)

= HsA+sBXijM
sA+sB . (12)

– Bob recovers Aij as

H−sBKjM
−sB = HsA+sB−sBXijM

sA+sB−sB (13)

= HsAXijM
sA (14)

= Aij . (15)

The k-out-of-n OT protocol also depends on group factorization problem.
Therefore, the security can be analyzed using the same method as presented in
Section 3.2. Note that, Bj don’t reveal any information about ij (j = 1, · · · , k).
Besides, matrices Xi is not required to be invertible.

4.2 Efficiency analysis

This section will present the efficiency analysis from the aspects of the com-
munication cost and the computational. For simplicity, we denote the proposal
reported in Section 3.1 by Protocol 1, the proposal in Section 3.3 by Protocol
2a, and the k-out-of-n construction of Protocol 2a is denoted by Protocol 2b,
the proposal in Section 4.1 by Protocol 3. The description of Protocol 2b is
easy to achieve and thus omitted.

Analysis on Protocol 3.
Communication cost. In the construction of Protocol 3, two passes are needed in

the transfer phase: Bob sends one matrix Bj (j = 1, . . . , k) to Alice in Pass 1;
Alice sends Kj , ci (j = 1, . . . , k and i = 1, . . . , n) to Bob in Pass 2. Here, the
communication cost for sending one upper triangular matrix (in the form of
V ) over group ring Z7[S5] is bounded by 4×log(7×120)+6×120×log 7 = 2200
bits. Observe that ci ∈ {0, 1}λ and Ki ∈ GLl(Z7[S5]). Thus, in Pass 1 Bob
sends 2200k bits to Alice, then Alice sends 2200k+λn bits to Bob in Pass 2.
Thus, Protocol 3 (the k out of n OT protocol) requires the communication
cost of λn+ 4400k bits in total.

Computational cost. The computational cost is analyzed for Alice and Bob.
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– Alice computes Ai = HsAXiM
sA (i = 1, . . . , n) and needs 2 log sA +

2n matrix multiplications. After that, she computes Kj = HsABjM
sA

(j = 1, . . . , k), then needs 2k matrix multiplications. Thus, Alice costs
2 log sA+2n+2k matrix multiplications and n hash evaluations in total.

– Bob computes Bj = HsBXijM
sB (j = 1, . . . , k) and needs 2 log sB + 2k

matrix multiplications. After that, he computes Aij = H−sBKjM
−sB

(j = 1, . . . , k), then needs 2k matrix multiplications and 2 matrix inverse.
Thus, Bob costs 2 log sB + 4k matrix multiplications, 2 matrix inverse
and k hash evaluations in total.

The proposal requires 2 log sA + 2 log sB + 2n + 6k matrix multiplications,
2 matrix inverse and n + k hash evaluations. Furthermore, the number of
matrix multiplications is bounded by 4λ+ 2n+ 2k for sA, sB ∈ {0, 1}λ.
In Protocol 2a, Alice receives 2200 bits from Bob in Pass 1 while Bob receives

2200n + λn bits from Alice in Pass 2. Then the communication cost of λn +
2200n + 2200 bits is required. For computational cost, Alice needs 2n log sA +
3n matrix multiplications and n hash evaluations in total. While Bob needs
2 log sB + 3 matrix multiplications, 2 matrix inverse and 1 hash evaluations
in total. The number of matrix multiplications of Protocol 2a is bounded by
2nλ + 2λ + 3n + 3. (Protocol 1 can be discussed like the simplified version-
Protocol 2a). For the communication cost of Protocol 2b, Bob delivers 2200k
bits to Alice in Pass 1 and then Alice delivers (2200n+λn)k bits to Bob in Pass
2. Thus, Protocol 2b needs the communication cost of (λn+2200n+2200)k bits
in total. For Protocol 2b computational cost, Alice needs 2n log sA+2kn matrix
multiplications and n hash evaluations in total. While Bob requires 2k log sB+3k
matrix multiplications, 2k matrix inverse and k hash evaluations in total. The
number of matrix multiplications is bounded by 2nλ+ 2kλ+ 2kn+ 3k.

Table 1. Comparison of communication cost

Proposal Protocol 2a Protocol 2b Protocol 3

Communication cost (bit) λn+ 2200n+ 2200 (λn+ 2200n+ 2200)k λn+ 4400k

Table 2. Comparison of computational cost

Matrix multiplication Matrix inverse

Protocol 2a 2nλ+ 2λ+ 3n+ 3 2

Protocol 2b 2nλ+ 2kλ+ 2kn+ 3k 2k

Protocol 3 4λ+ 2n+ 2k 2

5 Conclusions

In this paper, three OT protocols are proposed based on matrices over group
rings. The feature of our proposals lies in that its security is based on the de-
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fined intractability assumptions of group factorization problem of matrices over
the group rings, as well as the non-commutativity in this algebraic structure.
Considering the absence of quantum algorithm for the GFP problem, we hope
the new protocols have the potential to resist quantum attack algorithms.
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E-Voting Scheme Using Secret Sharing and
K-Anonymity

Quanyu Zhao1 and Yining Liu2

Abstract An e-voting scheme is proposed, in which the voter’s ballot is shared
among all the candidates in voting phase. All candidates and voting system partici-
pate in recovering and tallying the ballot, and voting system publishes the ballot on
the bulletin board in the post-voting phase. Moreover, the proposed scheme satis-
es the coercion-resistant and unconditional security. In addition, other properties

of electronic voting are satis ed, such as non-cheating, universal veri ability, con-
dentiality, anonymous.

1 Introduction

Voting schemes were introduced by both [1] and [2] independently, the traditional
paper voting scheme using the paper and ballot boxes cannot be trusted to guarantee
all these properties, such as, (1) the paper ballots spend much money since it cannot
be reused and a lot of workers must be hired; (2) the manipulation or destruction of
votes during tallying are possible; (3) inconvenient, for instance, if election day is
not a public holiday and the voting booth is far away from peoples workplaces, its
cumbersome to vote for many people [3-4].

In 1981, Chaum proposed the rst e-voting scheme [5] to overcome the short-
comings of the traditional voting, moreover, the participants can’t track the voters
from the result. Due to the properties of security and fairness, e-voting scheme has
attracted an increasing interest in recent years [6-12]. Its main properties include: (1)
non-cheating, i.e. the vote counting center and the voter cannot cheat; (2) con den-
tiality, i.e. malicious listener can not get the content of ballot before it is published;
(3) anonymous, i.e. a voter can not be linked with his ballot; (4) veri ability, i.e.
every voter can verify whether his ballot is counted or not; (5) coercion-resistant,
i.e. the voter can not prove the content of his ballot to others, so the malicious voter
cannot sell his vote.
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In this paper, an unconditional secure e-voting scheme based on secret sharing
and k-anonymity is proposed. On the one hand, the aspiration of voters is tallied and
published on the bulletin aboard, on the other hand, each voter can verify whether
his ballot is counted without knowing any others’ information.

The rest of this paper is organized as follows. In the next section, we introduce
some preliminaries, and in Section 3 the system model is presented. An electronic
voting protocol is proposed in Section 4, and Section 5 analyzes the proposed voting
scheme. Conclusion is included in Section 6.

2 Preliminaries

The following cryptographic concepts are necessary for understanding the proposed
scheme:

2.1 Shamir’s (k,n) secret sharing scheme

There are n shareholders {P1,P2, · · · ,Pn} and a mutually trusted dealer D. D picks
f (x) = a0+ a1x+ a2x2+ · · ·+ ak−1xk−1modp, where s = f (0) = a0, p is a prime,
and computes n shares yi = f (xi)modp(i = 1,2, · · · ,n), then distributes yi to Pi via
a secure channel. No less than k shareholders can recover the secret s by using
Lagrange interpolating formula,

s= f (0) =
k

∑
i=1

f (xi)
k

∏
v=1,v�=l

−xv
xl − xv

modp (1)

2.2 Secret sharing homomorphism

Secret sharing homomorphism was introduced by Benaloh [13], and it means that
the sum of the sub secret can be obtained in this way, the sum of the shares from
different sub-secret are added up and interpolated according to the threshold men-
tioned. Assuming there are two secrets: K1, K2, and they are shared by two poly-
nomials f (x) and g(x), respectively. Then, the share f (i)+ g(i)(1 ≤ i ≤ n) can be
regarded as the shares corresponding to the secret K1 +K2. The secret shares are
sent to n shareholders and any k of them can retrieve the result back together.
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2.3 k-anonymity

k-anonymity means that any element included in a set appears with the probabil-
ity no greater than 1

k . For example, T (A1,A2, · · · ,An) is a table with n attributes
A1,A2, · · · ,An . If each sequence of values in a set of attributes appears with at
least k occurrences [14], T is de ned k-anonymity. Moreover, the values related
to multi-attributes in the k-anonymity are generalized. The expected records cannot
be determined since k records are in accordance with some information.

In this voting scheme, any randomly k voters’ data are generated and published
on the bulletin board by VS. Nobody including candidates and voters can ef ciently
distinguish the personally data [15]. Then this scheme satis es k-anonymity.

3 The system model

The main participants in the e-voting scheme include an authority center (AC), vot-
ing system (VS), voter(V), candidate (C) and a bulletin board. The participants func-
tions are described as follows:

AC:AC launches the e-voting scheme, authorizes the legal voter to elect candidate
only once. Moreover, AC is responsible for arbitrating disputes and issuing digital
certi cates to each participant, including public keys, election dates, and veri cation
information.

VS:VS is semi-honest to other participants and owns the computing and commu-
nication capacity, in the other words, VS executes the scheme, but does not attempt
to derive or tamper extra information about other voters’ private inputs. In addition,
VS generates the private credential for V, but it leaks nothing about the voters’ inten-
tion. In the post-voting phase, k(k ≤ n) ballots are selected randomly to reconstruct
the polynomial, then, VS aggregates k voters’ ballot randomly.

V:V is certi ed by AC, selects the favorite candidate with the help of VS, then he
gets his credential. Usually,V is assumed not honest, but V cannot prove the content
of his election to others for they cannot obtain and infer any information from his
credential. In addition, the contents of voters’ ballots are mutually independent and
different from any others’ ballot due to the random number ri .

C:C collaborates to tally the result when VS wants to recover the polynomial.
bulletin board:VS tallies k voters’ ballot and publishes it on the bulletin board

once.
It augments the trust and reliability to the currently e-voting scheme. In the cur-

rently e-voting scheme, if the voter casts a candidate, the candidates’ data base entry
is updated and it can easily be tracked by the malicious adversary. However, it is d-
if cult to track the voter’s data in the proposed scheme since the voters’ shares are
tallied by VS. On-line veri cation of the authenticity of the voter is not taken into
consideration.

During the secret recovering, inside adversaries (also called ”cheaters”) can de-
ceive the honest shareholders by altering the shares. In this way, malicious can-
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didates can change the shares and disrupted the elections. Many research papers
[16-18] were proposed to address the problems of cheater detection and identi ca-
tion. In this paper, we do not consider this situation that some shareholders change
the shares.

Dividing the large number of voters into different optimal groups can satisfy
the voter’s different privacy requirements. Zhang’s research [19] tells us how to
optimize the ef ciency of the secure ballots aggregation process in a scenario where
the total number of voters is large. In this way, VS can divide the voters into groups
according to voters privacy requirements before running the protocol within each
voter group. With the optimal grouping solution, the ef ciency of the entire voters’
ballot aggregation process can be optimal. Dividing the voter into different groups
isn’t taken into consideration, we use k-anonymity in this paper.

4 An electronic voting protocol

In this section, we introduce a novel unconditional secure e-voting scheme based on
the secret sharing and k-anonymity. Our scheme including Pre-voting Phase, Voting
Phase and Post-voting Phase, is described as follows.

Pre-voting Phase
The voting takes place in a polling station and a polling station may have many

voting terminals. The list of all candidates and their symbols are showed on the
display of the voting machine. The voters and candidates are allowed to take part
in election after they have been veri ed by the AC. Assume that there are n voters
Vi(i= 1,2, · · · ,n,n≤ N) and m candidatesCi(i= 1,2, · · · ,m,m< n), the candidates
can be or not be the voters.

Voting Phase
In this phase, VS generates an interpolation polynomial f (x) of degreem: f (x) =

a0+ a1x+ a2x2+ · · ·+ amxmmodp. Each voter’s ballot is set as the secret data and
distributed into m+ 2 shares, m shares are assigned to m candidates and one share
is allotted to VS. Moreover, the private credentials are sent to the voters, which is
used to verify whether the ballot is counted or not. Notation R = SNpre f ix denotes
the vote’s private credential {SNpre f ix|ri,(xi,yi)} , where ri is a random number and
(xi,yi) is the ultimate share. In addition, the private credential can’t be taken out of
the polling station. At the end of the voting, VS and all candidates can reconstruct a
polynomial of degree m and aggregate k ballots together. Fig.1 shows the operation
procedures.

The voting procedure is described as follows.
Step1. After V is certi ed by AC, VS distributes a temporary ID to V , where

VS does not know any information about the current voter, and AC does not know
voters’ ID distributed by VS.

Step2. According to Vi’s intention, VS generates an interpolation polynomial of
degreem , which is fi(x) = ai,0+ai,1x+ai,2x2+ · · ·+ai,mxmmodp. If Vi chooses the
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Fig. 1 Operation procedures of the voting phase

Cl , ai,l = 1(l = 1,2, · · · ,m), otherwise ai,l = 0. Moreover, ai,0 = 1 is selected by VS
randomly with non-zero value, and i is the serial number of ballot;

Step3. VS computesm+2 shares: yi,r = fi(xr)(r= 1,2, · · · ,m+1,m+2) , where
xr is the public identifying with the corresponding Cl(l = 1,2, · · · ,m), VS and Vi.
Then VS distributes (xr,yi,r)(r = 1,2, · · · ,m) to all Cl via a secure channel. Finally,
Vi gets a credential Ri = SNpre f ix = {ai,0,(xm+2,ym+2)} from VS in order to verify
whether his ballot was counted or not after voting.

Post-voting Phase
Step1. When the results need to be published, VS divides the voter randomly into

some groups with k voters and publishes the selective Vi’(i= 1,2, · · · ,k) temporary
ID. Then, VS asks the selective k voters to publish the ai,0(i = 1,2, · · · ,k) on the
bulletin board.

Step2. EachCl(l= 1,2, · · · ,m) andVS compute the sum of their shares (xr,yi,r)(r=
1,2, · · · ,m,m+1) and publish it. By using the sum of the shares,Cl(l = 1,2, · · · ,m)
and VS can recover an interpolation polynomial, F(x) = a0 + a1x+ a2x2 + · · ·+
amxmmodp, where a j = ∑k

i=1ai, j( j = 0,1,2, · · · ,m). Thereafter, VS publishes the
aggregative ballots of the k voters {a0,a1, · · · ,am} on the bulletin board.

Step3. If the sum of the published ai,0(i = 1,2, · · · ,k) on the bulletin board isn’t
equal to a0. VS and all candidates would be asked to check out their declaratory
information, and reconstruct the corresponding ballots again. IfVi’s claim is true, the
ballots with pre x Ri will be published again, or else they will remain unchanged.
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Step4. Finally, according to the published information on the bulletin board, ev-
eryone computes the tallying result ofCl ,votel = ∑al .

5 Security Analysis

The proposed scheme not only satis es the correctness, unconditional security,
anonymous, con dentiality, and non-cheating, but also achieves additional two se-
curity features: universal veri ability and coercion-resistant.

1. Correctness: Every voter ensures that the published information is correct by
checking a0 = ∑k

i=1 ai,0. For knowing the content of his vote and randomly num-
ber from the credential, voter can restructure the polynomial easily. Thereafter,
the voter knows the result is correct by checking whether the polynomial passes
through the shares on the credential. Then the scheme satis es correctness.

2. Anonymity: Actually VS and AC do not know any information about the current
voter since V can get a temporary ID distributed by VS after he was certi ed
by AC. All the candidates know nothing about the voter. At last, the result is
published in this way that some ballots are aggregated and posted. Hence, our
scheme satis es the anonymity.

3. Con dentiality:VS sends the shares tom candidates andVS, hereafter, the content
of the ballots is con dential, and the ballots are also con dential after publishing
due to the aggregate ballots are posted on the bulletin board together. Then our
scheme satis es the con dential.

4. Unconditional security:In the proposed scheme, the shares are sent to the can-
didates and VS. Although the malicious adversary has uncon ned computing
power, he can’t infer some information about the content of the vote. Then, our
scheme satis es the unconditional security.

5. Non-cheating: If there are some voters who found that a0 = ∑k
i=1ai,0 isn’t cor-

rectness, the information about these ballots will be checked, reconstructed and
published again. Then the proposed scheme meets the non-cheating.

6. Universal veri ability:Each voter knows that his ballot is counted by checking
that a0 is equal to the sum of ai,0(i = 1,2, · · · ,k). Voter uses his intention and
randomly number to restructures the polynomial. Thereafter, the voter can verify
his intention is counted by judging the polynomial passes through the shares on
the credential. Therefore, the scheme is satis ed the universal veri ability.

7. Coercion-resistant:The credential included Ri = SNpre f ix = {ai,0,(xm+2,ym+2)}
contains no information about the content of the vote. The voter can proof the
content of his ballot to others for they cannot infer whether the voter casts him
or not. Then, the electronic voting scheme satis es the coercion-resistant.
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6 Conclusion

An electronic voting scheme based on secret sharing and k-anonymity was pro-
posed. In the scheme, the voting system generates an interpolation polynomial ac-
cording to the aspiration of the voters, computes and sends the shares to all candi-
dates and VS. They can reconstruct the polynomial and aggregate the ballot togeth-
er. Moreover, the proposed scheme satis es the correctness, unconditional security,
non-cheating, universal veri ability, con dentiality, anonymous. At last, the voter
can proof the content of his credential to others and for they cannot infer any infor-
mation about the content of ballot.
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